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INTRODUCTION

Physics is the paradigm of all scientific knowledge. Over the centuries it has evolved to a complexity that has
resulted in a separation into various subfields, always connected with one another and very difficult to single
out. Freeman Dyson, in his beautiful book ‘Infinite in All Directions’, distinguishes two aspects of physics and
two types of physicists: the unifiers and the diversifiers. The unifiers look for the most general laws of nature,
like the universal attraction between masses and electric charges, the laws of motion, relativity principles, the
simplest elementary particles, the unification of all forces, symmetry violation and so on. The diversifiers
consider the immense variety of natural phenomena, infinite in their extension, try to explain them on the basis
of known general principles, and generate new phenomena and devices that do not exist in nature. Even at the
beginning of modern science Galileo Galilei, besides studying the laws of motion and laying down the principle
of relativity, was interested in the phenomenon of fluorescence and disproved the theories put forward at his
time. He was both a unifier and a diversifier. The full explanation of fluorescence had to await the advent of
quantum mechanics, as did the explanation of other basic phenomena like electrical conductivity and
spectroscopy.

The past century witnessed an explosive expansion in both aspects of physics. Relativity and quantum
mechanics were discovered and the greatest of the unifiers, Albert Einstein, became convinced that all reality
could be comprehended with a simple set of equations. On the other hand a wide range of complex phenomena
was explained and numerous new phenomena were discovered. One of the great diversifiers, John Bardeen,
explained superconductivity and invented the transistor.

In physics today we encounter complex phenomena in the behavior of both natural and artificial complex
systems, in matter constituted by many particles such as interacting atoms, in crystals, in classical and quantum
fluids as well as in semiconductors and nanostructured materials. Furthermore, the complexity of biological
matter and biological phenomena are now major areas of study as well as climate prediction on a global scale.
All of this has evolved into what we now call ‘‘condensed matter physics’’. This is a more comprehensive term
than ‘‘solid state physics’’ from which, when the electronic properties of crystals began to be understood in the
thirties, it originated in some way. Condensed matter physics also includes aspects of atomic physics,
particularly when the atoms are manipulated, as in Bose–Einstein condensation. It is now the largest part of
physics and it is where the greatest number of physicists work. Furthermore, it is enhanced through its
connections with technology and industry. In condensed matter physics new phenomena, new devices, and new
principles, such as the quantum Hall effect, are constantly emerging. For this reason we think that condensed
matter is now the liveliest subfield of physics, and have decided to address it in the present Encyclopedia. Our
focus is to provide some definitive articles for graduate students who need a guide through this impenetrable
forest, researchers who want a broader view into subjects related to their own, engineers who are interested in
emerging and new technologies together with biologists who require a deeper insight into this fascinating and
complex field that augments theirs.

In this Encyclopedia we have selected key topics in the field of condensed matter physics, provided historical
background to some of the major areas and directed the reader, through detailed references, to further reading
resources. Authors were sought from those who have made major contributions and worked actively in the



area of the topic. We are aware that completeness in such an infinite domain is an unattainable dream and have
decided to limit our effort to a six-volume work covering only the main aspects of the field, not all of them in
comparable depth.

A significant part of the Encyclopedia is devoted to the basic methods of quantum mechanics, as applied to
crystals and other condensed matter. Semiconductors in particular are extensively described because of their
importance in the modern information highways. Nanostructured materials are included because the ability to
produce substances which do not exist in nature offers intriguing opportunities, not least because their
properties can be tailored to obtain specific devices like microcavities for light concentration, special lasers, or
photonic band gap materials. For the same reasons optical properties are given special attention. We have not,
however, neglected foundation aspects of the field (such as mechanical properties) that are basic for all material
applications, microscopy which now allows one to see and to manipulate individual atoms, and materials
processing which is necessary to produce new devices and components. Attention is also devoted to the ever-
expanding role of organic materials, in particular polymers. Specific effort has been made to include biological
materials, which after the discovery of DNA and its properties are now being understood in physical terms.
Neuroscience is also included, in conjunction with biological phenomena and other areas of the field.
Computational physics and mathematical methods are included owing to their expanding role in all of
condensed matter physics and their potential in numerous areas of study including applications in the study of
proteins and drug design. Many articles deal with the description of specific devices like electron and positron
sources, radiation sources, optoelectronic devices, micro and nanoelectronics. Also, articles covering essential
techniques such as optical and electron microscopy, a variety of spectroscopes, x-ray and electron scattering
and nuclear and electron spin resonance have been included to provide a foundation for the characterization
aspect of condensed matter physics.

We are aware of the wealth of topics that have been incompletely treated or left out, but we hope that by
concentrating on the foundation and emerging aspects of the infinite extension of condensed matter physics
these volumes will be generally useful.

We wish to acknowledge the fruitful collaboration of the members of the scientific editorial board and of the
Elsevier editorial staff.

Special thanks are due to Giuseppe Grosso, Giuseppe La Rocca, Keith Bowman, Jurgen Honig, Roberto
Colella, Michael McElfresh, Jaap Franse, and Louis Jansen for their generous help.

Franco Bassani, Peter Wyder, and Gerald L Liedl
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Introduction

For many condensed matter systems, including liq-
uids as well as solids, acoustic measurements provide
a crucial probe of important and fundamental phys-
ics of the system. In the case of solids, one of the first
fundamental properties to be determined would be
the atomic structure, defined by the minimum in the
free energy with respect to the positions of the atoms.
The next fundamental characteristic of interest might
be the curvature of the free energy in the vicinity of
the minimum, and this would be manifest in the
elastic constants for the material. As derivatives of
the free energy, elastic constants are closely connect-
ed to thermodynamic properties of the material; they
can be related to specific heat, Debye temperature,
the Gruneisen parameter, and they can be used to
check theoretical models. Extensive quantitative con-
nections may be made if the elastic constants are
known as functions of temperature and pressure.
Acoustic measurements not only probe lattice prop-
erties, they are also sensitive probes of the environm-
ent in which all interactions take place, and may be
used to study electronic and magnetic properties
(e.g., through magnetostriction effects). As will be
discussed later, acoustic measurements involve tensor
quantities, and thus can probe anisotropic properties
of crystals. The damping of elastic waves provides
information on anharmonicity and on coupling with
electrons and other relaxation mechanisms. One of
the most important features of acoustic measure-
ments is that they provide a sensitive probe of phase
transitions and critical phenomena; important exam-
ples, in addition to the obvious example of structural
transitions in solids, include the superconducting
transition and the superfluid transition. Indeed, one
of the most impressive successes in critical phenom-
ena has been the use of acoustics to study the lambda

line of liquid helium. For the field of supercon-
ductivity, a paper on acoustic attenuation was in-
cluded as one of the relatively small number of
selected reprints on superconductivity published by
the American Institute of Physics. Acoustic measure-
ments are among the first performed whenever a
material involving novel physics is discovered. Mod-
ern acoustic techniques, discussed below, can probe
the properties of samples only a few hundred microns
in size and nanoscale thin films, and may be utilized
in practical applications such as micro-electro-me-
chanical systems (MEMS). Acoustic measurements
provide significant information about condensed
matter systems, and their accurate and precise meas-
urement is certainly important.

Acoustics in Solids

For solids, acoustic phenomena reflect the elastic
properties of the material. Interest in elasticity dates
back to Galileo and other philosophers in the seven-
teenth century, who were interested in the static
equilibrium of bending beams. With the basic physics
introduced by Hooke in 1660, the development of
the theory of elasticity followed the development of
the necessary mathematics, with contributions from
Euler, Lagrange, Poisson, Green, etc., and the result-
ing theory was summarized in the treatise by A E H
Love in 1927.

Acoustic and elastic properties of solids are quan-
tified in a set of elastic constants. These constants are
like spring constants, relating forces, and displace-
ments, and they may be measured with a static tech-
nique, in which a displacement is measured as a
linear response to a small applied force. However, it
was long ago learned that a better method is to
measure an elastic vibration, as found, for example,
in a propagating sound wave. Most existing com-
plete sets of elastic constants for materials have been
determined by measuring the time of flight of sound
pulses. Recently, a relatively new method, resonant
ultrasound spectroscopy (RUS), is being used. In the
RUS method, rather than measuring sound velocities,



one measures the natural frequencies of elastic vib-
ration for a number of normal modes of a sample,
and processes these in a computer, along with the
shape and mass of the sample. With a proper con-
figuration, a single measurement yields enough fre-
quencies to determine all of the elastic constants for a
material (as many as 21 for a crystal with low sym-
metry). Samples may be prepared in a wide variety of
shapes, including rectangular, spherical, etc., and it is
not necessary to orient crystalline samples. A com-
pelling reason for using RUS has to do with the na-
ture of samples of new materials. Whenever a new
material is developed, initial single crystal samples
are often relatively small, perhaps on the order of a
fraction of a millimeter in size. Also, with new
developments in nanotechnology and the possibility
of applications in the microelectronics industry, there
is a great interest in systems which are very small in
one or more dimensions, such as thin films and one-
dimensional wires. For such small systems, pulse
measurements are difficult, if not impossible, but
RUS methods may be readily used.

Physical Principles for Acoustics in Solids

To begin a theory for acoustics in solids, one may
imagine a spring, extended with some initial tension,
and consider two points at positions x, and x þ dx. If
one applies an additional local tension, or stress, s,
then the spring stretches and the two points are dis-
placed by c(x), and cðx þ dxÞ respectively. The sep-
aration between the two points will have changed by
dc, and the fractional change in the separation, de-
fined as the strain, is e � dc=dx. Hooke’s law for the
spring takes the form s ¼ ce, where c is a one-dimen-
sional elastic constant. For a three-dimensional elastic
solid, one may use indices (i, j, etc.) which can take on
the values 1, 2, and 3, referring to the x, y, and z
coordinate directions, and generalize the strain to

eij �
1

2

@ci

@xj
þ
@cj

@xi

� �
½1�

The symmetric form of eij avoids pure rotations,
which do not involve stress. The stress is generalized
to sij, a force per unit area acting on a surface ele-
ment, where the first index refers to the coordinate
direction of a component of the force, and the second
index refers to the coordinate direction of the unit
normal to the surface element. Hooke’s law becomes

sij ¼ cijklekl ½2�

where cijkl is the 3� 3� 3� 3 (81 element) elastic
tensor, and where a summation over repeated indices
is implied. For a small volume element, the net force

in the i-direction is @sij=@xj, and Newton’s law may
be written as

@sij

@xj
¼ r

@2ci

@t2
½3�

where r is the mass density.
The symmetric nature of the definitions, and the

assumption that the elastic energy must be quadratic
in the strains, reduces the number of independent
elements of cijkl from 81 to 21. A basic symmetry has
cijkl invariant if the indices are exchanged in the first
pair or second pair of the four subscripts (cjikl ¼ cijkl,
etc.); thus a reduced system of indices may be used:
11-1, 22-2, 33-3, 23-4, 13-5, 12-6, so that
cijkl-cmn. The reduced system is used when tabulat-
ing values of elastic constants; however, the full four-
index tensor must be used in calculations. Additional
symmetries of a particular crystal group will reduce
the number of independent elastic constants further
below 21; for example, orthorhombic crystals have
nine independent elastic constants, cubic crystals
have three, and isotropic solids have only two.

Later, the case of an isotropic elastic solid will be
useful for the purposes of illustration. In this case,
one has c11 ¼ c22 ¼ c33, c44 ¼ c55 ¼ c66, c12 ¼ c13 ¼
c23 ¼ c11 � 2c44, and all other elements of the
elastic tensor are zero. The two independent elastic
constants may be taken as c11 and c44, but other
combinations, such as Young’s modulus Y ¼
c44ð3c11 � 4c44Þ=ðc11 � c44Þ and the bulk modulus
B ¼ c11 � 4c44=3 are also used. The bulk modulus
appears in an important thermodynamic identity
involving g, the ratio of the specific heat at constant
pressure cp to that at constant volume, cv:

g ¼ cp

cv
¼ 1þ Tb2B

rcp
½4�

Here T is the temperature and b is the thermal ex-
pansion coefficient (TEC).

Anharmonic Effects

The basic formulation of acoustics in solids involves
the expansion of energy minima about equilibrium to
second order, or equivalently, assuming a harmonic
potential, quadratic in strain. However, there are a
number of effects which require going beyond second
order. Some effects are related to exceeding ‘‘small
displacements’’ from equilibrium, such as in quan-
tum solids with large zero-point motion, and solids
at high temperatures (near melting) where thermal
motions are large. Other effects occur in equilibrium
at normal or low temperatures; these include thermal
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expansion, lattice thermal conductivity, and acoustic
dissipation.

The relationship between anharmonic effects and
thermal expansion is worth discussing. As tempera-
ture is increased, the amplitude of atomic oscillations
increases, or equivalently the occupation of higher
quantized energy levels increases. If the potential
energy was exactly quadratic in displacements, then
the center of oscillation, or the expectation value of
displacement, would remain the same. With the same
average positions for the atoms, the system would
not expand with increasing temperature, and the
TEC b would be zero. From the thermodynamic
identity in eqn [4], one would also have cp ¼ cv. On
the other hand, when potentials are anharmonic, one
may have (in the typical case) a stiffer repulsion at
short interatomic distances, and weaker attractive
forces at larger distances. The result is that at higher
energy levels, the ‘‘center’’ position between classical
turning points moves to larger distances, and the
system thermally expands. This situation is illustrat-
ed in Figure 1.

Anharmonicity and thermal expansion can also be
readily related to nonlinear acoustics in fluids. For
fluid acoustics, nonlinear effects are proportional to a
dimensionless second order parameter ðr=vÞð@v=@rÞ,
where v is the sound speed, and the derivative is at
constant entropy. For gases, this parameter is (g� 1),
which by the thermodynamic identity in eqn [4], is
proportional to the thermal expansion coefficient b.
Thus the absence of nonlinear acoustic effects coin-
cides with a vanishing thermal expansion.

That an anharmonic potential results in acoustic
dissipation and lattice thermal conductivity may be
understood by noting that with a harmonic potential,
one gets a linear second-order wave equation, whose

wave solutions can superimpose and pass through
one another with no effect. An anharmonic potential
allows sound waves (lattice vibrations) to interact
and scatter from one another, permitting the transfer
of energy from an ordered to a disordered form
(acoustic dissipation), and allowing a change in dis-
tribution functions in passing from one location to
another (lattice thermal conductivity).

Anharmonic effects may be probed with acoustic
experiments by measuring the changes in the elastic
constants as the sample is subjected to increasing
uniaxial or uniform hydrostatic pressure. The coef-
ficients which relate the changes to the pressure are
referred to as ‘‘third-order elastic constants.’’ How
elastic constants themselves are determined with
acoustic measurements is discussed next.

Determining Elastic Properties Experimentally

To determine the nature of sound propagation in sol-
ids, one must solve eqns [1] through [3] with some
specified boundary conditions. Because of the tensor
nature of the equations, the relation between particle
displacement and the direction of wave propagation
is quite complicated. To tackle the complexity and
make a connection between ultrasound measure-
ments and the elastic constants, two approaches may
be taken. The first approach, used in conventional
pulse ultrasound, is to note that if one had a sample
with a large (infinite) plane surface which is perpen-
dicular to one of the principle axes of the elastic ten-
sor, and if a plane wave could be launched from that
surface, then the tensor equations would uncouple,
and a longitudinal wave or one of two transverse
waves could propagate independently. In this case, for
each wave, the relationship between the sound velo-
city and the independent elastic constants is fairly
straightforward. While the determination of the prin-
ciple axes and the relationships between the three
sound speeds and the relevant elastic constants may
be done analytically, the manipulations are compli-
cated and must be done on a case-by-case basis; there
is no elucidating general formula. The simplest case
of an isotropic elastic solid will be presented here for
purposes of illustration. In this case, Newton’s law
may be written in terms of the two independent elas-
tic constants, c11 and c44:

r
d2w

dt2
¼ c11r2w� c44=� ð=� wÞ ½5�

¼ c44r2wþ ðc11 � c44Þ=ð= .wÞ ½6�

where the two equations are related by an identity for
the = operator. If one has =� w ¼ 0, then the first
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Figure 1 Illustration of the relationship between a nonquadratic

potential energy curve (and nonlinear acoustics) and the phe-

nomenon of thermal expansion.
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equation becomes a simple wave equation for a
longitudinal wave with speed vl ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
c11=r

p
, and if one

has = � w ¼ 0, then the second equation becomes a
simple wave equation for transverse waves with speed
vt ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
c44=r

p
.

Although the pulse ultrasound method has been
used extensively in the past, it has a number of di-
sadvantages, including problems with transducer ring-
ing, beam diffraction, and side-wall scattering, and the
inconvenience that the sample must be recut, repol-
ished, and reattached to a transducer if one wants
more than the three elastic constants accessible with
one measurement. The second approach to determi-
ning elastic constants avoids all of the disadvantages.

The second approach is the one described earlier as
RUS, which involves the use of a computer to nu-
merically solve the elastic constants given a set of
measured natural frequencies for a solid with a given
shape and boundary conditions (usually stress-free
conditions). The computer processing involves sol-
ving a ‘‘forward problem’’ (finding the natural fre-
quencies in terms of the elastic constants) first and
then inverting. Unlike the conventional pulse ultra-
sound approach, the forward problem does not
provide a simple relationship between the modes of
vibration and the elastic constants; the displacements
in the various modes involve all of the elastic con-
stants in a complicated manner, and a numerical
computation is required to sort it all out.

The forward problem may be posed as the min-
imization of a Lagrangian L given by

L ¼
ZZZ

ðro2cici � cijkleijeklÞ dV ½7�

The minimization is accomplished numerically with
a Rayleigh–Ritz method, and the results yield dis-
crete resonance frequencies, fn ¼ 2pon, given the
elastic constants, cijkl. For the RUS technique, what is
needed is the inverse. In most cases, there will be
more measured frequencies than independent elastic
constants; so what is required is to find a set of in-
dependent elastic constants which best fits the meas-
ured frequencies, usually in a least squares sense.
Furthermore, when there are more measured fre-
quencies than independent elastic constants, then
other parameters may be varied in order to best fit
the measured frequencies. Such parameters may in-
clude the shape and dimensions of the sample (al-
though one known length is necessary), and the
orientation of the crystallographic axes relative to
the faces of the sample. In any case, it is not neces-
sary that crystallographic axes be oriented with re-
spect to faces of a sample, although computations are
greatly simplified if they are oriented.

Experimental Methods for Acoustic Measurements
in Solids

Acoustic measurements with the pulse method are
fairly straightforward; emphasis is on careful bond-
ing of transducers to samples and the use of suitable
high-frequency pulse electronics. The RUS method
is less well known, and can be briefly described as
follows.

In a general RUS measurement, the natural fre-
quencies of a sample with stress-free boundary con-
ditions are determined by measuring the resonance
frequencies of the sample when held (lightly, with no
bonding agents, at two positions on the sample sur-
face) between two transducers. One transducer acts
as a drive to excite vibrations in the sample at a
tunable frequency, and the second measures the
amplitude (and possibly the phase) of the response
of the sample; as the frequency of the drive is swept,
a sequence of resonance peaks may be recorded. The
positions of the peaks will determine the natural
frequencies fn (and hence the elastic constants), and
the quality factors (Q’s, given by fn divided by the
full width of a peak at its half-power points) will
provide information about the dissipation of elastic
energy.

RUS may also be used to measure the properties of
thin films on a substrate, to determine the effects of
induced strain from lattice mismatch, etc. In this
case, the natural frequencies of the substrate alone
are measured, then the same sample is again meas-
ured with the film in place. From the shifts in the
natural frequencies, the properties of the film may be
determined.

A simple apparatus for making RUS measure-
ments is illustrated in Figure 2. In the illustration, a
rectangular parallelepiped sample is supported by
transducers at diametrically opposite corners. Cor-
ners are used for contact because they provide elas-
tically weak coupling to the transducers, greatly
reducing loading, and because the corners are al-
ways elastically active (i.e., they are never nodes),
and thus can be used to couple to all of the normal
modes of vibration.

Acoustics in Fluids

The thermo-hydrodynamic state of a fluid may be
specified with five fields, which may be taken as the
mass density r(r, t), the pressure p(r, t), and the mean
flow velocity u(r, t). The five equations needed to
determine the five fields are conservation of mass,
Newton’s law for the motion of the center of mass of
a fluid element (three components), and conservation
of energy for motion about the center of mass. These

4 Acoustics: Physical Principles and Applications to Condensed Matter Physics



equations are respectively:

@r
@t

þ = � ðruÞ ¼ 0 ½8�

r
@u

@t
þ u �=u

� �
¼ � =p þ Zr2u

þ 1

3
Zþ x

� �
=ð= �uÞ ½9�

T
@S

@t
þ u �=S

� �
¼ 2Z

r
eij �

1

3
ð= �uÞ

� �2

þ x
r
ð= �uÞ2 þ 1

r
= � ðk=TÞ ½10�

where S is entropy, eij ¼ ð@ui=@xj þ @uj=@xiÞ=2, Z and
x are the shear and bulk viscosity, and k is the thermal
conductivity. The transport terms (involving Z, x, and
k) give rise to dispersion and dissipation. If these
terms are dropped, then the last equation simply gives
S¼ constant, and the first two (for small displace-
ments from equilibrium) are easily combined to give a
wave equation with a sound speed given by ð@p=@rÞS.

Superfluids are modeled as having a superfluid
component (in a macroscopic quantum ground state)
and a normal-fluid component (a gas of excitations
above the ground state). With two fluid components,
nine fields are required to specify the state of the
system; in addition to the ones for a classical fluid,
one also has the mass density and the mean flow
velocity for the superfluid component alone. Now
the linearized equations admit two sound speeds
for the unconstrained fluid, and two more sound
speeds when the normal fluid component is held

fixed through its viscosity, and the inviscid superfluid
component is still free to flow. The four sound modes
are (1) a pressure wave with the two components
moving together (referred to as ‘‘first sound’’), (2) a
temperature wave with the two components moving
in counterflow (‘‘second sound’’), (3) a pressure wave
with the normal fluid clamped (‘‘fourth sound’’), and
(4) a temperature wave with the normal fluid
clamped (‘‘fifth sound’’). An illustration of these
modes is presented in Figure 3. ‘‘Third sound’’ is a
surface wave which propagates on a thin film of su-
perfluid; it is not a fundamental sound mode because
its restoring force is not intrinsic to the superfluid,
but rather is determined by the substrate on which
the superfluid film is formed. With both mechanical
and thermal properties represented in the sound
modes, the sound speeds, measured as functions of
temperature and pressure, may be used to determine
all of the thermodynamics of the superfluid.

Applications of Acoustics in Condensed
Matter Physics

In areas of condensed matter physics which involve
the development of exotic materials, it is often of
great value to use acoustics simply to measure and
tabulate sound speeds or elastic constants. This is the
case for such materials as alloys, composites, porous
materials, sintered materials, polymers (plastics,
epoxies, elastomers, etc.), cements, piezoelectrics,
viscoelastic and non-Newtonian fluids, and fluid
mixtures. In some cases, it is of significant benefit
to use acoustics to monitor systems which evolve in

Adjustable
transducer mount

Transducer
tensioning

Electrical leads
to transducer

Sample

Transducer
active area

Figure 2 An apparatus for measuring elastic constants and acoustic attenuation with RUS.
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time, as during the curing of epoxy, the hardening of
cement, the progress of chemical reactions, etc. Other
special condensed matter systems which benefit from
basic acoustic measurements are quantum solids, su-
perfluids, quasicrystals, granular media, foams,
rocks, etc. High amplitude acoustic fields are used
as driving mechanisms in sonochemistry, cavitation
studies (including cavitation in quantum fluids),
acoustic levitation (facilitating noncontact sample
manipulation), and sonoluminescence, in which a
collapsing bubble creates such extreme conditions
that light may be emitted. Acoustic emission, where
signals are generated by the system itself, is impor-
tant in studies of cracks, fracture, earthquakes, etc.

A particular application of acoustic measurements
in solid state physics is the determination of the con-
tribution of lattice acoustic modes to the specific
heat, clat. This is given by

clat ¼ 9
n

r

� �
kB

T

YD

� �3Z YD=T

0

x4exdx

ðex � 1Þ2
½11�

where n is the number of lattice sites per unit volume,
kB is Boltzmann’s constant, and YD is the Debye tem-
perature. It is the Debye temperature which may be
expressed in terms of acoustic parameters, as follows:

YD ¼ _

kB

1

18p2n

X
s

Z
dO
4p

1

vsðk̂Þ3

" #�1=3

½12�

Here the sum in s is over the three different acoustic
modes in a particular direction k̂, which have sound
speeds vsðk̂Þ. For isotropic solids, the average of 1=v3s
is ð1=v3l þ 2=v3t Þ.

As mentioned in the introduction, an important
application of acoustics is in the study of phase tran-
sitions. Acoustic studies are typically used in con-
junction with a model of the transition, for example,
a Landau expansion in the case of second-order
transitions. In this case the free energy F, including

elastic strain energy, may be expressed as a fourth-
order equation in some order parameter C:

F ¼ 1
2c0e

2 þ 1
2a1ðT � TcÞC2 þ 1

4a2C
4 þ 1

2a3eC
2 ½13�

where c0 and e are some nominal elastic constant and
strain (ignoring the tensor nature), Tc is the critical
temperature, and a1, a2, and a3 are constants. The
effective elastic constant is ð@2F=@e2Þ. Minimizing
the free energy with respect to the order parameter
gives the result that the effective elastic constant is c0
when T4Tc, and is (c0� a3

2/2a2) when ToTc. Thus
an experimentally measured jump in an elastic con-
stant at a second-order phase transition gives access
to the parameters in a Landau expansion.

An extensive application of RUS has been in geo-
physics, where the measurement of the thermody-
namic properties and anharmonic effects of materials
at high temperatures (exceeding twice the Debye
temperature) are a high priority. Elastic data can
check theoretical models and their extension to
high temperature and pressure, where some asymp-
totic behavior may be convenient for other geophys-
ical calculations and for extrapolations to even
higher temperatures. Anharmonic effects are evident
in the Gruneisen relation and in the departure of
heat capacity from the Law of Dulong and Petit,
clat ¼ 3ðn=rÞkB.

Acoustic Dissipation

Acoustic dissipation may be discussed with two basic
pictures. In one picture, energy in an ordered form in
the acoustic field is lost to some disordered form, so
that the amplitude of a sound wave decreases with
distance x as e� ax, where a is the attenuation coef-
ficient. From the functional form e� ax, the attenu-
ation coefficient amay be considered as an imaginary
part of a complex wave vector, k̃ ¼ k þ ia. Acoustic
dissipation in this picture is typically modeled with a
coupling term in a Hamiltonian between phonons
and some other system into which energy is lost
(electrons, magnetic spins, etc.).

In the second picture, one notes that changes in
stress (or strain) are not immediately followed by
changes in strain (or stress), and there is a time lag,
with a characteristic relaxation time, between energy
being stored in kinetic and potential forms. If there
were no time lag, then acoustic variations would os-
cillate back and forth along a single path (typically an
isentrope) in the stress–strain plane. If there is a time
lag, then the path opens up into a loop, and acoustic
energy would be dissipated as ‘‘lost work’’ equal to the
nonzero area of the loop. The time lag may be rep-
resented with a time dependence f ðtÞ ¼ ð1� e�t=tÞ,
where t is the characteristic relaxation time from a

n
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s
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s
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First Second

Figure 3 An illustration of the basic sound modes in superfluid

helium. The ‘‘n’’ and ‘‘s’’ lines indicate the motion of the normal

fluid and superfluid components, respectively. The dots indicate

that the normal fluid has been clamped by its viscosity. The

dashed lines indicate motion under ‘‘pressure release’’ conditions.
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sudden change. The time lag is incorporated in the
equations of motion with additional time derivatives;
however, the equations may be analyzed by Fourier
transforming in time, and the result involves the
Fourier transform of f(t), proportional to f̂ðoÞ given by

f̂ðoÞ ¼ 1

1þ ðotÞ2
þ i

ot

1þ ðotÞ2
½14�

The real part gives rise to dispersion in sound
propagation, and the imaginary part results in atten-
uation; the effective attenuation coefficient is
a ¼ amax2ot=ð1þ o2t2Þ, where the attenuation peak
amax occurs when ot ¼ 1.

For fluids, the ‘‘time lag’’ derivatives are already in
place in eqns [8]–[10]. If the terms containing the
transport coefficients Z, x, and k are not dropped,
and the equations are solved to first order in these
coefficients, then solutions will involve a complex
wave vector k̃ ¼ k þ ia, with the attenuation coeffi-
cient a given by

a ¼ o2

2rv3
4

3
Zþ x

� �
þ k
gcv

ðg� 1Þ
� �

½15�

For solids, forms of acoustic dissipation which are
most readily analyzed with the first picture include
electron–phonon scattering and phonon–phonon
scattering. The picture for electron–phonon scatter-
ing is particularly important for studying Bardeen–
Cooper–Schrieffer (BCS) superconductors; as more
electrons pair and enter the superconducting state,
the phonon interaction gets used up in the pairing
interaction, and part of the electron–phonon scatter-
ing no longer contributes to acoustic attenuation.
Thus, a measured drop in acoustic attenuation tracks
the number of paired electrons.

Forms of acoustic dissipation which are most read-
ily analyzed with the second picture include time lags
for energy transfer to magnetic spin systems, electric
dipole systems, defect and impurity motion (mechan-
ical diffusion or viscosity), other forms of energy
storage (thermal diffusion), etc. Models based on the
second picture are particularly useful in analyzing
acoustic attenuation measurements in glasses, ‘‘two-
level’’ systems, impurity doped systems, etc.

The list of mechanisms related to acoustic attenu-
ation just presented is by no means exhaustive. In-
deed, the broad range of interacting mechanisms
make acoustic attenuation one of the most widespread
applications of acoustics in condensed matter physics.

See also: Crystal Symmetry; Crystal Tensors: Applications;
Lattice Dynamics: Anharmonic Effects; Lattice Dynamics:
Aperiodic Crystals; Lattice Dynamics: Structural Instability

and Soft Modes; Lattice Dynamics: Vibrational Modes;
Mechanical Properties: Anelasticity; Mechanical Proper-
ties: Elastic Behavior; Specific Heat; Thin Films, Mechan-
ical Behavior of.

PACS: 43.20.� f; 43.25.� x; 43.35.� c; 43.58.þ z;
62.65.þ k; 62.20.Dc; 62.80.þ f; 74.25.Ld
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Nomenclature

B bulk modulus (Pa)
c elastic constant (Pa)
clat lattice specific heat (J kg� 1K� 1)
cp specific heat at constant pressure

(J kg� 1K� 1)
cv specific heat at constant volume

(J kg� 1K� 1)
F free energy per unit mass (J kg� 1)
k wave vector (m� 1)
kB Boltzmann’s constant (J K� 1)
L Lagrangian (J)
n number of lattice sites per unit volume

(m� 3)
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S entropy per unit mass (J kg� 1K� 1)
t time (s)
T temperature (K)
u fluid element velocity (m s� 1)
v sound speed (m s� 1)
V volume (m3)
x spatial coordinate (m)
a attenuation coefficient (m� 1)
b thermal expansion coefficient (K� 1)
g specific heat ratio (dimensionless)

e strain (dimensionless)
Z shear viscosity (N sm� 2)
YD Debye temperature (K)
x bulk viscosity (N sm� 2)
k thermal conductivity (Wm� 1K� 1)
r mass density (kgm� 3)
s stress (Pa)
t relaxation time (s)
c displacement (m)
o angular frequency (s� 1)

Allotropy and Polymorphism
D R Gaskell, Purdue University, West Lafayette, IN,
USA

& 2005, Elsevier Ltd. All Rights Reserved.

The thermodynamic origins of allotropy and poly-
morphism are presented. Allotropy and polymorph-
ism are, respectively, the ability of elements and of
chemical compounds to have stable existences in
more than one crystal form. The allotropies of iron,
carbon, and sulfur, and the polymorphisms of silica
and zirconia are discussed.

Introduction

A chemical element exhibits allotropy when it can
have a stable existence in more than one crystal form.
Polymorphism is the same phenomenon exhibited by
a chemical compound. When a range of possible
states of existence is available to an element or com-
pound, the stable state is that which has the lowest
molar Gibbs free energy at the constant values
of pressure and temperature of interest. The molar
Gibbs free energy, G, in turn, is determined by the
molar enthalpy, H, the molar entropy, S, and the
temperature (in kelvins), T, as

G ¼ H � TS

Low values of G are obtained with low values of
H and high values of S. As only changes in enthalpy
can be measured by the transfer of thermal energy
between a thermodynamic system and a thermosta-
ting reservoir, the enthalpy H does not have a definite
value and thus, also, G does not. In contrast, S,
which is a measure of the thermal and configura-
tional disorder in a thermodynamic system, does
have a definite value. Consequently, changes in the

molar Gibbs free energy which accompany phase
transformations or chemical reactions can be ob-
tained from the corresponding changes in H and
S as

DG ¼ DH � TDS

The molar enthalpy of an element, relative to that of
the state in which the atoms are at infinite distances
from one another, is the thermal energy transferred
to a thermostat when the atoms come together and
occupy the sites in a regularly arrayed crystal lattice.
The relative enthalpy is then a measure of the
bonding energy in the crystal.

The Allotropy of lron

Iron has two allotropes: a face-centered cubic (f.c.c.)
crystal form and a body-centered cubic (b.c.c.) crys-
tal form. In the former, the unit cell has atoms lo-
cated at each of the eight corners, each one of which
contributes one-eighth of an atom to the unit cell.
Atoms located at the centers of each of the six faces
of the cell, each contribute one-half of an atom to the
unit cell, to give a total of four atoms per unit cell.
Alternatively, the f.c.c. crystal structure can be con-
sidered to consist of planes of close-packed atoms
stacked in the sequence ABCABC. The b.c.c. unit cell
has atoms located at each of the eight corners of the
unit cell and one atom located at the center of the
cell, giving two atoms per unit cell.

The variations, with temperature at a constant
pressure of 1 atm, of the molar Gibbs free energies of
the f.c.c. and b.c.c. allotropes of iron are shown
schematically in Figure 1a. In Figure 1a

@G

@T

� �
P

¼ �S
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and

@2G

@T2

� �
P

¼ �cp

T

where cp is the constant pressure molar heat capacity
of the phase. This quantity is formally defined as

cp ¼ @H

@T

� �
P

½1�

that is, it is the ratio of the heat absorbed by a mole
of substance, at constant pressure, to the consequent
increase in temperature.

The shapes of the curves in Figure 1a are deter-
mined by the constant pressure molar heat capacities
and the molar entropy of the two crystal forms. In
the temperature range 1100–1700K, the value of cp

for b.c.c. Fe is 7.9 JK–1, larger than that for f.c.c. Fe
and the highly ordered f.c.c. crystal structure has a
lower molar entropy than that of the b.c.c. structure.
Thus, in Figure 1, since the rate of decrease of G with
increasing temperature for the b.c.c. Fe is greater
than that for the f.c.c. Fe and the second derivative of
the line for b.c.c. Fe is greater than that of the f.c.c.
line, the lines intersect twice at 1187 and 1664K.
Thus, the b.c.c. form is stable at temperatures lower
than 1187K and at temperatures from 1664K to the
melting temperature of 1809K. The f.c.c. form is
stable in the range of temperature 1187–1664K. The
low-temperature b.c.c. form is referred to as a-Fe, the
f.c.c. form is referred to as g-Fe and the high-tem-
perature b.c.c. form is referred to as d-Fe. The
original assignment of b-Fe to the low-temperature
b.c.c. form, between the Curie temperature of 1033
and 1187K, is no longer used.

Figure 1b shows the variations, with temperature,
of the saturated vapor pressures exerted by b.c.c. Fe
and f.c.c. Fe in the range of temperature 1100–
1700K. The saturated vapor pressures are related to
the difference between the Gibbs free energies of the
two crystal forms by

DGða-gÞ ¼ RT ln
p0
g

p0
a

A negative value of DGða-gÞ makes the p0
g value

lower than the p0
a value.

As has been stated, the constant pressure molar
heat capacity of b.c.c. Fe is 7.9 J K–1 larger than that
of f.c.c. Fe. Consequently, from eqn [1], the rate of
increase of the molar enthalpy of b.c.c. Fe is greater
than that of f.c.c. Fe. The variations, with temper-
ature, of the relative molar enthalpies of the two
crystal forms are shown in Figure 1c, in which the
reference state is chosen as b.c.c. Fe at 1100K. Inc-
reasing the temperature from 1100 to 1187K causes
the molar enthalpy to increase along the b.c.c. Fe
line. At 1187K, the b.c.c. form transforms to the
f.c.c. form with the required increase in enthalpy
(the latent heat of the transformation). Further hea-
ting causes the enthalpy to increase along the f.c.c.
Fe line (which intersects with the metastable b.c.c.
Fe line at 1397K) and, at 1664K, the f.c.c. Fe trans-
forms back to the b.c.c. Fe, again with the required
increase in enthalpy.

The combination of the allotropy of iron and
Henry Bessemer’s patent no. 356, dated 12 February
1856 ‘‘On the Manufacture of Malleable Iron and
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Figure 1 (a) The variations, with temperature, of the molar

Gibbs free energies of b.c.c. Fe and f.c.c. Fe (schematic). (b) The

variations, with temperature, of the saturated vapor pressures of

b.c.c. Fe and f.c.c. Fe. (c) The variations, with temperature, of the

relative molar enthalpies of b.c.c. Fe and f.c.c. Fe.
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Steel without Fuel,’’ gave rise to the Industrial
Revolution. Carbon, which is the alloying element
in plain carbon steel, occupies interstitial sites in the
f.c.c. Fe and b.c.c. Fe lattices. The solution of carbon
in f.c.c. Fe produces a phase called austenite, and its
solution in b.c.c. Fe produces a low-temperature
phase called a-ferrite and a high-temperature phase
called d-ferrite. As the interstitial sites in f.c.c. Fe are
larger than those in b.c.c. Fe, the solubility of carbon
in austenite is larger than in a-ferrite and d-ferrite.
Thus, carbon is an ‘‘austenite stabilizer.’’ Figure 2,
which is the phase diagram for the system Fe-Fe3C,
shows the extent of the austenite phase field which
terminates at the eutectoid point (0.78wt.% C,
7231C). When the temperature of austenite of this
composition is decreased to a value lower than
7231C, the austenite undergoes a eutectoid decom-
position to produce a structure consisting of alter-
nating layers of ferrite and cementite (the metastable
iron carbide, Fe3C). This structure is called pearlite
and the fineness of the structure is determined by the
rate of cooling of the eutectoid austenite through the
eutectoid temperature. The coarseness of the micro-
structure increases with decreasing cooling rate.
With increasing rate of cooling a limit is reached,
beyond which nucleation of the ferrite and the ce-
mentite from the austenite is inhibited. The austenite
transforms to a metastable body-centered tetragonal
phase by means of a diffusionless shear mechanism.
This very hard and brittle structure is called mar-
tensite and, in it, the shear stresses which cause the
brittleness are relieved by tempering at some tem-
perature less than 7231C. The occurrence of allot-
ropy in iron allows the mechanical properties of

plain carbon steels to be manipulated by a choice of
carbon content and heat treatment. Thus, steels can
be produced, which, at one extreme, are soft enough
to be plastically deformed to the shape of a paper
clip, or, at the other extreme, hard and tough enough
to be used as a bearing material.

Nickel, which has the f.c.c. crystal structure,
forms substitutional solid solutions with iron and
hence stabilizes the f.c.c. structure. Under equilibri-
um conditions, a g-Fe,Ni containing 53wt.% Ni
undergoes a eutectoid decomposition to a-Fe and
FeNi3 at 3451C. However, as nucleation and growth
of a-Fe from g-Fe,Ni requires significant diffusion by
migration of vacant lattice sites, the presence of a
few percent Ni in solid solution in the g-Fe,Ni
produces a metastable g-Fe,Ni phase at room tem-
perature. In contrast, chromium, which has the
b.c.c. structure, also forms substitutional solid solu-
tions with iron and thus stabilizes the b.c.c. struc-
ture. This causes the formation of a ‘‘g-loop’’ shown
in Figure 3. At the minimum temperature of the
g-loop (7wt.% Cr, 8311C), the g-Fe and a-Fe,Cr
phases have the same composition. In Fe–Cr solid
solutions containing less than 12wt.% Cr, the
product of oxidation is the highly defective spinel
FeO �Cr2O3. With Cr contents greater than 12wt.%,
the oxide Cr2O3 is the product of oxidation. Thus, a
‘‘stainless’’ steel can be produced by having sufficient
Ni in solid solution in Fe to give a single-phased f.c.c.
structure at room temperature and by having suffi-
cient Cr in solid solution to produce a protective
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coating of Cr2O3 on the surface of the alloy. Such
an alloy is type 304 stainless steel (or 18-8 stain-
less steel) which is Fe containing 18 wt.% Cr and
8 wt.% Ni.

The Allotropy of Carbon

Carbon (element number 6), located at the top of
group four in the periodic chart of the elements, has
the electron configuration 2s12s22p2, which would
indicate that it has a valence of 2. However, hybrid-
ization of the electron orbits of the carbon atom gives
rise to the occurrence of the familiar allotropes, dia-
mond, and graphite. In sp3 hybridization, one of the
2s electrons is promoted to the 2p orbital and the
four electrons in the second shell undergo hybridiza-
tion to produce four energetically equivalent elec-
trons. The 272kJmol–1 required to promote the
electron from the 2s to the 2p shell is more than
compensated for by the decrease in energy which oc-
curs upon hybridization. The mutual repulsion be-
tween the hybrid orbitals causes them to point
toward the corners of a tetrahedron, as shown in
Figure 4. The unit cell for the diamond cubic crystal
structure, which is shown in Figure 5, can be
regarded as being based on the f.c.c. unit cell con-
taining eight subcubes. Carbon atoms occupy the
upper-back-left, upper-front-right subcubes, the low-
er-front-left and lower-back-right subcubes with the
bond length being 15.4nm.The rigidity of the bonds
between the atoms makes diamond the hardest ma-
terial in existence (number 10 on the Moh scale of
hardness). It has a high melting temperature, 38001C,
and a large latent heat of melting, 105kJmol–1 at a
pressure of 48 kbar. Also, it has a high index of
refraction, 2.417, making it a desirable gem stone. In
1913, the determination of the structure of diamond
was one of the early successes of X-ray analysis.

The crystal structure of graphite is determined by
sp2 hybridization in which a 2s electron is promoted
to the 2pz orbital and the remaining 2s and the 2px

and 2py orbitals form a trigonal hybrid containing
three energetically equivalent orbitals which lie in a
plane, forming angles of 1201 with their neighboring
orbitals. The crystal structure of graphite, which is
shown in Figure 6, consists of sheets of s-bonded
atoms in the xy-plane, arranged in hexagons which
are bonded to one another in the z-direction by
p-bonds formed by overlap of the pz orbitals. The
lengths of the s-bonds and the p-bonds are, re-
spectively, 14.2 and 34 nm. As the p-bonds are much
weaker than the s-bonds, this property facilitates
easy shearing of the sheets of hexagons and makes
graphite a good lubricating material.

109.47°

Figure 4 Lines directed to the corners of a tetrahedron.

Figure 6 The crystal structure of graphite. The lines join atoms

in successive sheets which are aligned vertically.

Figure 5 The unit cell for the diamond cubic crystal structure.
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The phase diagram for carbon, presented as Figure
7, shows that a third allotrope, solid II, exists at
pressures in excess of 1000 atm, and that diamond is
metastable at low pressures. Diamonds are formed
under conditions of high pressure experienced in clay
pipes in the earth’s crust. It exists in the metastable
state at room temperature and pressure because of
the extensive rearrangement of atoms required for
the transformation from the diamond structure
to the graphite structure. At lower pressures, the
melting temperature of graphite increases with inc-
reasing pressure, and at higher pressure it decreases
with increasing temperature. Thus, at lower pres-
sures, the molar volume of graphite is lower than
that of liquid carbon and, at higher pressures, the
reverse is the case. At the ‘‘nose’’ of the melting
curve, the molar volumes of graphite and liquid have
the same value. The densities of diamond and grap-
hite at 298K and 1 atm pressure are, respectively,
3.515 and 2.2 g cm–3.

The Allotropy of Sulfur

The phase diagram for sulfur, presented as Figure 8,
shows that sulfur can exist in a rhombic crystal struc-
ture and in a monoclinic crystal structure. The unit
cell of the rhombic form contains 128 atoms, existing
as 16 puckered rings of eight atoms which form S8
molecules. Sulfur melts to form a translucent liquid,
which, when heated above 2001C, transforms to a
red, highly viscous form produced by the breaking
of the rings and the entanglement of the chains

produced. Amorphous or ‘‘plastic’’ sulfur can be ob-
tained by fast cooling of the crystalline form and this
amorphous phase also has a helical structure with
eight atoms per spiral. Sulfur is soluble in carbon di-
sulfide and is insoluble in water.

The complexity of rhombic sulfur allows easy
supercooling of the monoclinic form and has been
used as a means of providing experimental evi-
dence to substantiate Nernst’s heat theorem, also
known as the third law of thermodynamics. This
states that, at 0K, the entropy of any homogeneous
substance, which is in complete internal equilibrium,
can be taken as being zero. Summation of the in-
crease in molar entropy of rhombic sulfur when
heated from 0K to the temperature of transforma-
tion ð38:86 J K�1Þ, the molar entropy of transfor-
mation of rhombic to monoclinic sulfur at this
temperature ð1:09 J K�1Þ, and the change in the
molar entropy of monoclinic sulfur when cooled
from the transformation temperature to 0K ð�37:8
J K�1Þ gives the molar transformation of rhombic to
monoclinic sulfur at 0K as 0.15 JK–1. This is less
than the experimental error involved and, thus, is
taken as an experimental verification of Nernst’s heat
theorem.
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The Polymorphism of Silica

Silicon, occurring below carbon in group 4 in the
periodic chart of the elements, undergoes sp3 hy-
bridization of the 3s and 3p electrons to produce
energetically equivalent electron orbitals, which
point to the corners of a tetrahedron. In the crystal
structure of silica (SiO2), the sp3 orbitals of
neighboring silicon atoms form bonds with oxygen
atoms, such that each silicon atom is tetrahedrally
coordinated by four oxygen atoms and each oxygen
atom is bonded to two silicons. The basic building
block in the silica structure is thus a tetrahedron, at
the center of which is a silicon atom with oxygen
atoms located at the four corners. The polymorphism
of silica arises from the number of ways in which
tetrahedra can be arranged to fill space and one such
arrangement is shown in Figure 9. The phase
diagram for silica, presented as Figure 10, shows
that, at pressures less than 104 atm, the polymorphs
are low quartz, high quartz, tridymite, and cristoba-
lite. At pressures between 104 and 105 atm, silica
exists as the polymorph coesite (first described by

L Coes, Jr. in 1953) and at pressures higher than
105 atm, stishovite is the polymorph. Stishovite dif-
fers from the other polymorphs, in that the silicon is
in octahedral coordination with oxygen. This poly-
morph was discovered in meteorites found in Russia
by Stishov. It is believed that the high force exerted
on the meteorite by contact with the surface of the
earth caused the tetrahedral coordination in silica to
transform to an octahedral coordination.

The differences in standard free energies of for-
mation, DðDG�Þ, among the various polymorphs of
silica, using cristobalite as the reference state, are
shown in Figure 11. The relatively small differences
in the standard free energies among the polymorphs
arise because the enthalpies of formation (the –Si–O–
Si– bond energies) of the polymorphs and the con-
figurational entropies of packing SiO4 tetrahedra
together are similar.

Figure 11 shows another representation of the po-
lymorphism of silica. The horizontal arrows represent
reconstructive transformations, which require bond
breaking and complete rearrangement of the SiO4

tetrahedra. Thus, although the differences in the
standard free energies of formation of the poly-
morphs, shown in Figure 11, are small, the high
energies of activation for these transformations are
such that the high-temperature polymorphs can be
undercooled easily. Used extensively in laboratory
and medical applications, silica glass is obtained by
supercooling liquid silica to form a metastable amor-
phous phase. The vertical arrows in Figure 12 rep-
resent displacive transformations, which do not
involve the breaking of bonds and, consequently, oc-
cur at relatively high rates. The sequence of transfor-
mations during gradual heating of b-quartz depends
on the purity of the quartz. When high-purity quartz

Figure 9 The arrangement of SiO4 tetrahedra.
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(o10–2wt.% impurities) is heated, the b-quartz
transforms rapidly into a-quartz at 5731C. The a-
quartz is stable to B10251C, at which temperature it
transforms into a-cristobalite. However, if the quartz
contains impurities in solid solution, a-quartz trans-
forms to a-tridymite at B8701C, which, on further
heating, transforms into a-cristobalite at 14701C.

The observation of the influence of impurities
and the fact that most of the laboratory studies of
phase equilibria in silica were conducted under hy-
drothermal conditions cast doubt on the validity of
the phase relations shown in Figure 10. Evidence,
which suggests that tridymite is not a stable phase in
pure silica, but owes its existence to the presence of
impurity ions in the structure, has been provided.
This would make tridymite a polytype (same struc-
ture, different composition) rather than a poly-
morph. Two opinions have been expressed on this
topic. One suggests the elimination of the tridymite

phase and places the temperature of equilibrium be-
tween quartz and cristobalite atB10251C. The other
suggests that a sharp polymorphic transformation
exists between stable tridymite (designated ‘‘tridy-
mite-S’’) and stable cristobalite at 14701C and that
quartz and stable tridymite coexist at B8701C. The
latter opinion is in accordance with the ‘‘classical’’
picture shown as Figure 10.

The precious mineral opal, which has the for-
mula SiO2 � nH2O, is a form of silica that is wholly
amorphous.

The Polymorphism of Zirconia

Zirconia, ZrO2, has three polymorphs at atmospheric
pressure: a high-temperature cubic structure which
exists from 23701C to the melting temperature of
26801C, a low-temperature monoclinic structure
which exists at temperatures lower than 11741C,
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and an intermediate tetragonal structure which is sta-
ble between 11741C and 23701C. The high-temper-
ature cubic form has the fluorite, CaF2, structure
shown in Figure 13. In this structure, the Zr4þ cat-
ions occupy the corner and face-centered positions in
the f.c.c. lattice and the O2� anions occur at the cen-
ters of the eight subcells described in Figure 5. The
unit cell, thus, contains four Zr4þ and eight O2� ions.
The intermediate tetragonal form is a slightly de-
formed fluorite structure, and the low-temperature
monoclinic form, which occurs naturally as the min-
eral baddeleyite, has a structure in which Zr ion is

coordinated by seven oxygen ions. This structure is
shown in Figure 14. The densities and specific
volumes of the three polymorphs are listed in Table 1.

The 4.6% decrease in density accompanying the
tetragonal to monoclinic transformation cannot be
sustained and the solid exfoliates by means of a
martensite shearing mechanism. The temperature at
which this transformation occurs on cooling decreas-
es with decreasing particle size. However, the high-
temperature cubic form can be stabilized to room
temperature by the substitution, for Zr4þ , of appro-
priately sized cations of valence less than 4. The
cations Ca2þ and Y3þ are used to produce lime-
stabilized zirconia (LSZ) and yttria-stabilized zir-
conia (YSZ). LSZ is considerably less expensive than
YSZ. Several versions of the phase diagram for the
system ZrO2–CaO have been proposed and two of
them are shown in Figures 15 and 16.

Figure 15 shows the existence of the three poly-
morphs of ZrO2 and contains the line compound
CaO � 4ZrO2, which undergoes incongruent decom-
position at 13101C. Figure 15 also shows that the

Figure 13 The unit cell for the zirconia cubic (fluorite) crystal

structure. The solid and white circles represent Zr and O,

respectively.

Figure 14 The crystal structure of monoclinic zirconia (bad-

deleyite). The solid and white circles represent Zr and O,

respectively.

Table 1 The densities and specific volumes of the polymorphs

of zirconia

Polymorph r ðkgm�3Þ V ðm3 kg�1Þ

Cubic 6090 0.00163

Tetragonal 6100 0.00164

Monoclinic 5830 0.00172
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Figure 15 One version of the phase diagram for ZrO2–CaO.
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substitution of Ca2þ ions for Zr4þ in cubic zirconia
stabilizes the cubic structure only to 11401C, at which
temperature it undergoes a eutectoid decomposition
to tetragonal zirconia and CaO � 4ZrO2. It is known
that the substitution of Ca for Zr stabilizes the cubic
structure to room temperature, but it is unlikely that
supercooled cubic zirconia will maintain a metasta-
ble existence at temperatures near 7001C, at which it
is used as an oxygen sensing device. On the other
hand, Figure 16 shows the existence of lime-stabi-
lized-cubic zirconia at room temperature, but does
not show the existence of cubic zirconia in the pure
state. Figure 17 shows the phase diagram for the
system ZrO2–YO1.5, in which it is seen that the sub-
stitution of Zr3þ ions for Zr4þ ions stabilizes the cu-
bic phase at room temperature.

Stabilized cubic zirconia is a practical ceramic ma-
terial used as the solid-state electrolyte in a cell used
for measuring the partial pressure (or thermodynam-
ic activity) of oxygen in a gaseous or liquid medium.
Electroneutrality requires that the substitution of a
Ca2þ ion for a Zr4þ ion in cubic zirconia be accom-
panied by the formation of a vacant site of the
oxygen anion sublattice. Hence, x moles of CaO þ
(l� x) moles of ZrO2 contain ðx þ 2� 2xÞ ¼ ð2� xÞ
moles of O2– and x moles of vacant sites. Thus, the
fraction of vacant sites is x=ð2� x þ xÞ ¼ 0:5x.
Figure 16 shows that the percent of vacant oxygen
sites in stabilized cubic zirconia can be as high as

12–13%. This high percentage of vacant sites
imparts high diffusivity of oxygen in cubic zirconia
at elevated temperatures. The working of a lime-
stabilized cubic zirconia EMF cell is illustrated in
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Figure 18. The half-cell reaction at the cathode is

1
2O2ðgasÞ þ 2e�-O2�

and the half-cell reaction at the anode is

O2�-2e� þ 1
2O2ðgasÞ

This gives the cell reaction as O2ðP ¼ Phigh;TÞ¼
O2ðP ¼ Plow;TÞ for which

DG ¼ RT ln
Plow

Phigh

and as

DG ¼ �zFE ¼ RT ln
po2ðlowÞ

po2ðhighÞ

then

E ¼ �RT

4F
ln

Po2ðlowÞ

po2ðhighÞ

where E is the measured EMF of the cell, F is
Faraday’s constant, and z is the number of electrons
transferred by the electrochemical cell reaction. In the
use of the oxygen sensor where the value of one of the
oxygen pressures is known, measurement of the EMF
of the cell and the temperature allows the unknown
oxygen pressure to be determined. The oxygen
content of liquid steel is measured routinely by im-
mersion of a disposable LSZ cell in the steel bath in
the converter.

Stabilized cubic zirconia is also used as an elec-
trolyte in a hydrogen generator, in which water vapor
is decomposed to produce hydrogen gas at the cath-
ode and oxygen gas at the anode. Also, it is used in a
fuel cell in which electric power is produced by the
oxidation of CO or H2 at the anode and the reduc-
tion of oxygen gas at the cathode.

See also: Alloys: Iron; Alloys: Overview; Ceramic Mate-
rials; Electronic Structure (Theory): Molecules; Irrever-
sible Thermodynamics and Basic Transport Theory in
Solids; Molecular Crystallography; Phase Transformation;
Phases and Phase Equilibrium; Thermodynamic Proper-
ties, General.

PACS: 82.60.Fa; 81.30.Bx; 81.30.Dz; 61.50.Ks;
81.05.Je
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Nomenclature

cp constant pressure molar heat capacity
(J K–1)

E electromotive force (V)
F Faraday’s constant¼ 96 487Cmol–1

G molar Gibbs free energy (J)
H molar enthalpy (J)
P pressure (atm or Pa)
p0 saturated vapor pressure (atm or Pa)
R universal gas constant (8.3144 JK–1

mol–1)
S molar entropy (JK–1)
T temperature (K)
V specific volume (m3 kg–1)
z number of electrons transferred in an

electrochemical reaction
r specific density (kgm–3)

Alloys See Alloys: Aluminum; Alloys: Copper; Alloys: Iron; Alloys: Magnesium; Alloys: Overview; Alloys:

Titanium.

Pt
cathode

Pt
anode

p(H)
p(L)

Higher
oxygen
pressure

Lower
oxygen
pressureVacancies

CaO–ZrO2 electrolyte

O2−

EMF

Figure 18 The working of an LSZ solid-state oxygen sensor.
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Introduction

Aluminum is the third most abundant element in the
earth’s crust but because it is so reactive with other
elements it is not found in the native state. Hans
Christian Oersted (1777–1851), a Danish physicist
and chemist, was successful in isolating aluminum in
a pure form in 1835. Sir Humphrey Davy (1778–
1829) had previously been unsuccessful at such at-
tempts, but it was Davy who named the element
‘‘aluminum,’’ the name used in the US. The rest of the
world uses the term ‘‘aluminium.’’ Until 1886 a
chemical process was used to produce aluminum,
which employed crystals of corundum that were
chemically converted to aluminum chloride and then
reduced with metallic sodium to form salt and me-
tallic aluminum. From 1825 to 1886, aluminum was
primarily used for jewelry and as expensive table-
ware due to the difficulty and cost of extracting it
from its ore. During the construction of the
Washington Monument, the world’s tallest structure
of that period, a material was needed to top off the
structure and to serve as a lightning rod. A cast
aluminum pyramid was produced by William
Frishmuth in 1884 and mounted on the top. It was
the largest aluminum casting ever produced and was
the first architectural application of this metal.

In 1886, Charles Martin Hall (1863–1914) in the
US and Paul-Louis Toussaint Héroult (1863–1914) in
France simultaneously developed an economical
electrochemical method of producing aluminum,
which ultimately led to its widespread use through-
out the world. Their invention replaced the chemical
reduction process and lowered the metal’s cost from
$15/pound in 1884 to $0.50/pound in 1890. The
versatility of aluminum has resulted in it replacing
many older, more established materials, and it is now
consumed, on a volumetric basis, more than all other
nonferrous metals combined, including copper, lead,
and zinc.

Aluminum is light, ductile, has good electrical and
thermal conductivity, and can be made strong by al-
loying. It has a low density of 2.7 g cm� 3 compared
to that of iron (7.9 g cm�3) due to its low atomic
mass of 27. The ductility and formability of alumi-
num is due to the high symmetry and thermodyic
stability of the face-centered cubic (f.c.c.) lattice
and its high stacking-fault energy. In the pure form,

aluminum has a low stiffness, E, of 70GPa compared
to 211GPa for iron, and low tensile strength,
80MPa, compared to 300MPa for iron. However,
its specific modulus, that is, modulus divided by
density, is almost equal to that for iron, titanium, and
magnesium. An advantageous chemical property of
aluminum is its reactivity with oxygen, which leads
to the formation of a dense layer of Al2O3 on the
surface, which shields the base metal from further
environmental interactions.

Pure aluminum is not used commercially because
of its low strength, but this property can be improved
by alloying elements. A major metallurgical
development occurred in 1906 when Alfred Wilm
(1869–1937) discovered the process of ‘‘age harden-
ing’’ in aluminum alloys. Wilm was conducting re-
search directed toward improving the strength of
aluminum alloys. He knew that steel could be
strengthened if the right compositions were cooled
fast enough from high temperatures, so following
this recipe he heated some alloys of aluminum con-
taining 3.5–5.5wt.% copper, plus less than 1%
magnesium and manganese, to a high temperature
and quenched them in water. To his frustration,
many of the alloys he tested were softer after quench-
ing than before the heat treatment. However, after a
few days he found that their hardness and tensile
properties had increased considerably. One of the
alloys, designated Duralumin, is still in use today.
Much later, in 1919, Merica, Waltenberg, and Scott
explained the phenomenon, which is due to nano-
sized clustering and precipitation of solute atoms
from the supersaturated solid solution. However,
these nano-microstructural features are too small to
be resolved by optical microscopy and were only in-
ferred by the X-ray diffraction studies of Guinier and
Preston in 1938. Direct proof was not obtained until
the development of transmission electron microscopy
in 1959. Duralumin is probably the first example of a
nanostructured material developed by humans.

Aluminum alloys are classified as heat-treatable or
non-heat-treatable, depending on whether or not
they undergo precipitation (age) hardening. There
are also two different product forms of aluminum
alloys; wrought alloys that have been worked or de-
formed after casting and casting alloys, which are
used in the ‘‘as-cast’’ condition. Wrought aluminum
alloys are normally designated by a four-digit nu-
merical system developed by the Aluminum Associ-
ation. The nomenclature has now been accepted by
most countries and is called the International Alloy
Designation System (IADS). The system used for
wrought alloys is slightly different from that used for

18 Alloys: Aluminum



cast alloys; however, the first digit designates the al-
loy group and is essentially the same for both
wrought and cast alloys. The alloy group is associ-
ated with the major alloy addition and the second
digit indicates modification of the original alloy or
impurity limits. The last two digits identify the spe-
cific aluminum alloy. Experimental alloys also use
this system, but are indicated as experimental by the
prefix X. The 1XXX alloys contain a minimum of
99% aluminum. The major alloying addition in the
2XXX series is copper; it is manganese for 3XXX,
silicon for 4XXX, magnesium for 5XXX, magne-
sium and silicon for 6XXX, zinc for 7XXX, and
8XXX is used for others (tin for casting alloys). A
first digit of 9 is not used for wrought alloys but is
used for other alloy additions for casting alloys.

The designation system is slightly different for
casting alloys although, as mentioned, the first digit
still refers to the major alloying element. The second
and third digits serve to identify a particular com-
position. These three digits are followed by a decimal
point, which is followed by a zero to indicate a cas-
ting. Often, a letter prefix is used to denote either an
impurity level or the presence of a secondary alloying
element. These letters are assigned in alphabetical
sequence starting with A but omitting I, O, Q, and X.
X is reserved for experimental alloys. For example,
A201.0 has a higher purity than the original 201.0.

The heat-treatment or temper-nomenclature sys-
tem developed by the Aluminum Association has also
been adopted as part of the IADS by most countries.
It is used for all forms of wrought and cast aluminum
alloys with the exception of ingot. The system is
based on the treatments used to develop the various
tempers and takes the form of letters added as suf-
fixes to the alloy number. One or more digits fol-
lowing the letter indicate subdivisions of the tempers,
when they significantly influence the characteristics
of the alloy. Alloys supplied in the as-fabricated or
annealed condition are designated with the suffixes F
and O, respectively. The letter W designates those
supplied in the solution heat-treated condition.
Alloys supplied in the strain-hardened condition are
designated with the letter H and those in the heat-
treated condition with the letter T. Digits following
H represent the degree of strain hardening and those
following T the type of aging treatment.

Processing of Aluminum Alloys

In fabricating aluminum alloy products, the alumi-
num alloy composition is made by adding the alloy-
ing elements to molten aluminum, usually in the form
of a concentrated hardener or master alloy, with the
requisite purity. Two types of alloying elements are

normally added: those for strength and those to
control the grain structures that precipitate as ‘‘di-
spersoids.’’ During solidification of the ingot, some of
the alloying elements and impurities may precipitate
out of the aluminum, forming coarse ‘‘constituent’’
particles within the ingot. For wrought products,
additional precipitation of the alloying elements may
occur as the ingot is worked down to the final prod-
uct form (such as sheet or plate).

The ‘‘constituent’’ particles potentially impair the
properties of the final product in several ways. By
tying up alloying elements that are added on purpose
to develop the desired properties, these elements are
not available to impart strength and other beneficial
properties to the aluminum alloy. In addition, the
constituent particles are more brittle than the sur-
rounding aluminum and, by fracturing under stress,
form and promote the growth of cracks and hence
impair beneficial mechanical properties. One typical
goal of aluminum alloy processing is to reduce the
size and amount of the constituent particles in the
aluminum alloy product.

Beginning with the as-cast ingot, conventional
processing includes a homogenization treatment. This
is the stage where dispersoids normally form. For al-
loys used in the as-cast condition, homogenization
may be the final treatment for non-heat-treatable al-
loys, but for age-hardenable alloys further heat treat-
ments will be required. For wrought alloys, hot
working follows the homogenization for ingot break-
down and shape change to the appropriate product
form. Since aluminum and its alloys have high stack-
ing-fault energy, sufficient dynamic recovery normal-
ly occurs during hot deformation to give rise to a
stable polygonized substructure, an example of which
is shown in the transmission electron micrograph of
Figure 1. The grains elongate in the direction of metal
flow and do not recrystallize. An example of the grain
structure of a hot-worked aluminum-alloy plate is
shown in Figure 2. The dispersoids, and any constit-
uents and primary phases that may be present, are
strung out in the working direction; their spacing in-
creases in the working direction and decreases nor-
mal to the working direction. In some cases large
constituent phases, if present, are broken up during
the working operation. The fine distribution of di-
spersoids associated with Cr, Mn, or Zr additions
delays or prevents static recrystallization and aids in
retaining the elongated or ‘‘pancake-shaped’’ grains
during subsequent processing. After processing for
shape change, non-heat-treatable alloys may then be
cold worked and/or annealed to develop the desired
strength, and heat-treatable alloys may be solution-
ized, quenched, in some cases stretched to remove
residual stresses developed during quenching or for
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creating nucleation sites for precipitation, and either
naturally aged at room temperature or artificially
aged at some moderate temperature. An Al–2.7Cu–
1.8Li–0.6Zn–0.3Mg–0.3Mn–0.12Zr alloy naturally
aged at room temperature after a rapid quench from
the solution heat-treatment temperature is shown in
Figure 3 and the same alloy artificially aged at 1501C
for 6 h after a rapid quench from the solution heat-
treatment temperature is shown in Figure 4.

Alloys that are susceptible to corrosion in moist air
may be clad with pure aluminum, which is not sus-
ceptible and can offer protection in an aggressive
environment, or they may be anodized. Anodizing is
a method for producing a very thick, protective oxide
film on the surface of aluminum. The anodized film
normally contains chemical compounds such as chro-
mates, which are collected from the anodizing bath
and render the film more corrosion resistant than
films that form naturally in air.

Non-Heat-Treatable Alloys

The 1XXX, 3XXX, 5XXX, and some of the 8XXX
series alloys are non-heat-treatable. These alloys are
primarily strengthened by elements in solid solution
and by deformation structures. One of the first non-
heat-treatable alloys, other than the 1100 alloy that
only contained 0.95wt.% Fe and Si as impurities,
was an alloy containing 1.25wt.% Mn and
0.12wt.% Cu, now designated as 3003, that was
introduced in 1906, the same year that Wilm dis-
covered age hardening. Alloy 3003 can develop yield

Figure 2 Optical micrograph illustrating the pancake grain

structure of a hot-rolled Al–Cu–Mg–Li–Zr alloy.

Figure 3 Dark-field TEM micrograph of the matrix precipitation

from an Al–2.7Cu–1.8Li–0.6Zn–0.3Mg–0.3Mn–0.12Zr alloy nat-

urally aged for seven days at room temperature after a rapid

quench from the solution heat-treatment temperature. The matrix

precipitation is dominated by fine d0 (Al2Li) spheres.

Figure 4 Bright-field TEM micrograph of the matrix precipita-

tion from an Al–2.7Cu–1.8Li–0.6Zn–0.3Mg–0.3Mn–0.12Zr alloy

(T6 temper) artificially aged at 1501C for 6 h after a rapid quench

from the solution heat-treatment temperature. The matrix precip-

itation is dominated by fine y00/y0 (Al2Cu) plates and d0 spheres
(not shown).

Figure 1 Subgrain structure in a hot-rolled Al–Cu–Mg–Li–Zr

alloy.
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strength up to 400MPa by special thermomechanical
treatments. Magnesium is added to non-heat-treata-
ble alloys for its solid-solution strengthening effect. It
also enhances work hardening and makes aluminum
more anodic. In general, solid-solution alloys are
more resistant to corrosion than two-phase alloys.
Al–Mg alloys have a high resistance to corrosion,
particularly in seawater and alkaline solutions.
However, when magnesium exceeds the solid solu-
bility in binary alloys, it precipitates at grain bound-
aries as Al3Mg2, which is anodic to the matrix and
promotes intergranular attack.

Aluminum combines readily with transition met-
als, Ti, V, Cr, Mn, Fe, Co, Ni, and Zr to form in-
termetallic phases with little or no solubility in the
aluminum matrix. The intermetallics phases increase
the strength by enhancing work hardening during
working operations, and by refining the grain struc-
ture. They increase the work hardening since they are
usually incoherent with the matrix, are nondeform-
able, and must be looped or bypassed by moving
dislocations. This increases the dislocation density
and blocks the dynamic recovery processes. During
hot working, the subgrain structure that is developed
can also increase the strength. The smaller (less than
0.6 mm) intermetallic dispersoids aid in the stabiliza-
tion of the substructure. The intermetallic particles
generally do not add a component of the particle
strengthening because of their low volume fraction,
large size, and interparticle spacing.

It is customary to control both composition and
cooling rates in order to prevent large primary phases
from forming. For example, commercial Al–Mn al-
loys most often contain less than 1.25wt.% Mn, al-
though as much as 1.82wt.% is soluble in pure
aluminum. The 1.25wt.% limit is imposed because
Fe, present in most aluminum alloys as an impurity,
decreases the solubility of Mn in aluminum. This in-
creases the probability of forming large primary par-
ticles of Al6Mn, which can have a disastrous effect
on ductility.

Silicon is a principal addition to most aluminum
casting alloys because it increases the fluidity of the
melt. In the solid state, the hard silicon particles are
the major contributor to the strength of non-heat-
treatable casting alloys. An additional improvement
in strength can be obtained by minor additions of Mg
or by trace alloy additions, for example, Na that re-
fines the cast structure. The latter also minimizes
porosity and increases ductility.

Heat-Treatable Alloys

The 2XXX, 4XXX, 6XXX, 7XXX, and some 8XXX
series alloys are considered heat-treatable. These

alloys contain elements that decrease in solubility
with decreasing temperature, and in concentrations
that significantly exceed their equilibrium solid sol-
ubility at room and moderately higher temperatures.
One of the transition elements Cr, Mn, or Zr, is
added to age-hardenable wrought alloys to control
the grain structure; however, the grain and deforma-
tion structure play only a secondary role in the
strengthening of this class of materials.

A normal heat-treatment cycle after deformation
processing includes a soak at a high temperature to
dissolve the soluble constituent particles and any
other precipitates that may be soluble (dispersoids
containing the elements Cr, Mn, or Zr have already
precipitated at this point). After the aluminum alloy
has been held at the solutionizing temperature for a
sufficient time, the alloy is rapidly cooled or
quenched to prevent precipitation of coarse primary
phases and to obtain a solid solution supersaturated
with both solute elements and vacancies. The next
step involves aging at room temperature (natural
aging) or at an intermediate temperature (artificial
aging).

Quenching is accompanied by a change in free
energy, which increases progressively as the differ-
ence between the solutionizing temperature and the
quenching temperature increases. The volume free
energy change is the driving force for precipitation
and is associated with the transfer of solute atoms to
a more stable phase. However, when precipitation
occurs there are other factors, which increase the free
energy, that is, formation of the interface between the
matrix and the precipitate requires an increase in the
surface free energy, and, if there is a volume change
or interfacial strains associated with the precipitate,
there is an increase in elastic strain energy. The
change in free energy when a precipitate forms, DG,
is the sum of these free energy changes and can be
expressed mathematically as

DG ¼ VDGV þ Agþ VDGs ½1�

where V is the volume of the new phase; DGV is the
free energy decrease due to creation of a volume, V,
of the precipitates and is therefore negative; A is the
area of the interface between the matrix and the
precipitate; g the energy of the new surface formed;
and VDGs is the increase in elastic strain energy per
unit volume of precipitate.

The critical increase in free energy, DG�, required
for a nucleus to become an equilibrium or metastable
precipitate is known as the activation energy barrier
for nucleation and can be expressed as

DG� ¼ ð16pg3Þ=ð3½DGV � DGs�2Þ ½2�
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The nucleation rate, N, can be expressed as

N ¼ C expð�Q=kTÞ expð�DG�=kTÞ ½3�

where C is the number of nucleating sites per unit
volume, Q is the activation energy for diffusion, k is the
Boltzmann constant, and T the absolute temperature.

There are a number of requirements for an effective
age-hardenable alloy. First, there has to be a suffi-
cient volume fraction of the second phase for the de-
sired strength. An examination of aluminum binary
diagrams suggests that the most attractive alloying ad-
ditions would be, in decreasing volume fraction of the
second phase, Ag, Mg, Li, Zn, Ga, and Cu. The re-
quired volume fraction will depend on the effectiveness
of the second phase on impeding dislocation motion,
that is, whether it is a ‘‘soft’’ or ‘‘hard’’ phase, and its
size and spacing. Second, the aging potential must be
adequate and the nucleation of the precipitates should
be as close as possible to being homogeneous. This is
generally accomplished by the addition of a second
alloying element. The addition of the second alloying
element may: (1) reduce the solubility of the first el-
ement, (2) increase the diffusion rates by trapping
vacancies, (3) increase the driving force for nucleation,
or (4) reduce the activation energy against nucleation.
If the strain term in eqn [1] is large, nucleation may be
aided by defects, for example, dislocations. For this
type of nucleation, the precipitate distribution depends
on the distribution of the defects.

Microstructural Features

Chemical composition and processing control the
microstructure and thus the physical, mechanical,
and corrosion properties of aluminum alloy prod-
ucts. In general, microstructural features of impor-
tance for property control include the following:

1. Coherency, volume fraction, and distribution of
strengthening precipitates. These form intention-
ally during aging treatments and unintentionally
during quenching. The precipitates normally
range in size from 1 to 10 nm.

2. Size, distribution, and coherency of dispersoid
particles. These form during the ingot preheat or
homogenization treatment by precipitation of the
transition elements chromium, manganese, or zir-
conium. They are present by design to control
the grain structure and degree of recrystallization.
Dispersoids normally range in size from 10 to
200 nm.

3. Degree of recrystallization. This is determined by
the thermomechanical history. During bulk metal
deformation processing at elevated temperatures,

the dislocations in aluminum alloy products ar-
range themselves into a structure of subgrains by
the process known as dynamic recovery. As tem-
perature decreases and strain rate increases, the
stored energy increases. This increase in stored
energy is manifested by an increase in number and
consequent decrease in the size of subgrains and
an increase in the dislocation density in cell walls.
During subsequent heat treatments, the stored
energy of deformation may decrease by either
static recovery or recrystallization. The final prod-
uct may be completely unrecrystallized, partially
recrystallized, or completely recrystallized.

4. Grain size and shape. These are also controlled by
thermomechanical history and may be influenced
by ingot grain refining practice.

5. Crystallographic texture. The deformation proc-
ess used to produce the product and the thermo-
mechanical history determines this.

6. Intermetallic constituent particle. These form by a
liquid–solid eutectic reaction during solidification,
primarily from impurities, for example, iron and
silicon. Because the low solubility of iron in pure
aluminum is reduced by alloying elements, con-
stituent particles containing iron are insoluble.
The size and size distribution of insoluble constit-
uent particles are controlled by the rate of ingot
solidification, the chemical composition, and the
extent and nature of bulk deformation. Constitu-
ents generally range in size from 1 to 30mm.

7. Porosity may be a factor in thick plates and, par-
ticularly, in castings. Individual pores can range
up to and beyond 200 mm.

Aluminum Alloy Design

After Wilm discovered age hardening of the Al–
Cu–Mg–Mn alloy through serendipity, traditional
aluminum alloy development primarily relied on a
trial-and-error philosophy. Most aluminum alloys
were developed by simply identifying a given alloying
element that led to gains in a certain mechanical
property, typically strength, and continuing to add
that element until the property began to degrade. The
amount of secondary element used would then be the
percentage that corresponded with maximum per-
formance. This process would then follow in ternary
and higher-order systems in order to optimize a given
mechanical property. Often this occurred with little
knowledge of the corresponding microstructural
components or appropriate thermodynamic unders-
tanding, for instance the phase field of operation.
Unfortunately, this practice led to the slow insertion
of novel alloys into various applications creating a
disparity with the design community.
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More recent aluminum-based alloy development has
begun to utilize the knowledge of phase diagrams and
the productive interplay between empirical research
and theoretical science. Phase diagrams represent the
state of an alloy as a function of temperature, pressure,
and alloy concentration and can be used for alloy
design and process development. There are currently
software programs available that use thermodynamic
functions for the calculation of phase diagrams. Such
calculations reduce the effort required to determine
equilibrium conditions in a multicomponent system.
Materials design can now be viewed as the best ap-
plication of available models for the prediction and
synthesis of alloys with desired properties. Of course,
all theoretical calculations must be verified experimen-
tally, but the experiments should be based on sound
theory and not on a trial-and-error approach.

The most general understanding of alloy design
must derive itself from the metallurgical paradigm of
processing–structure–property relationships. In order
to optimize a given property, one must determine the
necessary ideal microstructural components, which
are dictated by the alloy composition and processing
from solidification through final manufacture. Fun-
damentally, to properly determine the resulting
microstructure for a given thermomechanical proc-
essing routine, the pertinent literature and equilibri-
um phase diagrams must be consulted. A summary of
various empirical structure–property relationships
found in aluminum alloys is summarized in Table 1.
This table highlights the general structural features
desired to optimize a given property.

Applications of Aluminum Alloys

Aluminum alloys are lightweight, resistant to atmos-
pheric corrosion, and have good mechanical proper-
ties, which make them a popular material for use in a

wide variety of applications. The 1XXX alloys are
strain-hardenable, have high formability, corrosion
resistance, and good electrical conductivity. They are
often used for electrical applications and as foil and
strip for packaging. The 2XXX alloys are heat-treat-
able, and possess excellent combinations of high
strength and toughness, but are not resistant to at-
mospheric corrosion; so, they are usually painted or
clad in such exposures. They are primarily used for
aircraft and truck body applications. The 3XXX al-
loys have high formability, corrosion resistance, and
can be joined by a variety of methods. They are
widely used in cooking utensils, beverage cans,
chemical equipment, roofing and siding, and in heat
exchangers. The 4XXX alloys are heat-treatable and
have good flow characteristics along with medium
strength. They are primarily used in forging applica-
tions, for example, aircraft pistons and for welding
wires. The 5XXX alloys are strain-hardenable
and have excellent corrosion resistance, even in
salt water, toughness, and weldability along with
moderate strength. They find wide application in
highway bridges, storage tanks, marine and auto-
motive applications, and pressure vessels. The 6XXX
alloys are heat-treatable, have high corrosion resist-
ance, excellent extrudibility, and moderate strength.
They are primarily used in building and construct-
ion, automotive and marine applications, and re-
cently in aerospace applications. The 7XXX alloys
are heat-treatable and can provide the highest
strengths of all aluminum alloys. They are primari-
ly used for automotive and aerospace applications.
The 8XXX series is used for alloys that contain
lesser-used alloying elements such as nickel and lith-
ium. Some are used for electrical conductors and
the lithium-containing alloys have found application
in the aerospace industry due to lithium’s effect in
reducing density.

Table 1 Property–microstructure relationships in aluminum alloys

Property Desired microstructural feature(s) Function of feature(s)

Strength Fine grain size with a uniform dispersion of

small, hard particles

Inhibit dislocation motion

Ductility and toughness Fine structure with clean grain boundaries

and no large or shearable precipitates

Encourage plasticity and work hardening,

inhibit void formation and growth

Creep resistance Thermally stable particles within the matrix

and on the grain boundaries

Inhibit grain boundary sliding and coarse

microstructure

Fatigue crack initiation

resistance

Fine grain size with no shearable particles

and no surface defects

Prevent strain localization, stress

concentrations, and surface slip steps

Fatigue crack propagation

resistance

Large grain size with shearable particles and

no anodic phases or hydrogen traps

Encourage crack closure, branching,

deflection, and slip reversibility

Pitting No anodic phases Prevent preferential dissolution of second-

phase particles

Stress corrosion cracking

and hydrogen

embrittlement

Hard particles and no anodic phases or

interconnected hydrogen traps

Homogenize slip and prevent crack

propagation due to anodic dissolution of

phases
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Summary

Aluminum alloys possess a number of very attractive
characteristics that, together with their light weight,
make them extremely attractive for many applications.
Since aluminum comprises 8% of the Earth’s crust by
weight, the overall reserves are adequate to cope with
anticipated demands for the foreseeable future. Cost
differentials with respect to competing materials will
probably dictate the extent to which aluminum will be
used. The cost includes the price of the electrical
energy needed for the extraction of the metal from its
minerals, and this may be greatly reduced in the future
since aluminum can be recycled for many applications.
In addition, aluminum often pays off when lifecycle
costs, instead of acquisition costs, are considered.

See also: Deformation Processing; Mechanical Proper-
ties: Strengthening Mechanisms in Metals; Phase Trans-
formation; Phases and Phase Equilibrium; Recovery,
Recrystallization, and Grain Growth; Solidification: Mod-
els and Simulations.

PACS: 60; 61.66; 62.20
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Copper Production

Copper is among the few metals known to ancient
civilizations. Copper, gold, silver, platinum, and me-
teoric iron are the only metals found in their native
state. However B90% of copper comes from sulfide
ores. Most copper ores contain 0.5% Cu or less, iron
being the principal metallic impurity. The ores are
ground to a fine powder and concentrated (normally
by floatation) to 20–25% Cu. This concentrate is
melted as a matte of mixed Cu and Fe sulfides con-
taining up to 60% Cu. The matte is oxidized to
remove the iron as an oxide and burn off the sulfur.
The product is called blister copper which contains
98.5% Cu. Blister copper is fire refined to a tough-
pitch (99.5% Cu). It is, often, then electrolytically
refined to 99.95%þCu. Au, Ag, and Pt metals are
recovered from slime.

Chile is the single largest producer of copper.
The other major producers are US, Indonesia, and

Australia as shown in Figure 1. Other sources include
Zambia, Peru, Canada, Russia, and Mexico. Recycle
scrap accounts for B50% of copper consumed in
the US.

Copper has good strength and ductility as well as
reasonably good corrosion resistance. The unique
features of copper are its color and very high elec-
trical and thermal conductivities.
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ean Copper Commission.)

24 Alloys: Copper



The physical properties of copper are listed in
Table 1.

Uses

Figure 2 shows the principal uses of copper. Its ex-
cellent electrical conductivity accounts for most of its

use, principally as wire. Corrosion resistance, ther-
mal conductivity, formability, and unique color ac-
count for almost the rest of the consumption of
copper.

Electrical Properties

The International Association of Classification Soci-
eties (IACS) standard of conductivity was set up with
what was thought to be the conductivity of pure
copper as 100%. Later it was found that copper had
a higher conductivity than what was originally
thought, but the standard was not changed. Pure
copper has a conductivity of 104% according to the
IACS standard.

Only silver has higher electrical and thermal
conductivities than copper. Table 2 lists the con-
ductivities of various metals. The resistivity increases
by 43% between 01C and 1001C.

All impurities raise the electrical resistivity of
copper. At low concentrations, the increase is

Table 1 Physical properties of copper

Physical property Value

Atomic number 29

Atomic mass 63.54 amu

Stable isotopes 63Cu 69%, 65Cu 31%

All other isotopes have very

short half-lives (o13h)

Crystal structure f.c.c.

Lattice parameter (251C) 0.3615nm

Density (201C) 8930kgm�3

Electrical conductivity 103.06 IACS ¼ 59:77�
106 ohm�1 m�1

Melting point 1084.9K

Heat of fusion 205 J kg� 1

Volume change on

solidification

4.92%

Boiling pointa 2967, 2995K

Heat of vaporization 4730J kg� 1

Linear thermal expansion

coefficient (201C)

16.7mmmK� 1

Thermal conductivity (01C) 403WmK� 1

Specific heat (201C) 386 J kg�1 K�1

Young’s modulus (GPa)

polycrystal 128

/1 1 1S direction 191.7

/1 0 0S direction 99.9

Shear modulus 46.4Gpa

Poisson’s ration 0.34

Self-diffusion coefficient, Db

830–10301C 47�10�4 exp(259000/RT)

m2 s� 1

750–9501C 11�10�4 exp(240000/RT)

m2 s� 1

where R ¼ 8:314 J mol�1 K�1

Energy of vacanciesc 84 kJmol�1

Liquid/solid surface energyd 17.7 Jm� 2

High-angle grain-boundary

energye
60 Jm�2

Solid/gas surface free energyf 170 Jm� 2

Stacking fault energyg,h 70 Jm�2

All data are from (1979)Metals Handbook, 9th edn. vol. II. Metals

Park, OH: ASM. except where noted.
a (2004–2005) Handbook of Chemistry and Physics, 85th edn.

Cleveland: CRP.
bJost W (1952) Diffusion in Solids, Liquids, Gases. New York:

Academic Press.
cReed-Hill R (1973) Physical Metallurgy Principles. Princeton,

NJ: Van Nostrand-Reinhold.
dHollomon JH and Turnbull D (1953) Progress in Metal Physics 4.
eGjostein NA and Rhines FA (1959) Acta Mettallurgica 7: 319.
fUdin H, Schaler AJ and Wulff J (1944) Journal of Metals 1: 1936.
gFullman F (1951) Journal of Applied Physics 22: 448.
hThoron PR and Hirsch PB (1958) Philosophical Magazine

3: 738.

Table 2 Electrical and thermal conductivities of several metals

Metal Electrical

resistivity

ðnOmÞ

Electrical

conductivity

ð% IACSÞ

Thermal

conductivity

ðWm�1 K�1Þ

Silver 14.7 108.4 428 (201C)

Copper 16.73 103.06 398 (271C)

Gold 23.5 73.4 317.9 (01C)

Aluminum 26.55 64.94 247 (251C)

Beryllium 40 43 190 (201C)

Magnesium 44.5 38 418 (201C)

Zinc 59.16 28.27 113 (251C)

Nickel 68.44 25.2 82.9 (1001C)

Iron 98 17.59 80 (201C)

Platinum 106 16.3 71.1 (01C)

Data from Metals Handbook, 9th edn. vol II. Metals Park, OH:

ASM.
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Figure 2 Uses of copper. (Data from ASM (2001) Copper and

Copper Alloys, ASM Speciality Handbook. Materials Park, OH:

ASM.)
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proportional to the concentration of the impurity. In
general, the effect of solutes in raising the resistivity
is greater for large differences between the atomic
diameter of the solute and that of copper as shown in
Figure 3. Also solutes of high valency (P, Si, and As)
have a greater effect on resistivity than those of low
valency such as Ag, Au, and Cd.

Color

Probably the most distinctive property of copper is
its color. The reddish hue is a result of how the
reflectivity varies with wavelength. The dependence
of reflectivity on the wavelength of a polished copper
surface is shown in Figure 4.

Commercial Grades of Copper

There are several commercial grades of copper. The
principal use of oxygen-free copper (C10100) with a
minimum of 99.99% Cu is for wire. Fire-refined
tough-pitch copper (C2500) is fire-refined copper
containing between 0.02% and 0.05% oxygen in the
form of Cu2O and B0.5% other elements. The cop-
per–oxygen phase diagram is shown in Figure 5.
There is a eutectic at 0.38% oxygen and 10661C.
Figure 6 is a typical microstructure of cast tough-
pitch copper showing primary copper dendrites sur-
rounded by a copper–copper oxide eutectic.

Often tellurium (B0.5%) or sulfur (B0.5%) is
added to copper to promote free machining. Copper
is frequently deoxidized with phosphorus. Deoxida-
tion leaves B0.01% residual phosphorus in solid

solution. This lowers the conductivity to below that
of oxygen-free copper. Lead is often added to copper
and copper alloys to form free machining character-
istics. Lead is virtually insoluble in copper as shown
by the copper–lead phase diagram (see Figure 7).
Lead particles appear as a separate phase in the grain
boundaries (see Figure 8).

Zirconium copper (C15000) contains 0.13–0.20%
Zr. It can be heat treated to yield strengths of
400MPa while retaining a conductivity of 84%
IACS. Copper dispersion strengthened by 0.2–0.7%
Al2O3 retains reasonable strength at temperatures up
to 10001C. It finds applications as electrodes for re-
sistance welding.

Bismuth is a very detrimental impurity. It com-
pletely wets the grain boundaries and because it is
brittle, its presence renders copper and copper-based
alloys brittle. It must be kept o0.003%.

Copper Alloys

Copper is too soft for structural applications. Its
strength is markedly increased by alloying. For dilute
substitutional solutions (see Figure 9), the yield
strength increases in proportion to the solute con-
centration. The rate of this increase is proportional
to the 4/3 power of a misfit parameter defined as
e ¼ ðda=aÞ=dc, where da/a is the fractional change in
the lattice parameter with concentration c, expressed
as an atomic fraction of solutes,

Dt
Dc

¼ CGe4=3 ½1�
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Figure 3 All impurities increase the resistivity of copper. The
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where G is the shear modulus of copper and C is a
constant. The misfit, e, is the fractional difference of
atomic diameters of copper and solute. Figure 10
shows the misfits for several solutes. On an atomic
basis Sb, Sn, and In are the most potent hardeners.

Although different measurements of the stacking
fault energy of pure copper have ranges from 40 to
169mJm� 2, the best estimate is probably
80mJm� 2. Zinc, tin, and aluminum form solid so-
lutions that lower the stacking fault energy to
o5mJm� 2 at high concentrations as shown in
Figure 11. The stacking fault energy depends on the
ratio of valence electrons to atoms. A lower stacking
fault energy leads to more strain hardening. The
value of n in the power-law equation,

s ¼ Ken ½2�

increases fromB0.4 for pure copper toB0.6 or 0.65
at 35% Zn. The greater strain hardening raises the
tensile strength as shown in Figure 12.

Finer grain size also increases strength. The grain-
size dependence of the yield strength follows the
Hall–Petch relation

sY ¼ sO þ Kd�1=2 ½3�

Deformation Mechanisms

The slip system in copper, as in all other f.c.c. metals,
is {1 1 1}/11 0S. The critical shear stress for slip is
B3–4MPa. The extent of work hardening increases
as the temperature is lowered below room temper-
ature as indicated in Figure 13.

Until the early 1950s, it was believed that me-
chanical twinning did not occur in copper. However,
it is now known that copper can deform by mechan-
ical twinning on {1 1 1} planes, and in /11c2S di-
rections, at low temperatures. The critical shear
stress for twinning at 4.2K is B150MPa. In copper
alloys, twinning depends on the stacking fault energy.
The critical resolved-shear stress for twinning is low-
ered by solid solutions that reduce the stacking fault
energy (see Figure 14). It is significant that copper is
not embrittled at low temperatures and does not
fracture by cleavage, because of which copper finds
use in cryogenic equipment.

Commercial Alloys

Copper alloys are classified as being either wrought
alloys or casting alloys, depending on their usage.

Scale line

Figure 6 The microstructure of cast toughpitch copper. The

scale line isB125mm. Note the primary copper dendrites and the

Cu–Cu2O eutectic. (Reproduced with permission of the Copper

Development Association Inc.)
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The unified numbering system (UNS) designations
for some of the wrought alloys are listed in Table 3.

Sheets produced by cold rolling and rods or wire
produced by drawing are sold with a temper designa-
tion indicating the amount of cold reduction. The
system is outlined in Table 4.

Brass

Brasses are alloys of copper and zinc. Figure 15 is the
copper–zinc phase diagram. The solubility of zinc in

Grain
boundary

Lead
particles

Figure 8 Lead appears as a separate phase in copper alloys.

(Adapted from ASM (2001) Copper and Copper Alloys, ASM

Specialty Handbook. Materials Park, OH: ASM.)
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the f.c.c. lattice of copper is 435%. At nearly equal
atomic percentages of copper and zinc, there is a
b.c.c. intermetallic phase b, that has a wide range of
solubility. At temperatures oB4601C, b-brass un-
dergoes an ordering reaction to form an ordered
b.c.c. phase b0 with a B2 (CsCl) structure. Each cop-
per atom is surrounded by eight zinc and eight cop-
per atoms. A eutectoid transformation, b0-aþ g at
2501C has been reported. However, the transforma-
tion is rarely, if ever, encountered.

Zinc provides solid solution hardening to copper.
Both the yield strength and the tensile strength in-
crease with zinc content, as indicated in Figures 16
and 17.

As the lower stacking fault energy increases the
exponent n, the uniform elongation also increases in
the power-law approximation of the stress–strain
curve. Another effect of the lower stacking fault
energy is that annealing twins are much more fre-
quent. Figure 18 compares the annealed microstruc-
ture of copper with brass containing 30% Zn. The
microstructures of brass containing 40% zinc or
more consist of two phases, a and b. The two-phase
microstructure of Muntz metal (40% Zn) is shown in
Figure 19. At 8001C the microstructure is entirely b,
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but as the alloy is cooled, a precipitates. The effects
of other alloying elements to brass on the solid
solubility of zinc can be approximated by ‘‘zinc
equivalents.’’ A concentration of 1% tin is equivalent
to 2% zinc, so tin has a zinc equivalent of 2. Table 5

lists the zinc equivalents of the common alloying
elements. The relative values of the zinc equivalents
of the elements can be understood in terms of the
number of valence electrons per atom. Silicon and
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Figure 14 The critical shear stress for twinning decreases with

decreasing stacking fault energy. ( , Cu–Zn; , Cu–Al; , Cu–Ge)

(Adapted from Venables JA, In: Hirth and Rogers (eds.) Defor-

mation Twinning, Reed-Hill: AIME.)

Table 3 Commercial wrought-copper alloys

Designation Composition Common name Uses

C21000 5% Zn Gilding metal Coinage, jewelry

C22000 10% Zn Commercial bronze Architectural, jewelry

C23000 15% Zn Red brass Architectural, plumbing

C24000 20% Zn Low brass Ornamental, musical

C26000 30% Zn Cartridge brass Lamps, cartridge cases

C27000 35% Zn Yellow brass Architectural, lamps

C28000 40% Zn Muntz metal Architectural, heat exchangers

C36000 35.5% Zn, 2.5% Pb Free cutting brass Screw machine parts

C44300 28% Zn, 1% Sn Admiralty brass Heat exchangers

C51000 5% Sn, 0.2% P Phosphor bronze Hardware

C71500 30% Ni Cupro nickel Heat exchangers

C75200 18% Ni, 17% Zn Nickel silver Hardware, jewelry

C172000 1.8–2.0% Be, 0.2–0.8% NiþCO Beryllium copper Springs, instruments

Table 4 Temper designations

Temper designation B&S Gage numbers Rolled sheet Strain Drawn wire Strain

Thickness reduction ð%Þ Diameter reduction ð%Þ

H01 1/4 hard 1 10.9 0.116 10.9 0.232

H02 1/2 hard 2 20.7 0.232 20.7 0.463

H03 3/4 hard 3 29.4 0.347 29.4 0.694

H04 hard 4 37.1 0.463 37.1 0.926

H06 extra hard 6 50.1 0.696 50.1 1.39

H08 spring 8 60.5 0.925 60.5 1.86

H10 extra spring 10 68.6 1.16 68.6 2.32
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Figure 15 The copper–zinc phase diagram. (Adapted from
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aluminum have high valencies (4 for silicon and 3
for aluminum) and low atomic masses (28 for silicon
and 27 for aluminum), so 1wt.% causes a large
increase of the electron-to-atom ratio. Magnesium,
like zinc has a valency of 2, but the atomic mass
of magnesium is less than half that of zinc (24 for
magnesium vs. 65 for zinc), so 1 wt.%Mg has
over twice the effect of 1 wt.%Zn. Tin has a valence
of 4, but its atomic mass (119) is roughly twice that
of zinc.

Other Alloys

True bronzes are copper–tin alloys. Tin is much less
soluble in copper than zinc as shown in the copper–
tin phase diagram (see Figure 20). The e phase is very
sluggish to form and is rarely encountered. Tin is a
potent solid solution strengthener. However, alloys
with 48% Sn are too brittle to be formed mechan-
ically. Because bronzes have a much greater differ-
ence of the liquidus and solidus temperatures than
brass, they are much easier to cast. Casting alloys
often contain up to B20% Sn. These are used ex-
tensively for pipe fittings and bells.

Alloys of copper with aluminum and silicon are
called aluminum-bronze and silicon-bronze, even
though they contain no tin. Manganese-bronze is a
brass with only 1% Sn and 0.1% Mn. Aluminum-
bronzes containing up to 7% Al behave much like
brass. The phase diagram (see Figure 21) shows that
a b.c.c. b-phase occurs at B12% Al.

There is a eutectoid transformation of b-aþ g2 at
5651C and 11.8% Al. Figure 22 shows the pearlite-
like microstructure of alternating platelets of a and g2
in an alloy of Cu–11.8% Al after slowly cooling from
8001C. With rapid cooling, the eutectoid transforma-
tion is suppressed and the alloy transforms by mar-
tensitic shear to a new hexagonal phase b0. Figure 23
shows the martensitic b0 needles in the same alloy
after rapid cooling. The martensitic reaction is almost
instantaneous. It starts when b is quenched below the
Ms temperature and is virtually complete when the
temperature is at the Mf. The Ms and Mf temperatures
depend on the composition as shown in Figure 24.
The oxidation resistance of aluminum bronzes is
somewhat superior to brass.

Silicon bronzes are more easily cast than brass and
have better resistance to oxidation and acid corro-
sion.

Copper and nickel are completely miscible in both
the liquid and solid state as shown in the copper–
nickel phase diagram (see Figure 25). The low-tem-
perature miscibility gap is rarely encountered.

Nickel imparts improved corrosion and oxidation
resistance to copper. Cupronickels containing 20–
30% Ni are widely used for heat exchangers.

Alloying copper with 20% Ni causes a loss of the
copper’s familiar yellow–reddish color. Coinage ac-
counts for B1% of the consumption of copper. The
five-cent pieces (‘‘nickels’’) in the US and Canada are
alloys of 75% copper and 25% nickel. The 10-cent
(‘‘dime’’) and 25-cent (‘‘quarter’’) pieces are sand-
wiches of pure copper core clad with 75% copper–
25% nickel alloy as shown in Figure 26. The Susan B
Anthony US dollar is a sandwich of pure copper clad
with 77Cu–12 Zn–7 Mn–4 Ni. European coins are
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either copper-based alloys or combinations of two
copper-based alloys. Constantan (45% Ni) has a
nearly zero-temperature coefficient of resistivity,
hence is useful in instruments.

Nickel Silvers

Nickel silvers are ternary alloys containing 12–18%
Ni and 17–27% Zn. They have good strength and
good corrosion resistance. They are used for springs
and corrosion-resistant hardware. Costume jewelry
is often made from nickel silver because of its pleas-
ant silvery color.

Beryllium Copper

Copper alloys containing 1.8–2.0% Be and 0.2–
0.8% NiþCo are precipitation-hardenable. The
alloy C172000 is solution treated at B8001C and
rapidly cooled. The precipitation is done between

Figure 19 Photomicrograph of a Muntz metal (40% Zn) after

air cooling. The dark phase is b and the light phase is a, which
has precipitated during cooling. (Adapted from Brick RM, Gordon

RB, and Phillips A (1965) Structure and Properties of Alloys. New

York: McGraw-Hill.)

Table 5 Zinc equivalents of several alloying elements in brass

Element Zn equivalent Element Zn equivalent

Si 10 Al 6

Mg –2 Sn 2

Fe 0.9 Mn 0.5

Co –0.8 Ni –1.3

(a) (b)

Figure 18 Microstructures of (a) pure copper and (b) 70/30 brass (200�). Note that the frequency of annealing twins is higher in the

brass. ((a) Adapted from (1972)Metals Handbook, 8th edn., vol. VII. Materials Park, OH: ASM. (b) Adapted from Hosford WF (1993) The

Mechanics of Crystals and Textured Polycrystals. London: Oxford Science Pub. Courtesy A Graf).
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3001C and 4001C. Figure 27 shows the copper-rich
end of the Cu–Be phase diagram. Precipitation hard-
ening produces very high strengths. Even higher
strengths can be achieved by cold working after the
solution treatment and before precipitation as shown
in Table 6. The principal drawback is that the tox-
icity of beryllium is an extreme danger in preparing
this alloy.
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Figure 22 Pearlite-like structure in Cu–11.8% Al after slow

cooling from 8001C. (Adapted from ASM (2001) Copper and

Copper Alloys, ASM Specialty Handbook, p. 48. Materials Park,

OH: ASM.)
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Figure 23 Martensitic structure of Cu–11.8% Al after rapid

cooling from 8001C. (Adapted from ASM (2001) Copper and

Copper Alloys, ASM Specialty Handbook, p. 48. Materials Park,

OH: ASM.)
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Shape Memory Alloys

There are two groups of shape memory alloys: one
group consists of Cu–Zn–Al alloys with 10–30% Zn
and 5–10% Al. Cu–Al–Ni alloys with 11–14.5% Al
and 3–5% Ni form the other group. The recoverable
strain for both groups is 4%. The martensitic trans-
formation temperature is o1201C for the Cu–Zn–Al
alloys and o2001C for the Cu–Al–Ni alloys. The
exact temperatures depend on composition. The
temperature hysteresis is in the range of 15–251C.

Deformation Textures

The wire texture of copper consists of 35% /1 00S
and 65% /11 1S. The ratio of /10 0S to /1 11S

increases with alloying. The compression texture of
copper, like all f.c.c. metals, has /11 0S directions
parallel to the axis of compression.

Sheet textures are best described by orientation
distribution functions (ODF). The rolling texture
of copper may consist of two continuous fibers or
tubes in the ODF. The major fiber runs between
{1 10}/112S (B) at F ¼ 45�, f2 ¼ 90�, f1 ¼ 35�

through {1 2 3}/634S (S) at F ¼ 37�, f2 ¼ 63�,
f1 ¼ 59� to {1 12}/111S (C) at F ¼ 35�, f2 ¼ 45�,
f1 ¼ 90�. A second minor fiber runs between {1 1 0}
/001S (G) at F ¼ 45�, f2 ¼ 90�, f1 ¼ 0� and
{1 10}/112S (B) at F ¼ 45�, f2 ¼ 90�, f1 ¼ 35�.
The corresponding ODF is shown in Figure 28
and represented schematically in Figure 29. This
texture has been characterized as consisting of
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27% C, 38% S, 8% B, 18% between S and B, 3% G,
and 6% other.

The rolling texture of low stacking fault energy
alloys is different. The orientation {1 1 0}/1 1 2S (B)
at F ¼ 45�, f2 ¼ 90�, f1 ¼ 35� is much stronger and
the fiber G–B is more prominent. There are two ad-
ditional fibers. Fiber g corresponds to orientations
having {1 1 1} aligned parallel to the rolling plane. It
extends from {1 1 1}/1 1 2S at F ¼ 55�, f2 ¼ 45�,
f1 ¼ 0� to F ¼ 55�, f2 ¼ 45�, f1 ¼ 90�. Fiber t
consists of orientations with /1 10S parallel to the
transverse direction. For alloys with a stacking fault
energy of B40mJm�2, there is an additional fiber
(t). Figure 30 shows the ODF of cold-rolled brass
and Figure 31 is a schematic representation of the

fibers. As the amount of deformation increases the a-
fiber remains strong, the b-fiber increases, and the C
and S components decrease.

Textures are often represented by pole figures.
Figures 32a and 32b are the pole figures of copper
rolled at room temperature.
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Table 6 Strength of beryllium copper sheet (C17200)b

Conditiona Yield strength Tensile strength

ðMPaÞ ðMPaÞ

Annealed 250 465

1/4 H 485 570

1/2 H 555 605

H 690 730

Annealed & HT 1060 1260

1/4 H & HT 1125 1290

1/2 H & HT 1180 1325

H & HT 1195 1360

HT indicates age-hardening treatment. (Solution treatments were

done prior to work hardening.)
a1/4 H, 1/2 H, and H indicate increasing strengths by work hard-

ening.
bData from ASM (2001) Copper and Copper Alloys, ASM Spe-

ciality Handbook, pp. 256. Materials Park, OH: ASM.

�1

Φ

Contours

1  3  7

14  18  20

Figure 28 ODF for cold rolled copper. (Adapted from Hump-

hreys FJ and Hatherly M (1996) Recrystallization and Related

Phenomena. London: Elsevier.)
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This texture has been described as consisting of
ideal components of B39% {123}/41c2S, B34%
{146}/21c1S, B14% {110}/1c12S and B13%
{112}/11c1S. Pole figures for 70:30 brass are
shown in Figures 33a and 33b.

The relative amounts of these components change
as the temperature of rolling decreases or as the cop-
per is alloyed with zinc or some other element that
lowers its stacking fault energy. The transition from
copper-type recrystallization texture to the brass-type

texture depends on the stacking fault energy of the
alloy.

The rolling texture also depends on the rolling
temperature. The pole figure of copper rolled at
� 1961C (see Figure 34) is very similar to brass
rolled at room temperature. Figure 35 shows that the
texture transition with temperature is gradual.

Recovery

The effects of annealing cold-worked metal are usu-
ally divided into three stages: recovery, recrystalliza-
tion, and grain growth. During recovery, the excess
vacancies anneal out and dislocations are rearranged
into lower-energy configurations. There are no major
changes in hardness or strength. Figure 36 shows the
changes of stored energy and conductivity during
recovery and recrystallization of copper.

Recrystallization

During recrystallization after cold work, new strain-
free grains are formed. The extent of recrystallization
depends on both temperature and time. It is custom-
ary to define the recrystallization temperature as the
temperature at which 50% of the grains will be re-
crystallized in a half-hour. For most metals of com-
mercial purity, the recrystallization temperature is
between 1/3 and 1/2 of the melting point on an ab-
solute scale. However, the recrystallization tempera-
ture depends on purity, the extent of cold work
before annealing, and the prior grain size. Figure 37
shows the kinetics of recrystallization of copper that
is 99.999% pure after cold reduction of 98%.

The fact that the recrystallization temperature of
1121C in this case is only 28% of the melting tem-
perature is explained by the extreme purity and very
heavy reduction. The time, t, to achieve 50% recrys-
tallization is given by the Arrhenius equation,

t ¼ t0 exp
Q

RT

� �
½4�

where Q is the activation energy, R is the gas con-
stant, and T is the temperature. Figure 38 is an
Arrhenius plot of the data in Figure 37. The activat-
ion energy is 93 kJmol�1.

According to the Johnson–Mehl–Avrami equation,
the fraction, f, of the microstructure recrystallized at
any temperature should be given by

f ¼ 1� expð�BtnÞ ½5�

where the exponent n is the sum of the contributions
from nucleation nn and growth ng. If the nucleation
rate is constant, nn ¼ 1 and if the growth rate is

Φ

�1

Figure 30 ODF for cold-rolled brass. (Adapted from Hump-

hreys FJ and Hatherly M (1996) Recrystallization and Related

Phenomena. London: Elsevier.)
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constant ng ¼ 3. Figure 39 is a log–log plot of
ln(1� f) versus t of the data for Figure 34 at 1351C.
The slope is close to 4, indicating constant nucleation
and growth rates.

The effect of the amount of cold work on the re-
crystallization of brass is illustrated in Figure 40.

‘‘Commercially pure’’ copper recrystallizes at 1801C
while zone-refined copper recrystallizes at 801C. Al-
loying elements raise the recrystallization tempera-
ture as shown in Figure 41. The recrystallization
temperature also depends on prior grain size as
shown in Figure 42. With greater amounts of prior
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cold work, the recrystallization temperature is low-
ered. (see Figure 43).

The grain size resulting from recrystallization de-
pends on the relative rates of nucleation and growth
of recrystallized grains. Increasing amounts of cold
work before recrystallization decreases the resulting
grain size because it increases the nucleation rate
more than the growth rate. Solutes in solid solution
decrease the recrystallized grain size because they
decrease the growth rate by slowing grain-boundary
motion. Second-phase particles have the same effect
but they may increase the nucleation rate. Finally, the
grain size before recrystallization affects the recrys-
tallized grain size. With a finer prior grain size, there
are more sites for nucleation, so the resulting grain
size is also smaller.

Grain Growth

With continued heating, the larger recrystallized
grains grow at the expense of other smaller recrys-
tallized grains, with the result that the grain size
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Figure 34 (1 1 1) Pole figure of electrolytic copper, rolled 96.6% at � 1961C. (Adapted from Hu H and Goodman SR (1963) Texture

transition in copper. Trans. Met. Soc. AIME 227: 627–639.)
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increases. The increase of grain size is often charac-
terized by

d1=n � d
1=n
0 ¼ Ct ½6�

Simple theory gives the exponent 1/n as 1/2, but it
is usually much lower. Solutes and second-phase par-
ticles have a large effect.

Annealing Textures

ODFs for copper and copper with increasing
amounts of zinc are given in Figure 44.

The transition from copper-type recrystallization
texture to the brass-type texture depends on the
stacking fault energy of the alloy. This correlation is
shown in Figure 45. A marked change occurs at 8%
Zn, 3%Al, 2% Ge, or a little over 1% P. The strength
of the cube texture is reduced by light rolling reduc-
tions, large grain sizes, and low recrystallization
temperatures.

Figure 46 is the {1 1 1} pole figure for copper cold
rolled 97% at room temperature and recrystallized at
2001C. It consists almost entirely of cube texture and
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its twins. Other textural components of copper,
rolled at lower temperatures and recrystallized at
4001C, are indicated in Table 7. The recrystallization
texture of copper rolled at � 1961C is very similar to
the recrystallization texture of cold-rolled brass (see
Figure 47).

Anisotropy

The anisotropy of plastic behavior of sheet material
is conventionally documented by the Lankford pa-
rameter or R-value which is defined by the ratio of
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Figure 39 A Johnson–Mehl–Avrami plot of the recrystallization

of the copper in Figure 34 at 1351C. The slope is nearly 4, which

indicates that the nucleation rate is constant and there is a con-

stant rate of growth in three dimensions.
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Table 7 Texture components of copper, rolled, and recrystal-

lized at 4001C

Component Percentage of texture

�80�C �140�C �196�C

(2 1 4)[c5 c2 3] 0 21.4 57.4

(3 1 0)[0 0 1] 0 8.1 21.3

(1 0 0)[0 0 1] 94.5 60.4 12.8

(1 2 2)[c2 c1 2] 5.7 10.1 8.5

Adapted from Hu H and Goodman SR (1952) Trans. Met. Soc.

AIME 277: 637.

40 Alloys: Copper



contractile strains during a tension test,

R ¼ ew

et
½7�

where w and t denote the width and thickness di-
rections in a tension test. Because R changes with the
direction of the tensile axis, it is common to measure
the values at 01, 451, and 901 to the rolling direction
and to define an average cR as

cR ¼ ðR0 þ 2R45 þ R90Þ
4

½8�

Like all f.c.c. metals, copper and copper alloys have
R-values considerably o1.0. For annealed copper,
typically, R0 ¼ 0:9, R45 ¼ 0:4, R90 ¼ 0:9, and cR ¼
0:6 or 0.7 and for annealed 70:30 brass, typically,
R0 ¼ 0:9, R45 ¼ 0:9, R90 ¼ 0:8, and cR ¼ 0:9. The
cube texture component lowers R45 considerably,
while components with {1 1 1} parallel to the sheet
raise the R-values.
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Figure 43 The dependence of the recrystallization temperature

on prior strain (J, simple tension, compressionþ tension).

(Adapted from Humphreys FJ and Hatherly M (1996) Recrystal-

lization and Related Phenomena. London: Elsevier.)
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Figure 44 Recrystallization textures of rolled and recrystallized copper and copper alloys; (a) Cu, (b) 5% Zn, (c) 6.3% Zn, and (d) 22%

Zn. (Adapted from Humphreys FJ and Hatherly M (1996) Recrystallization and Related Phenomena. London: Elsevier.)
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Forming

Sheet formability benefits from high strain-hardening
exponents and high R-values. Forming limit diagrams

(see Figure 48) show the combinations of strains that
lead to the formation of localized necks. Minima
occur near plane strain, e2 ¼ 0. The level of e1 at
this point depends strongly on the strain-hardening
exponent, n in eqn [2]. Cold-worked sheets tend to
have lower forming limits. The forming limits tend to
rise with sheet thickness. A high strain-rate exponent
m, in

s ¼ Cem ½9�

is also useful in forming. However, it is found to be
very low (0.002–0.005) for copper and brass at room
temperature.

The compositions and conditions of these sheets
are listed in Table 8.

The limiting drawing ratio (LDR) for flat bottom
cups depends mainly on the R-value of the sheet
material. Because the R-values of copper and brass
sheets tend to be o1, the values of LDR tend to
fall between 2.1 and 2.2. Formability in sheet form-
ing that involve biaxial stretching depends mainly
on the strain-hardening exponent n. Because of this,
copper and especially brass have very good stretch-
ability.

Extrusion and Forging

Hot forging temperatures for most copper alloys lie
in the range of 600–7501C.
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ture and the m show its twin components (1 2 2)[2 1 2]. (Adapted

from Hu H, Sperry PR, and Beck P (1952) Trans AIME 194.)
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Powder Processing

Parts of copper and copper alloys are sometimes
fabricated by conventional powder metallurgy that
involves pressing powder to the desired shape and
sintering to achieve nearly full density. Porous bear-
ings and filters are made by stopping the sintering
before complete densification.

Casting

In general, alloys with a greater separation of liq-
uidus and solidus are regarded as easier to cast. In a
fixed thermal gradient, the length of dendrite L, arms
is proportional to this temperature difference, DT.
The liquid-to-solid shrinkage can occur interdendri-
tically. This simplifies risering. Lower liquidus tem-
peratures are also beneficial.

The solubility of hydrogen, like other gases, is
much greater in liquid copper than solid copper.
Figure 49 shows the solubility of hydrogen in copper
and copper–aluminum alloys. Alloying with alumi-
num and some other elements decreases the solubility.
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Figure 47 The {1 1 1} pole figure of 70:30 brass cold rolled 97%

at room temperature and annealed at 3401C. n show the ideal

(2 2 5)[3 7 4] orientation and the m show the (1 1 3)[2 1 1] orien-

tation. (Adapted from Hu H, Sperry PR, and Beck P (1952) Trans.

Met. Soc. AIME 194.)
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As the metal solidifies, dissolved gas is released.
For hydrogen,

H2Oþ 2Cu-2Hþ Cu2O ½10�

This is likely to cause gas porosity. The source of
dissolved hydrogen may be from wet scrap or fur-
nace gases.

Corrosion

Many of the applications of copper and copper-based
alloys depend on their generally good corrosion

resistance. A few specific forms of corrosion are given
below. One is pitting corrosion in which the attack is
very localized. Pitting attacks cause much more
damage than the same amount of metal loss uni-
formly spread over the corroded surface. A second
type of corrosion is dezincification of brasses con-
taining 415% Zn. Both copper and zinc atoms go
into solution, but copper then precipitates as a porous
plug. Figure 50 shows the effect of composition on

Table 8 Alloys shown in Figure 40 and their conditions

Designation Common name Condition Thickness ðmmÞ Grain size ðmmÞ UTSa ðMPaÞ

C10200 Oxygen free copper annealed 0.66 0.014 234

C11000 lot 1 ETP copper annealed 0.74 0.016 224

C11000 lot 2 ETP copper H4 0.69 268

C15500 Silver copper annealed 0.71 0.009 288

C220000 Commercial bronze annealed 0.69 0.0067 234

C19400 HSM copper annealed 0.69 319

C17200 Beryllium copper annealed 0.25 0.019 491

C2300 Red brass annealed 0.69 0.024 293

C2600 lot 1 Cartridge brass annealed 0.64 0.025 345

C2600 lot 2 Cartridge brass H4 0.69 407

C2600 lot 3 Cartridge brass H8 0.51 531

C72500 Cu–Ni–Sn annealed 0.69 0.023 356

C51000 Phosphor bronze annealed 0.69 0.014 374

C74300 Nickel silver annealed 0.69 0.035 387

C72500 Nickel silver annealed 0.69 0.020 405

C70600 Cu–10% Ni annealed 0.81 0.016 361

aUTS – ultimate tensile strength.

Adapted from Copper and Copper Alloys, ASM Specialty Handbook. Materials Park, OH: ASM.
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the tendency to pitting and dezincification. An ex-
ample of dezincification is shown in Figure 51.

Brass containing X15% Zn is susceptible to stress
corrosion or season cracking. It occurs only when the
brass is under tensile stresses and specific environm-
ents. For brass, ammonia is the most common agent.
Figure 52 shows examples of stress-corrosion crac-
king of brass. The propensity to stress corrosion in-
creases with zinc content and temperature as shown in
Figure 53. Removal of residual stresses by stress-relief
anneals is sufficient for many applications. Hydrogen
is not a problem for most copper alloys. However, if
tough-pitch copper containing Cu2O is exposed to
hydrogen at high temperatures, the reaction is

2Hþ Cu2O-H2Oþ 2Cu ½11�

Such exposure could, for example, occur during torch
welding. The formation of H2O in the form of steam
causes embrittlement.

See also: Deformation Processing; Mechanical Proper-
ties: Elastic Behavior; Mechanical Properties: Plastic
Behavior; Mechanical Properties: Strengthening Mecha-
nisms in Metals; Mechanical Properties: Tensile Proper-
ties; Orientation Texture; Powder Processing: Models and
Simulations; Solidification: Models and Simulations.

PACS: 81.05.Bx; 81.20.�n; 81.30.Dz; 81.40.� z;
81.70.�q
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Figure 51 A plug of dezincified metal on a brass pipe. (Adapted

from ASM (2001) Copper and Copper Alloys, ASM Specialty

Handbook. Materials Park, OH: ASM.)

(a) (b)

Figure 52 Examples of stress-corrosion cracking in brass. Both condenser tubes of drawn C12200 copper. (Adapted from ASM

(2001) Copper and Copper Alloys, ASM Specialty Handbook. Materials Park, OH: ASM.)
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Introduction

Iron alloys are arguably the most important class of
engineering materials as a huge number of types can
be produced by controlling the type and quantity of
alloying elements, casting method, thermal and me-
chanical processing, etc. Factors contributing to the
attractiveness of iron as the principal component of
many engineering alloys include: the ability to be
produced relatively inexpensively; it has a high mel-
ting temperature (15381C) which allows thermally
activated processes over a range of temperatures and
it is allotropic thereby allowing its alloys to undergo
several useful phase transformations to generate a
wide variety of microstructures, and mechanical and
physical properties.

Figure 1 presents a subgroup of a much wider
range of commercially available iron alloys. The al-
loys given in this figure contain carbon, are generally

classed as steels or cast irons, and are by far the most
widely used iron alloys but it is pertinent to note that
many others are also important. Depending on al-
loying additions and the complexity of the various
processing stages, microstructures (and properties) of
steels and cast irons vary dramatically, and include
one or more of the following phases: ferrite, pearlite,
bainite (range of structures), austenite, and marten-
site as well as second-phase dispersions such as ce-
mentite, graphite, intermetallic compounds, and
precipitates. A detailed treatment of the structure
and properties of Fe–C alloys is beyond the scope of
this overview but several excellent books are given in
the ‘‘Further reading’’ section.

There are a range of essentially carbon-free iron
alloys that also generate microstructures with at-
tractive properties. Examples include Fe–Be and FePt
that exploit the martensitic reaction to generate
shape memory behavior and those alloys that exhibit
important physical properties such as Fe–Ni invar
alloys with very low thermal expansion coefficients
and multicomponent alloys such as (Fe, Co)44Zr7-
Cu1B15 (HITPERM) and Nd2Fe14B with exceptional
magnetic and magnetomechanical properties. The
ability to generate iron alloys with such a large range

Iron−carbon alloys

Plain carbon /
Microalloyed

High carbon
steels

Heat-resistant
steels

Gray iron

Cast IronsSteels

Ferrite

Austenite

Ferrite + Austenite

Martensite

Bainite (various) Malleable iron

Low carbon
steels

Ductile iron

Medium carbon
steels

C<2.11% C>2.11%

Phases present
Dependent on alloying additions/

thermal and mechanical treatment

Ultralow & low
carbon steels

Tool and die
steels

High alloy steels
(exc.Cr alloys)

Ferrite + Pearlite

Pearlite

C as graphite:
flakes/nodules

White iron
(contains Fe3C)

Stainless steels
(>12% Cr)

Figure 1 Classification scheme for iron–carbon alloys (range is not exhaustive).
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of microstructures and properties has resulted in the
use of these materials in an enormous number of
applications.

The Production of Iron Alloys

Iron alloy components have been produced from the
liquid state for many centuries with mass production
of steel commencing in the late nineteenth century.
Molten steel was traditionally cast into standing
moulds but continuous casting was developed in the
1950s which enabled the production of huge ton-
nages of steel. Most of the world’s steel production is
now obtained through this casting route. Following
casting, as-cast slabs are thermal and mechanical
processed to the desired final shape. In the last few
decades, however, near-net-shape casting processes
have been developed that are capable of producing
near-final-shape products directly from liquid with
secondary processing such as hot rolling reduced to
an absolute minimum. On a reduced scale, there are
various types of novel iron alloys produced in the
amorphous, nanocrystalline, and intermetallic form.
These materials are either manufactured by convent-
ional casting or by rapid solidification processing,
spray deposition, mechanical attrition, and sintering
or physical and chemical vapor deposition, etc. Iron
alloys produced by these more exotic techniques are
generally restricted to specific applications.

Structure and Properties of Iron

The production of pure iron is not possible, but
numerous studies have been carried out on the pro-
perties of high-purity iron. Iron is situated toward
the end of the first transition series in the periodic
table with an electron configuration 1s22s22p63s2

3p63d64s2. Iron lies at the left of the larger atomic
species Co, Ni, and Cu which are known to crystal-
lize with a close-packed structure. To the left of
iron are the less-filled states of Ti, V, Cr, and Mn
which subsequently crystallize with a body-centered
cubic (b.c.c.) crystal structure. Iron lies between
these groups of elements and, depending on tempe-
rature, may exist either as the b.c.c. structure
ð1394�C4Tao912�CÞ or the face-centered cubic
(f.c.c.) structure ð912�CoTgo1394�CÞ. The high-
temperature b.c.c. structure is not expected under
normal circumstances but is a result of magnetic
energy effects. The b.c.c. structure exists at standard
temperature and pressure, but extreme pressures will
generate a hexagonal close-packed (h.c.p.) structure
(e-iron).

An important difference between a-iron and g-iron
is the structure of their dislocations: the Burgers

vector of the minimum energy configuration in a-iron
is a=2/1 1 1S and while dislocations can theoreti-
cally dissociate into segments of a/0 0 1S, the stack-
ing fault energy (SFE) is so high that substantial
dissociation has not been observed. In contrast,
g-iron has a relatively low SFE ðo80 mJ m�2Þ and
dislocations readily dissociate by the reaction
a=2/0 1 1S-a=6 /1 1 2Sþ a=6/2 1 1S, which
generates a ribbon of stacking fault. The difference
in both crystal structure and SFE of a-iron and g-iron
strongly influences the deformation and annealing
behavior of these phases.

Due to the various allotropic transformations in
iron ðd2g2aÞ, many physical properties, such as
specific volume and electrical conductivity, change
discontinuously through these critical tempera-
tures. A notable consequence of the f.c.c. 2 b.c.c.
transformation is the change in magnitude of the self-
diffusion coefficient, D, which follows an Arrhenius-
type relationship:

D ¼ Do expðQ=RTÞ

where Do is a frequency factor that is virtually in-
dependent of absolute temperature (T) and Q is the
activation energy for self diffusion. Table 1 shows
the values of Do and Q for iron and other alloying
elements. It is easily shown that the rate of self-dif-
fusion of iron decreases by two orders of magnitude
when f.c.c. iron transforms to the more open b.c.c.
structure.

Alloying Elements in Iron

A number of elements are added to iron to produce a
variety of alloys with a wide range of microstructures
and properties (Figure 1). Alloying elements have a
strong influence on the stable temperature range of
b.c.c. and f.c.c. phases. The Wever classification

Table 1 Approximate diffusivity of various interstitial and sub-

stitutional elements in iron

Phase Element Activation

energy,

Q ðkJmol�1Þ

Frequency

factor,

Do ðmm2 s�1Þ

Temperature

range ð�CÞ

a-Iron Fe 240 200 700–750

C 80 0.62 700–750

N 76 0.3 700–750

Co 226 20 700–790

Ni 258 970 700–900

g-Iron Fe 284 49 900–1050

C 135 15 900–1050

Co 364 3000 1050–1250

Ni 280 77 930–1050

d-Iron Fe 239 190 1400–450
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(Figure 2) has shown that most alloying elements fall
into four categories with each generating a particular
phase diagram. This figure shows that a particular
alloying element in iron may either expand the g-field
(austenite stabilizer) or contract this field (ferrite sta-
bilizer). Elements may also form iron-rich com-
pounds that reduce the extent of the g-field. The
overall behavior is a result of the different enthalpies
of solution in both the crystal structures of iron
which leads to either an increase or decrease of the
temperature range in which austenite is stable. Al-
loying elements can also be grouped into three major
classes: those that form interstitial and substitutional
solid solutions, and those that are almost completely
immiscible with the crystal lattices of iron.

Interstitial Alloys

The elements H, C, N, and O are considerably
smaller than Fe and, therefore, tend to occupy inter-
stitial sites in both the lattices of iron. Figure 2a
shows how the g-field is stabilized for alloys con-
taining interstitial elements since the f.c.c. lattice
provides sites of lower strain energy than does the
b.c.c. lattice. These elements have a high rate of
diffusion in both the crystal structures of iron,

particularly in the less densely packed b.c.c. struc-
ture, and are considerably more mobile than
substitutional elements (Figure 3 and Table 1).
Nevertheless, interstitial elements have low solubi-
lity, particularly in a-iron (ferrite), due to the less
favorable geometry of the b.c.c. lattice. The solubi-
lity of interstitial elements decreases markedly
with temperature and obeys a similar relation as
diffusivity:

CFe�XðTÞ ¼ A expðB=TÞ

where A and B are constants and X is either an
equilibrium or metastable phase such as graphite,
Fe2B, Fe3C, and Fe3N4 in equilibrium with either
ferrite or austenite. Table 2 gives values of the max-
imum solubility of various interstitial elements in
ferrite and austenite which shows that hydrogen has
the highest solubility in ferrite which is demonstrated
by a small value of the constant, B (not shown).
Table 2 also shows that the solubility of C and N in
both forms of ferrite are considerably lower than in
austenite.

In the Fe–C system, graphite does not usually form
in either ferrite or austenite due to its high activation
energy of nucleation. The cementite phase (Fe3C) or
other less stable carbides tend to form instead. The
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Figure 2 Classification of iron alloy binary phase diagrams: (a)

and (b) austenite stabilizers; (c) and (d) ferrite stabilizers.
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difference between the equilibrium Fe–graphite and
metastable (constitutional) Fe–Fe3C phase diagram is
shown in Figure 4, which illustrates the subtle dif-
ferences in the phase boundaries. Fe–Fe3C is prob-
ably the most important binary system with the
following array of characteristics: (1) various types
of invariant phase transformations are possible (pe-
ritectic, eutectic, and eutectoid) and (2) the solubility
of C in a-iron at 7271C is only 0.022wt.% whereas
g-iron can accommodate 0.77wt.% C at this tem-
perature. Carbon levels below B2.11wt.% are clas-
sified as steels while higher carbon alloys are
classified as cast iron. Steels are classified further

into hypoeutectoid (Co0.77wt.%) or hypereutec-
toid (C40.77wt.%) while cast irons are classified as
either hypoeutectic (Co4.30wt.%) or hypereutectic.

Substitutional Alloys

There are many substitutional elements that are par-
tially or completely soluble in both the crystal struc-
tures of iron. Elements with the largest solubility fall
close to Fe in the periodic table: Cr, Ni, Co, Mn, and
V. A number of elements, such as Ti, Ca, and K, have
almost no solubility in iron. For alloying elements
with an f.c.c. or h.c.p. structure, the g-field is stabi-
lized (Figures 2a and 2b) whereas the g-field is re-
duced by elements that form Hume–Rothery phases
with Cu, Ag, and Cu (Figure 2c) or when iron is
alloyed with the b.c.c. transition metals V, Ti, Mo,
W, Cr, etc. (Figure 2d). For those elements that re-
strict the g-field completely, austenite cannot exist
which eliminates the possibility of generating several
important decomposition products (pearlite, bainite,
or martensite). These alloys are non heat-treatable in
the sense that phase transformations cannot be ex-
ploited to control the microstructure and properties.
To achieve the desired mechanical properties such as
yield strength, these alloys must either be work hard-
ened (which can also recrystallize to produce a fine
grain size) or elements are used to promote solid so-
lution strengthening. The heat-treatable alloys are far
more amenable to strengthening over a wide range
by controlling the transformation products during
austenite decomposition.

Most alloys of iron usually consist of a combina-
tion of interstitial and substitutional elements which
results in various complex interactions involving at-
om species. For example, the rate of diffusional
transformation is usually controlled by the more
sluggish substitutional elements (as shown by the
lower diffusivity of these elements, Figure 3) which
favors the formation of nonequilibrium microstruc-
tures following austenite decomposition. In addition,
elements can combine to produce enhanced
strengthening by the generation of atom complexes
(Mn–C, etc.) in the lattice or from the formation of
alloy carbides ([FeaXbYcy]Cj).

Phase Transformations in Iron Alloys

The allotropic transformations that occur in pure
iron can result in a number of important phase trans-
formations in its alloys. As indicated in Figure 2,
a given concentration of a ferrite stabilizer can
eliminate the austenite phase field, whereas an au-
stenite stabilizer will expand this field to allow the
alloy to undergo several useful transformations. For

Table 2 Solubility of various interstitial elements in iron

Phase Element Equilibrium

phase

Temperature of

maximum

solubility ð�CÞ

Maximum

solubility

ðat:%Þ

a-Iron H H2 905 1�2�10� 3

B Fe2B 915 o0.02

C Fe3C 727 0.095

N Fe4N 590 0.4

g-Iron C Fe3C 1148 8.8

N Fe4N 650 10.3

d-Iron C Fe3C 1495 0.09

�

�

� + Fe3C
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Figure 4 Schematic diagram of the metastable (constitutional)

Fe–Fe3C and the stable (equilibrium) Fe–graphite diagram

(dashed) showing important temperatures and compositions.
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example, Figure 4 shows that a number of transfor-
mations are possible in the Fe–C system. The follow-
ing brief discussion is devoted mainly to this system
as carbon is the most important alloying addition to
iron.

During solidification, the peritectic reaction can
occur over a certain compositional range. For the
peritectic composition (0.09wt.% C), the following
invariant reaction can occur at 14951C: L-L
þd-g. In this reaction, liquidþ d-iron transforms
isothermally to austenite and has several important
consequences during continuous casting of steels.

At higher carbon levels, that is, 0.77wt.% C, the
eutectoid reaction occurs at 7271C: g-aþ Fe3C. For
slow cooling rates, austenite (0.77wt.% C) decom-
poses via a diffusional transformation to produce
pearlite which is a lamellar structure containing suc-
cessive layers of ferrite (0.022wt.% C) and cementite
(6.67wt.% C). With increasing cooling rate, the for-
mation of diffusional products such as pearlite and
ferrite is suppressed thereby generating nonequilib-
rium microstructures ranging from a series of bainitic
structures to martensite.

At very high cooling rates, diffusional transforma-
tion products do not form since atomic diffusion is
necessary for nucleation and growth of these phases.
This results in the formation of martensite; a term
not restricted to iron-base alloys but used to define
the product of a nondiffusional phase transformation
both in metals and ceramics. The martensitic trans-
formation has the following important characteris-
tics: each atom retains its original neighbors and
there is no interchange among the atoms; the trans-
formation does not involve individual atomic jumps
characteristic of diffusion-controlled and interface-
controlled transformations; the reaction is diffusion-
less which means the martensite product has the
same composition as the parent phase. In Fe–C al-
loys, the martensite transformation generates a hard,
brittle phase whereas, for essentially carbon-free al-
loys, the martensite is ductile.

For very low carbon levels (o0.022wt.%), Fe–C
may undergo a series of precipitation reactions after
cooling through the solvus where supersaturated car-
bon in ferrite decomposes at low temperatures to
produce a series of precipitates. This can result in
considerable hardening that may or may not be use-
ful depending on the desired application of the alloy.

For carbon levels greater than B2.11wt.%, Fe–C
undergoes the eutectic reaction: L-gþ Fe3C. At the
eutectic composition (4.3wt.% C), liquid iron trans-
formations take place at 11471C to produce austenite
and cementite with subsequent cooling to room tem-
perature promoting additional phase changes. It is
pertinent to note that alloying additions such as Si

promote the formation of graphite rather than ce-
mentite (Figure 1). Similar to steels, cast irons can
generate a wide range of microstructures and prop-
erties depending on alloying additions, cooling
behavior, etc.

It is clear that the transformation products that
form during austenite decomposition in iron-base al-
loys are expected to be diverse and are influenced by
a large number of processing and material-related
variables. A particular transformation is achieved by
the control of the type and quantity of alloying el-
ements, the cooling rate through the transformation
range, and thermomechanical treatments prior to or
during transformation, etc. In addition to the classic
phase transformations associated with Fe–C, several
additional transformations are known to occur in
iron alloys. The ability of the alloys of iron to un-
dergo such a diverse range of phase transformations
is a major factor contributing to their immense pop-
ularity as an engineering material.

Thermomechanical Behavior

An understanding of deformation of ferrite and au-
stenite is extremely important as these phases un-
dergo a significant amount of plastic deformation
during thermomechanical processing, the most com-
mon method for producing useful final components.
During deformation, many microstructural changes
occur: the original grains change shape and an inter-
nal substructure forms, texture changes take place,
precipitation may occur, dynamic recovery (DRV) or
dynamic recrystallization (DRX) processes are pos-
sible and the constituent particles may fracture and
redistribute. The most notable material factors that
affect both the deformation microstructure of iron
alloys include SFE, crystal structure, initial grain size
and shape, and the size, shape, and volume fraction
of a second phase.

Cold Deformation

Cold deformation is restricted to low homologous
temperatures (To0.5Tm), where Tm is the absolute
melting temperature. During cold deformation of ei-
ther ferrite or austenite, there is a marked increase in
dislocation density resulting in considerable work
hardening and grains subdivide in a complex manner
to produce a range of features such as a cellular
substructure, microbands, deformation twins, defor-
mation bands, and larger-scale heterogeneities such
as shear bands. In high SFE b.c.c. a-iron, slip is the
principal deformation process and occurs in the
close-packed /1 1 1S direction but the slip plane
may be any of the planes {1 1 0}, {1 1 2}, or {1 2 3}. In
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contrast, g-iron has a relatively low SFE
(o80mJm� 2) which results in deformation by slip
on {1 1 1}/0 11S systems as well as by twinning.
The different modes of deformation result in differ-
ences in the work-hardening rate of these phases as
well as in the development of deformation textures.

Hot Deformation

Hot deformation is carried out at T40.5Tm and is
distinguished from cold working by the absence or
near absence of strain hardening and lower matrix
dislocation content. Deformation becomes more
homogeneous with increasing temperature with the
frequency of microstructural inhomogeneities such as
microbands, transition bands, and shear bands re-
duced considerably. The driving pressure for soften-
ing by recovery and recrystallization (either dynamic
or static) is the stored energy of deformation. The
process of recovery reduces the internal energy of the
metal through mechanisms such as annihilation dis-
locations and their re-arrangement into low-angle
grain boundaries.

The relatively low SFE of austenite does not allow
for substantial DRV whereas DRV occurs extensively
in ferrite since dislocation climb occurs readily and,
for a given temperature, the rate of diffusion of iron
atoms in ferrite is B100x greater than in austenite.
In ferrite, a significant proportion of the stored
energy is released by DRV which reduces the driving
force for both dynamic and static recrystallization
(SRX). Since the reorganization of dislocations is
more difficult in austenite, DRX can occur readily.
These differences in the dynamic restoration proc-
esses generate two distinctive stress–strain (flow)
curves, Figure 5. Deformation of austenite results in
an increase in flow stress via work hardening but at a
critical strain (ec), there is sufficient stored energy to
initiate DRX which tends to eventually decrease the
flow stress since the rate of work hardening is offset
by the softening caused by recrystallization. In con-
trast, extensive DRV in ferrite leads to a balance be-
tween dislocation generation and annihilation which
rapidly results in a steady-state flow stress. There is
also insufficient stored energy to dynamically recrys-
tallize this phase. During hot working, successive
cycles of DRX in austenite have the capability of
refining the grain size whereas grain refinement in
ferrite can only be achieved by SRX.

Static Annealing

The principal material factors influencing static an-
nealing in iron alloys include composition, initial
grain size, initial texture, and second-phase precip-
itates. Processing variables are also important and

include the mode of deformation, strain, strain rate,
and temperature of deformation. In general, both
SRX and DRX are initiated by nucleation of strain-
free grains at microstructural inhomogeneities such
as transition bands, shear bands, and grain bound-
aries. Cold-deformation of fine-grained ferrite results
in nucleation predominantly at prior grain bounda-
ries but a coarse grain size results in substantial shear
band nucleation, particularly in those iron alloys
containing high levels of interstitial elements.

The most desirable nucleation sites in cold-rolled
a-iron are grain boundaries as these nuclei often have
orientations where /1 11S is almost parallel to the
normal direction (ND) of the sheet. This is significant
since a strong /1 11S8ND texture in cold-rolled
and annealed steels results in superior sheet form-
ability. Austenitic alloys recrystallize in a similar
manner to ferritic alloys, that is, nucleation occurs
mainly at grain boundaries but other microstructural
heterogeneities characteristic of deformed austenite
also play an important role. Due to the physical
processes associated with slip and twinning during
cold rolling, austenitic alloys do not produce a high
fraction of favorable /11 1S8ND nuclei resulting in
reduced formability.

Recent Developments in Iron Alloys

Magnetic Alloys

Iron is ferromagnetic below the Curie temperature
and these alloys exhibit a remarkably wide range of
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Figure 5 Schematic diagram of typical flow curves associated

with the hot deformation of ferrite (a-iron) and austenite (g-iron).
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magnetic properties. Magnetic materials are broadly
classified into two main groups with either soft or
hard magnetic characteristics. Soft magnetic alloys
have high permeability, low coercivity, and low hys-
teresis loss whereas hard magnetic (or permanent)
magnetic alloys have a sufficiently large resistance to
demagnetizing fields due to their high coercivity, re-
manence, and energy product.

Table 3 gives some properties of a select range of
ferromagnetic alloys which includes some of the
more recently developed alloys that possess either an
amorphous, or a nanocrystalline phase embedded in
an amorphous matrix. These materials are usually
produced as ribbons or fibers by rapid solidification
techniques and are often followed by a series of heat
treatments. Soft magnetic alloys based on these
structures are generally complex and contain ele-
ments such as Cr, Mo, and Al and varying amounts
of metalloids (B, Si, C, and P) that help to form the
glassy phase. These alloys have low anisotropy com-
bined with high resistivity (which reduces eddy cur-
rent losses) and have high permeability and low
power losses. The most widely investigated alloys in
this new class of soft magnetic materials are
Fe73.5Si13.5B9Nb3Cu1 (FINEMET), Fe88Zr7B4Cu1
(NANOPERM), and Fe44Co44Zr7B4Cu1 (HIT-
PERM) which are produced by rapid solidification
and crystallization annealing to produce a nanocrys-
talline structure. Compared with more conventional
iron alloys, these materials have very high perme-
abilities and large inductions (Figure 6).

Permanent magnetic iron-base materials include a
variety of alloys and intermetallic compounds. The
most widely studied materials in recent years are
neodymium–iron–boron (Nd2Fe14B) and iron–plati-
num alloys. For permanent magnets, a parameter

that specifies its performance characteristic, that is,
its resistance to demagnetization, is the maximum
energy product (BH)max where B and H are the
magnetic induction and magnetic field strength, re-
spectively. To date, the highest values of (BH)max are
obtained in oriented Nd–Fe–B alloys (320–
400 kJm� 3) and sintered fine-grained versions of
these alloys (B450 kJm� 3).

Shape Memory Alloys

Iron alloys can exploit the martensitic reaction to en-
able a component to be deformed at one temperature
with subsequent recovery of the original shape upon
heating. This so-called shape memory effect (SME) is
associated with the ability of some martensites to
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Figure 6 Estimated relationship between permeability and sat-

uration induction for some soft magnetic iron alloys.

Table 3 Some notable ferromagnetic iron alloys showing typical properties

Material Initial relative

permeability ðmeÞ
Hysteresis loss per

cycle ðJm�3Þ
Saturation induction

ðWbm�2Þ
ðBHÞmaxðkJ m

�3Þ

Soft magnetic alloys

Commercial iron ingot 1.5� 102 270 2.14

Fe-3Si (oriented silicon iron) 1.5� 103 40–140 2.0

Fe-45Ni (PERMALLOY 45) 2.7� 103 120 1.60

Fe73.5Si13.5B9Nb3Cu1 (FINEMET) 5� 103–2�105 1.0–1.2

Fe88Zr7B4Cu1 (NANOPERM) 1� 104–1�105 1.5–1.8

Fe44Co44Zr7B4Cu1 (HITPERM) 2� 103–3�104 1.6–2.1

Hard magnetic alloys

Fe-1Mn-0.9C (martensitic) 3.8

Fe-3.5Cr-0.9C-0.3Mn (martensitic) 5.0

Fe-24.5Co-13.5Ni-8Al-2Nb (Alnico-XII) 76.8

Fe60Pt40 120

Nd2Fe14B (oriented) 320–400

Nd2Fe14B (sintered nanophase) 450
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undergo thermal reversion on reheating which, on a
macroscopic scale, corresponds to up to 15% strain
recovery. There are various types of SME including
pseudoelasticity, one- and two-way shape memory
behavior and magnetic field-induced shape memory.
Iron-base shape memory alloys are produced either
by conventional casting and thermomechanical pro-
cessing, or mechanical attrition and sintering, or
rapid solidification processing. While the various
types of shape memory phenomena occur in alloys
of the type Fe–Mn–Si–Cr, FeBe, FePt, and Fe–Pd–Pt,
they are largely under development and more work is
required to explore the potential of shape memory
iron alloys.

Intermetallic Compounds

Iron alloys in the form of B2-type ordered interme-
tallic compounds based on the stoichiometric ratios,
FeCo, FeAl, and Fe3Al, have received considerable
attention in high-temperature structural applications
due to their low density, high electrical resistivity,
high strength at temperature, and excellent resistance
to oxidation and corrosion in various aggressive
chemical environments. These alloys are either
thermomechanically processed in a manner similar
to metals or produced by more novel processing
routes. While binary iron-base intermetallics are in-
herently brittle and have low creep resistance, con-
siderable work is being carried out to improve these
critical properties both by alloy design and by care-
fully controlling the various processing stages.

Direct Strip Cast Alloys

There have been substantial developments in the
mass production of iron alloys by direct strip casting
(DSC) which produces as-cast strip products of a
thickness less than 2mm. Iron alloys currently pro-
duced by DSC include carbon and alloy steels, stain-
less steel, iron–silicon alloys, and cast iron. This
casting process often produces a microstructure that
is markedly different from the same material pro-
duced by conventional casting and thermomechani-
cal processing (TMP). This is a result of the high
solidification rates that tend to produce far-from-
equilibrium microstructures. By a careful control of
casting parameters and alloying additions, as-cast
low carbon steel strip can be generated with a final
microstructure consisting of one or more of the

following phases: martensite, bainite, acicular ferrite,
and polygonal ferrite.

See also: Ferromagnetism; Magnetic Materials and Ap-
plications; Powder Processing: Models and Simulations;
Solidification: Models and Simulations; Alloys: Overview;
Mechanical Properties: Elastic Behavior; Mechanical
Properties: Plastic Behavior; Recovery, Recrystallization,
and Grain Growth; Mechanical Properties: Strengthening
Mechanisms in Metals; Diffusionless Transformations;
Phase Transformation; Phases and Phase Equilibrium.

PACS: 61.43.Dq; 61.44.þw; 61.50.Ks; 61.66.Dk;
61.72.Cc; 62.20.� x
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Fundamental Characteristics

Magnesium has a density of 1.74mgm�3 at 201C,
melts at 6501C, has a Young’s modulus of 45GPa,
and is hexagonal close-packed in crystal structure.
Slip at ambient temperatures occurs mainly on the
basal plane (0 0 0 1) /1 1 %2 0S with pyramidal and
prismatic planes becoming more active with increa-
sing temperature. Deformation of room temperature
therefore involves twinning also (initially on
ð1 0 %1 2Þ/1 0 %1 2S), especially when a compressive
stress acts parallel to the basal plane.

Pure magnesium, in the absence of moisture, is
protected by an adherent thin film of MgO. This
MgO reacts with any moisture present to form
Mg(OH)2 which breaks down in the pressure of
acids which then attack the magnesium. Saltwater
is a particularly harsh environment for magnesium,

especially when Fe, Ni, or Cu are present as precip-
itated impurities (Figure 1).

There are more than 20 elements with maximum
equilibrium solid solubility exceeding 1 at.% in
magnesium. Of these, eight are used in commercial
magnesium alloys (Al, Zn, Mn, Zr, Li, Ag, Y, Nd)
together with Si, Cu, Ca, and Ce. Al and Zn have
large effects in reducing the lattice parameters of
magnesium, and also raise the critical resolved stress
for slip; so potent are solid solution hardeners in
magnesium. Al is a less potent precipitation hardener
than Zn or Nd, because it precipitates incoherently
(e.g., as Mg17Al12 at grain boundaries) rather than
via Guinier–Preston zones within the grains. The
small grain size has a specially marked hardening
effect on magnesium (Figure 2), approximately dou-
ble that in aluminum, for example; the small grain
size also improves ductility.

Magnesium and its alloys are commonly melted in
mild steel crucibles because of their low solubility for
iron. The melt surface, however, must be protected
by a flux or inert atmosphere. Grain refinement of
the cast microstructure can be achieved by treating
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with CCl6 (when Al is present) or with Zr (when it is
not) prior to casting. The nucleant is expected to be
Al4C3, and Zr itself, in the two cases.

Most magnesium alloy components are produced
by high-pressure die casting, using hot chamber ma-
chines except for the largest castings (up to 10 kg).
They can also be sand-cast if certain precautions are
taken, for example, to inhibit reaction with the sand
and moisture. Ingots are produced by Direct Chill
casting, either for remelting or as feedstock for
wrought products.

ASTM alloy designations identify the main alloy-
ing elements by letters followed by numbers indica-
ting nominal wt.% of each rounded up to a single
digit, e.g., AZ91¼Mg–9wt.%Al–1wt.%Zn. Letter
codes for the main alloying elements are A¼Al,
C¼Cu, E¼ rare earths, K¼Zr, L¼Li, M¼Mn,
Q¼Ag, S¼ Si, W¼Y (yttrium), and Z¼Zn.

Casting Alloys

AZ91 (9.5Al, 0.5Zn, 0.3Mn, wt.%) is the most
common of the Mg–Al-based die casting alloys, ac-
hieving ultimate tensile and yield strengths of 215
and 120MPa, respectively, in the fully heat treated
(T6) condition. High-purity versions (maximum
0.004Fe, 0.001Ni, and 0.015Cu and minimum
0.17Mn, wt.%) are available when corrosion resist-
ance is paramount. Reduced Al-contents, such as in
AM60 (6Al, 0.3Mn, wt.%) give increased ductility
and fracture toughness, when required. Die cast
Mg–Al–Zn alloys are susceptible to hot cracking at
intermediate Zn contents as shown in Figure 3. Im-
proved creep resistance results from added Si (AS21
and AS41: 2 or 4Si, 0.4 or 0.3Mn and 1Si, wt.%) or
rare earths (AE42: 4.0Al, 2.5RE, 0.3Mn, wt.%) in
which the formation of Mg2Si and AlxRE com-
pounds is more effective in pinning grain boundaries
than is the relatively soluble Mg17Al12. ZE41 (4.2Zn,
1.3RE, 0.7Zr, wt.%) combines precipitation harden-
ing from Zn and Ce with grain refinement by Zr to
allow service up to 1501C. EZ33 (2.7Zn, 3.2RE,
0.7Zr, wt.%) and QE22 (2.5Ag, 2.5Nd, 0.7Zr,
wt.%) offer creep resistance or high proof strength
up to 2501C, again with grain refinement by Zr.
WE54 and WE43 (5 or 4.1Y, 3.25 heavy rare earths,
0.5Zr, wt.%) combine high strength at room and
elevated temperatures with better corrosion resist-
ance than other high-temperature magnesium-based
alloys. The development of a die-castable magne-
sium-based alloy that has creep resistance compara-
ble with A380 aluminum casting alloy (Al–8.5
Si–3.5Cu–0.5Mn, wt.%) for automotive engine
applications is the focus of major RþD activity in
Europe, Japan, and the USA currently (Figure 4).

Wrought and Powder Metallurgy Alloys

Working of magnesium is carried out at 300–5001C
by extrusion, rolling, or forging. Basal planes and
/1 0 %1 0S directions tend to orient in the direction of
working which can result in proof strengths in com-
pression that are 0.5–0.7 of those in tension. This
difference is attributable to the occurrence of twin-
ning more readily under compression, and is reduced
at small grain sizes.

AZ31 (3Al, 1Zn, 0.3Mn, wt.%) is the most widely
used wrought sheet magnesium-based alloy, compa-
rable in proof and tensile strength with cast AZ91,
but with high ductility and being weldable. ZK31
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(3.0Zn, 0.6Zr, wt.%) is stronger, but at the expense
of weldability. LA141 (14Li, 1.2Al, 0.15minimum
Mn, wt.%) has lower strength than either of these
but has very low density (1.35mgm�3) because of
the high Li content which confers a duplex hexago-
nal close-packed/body-centered cubic microstruc-
ture. Limitations are poor corrosion resistance and
susceptibility to overaging in service which results in
excessive creep at relatively low loads. Sheets of all of
these alloys can be hot-formed readily at 230–3501C,
but cold formability is limited.

AZ61 (6.5Al, 1Zn, 0.3Mn, wt.%) and ZK61 (6Zn,
0.8Zr, wt.%) are examples of extrusion alloys, the
latter giving a tensile strength exceeding 300MPa in
the T5 condition, at the expense of weldability. Tensile
strengths can be raised to 4500MPa in EA55RS
(5Al, 5Zn, 5Nd, wt.%) by rapid solidification proc-
essing, which involves planar flow casting to sheet
o0.1mm thick, followed by pulverization and then
consolidation by vacuum hot pressing to provide a
bulk feedstock for extrusion, forging, or rolling. The
very high strengths obtained are mainly attributable to
ultrafine grain size (down to 0.3mm) stabilized by
finely dispersed rare-earth aluminides. Strengths as
high as 740MPa have been developed in partially or
completely devitrified initially glassy Mg–Cu–Y or
Mg–Al–Ca rapidly solidified alloys (Figure 5). Some

of these compositions exhibit the phenomenon of
‘‘bulk metallic glass formation,’’ where section thick-
nesses of up to several millimeters can be produced in
the glassy state directly by chill casting.

Finally, an increased Young’s modulus, fatigue,
and wear resistance have been achieved in metal
matrix composites based on alloys such as AZ91
with ceramic reinforcements (Figure 6).

Applications

Figure 7 summarizes the consumption of extracted
magnesium in the Western world in 1999. This shows
that some 43% was used as an alloying addition to
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aluminum followed by 36% for magnesium-based
alloy die castings, and 13% to desulfurize liquid steel
and to nodularize graphitic cast irons, with smaller
percentages for electrochemical, chemical, wrought
alloy and other purposes. A comparison with the
corresponding data for 1991 shows an increase in to-
tal shipments from 250 to 380ktons (kt) (involving a
7% annual growth rate since 1993) due mainly to
an increase in demand for magnesium alloy die cas-
tings from 38.6kt (15%) to 133.4kt (36%), mostly
for applications in the automotive industry (driven
by weight reduction requirements), but also for com-
ponents of computers, laptops, cell phones, etc. Typ-
ical automotive applications include cylinder head
covers, transfer case and transmission housings, seat
frames, brake and clutch pedal brackets, steering

wheel cores, lock housings, inlet manifolds, cross car
beams, and instrument panel substrates. Predictions
are that the annual demand for magnesium alloy die
castings should exceed 200kt by the end of 2004. A
further growth in general usage of magnesium alloys is
likely to depend on (1) expanding the range of alloys
with good creep resistance to higher temperatures and
even better corrosion resistance, (2) further developm-
ent of new casting techniques such as thixoforming
and squeeze casting, (3) improving the properties of
wrought magnesium alloys and their formability, in-
cluding superplastic forming and diffusion bonding,
and (4) continued development of advanced magne-
sium-based materials, and their metal matrix com-
posites, by such techniques as mechanical alloying,
rapid solidification, and other powder technologies.

See also: Electron Gas (Theory); Mechanical Properties:
Strengthening Mechanisms in Metals; Phase Transfor-
mation; Phases and Phase Equilibrium; Recovery, Re-
crystallization, and Grain Growth; Solidification: Models
and Simulations.

PACS: 81.05.Bx; 71.20.Dg
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Introduction

Metallic alloys constitute a fundamental class of
engineering materials. Their properties are related to
electronic and crystallographic structures, as well as
to microstructures. In this article, the fundamental
aspects of metallic alloys are described. For details on
single classes of metallic alloys, the reader is ad-
dressed to specific sections.

Crystal Structures in Metals and Alloys

Chemical Bonds and Crystal Structures

Material properties are related to crystal structure,
which depends not only on the chemistry of constit-
uent atoms, but more strongly on the nature of
chemical bonds. In fact, the electronic configurations
of different atoms determine different kinds of chem-
ical bonds. Though the concept of chemical bond has
been developed for molecules, it can also be applied
to solid state chemistry. The types of chemical bonds
involved in solids may be distinguished as follows:
ionic, covalent, metallic, van der Waals, and hy-
drogen bonds. Metals and alloys are mainly based on

Aluminum
alloying

43%

Pressure
die castings

36%

Desulfurizing
steel 11%

Electrochemical 3%

Nodular cast iron 2%

Chemical 1% Wrought products 1%
Other 3%

Figure 7 Breakdown of usage of magnesium in the Western

world in 1999.
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the metallic bond, where valence electrons are delo-
calized over the whole crystal, even if some contri-
bution from covalent and ionic bonds may be
observed in special cases. Alkali metals are purely
metallic bonded, whereas metals close to metalloids,
such as zinc, have increasing covalent bond contri-
butions.

Geometrical factors also play a crucial role in de-
fining the crystal structure of metals and alloys. Be-
cause of the isotropic nature of the metallic bond, the
structure of metals may be described in terms of
hard-sphere packing. In the case of pure metals, non-
interpenetrating equal spheres are interconnected so
that the volume is filled as much as possible. Con-
sidering a simple layered structure of spheres,
hexagonal close-packed (h.c.p.) and face-centred cu-
bic (f.c.c.) crystal structures may be easily built up.
On the other hand, considering a slightly lower
packing factor, a body-centred cubic (b.c.c.) structure
is formed. The crystal structure of metals is often
changed on heating (allotropy), as observed in iron,
which shows a transition from b.c.c. to f.c.c. at
9101C and a further transition from f.c.c. to b.c.c. at
14001C before melting at 15391C. The crystal struc-
tures of metals follow the hard-sphere packing as
long as pure geometrical factors are concerned. As
soon as covalent bonding contributions and elec-
tronic effects become important, less dense and more
complicated structures are observed, such as in Sn.
Similarly, different packing factors are observed in
metals with a similar crystal structure. For the same
reason, metals showing an h.c.p. structure may have
a different ratio between lattice constants (c/a),
which turns out to be equal to 1.63 and 1.86 for
Mg and Zn, respectively.

In metallic alloys, the constituent elements may be
simply mixed in a solid solution or may form an
intermediate phase. In the case of alloys, the differ-
ence in electronegativity between constituent atoms
becomes the main factor in defining the nature of the
chemical bond. In the case of a high difference in
electronegativity, an ionic contribution to the chem-
ical bond may be observed. As a consequence, rather
complicated crystal structures may be formed. Cry-
stallographic parameters relative to various alloys
are available in structural databases.

Solid Solutions

Solid solutions may be distinguished as substitu-
tional, when the volume of constituent elements is
similar, and interstitial, when a volume difference
(size factor) higher than B15% is observed. A typi-
cal example of substitutional solid solution of Zn
in Cu is observed in brass, whereas an interstitial

solid solution of C in f.c.c. Fe is observed in auste-
nite. Complete solid solubility may be obtained only
in alloys when components have the same crystal
structure and the size factor is lower than B8%.
Au–Ni and Ag–Au–Pt are examples of systems
showing complete solid solubility.

Sometimes the distribution of atoms in a solid so-
lution deviates from randomness. When similar at-
oms group themselves preferentially, a clustering
effect is observed. On the other hand, when an atom
is preferentially surrounded by different atoms, the
solid solution is said to show a short-range ordering.

By means of rapid solidification techniques, the
disordered structure of the liquid phase may be re-
tained in the solid, giving a metallic glass. The for-
mation of amorphous alloys is due to the strong
undercooling of the liquid, which gives an increase in
the viscosity up to the glass transition.

Intermediate Phases

When the limit of solid solubility is exceeded on al-
loying, a second phase is formed. It may be the pri-
mary solid solution of the alloying elements, such as
in simple eutectic systems, but more often it appears
as an intermediate phase. When only metallic com-
ponents are present in the system, the intermediate
phase is called an intermetallic compound.

The simplest intermediate phase is due to long-
range ordering of components in the solid solution
(ordered phases). In this case, crystallographic posi-
tions are preferentially occupied by a specific element
so that an ordering parameter may be defined. Dif-
ferent sublattices constituted by single components
may be defined in the structure, as evidenced by dif-
fraction techniques. The ordering parameter changes
continuously in a limited temperature range, accord-
ing to the second-order thermodynamic transition.
Ordering of phases is effective in improving mechan-
ical properties and it is fundamental in superalloys.

When the atoms constituting the intermediate
phase show a particular value of the valency elec-
tron concentration (e/a), electron phases are formed.
For instance, 50% of Zn atoms in a Cu matrix give
an electron concentration of 1.50, where a b.c.c.
b-phase appears. The complex cubic g-phase and
h.c.p. e-phase are formed for electron concentrations
equal to 1.62 and 1.75, respectively. The formation
of electron phases is based on the empirical Hume–
Rothery’s observations, later explained in terms of
density of states for valency electrons. Electron phas-
es show a metallic behavior and exist over a range of
compositions, such as in brass and bronze.

When the intermetallic phase contains a large
number of vacant lattice sites, a defect phase may be
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formed in a limited composition range. For instance,
in the ordered NiAl phase, the presence of vacancies
in the Ni sublattice leads to an increase in the Al-
concentration up to B54%. Vacancy phases play an
important role in superalloys.

Very common intermetallic compounds are known
as Laves phases. They have a general formula AB2

and may have a cubic structure (MgCu2) or
hexagonal structure (MgZn2 and MgNi2). For the
Laves phases, the radii of components have the ratio
rA=rB ¼ 1:225, so that a very high packing density is
achieved. Laves phases have recently received atten-
tion because of high hydrogen absorption perform-
ances, useful in modern batteries.

The interaction of transition metals (M) with small
nonmetallic elements (X) generally leads to the for-
mation of interstitial compounds, such as hydrides,
borides, nitrides, and carbides. In these compounds,
the metal atoms form the matrix and the alloying
elements are in interstitial positions. If the ratio be-
tween atomic radii rX=rM is lower than 0.59, simple
compound structures are obtained, where the tran-
sition metal forms an f.c.c. or h.c.p. lattice. For ce-
mentite (Fe3C) rX=rM ¼ 0:61, so that a complex
orthorhombic structure is formed. Carbides and ni-
trides are very useful for strengthening in alloyed
steels.

When the components of the intermediate phase
have a strong difference in electronegativity, ionic
contributions to the chemical bond lead to the for-
mation of valency compounds, which are essentially
nonmetallic. They have a fixed stoichiometry and are
often formed between transition metals and metal-
loids. Silicides are an example of such a type of
phase.

In recent years, rather complex intermediate phas-
es have been continuously discovered. Frank–Kasper
phases show a huge number of atoms in the unary
cell. Quasicrystalline phases show a fivefold symme-
try, which was considered forbidden according to the
classical crystallographic rules.

Phase Stability and Transformations in
Metallic Alloys

Thermodynamics and Kinetics of
Phase Transformations

Phase stabilities and transformations in metallic al-
loys are ruled by thermodynamic and kinetic factors.
As schematically shown in Figure 1, in order to
transform a phase ðaÞ into a phase ðbÞ, a gain in free
energy is necessary. This free energy difference
ðDG ¼ Gb � GaÞ represents the driving force for
the phase transformation. The phase transformation

becomes possible if the activation barrier ðDGaÞ is
overcome and the new phase is formed at a reason-
able rate.

The kinetics of a phase transformation is strongly
related to the mechanism. In fact, when the cry-
stallography and/or the chemical composition of the
two phases are significantly different, a recon-
structive transformation occurs and a motion of
single atoms is necessary. The whole kinetics of phase
transformation may be controlled either by the di-
ffusivity or by interface migration. A typical example
is given by perlite formation in eutectoidic steels. On
the contrary, a cooperative movement of neighboring
atoms occurs in displacive transformations, which
are diffusionless and generally very fast, because no
activation barrier is present. The formation of mar-
tensite in steel by quenching represents an example of
such a kind of phase transformation.

The kinetics of phase transformation in metallic
alloys is often described in terms of time–tempera-
ture–transformation curves (TTT), which are a grap-
hical representation of the time necessary to start and
to complete isothermally the phase transformation
in a specific temperature range. In the case of cool-
ing treatments, continuous-cooling-transformation
curves (CCT) are more appropriate. In order to
draw thermal treatments in steels, databases of TTT
and CCT diagrams are available. The kinetics of
phase transformations may be described in terms of
the Avrami equation y ¼ 1� expð�ktÞm, where y is
the transformed fraction, t is the time, k is a tem-
perature-dependent rate constant, and m is an em-
pirical parameter ranging from 0.5 up to 4, which
depends on the type of transformation.

Free Energy and Phase Diagrams

The free-energy of a phase depends on several fac-
tors, such as composition, temperature, pressure,
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Figure 1 Free energy as a function of the arrangement of at-

oms in a phase transformation.
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strain, surface, and interfacial energy. In order to
define the equilibrium condition for a generic mul-
ticomponent system, the free energy of all phases
must be known as a function of composition, tem-
perature, and pressure. The thermodynamic equilib-
rium is reached when the chemical potential of all
elements is the same in all phases (common tangent
rule). The number of equilibrium phases is defined by
the well-known Gibbs’ phase rule and the amount
of each phase can be calculated according to the
lever rule. The description of the equilibrium phases
is generally reported as composition–temperature
plots, known as phase diagrams.

In the case of a simple binary metallic system, the
equilibrium thermodynamics may be estimated by
means of suitable models. For instance, the regular
solution model considers only solution phases, where
the free energy is described by means of an ideal
entropy term and a temperature-independent term
for the enthalpy of mixing. This term considers
the chemical interactions between the constituent
elements and it turns out positive in the case of
repulsion and negative in the case of attraction.
When the enthalpy of mixing becomes zero, the so-
lution is ideal. On the basis of the regular solution
model, several binary phase diagrams may be calcu-
lated, giving solubility or immiscibility either in the
liquid or in the solid phases. Examples of phase
diagrams calculated with the regular solution model
are reported in Figure 2.

As an example, a full miscibility for the liquid and
solid phases is shown in Cu–Ni, simple eutectics are
observed in Cu–Ag and in Al–Si, and a single pe-
ritectic is observed in Ag–Pt. Intermediate phases are
shown in the phase diagrams as single lines (line
compounds) or as compounds with limited solubility,
such as in bronze and brass. The equilibrium condi-
tions for a ternary system may be represented by
the Gibbs’ triangle, where isothermal sections of the
phase diagrams are reported as a function of
the composition of components. The method for
plotting compositions in a ternary phase diagram is
shown in Figure 3. For multicomponent systems,
only sections of the phase diagram are usually re-
ported (pseudo-binary).

Phase diagrams are generally determined experi-
mentally. Physical properties of alloys with different
compositions are followed as a function of temper-
ature, giving an experimental evidence of transition
temperatures and equilibrium points. Calorimetric
techniques are used for the determination of thermo-
physical quantities. Modern computing techniques
allow the description of the thermodynamics of mul-
ticomponent systems of industrial interest. For in-
stance, by means of the CALPHAD (CALculation of
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PHAse Diagrams) method, the free energy of all
phases is described as a function of temperature
and composition through parameters obtained by
an assessment of experimental data. Databases of
parameters are available for metallic alloys of indus-
trial interest, allowing the calculation of equilibrium
conditions, phase diagrams, and thermodynamic
quantities.

Microstructure of Metallic Alloys

Properties of metallic alloys are often related to the
microstructure, which depends on phase transforma-
tions and mechanical treatments involved in the
processing. Examples of microstructures are shown
in Figure 4.

Reconstructive phase transformations usually pro-
ceed by nucleation and growth mechanisms. In the
case of a single phase, the grain size determines the
grain boundary area, which affects the strength
through the Hall–Petch relationship. Grain size is
ruled by solidification rate, plastic deformation and
recrystallization treatments. Eutectic and eutectoid
transformations give a lamellar microstructure. The
significant composition difference between the parent
and the product phases needs atomic diffusion, so the
interlamellar spacing is related to the temperature of
the phase transformation. As an example, the tem-
perature of thermal treatments in steels selects the
final microstructure, ranging from coarse perlite to
fine bainite. Similar fine microstructures may be also
obtained by tempering of martensite, previously ob-
tained by quenching. For light alloys, precipitation
hardening is related to the microstructure. Metastable
phases with interfaces coherent to the matrix may be
produced by suitable aging treatments of supersatu-
rated solid solutions obtained by quenching. Similar
microstructural effects are observed in spinodal de-
compositions, where composition fluctuations occur
up to the gradient of concentration (uphill diffusion).
In recent years, very fine microstructures may be ob-
tained by suitable processing, giving nanostructured
alloys. As an example, ball milling of metallic pow-
ders, electrodeposition or severe plastic deformation
of ingots, may give a grain size down to few tenths of
nanometers, leading to improved properties with re-
spect to coarse-grain materials.

Properties of Metallic Alloys

Mechanical Properties

Synthesis and processing of metallic alloys is mainly
aimed at mechanical applications. In fact, metallic
materials show a very broad range of mechanical
properties, which may be often modified by suitable

thermomechanical treatments. Basic mechanical
properties of metallic alloys are generally determined
by standard tensile tests, leading to the classical
stress–strain curves shown in Figure 5.
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Figure 4 Examples of microstructures. (a) Microstructure in

spheroidal cast iron: black zone is the nodular graphite, sur-

rounding gray areas is ferrite, and the light area is perlite. (b)

Microstructure in eutectic Pb26Sn74: white areas are Pb-rich solid

solution and dark areas are the Sn-rich solid solution. (c) Micro-

structure in as-cast Al87Ni7Ce6: white area is Al11Ce3; gray area

is Al3Ni; dark area is f.c.c. Al. (Courtesy of Rizzi P, University of

Torino, Italy.)
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Elastic properties are obtained from the elastic
range of tensile tests and they are mainly related to
the composition of metallic alloys. The Young mod-
ulus (E) ranges from B40GPa from Mg-based alloys
up to more than 400GPa for W and Os. The Young
modulus for Al-based alloys is B70GPa, for Cu-
based and Ti-based alloys is B100GPa, and for fer-
rous alloys isB200GPa. Metallic alloys have a shear
modulus (G) B3/8 of E and a Poisson ratio (v) of
0.33. After thermomechanical treatments and
changes of the microstructure, the elastic properties
remain rather constant, so that they may be con-
sidered an intrinsic property of the alloys. The Young
modulus of metallic alloys generally decreases as a
function of temperature ðdE=dTo0Þ. For special ap-
plications, such as precision springs, specific compo-
sitions have been developed showing dE=dTE0
(Elinvar).

The strength and elongation properties may be
obtained from the plastic range of the stress–strain
curve. The yield stress ðsyÞ represents the transition
from the elastic to the plastic regime. It depends on
the dislocation mobility, so it can be significantly
modified by thermomechanical treatments. The
strengthening mechanisms in metallic alloys are re-
lated to the hindering of dislocation movements. This
goal may be obtained by alloying, because the pres-
ence of alloying atoms may generate a stress field. In
work-hardening processes, the presence of a high-
dislocation density leads to an entanglement between
crossing dislocations. For precipitation-hardening,
widely used in light alloys, the presence of precipi-
tates with interfaces coherent with the matrix pro-
duces efficient stress fields against dislocation
movements. With the reduction of the grain size, a
dislocation pile-up occurs at the grain boundaries

and a strengthening in the alloy is observed. For su-
peralloys, a precipitation of the ordered phase may
be induced in the disordered matrix, so that dislo-
cations may be blocked at the antiphase boundaries.

Often the yielding point cannot be identified easily,
so the stress corresponding to a plastic deformation
of 0.2% ðs0:2%yÞ is considered. In the case of an-
nealed low-carbon steels, a nonuniform yield phe-
nomenon may be observed, with the resulting
production of Luder’s lines at the surface. In this
case, an upper-ðsuyÞ and a lower-ðslyÞ yield stress are
identified. As long as a uniform plastic deformation
acts in the metallic alloys, a hardening effect is
observed, according to the general equation s ¼ Ken,
where s is the true stress, e is the true strain, K is the
strength coefficient, and n is the strain-hardening ex-
ponent. The last parameter measures the rate at
which an alloy becomes strengthened as a result of
plastic deformation. When the plastic deformation
becomes nonuniform, a neck begins to form in the
test specimen and an apparent maximum is observed
in the nominal stress–strain curve. Necking phenom-
ena are very dangerous for metallic alloys aimed at
high-plastic deformation, such as in deep-drawing.
Certain metallic materials, under special deformation
conditions, behave as superplastic alloys, so they re-
sist necking and show uniform elongations up to
1000 times the normal amount.

Fracture in metallic alloys may be ductile or
fragile. In ductile fracture, a significant plastic defor-
mation acts before rupture and a characteristic cup–
cone fracture is observed at the surface of the test
specimen. Brittle fracture is more dangerous, because
it happens suddenly without prior evident plastic de-
formation. Fracture may be intergranular when it
follows the grain boundaries or intragranular when it
crosses the interior of the grains. Fracture by
cleavage is often observed instead of by shear. A
ductile-to-brittle transition may be observed in a
limited temperature range by standard impact tests
(Charpy type). For instance, for ferritic steels it oc-
curs below room temperature and may be crucial for
low-temperature applications, so that austenitic steel
is preferred. The tendency for crack propagation is
defined by the fracture toughness (Kc). It is obtained
from a specific test, where increasing stresses are ap-
plied to a pre-cracked specimen. Depending on the
mode of loading, different fracture toughness pa-
rameters are defined (I, II, and III).

Fracture is generally pictured as consisting of two
stages: crack formation and growth. Crack forma-
tion may be due to processing or use of the alloy. It
generally happens at the surface and it is often re-
lated to repeated stresses in the elastic range, a phe-
nomenon known as fatigue. Due to this reason, for
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metallic alloys it is necessary to define an endurance
limit, which is about one half of the tensile strength:
below this value, the alloy can withstand an unlim-
ited number of stress cycles without fracture. Unfor-
tunately, some alloys (e.g., Al-based alloys) do not
show this limit, so that the fatigue strength must be
defined for a given number of cycles.

Hardness of metallic alloys is determined by spe-
cific tests, which are based on the resistance to pen-
etration. A commercial hardness tester forces a small
sphere, pyramid, or cone into the body of the alloy
by means of an applied load. Hardness numbers may
be roughly related to tensile strength. When the ap-
plied load is small, the hardness may be determined
for single phases evidenced in the microstructure of
the alloy. For instance, a resolution down to 200mm
may be obtained by the microhardness Vickers test.

For applications at high temperature, the creep
phenomena may occur in metallic alloys. They are
due to the occurrence of a plastic strain when the
alloy is stressed in the elastic regime. Creep is related
to dislocations climbing induced by the high temper-
ature. For moderate stresses, grain boundary sliding
may even occur, because of atomic diffusion. Creep
may be avoided in superalloys, where precipitates of
ordered phases hinder the dislocation movements.

Electrical and Magnetic Properties

Electrical properties of metallic alloys are closely
linked to the electronic structure, and the conduction
of electrons depends on partially filled bands. Ac-
cording to Mathiessen’s rule, the electrical resistivity
of alloys increases linearly with temperature near
room temperature and above, although the behavior
at very low temperature is more complex. Electrical
resistivity is strongly enhanced by the presence of
foreign atoms in a solid solution in the metal matrix.
As an example, the effect of the addition of 0.1wt.%
of different atoms in Cu is shown in Figure 6.

It is clear that the effect is strongly dependent on
the electronic configuration of the foreign atom.
Oxygen has a very big effect and, for the production
of copper wires, oxygen-free material is necessary.
Cold rolling increases resistivity only slightly and it is
often used as a means for strengthening alloys for
electrical conductors. Metallic alloys behave as su-
perconductors only at very low temperatures and
they have been fully replaced by high-temperature
oxide superconductors for practical applications.
Thermoelectric effects of metallic alloys are widely
used for devices such as thermocouples, thermore-
sistors, and Peltier junctions.

The magnetic properties of metallic alloys are
of fundamental interest and have several industrial

applications. The primary applications arise in fer-
romagnetic alloys, based on Fe, Ni, Co, and some
rare-earth metals. On the basis of the values of
magnetization induced in the material when subject-
ed to a magnetizing field, represented graphically by
the hysteresis loop, ferromagnetic metallic alloys are
distinguished in soft and hard magnets.

Soft magnetic alloys are characterized by high
magnetic permeability, low coercive field, and low
core losses. For these materials, a high saturation
magnetization is generally desirable. These materials
are suitable for electrical motors, transformers, and
relays, because of the fast response of magnetization
to the applied magnetic field. In Fe, there is a strong
relationship between permeability and crystallogra-
phic directions, so that the magnetic flux runs better
along the (1 0 0) direction (i.e., the edge of the cubic
unary cell), giving low-energy losses. For this reason,
commercial steel containing 3% Si is processed so
that a preferred orientation of grains is obtained
(Goss texture). Amorphous alloys show still lower
power losses and they find applications in small-sized
transformers. Magnetic shields may be obtained
using materials with very high magnetic perme-
ability, such as Fe–Ni alloys.

On the contrary, hard magnets have a high co-
ercive field and a high saturation magnetization.
A parameter representative of the magnetic energy
that can be stored per unit of mass is given by the
maximum external energy, (BH)max, which is calcu-
lated on the demagnetizing portion of the hysteresis
loop. These materials are mainly used as permanent
magnets, often used to convert electrical energy to
mechanical motion (electrical engines) or to convert
mechanical motion to electrical energy (micro-
phones). Defects able to hinder the movements of
dislocations are usually also able to hinder the
movement of magnetic domains, increasing the
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magnetic hardness of the material. So, high carbon
and alloyed steels are often used as permanent
magnets. In recent years, new metallic alloys, char-
acterized by a strong magnetic anisotropy in the
unary cell, have been developed. These materials
contain rare earths as alloying element, such as in
SmCo5 and in Fe14Nd2B.

Chemical Properties

Metallic alloys are not chemically stable. In fact,
metallurgical processes devoted to the production of
metals from their oxides are often counter-balanced
by corrosion and oxidation, which progressively
transform the metallic alloys in more stable com-
pounds. Corrosion is a wet phenomenon, which is
possible only in the presence of humidity. The cor-
rosion resistance of metallic alloys is generally relat-
ed to the properties of parent elements, according to
the electromotive series. A control of the microstruc-
ture of the alloys may change the mechanism of cor-
rosion, which should not be localized but uniformly
distributed on the whole surface. In several cases, the
addition of elements prone to passivity (Cr, Al) is
used to increase the corrosion resistance of alloys,
such as in the case of stainless steel. Corrosion might
be also avoided by deposition of thin layers of
a metal on the surface of the alloy, such as in
zinc coating and tinning of steel. Oxidation is a
high-temperature process, due to the reaction of the
metallic alloy with the atmosphere. At the very
beginning of the reaction, a thin layer of the oxide is
formed at the surface. If the volume of the oxide is at
least as great as the volume of the metal from which
it formed, the oxide is protective and oxidation pro-
ceeds slowly. On the contrary, if the volume of oxide
is less than this amount, the layer is not continuous
and it is less effective in preventing the access of
oxygen to the alloy surface, so that the reaction rate
becomes high. Often the simultaneous formation of
two or more oxide layers is observed, such as in steel,
where a variable amount of FeO, Fe3O4, and Fe2O3

layers are formed at different temperatures.

Materials Selection

For specific applications, it is a combination of ma-
terial properties (material index) that characterizes
the performance. Properties of alloys are available in
databases, so that merit indices, combined with Ash-
by’s charts, allow optimization of the material selec-
tion process.

See also: Alloys: Aluminum; Alloys: Copper; Alloys: Iron;
Alloys: Magnesium; Alloys: Titanium; Diffusionless Trans-
formations; Intermetallic Compounds, Electronic States
of; Ionic Bonding and Crystals; Mechanical Properties:
Anelasticity; Mechanical Properties: Creep; Mechanical
Properties: Elastic Behavior; Mechanical Properties:
Fatigue; Mechanical Properties: Plastic Behavior; Me-
chanical Properties: Strengthening Mechanisms in Met-
als; Mechanical Properties: Tensile Properties; Metallic
Bonding and Crystals; Phase Transformation; Phases
and Phase Equilibrium; Recovery, Recrystallization, and
Grain Growth; Thermodynamic Properties, General; Thin
Films, Mechanical Behavior of; van der Waals Bonding
and Inert Gases.

PACS: 61.66.Dk; 61.82.Bg; 71.22.þ i; 71.55.Ak;
73.61.At; 74.70.Ad; 75.20.En; 75.47.Np; 78.30.Er;
78.66.Bz; 81.05.Bx; 81.30.Bx; 81.40.Cd; 81.40.Ef;
81.40.Rs
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Nomenclature

(BH)max maximum external energy (Jm� 3)
E Young modulus (GPa)
G free energy (Jmol� 1), shear modulus

(GPa)
k rate constant (s� 1)
K strength coefficient (MPa)
m Avrami exponent (dimensionless)
n strain-hardening exponent (dimension-

less)
r atomic radius (m)
t time (s)
T temperature (1C)
UTS ultimate tensile strength (MPa)
v Poisson ratio (dimensionless)
y transformed fraction (dimensionless)
e strain (dimensionless)
s stress (MPa)
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Introduction

Titanium and titanium alloys offer a unique combi-
nation of physical and mechanical properties that
makes titanium an excellent choice for applications
that require high strength at temperatures below
5501C, good stiffness (104–133GPa), toughness,
and corrosion resistance. Another desirable charac-
teristic of titanium is its relatively low density of
4.54 g cm� 3, which is between iron (7.87 g cm� 3)
and aluminum (2.70 g cm�3). The high specific
strength along with good corrosion resistance
makes titanium an enabling material in the aero-
space industry (e.g., airframe components, rotors,
and compression blades in jet engines), and it is
important in the growing biomedical engineering
field due to its biocompatibility with living tissues.
Titanium alloys have historically been too expensive
for the auto industry, but titanium alloys have been
recently used for exhaust systems, valves, and
springs (its high-yield strength and moderate mod-
ulus value gives titanium alloys tremendous elastic
resilience). Titanium aluminide intermetallic alloys
are likely to become important in the future, due to
their lower density and superior high-temperature
capabilities.

Titanium ranks ninth as the most plentiful ele-
ments, and is the fourth most abundant structural
metal in the Earth’s crust exceeded only by alumi-
num, iron, and magnesium. Despite this abundance,
the difficulty in processing titanium makes it ex-
pensive (B$50/kg for Ti, compared to $4/kg for Al
and $1/kg for Fe); yet it is a strategic metal due to
which its corrosion resistance and specific strength
outweigh its high cost. The cost is likely to drop
in the next decade, as new processing methods that
reduce the energy requirements and allow conti-
nuous processing are scaled up.

The crystallography is considered first, to establish
how phase transformations between low- and high-
temperature crystal structures occur. From this, the
rationale and the complexity surrounding alloying
and processing strategies can be appreciated. Finally,
a few problematic issues associated with titanium
alloys are noted.

Crystallographic Structure of Phases in
Titanium Alloys

Titanium exists in two allotropic crystal forms, a,
which is a hexagonal structure with a c/a ratio of
B1.59 (slightly squashed compared to the close
packed ratio of 1.63), and b, which has the body-
centered cubic (b.c.c.) crystal structure. In pure
titanium, the a-phase is stable up to the b transus
temperature (bT), 8831C. The a-phase is transformed
upon heating above 8831C to the b.c.c. b-phase. The
idealized orientation relationship between a (thin
lines) and b (dashed lines) is illustrated in Figure 1.
However, the actual lattice spacings for a and b do
not match perfectly. Figure 2 shows how the atomic
positions of these phases are related to each other
based on a common origin using lattice constants
from a Ti–6Al–4V alloy. With heating, the a-b
transformation requires lattice strains of B10% ex-
pansion along ½2 %1 %1 0�a to become a ½1 0 0�b direc-
tion, B10% contraction along the ½0 1 %1 0�a to
become ½0 1 %1�b, and B1% contraction along
½0 0 0 1�a that becomes ½0 1 %1�b. Due to this imper-
fect geometrical relationship, one of the two
/1 11Sb directions in the {1 1 0} plane will be ro-
tated B51 to align itself with one of the / %2 1 1 0Sa
directions, leading to six possible variants of b from
one a orientation, as shown in Figure 3a. This means
that two b variants can be misoriented from another
by B101. Thus, b variants arising from one parent a
crystal can be misoriented from each other by B101,
501, 601, or 701 rotation about a /0 11Sb axis (a
prior /0 00 1Sa axis).

<c> [0001]� II [011]� II

{0001}� II {011}� II {001}� ′′

  [2110]� II [100]� II [100]� ′′

 [010]�′′

[001]�

[111]� II [1210]� II [110]� ′′

Hexagonal

Body centered cubic

�

�

Orthorhombic�″

[010]�

<a>

<b>

Figure 1 Idealized orientation relationship between a, b, and a0 0

crystal structures.
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With the reverse b-a transformation upon cool-
ing, a /� 21 10Sa vector can align with one of the
two /1 11Sb directions on each of the six {1 1 0}
planes in the b-phase. Since the angles between
{1 1 0}b planes are either 601 or 901, the c-axes of
daughter a can point in as many as six directions, and
each direction has two variants that are rotated

B101 about the c-axis. An example of a 901 misori-
entation from the same parent b crystal is shown in
Figure 3b.

Although there are 12 variants of the a orientation
possible for each parent b orientation, most prior b
grains will only choose a few of the 12 a variants
during the a–b transformation process. Recent re-
search has shown that the preferred transformation
variants are those that have higher populations of
dislocations present on {1 1 0}b planes. Therefore, it
is possible to control the transformation process by
controlling the dislocation density in the b-phase.
The dislocation density depends on dislocation gene-
ration (plastic deformation) and annihilation (recov-
ery) processes that are sensitive to prior deformation
history, heating rates, and time at temperature. The
understanding of what controls variant selection is
just emerging, and it is likely to be exploited prof-
itably in the coming decade to allow the manufac-
turing processes to be designed to achieve optimized
properties for a given application.

In addition to a-and b-phases, there are a number
of subtle variations, including a0 and a00 marten-
sites that may form during quenching, and ordered
phases such as a2- and o-phases. With quenching,
there is no opportunity for diffusional segregation of
alloying elements; so the resulting hexagonal super-
saturated a0 has lattice constants slightly different
from equilibrium a. The a00-phase has an ortho-
rhombic crystal structure, which is outlined in bold
lines in Figure 1. This crystal structure is between
the a and the b crystal lattice (Figure 2). The a2-
phase (Ti3Al) is an ordered version of the hexagonal
lattice with Al atoms spaced regularly on the
hexagonal lattice, which increases the resistance to
dislocation motion. There has been much interest in
ordered orthorhombic intermetallic Ti–Al–Nb alloys
in the past decade. The o-phase is a different
hexagonal ordered-crystal structure that could
form in prior b-regions after long-term aging or in
a-regions after stress-induced transformation from
a-o. Ordered phases resist dislocation motion,
which can increase the strength, but the continuous
o-phase is known to reduce the ductility and facili-
tate crack nucleation.

Figure 2 shows that the atomic arrangement of
the a-, a00-, and b-phases are very similar; but small
differences in atomic position lead to different cry-
stal structures that have significantly different pro-
perties. Thus, phase boundaries in Ti alloys are
typically coherent or semi-coherent. These phase
boundaries are quite easily observed in polished and
etched microstructures, often giving the impression
of a fine grain size, but it is important to realize that
the domains of similar orientations are often much

~50°  ~70°

(a) (b)

Figure 3 (a) Possible b {0 1 1} plane orientations based upon

parent a during a-b transformation, and (b) two possible a
orientations based upon parent b during b-a transformation.
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larger than they appear, and these ‘‘invisible’’ meso-
textural features can account for early dwell fatigue
crack nucleation.

Unlike steels, the martensitic transformations in
titanium result in small volume changes and modest
shears, but the paradigm of using martensitic trans-
formations in steels to manipulate microstructures
and properties is also used in titanium alloys, though
the details are completely different (e.g., a00 is softer
than a). Ordered intermetallic alloys based on Ti3Al
and TiAl can also be manipulated with similar
strategies as those used in titanium alloys, but again,
the details differ. The technology of titanium alloys is
highly dependent on the ability to control the phase
transformation from the b- to the a-phase using
strategic alloying and heat treatment history, which
gives titanium alloys flexible and designable proper-
ties similar to that possible with steels.

Effects of Crystal Orientations on
Mechanical Properties

The hexagonal crystal structure has considerable
elastic and plastic anisotropy, which are strongly
affected by processing history. Young’s modulus is
highest (143GPa) along the c-axis, and lowest
(104GPa) in any direction in the basal plane. Tita-
nium deforms with eight slip and twinning systems
are illustrated in Figure 4. Each of these systems
require different critical resolved shear stresses to
operate, making the plastic deformation process
much more complicated than cubic metals. Prism
slip in /aS directions is the easiest, leading to plas-
tic deformation that leaves the crystal dimension
along the c-axis and the c-axis orientation un-
changed. The next easiest slip system is basal slip
in /aS directions, which also does not change the
dimension of the crystal along the c-axis, but it
causes crystal rotation about a prism plane normal
axis. It is possible to have /aS slip on pyramidal
planes as well.

To change the crystal dimension along the c-axis,
twinning or /cþ aS slip on pyramidal planes is re-
quired, but the critical resolved stress for /cþ aS
slip is high, so twinning systems are usually more
easily activated. Consequently, Ti crystals are intrin-
sically hard when stressed along the c-axis. Further-
more, the relative strengths of these deformation
systems change with temperature, for example, twin-
ning does not occur at elevated temperatures. Con-
sequently, the distribution of crystal orientations can
have a large impact on both elastic and plastic prop-
erties. Even pure titanium behaves like a composite
material; depending on the crystal orientation with

respect to the resolved shear stresses, any crystal
can be either hard or soft. In Figure 5, shades of
gray represent the Taylor factor (proportional to the
plastic flow stress of the crystal) in a rolled plate
deformed in uniaxial tension.

(a) {1 0 1 0} < 1 2 1 0>
  Prism slip has 3 systems

(b) {0 0 0 1} <1 2 1 0>
 Basal slip has 3 systems

(c) {1 0 1 1} < 1 2 1 0>
3 systems

(d) {1 0 1 1} < 2 1 1 3>
6 systems
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Figure 4 (a) Prism slip, (b) basal slip in the /aS direction, (c)

/aS slip, (d) /cþ aS slip on pyramidal planes, and (e–h) twin-

ning systems; all types have 6 systems. Only /cþ aS slip or

twinning causes a change in crystal dimension in the c direction.

Arrows illustrate axis of crystal rotation due to slip; only prism slip

does not change the orientation of the c-axis.
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The Classification of Titanium Alloys

Titanium alloys are classified according to the phases
present within their microstructure. Alloys consisting
of mainly a-phase are called a-alloys, but if small
amounts of b-phase are present, the alloy is classified
as a near-a alloy. Alloys consisting of a mixture of both
a- and b-phases are termed a–b alloys. Finally, titani-
um alloys that have the majority of b-phase at room
temperature are called b-alloys. Figure 6 shows the
effects that several important alloying elements have
on the phase diagram, indicating that the equilibrium
between a, aþ b, and b phase fields (a and b transus
lines) are highly sensitive to alloy composition. Alumi-
num is one of the most important alloying elements
because it is a potent solid–solution strengthener and it
reduces the density, so it is found in virtually all
titanium alloys. Ti3Al (a2) forms with more than
6wt.% Al, which can strengthen, but also embrittle
the alloy. Molybdenum and vanadium are the two
most popular b-stabilizing additives, which also
provide strengthening of the b-phase. Tin and zirco-
nium are the only two alloying elements used which
have neither an a-stabilizing nor b-stabilizing effect
on the crystal structure (Figure 6a), but both provide
solid–solution strengthening to the a-phase; also, Sn is
known to improve weldability. All other elements
either stabilize the a- or b-phase, as summarized in
Table 1.

The aluminum equivalent and molybdenum
equivalent equations (in wt.%) are used to describe
the degree of stability of the a- and b-phases,
and to define what class an alloy is in. Oxygen and
nitrogen are potent a-stabilizers, and iron is the most

potent b-stabilizer:

Alequiv ¼ %Alþ 1
3ð%SnÞ þ 1

6ð%ZrÞ þ 10ð%OÞ

Moequiv ¼%Moþ 0:67ð%VÞ þ 2:9ð%FeÞ
þ 1:6ð%CrÞ �%Al

Oequiv ¼ %Oþ 2ð%NÞ þ 0:67ð%CÞ

Commercially Pure Titanium; 99–99.5% Ti

Commercially pure (CP) titanium is considered an
a-alloy, because the a-phase is the only phase present.
Oxygen is the main alloying element that determines
the grade and strength of the alloy (Figures 6b and
7). CP titanium has lower strength than other alloys,
but it is the alloy of choice for applications requiring
corrosion resistance, and it has better elevated tem-
perature creep resistance, and is less expensive than
the other titanium alloys. Figure 7 shows how the
strength and hardness increase with interstitial ele-
ment concentration. Since oxygen is the main alloy-
ing element in CP titanium, the Oequiv describes the
strengthening effect of the interstitial elements O, N,
and C. Each 0.1% Oequiv increases the strength of
unalloyed titanium by B120.5MPa.

Near a and a Titanium Alloys; Alequivo8 and
Moequivo1

Alpha titanium alloys are primarily used in the
chemical and processes engineering industry. These
applications require excellent corrosion resistance
and ductility. Aluminum is the most important al-
loying element in order to stabilize a-phase, add

100 µmRDND

Ti−6AI−4V Taylor Factor 4.5 (black) 11.1 (white)

Figure 5 Rolled plate (rolling direction and plate normal are indicated) SEM and Orientation Imaging Microscopy Taylor factor maps

before (inset) and after annealing above b transus, followed by controlled slow cooling. Taylor factor was computed based upon uniaxial

deformation in the rolling direction with CRSS ratios of 0.7:1:3 for prism:basal:pyramidal /cþ aS slip. (Images obtained at the Air Force

Research Laboratory, WPAFB, OH.)
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strength, and lower the density (Figure 6b, Table 2).
Ti–5Al–2.5Sn is the most commonly used a alloy,
and like most a alloys it cannot be age-hardened, but
it does has excellent weldability.

Near-a Titanium Alloys; 6oAlequivo10 and
Moequivo2

Near-a alloys are ideal for high temperature applica-
tionsB500–5501C, where its excellent creep resistance

can be combined with higher strength due to a small
amount of dispersed b-phase. Small amounts of
molybdenum and vanadium are added to retain some
b-phase at room temperature. Ti–8Al–1Mo–1V is the
most commonly used near-a alloy, however the high
aluminum content can cause stress corrosion crac-
king (SCC) problems; therefore, most alloys used to-
day are limited to 6wt.% Al to avoid SCC problems.
This alloy has good weldability, but a limited degree
of hardenability due to a small amount of b-phase.
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Figure 6 Exemplary phase diagrams for elements that have (a) neutral, (b) a stablizing, (c) b stabilizing, and (d) b eutectoid stablizing
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a–b Titanium Alloys; 5oAlequivo10 and
2oMoequivo8

The a–b alloy Ti–6Al–4V is the most popular of all
titanium alloys, representing more than 50% of the
titanium market (Figures 6b and 6c). The a–b alloys
can be solution heat-treated, quenched, and aged to
medium-/high-strength levels and have good form-
ability, but the creep resistance and weldability are

lower than the a and near-a alloys, primarily due to
the presence of the b-phase, which has a much higher
diffusivity and more slip systems.

b Titanium Alloys; Alequivo6 and Moequiv¼15–30
(Metastable b), 430 (Stable b)

The b titanium alloys are heat treatable, to achieve
the highest strength levels of the five types of titani-
um alloys (Figures 6c and 6d). The high strength
arises from precipitation of very fine a-phase during
an aging heat treatment. The b.c.c. crystal structure
also gives good formability properties prior to heat
treatment. Beta titanium alloys contain large
amounts of alloying elements such as Mo, Cr, V,
and Fe which are needed to stabilize the b-phase. The
high degree of alloying elements makes b alloys the
densest of the five alloy types (Table 2).

Tables 2–4 provide further details, using normal
font to identify CP, italics to identify near-a and
a alloys, bold italics to identify a–b alloys, and
bold to identify b alloys. Table 2 is sorted by density
to illustrate the influence of alloying. Table 5
describes weldability issues, and Tables 3 and 4
describe heat treating methodologies, which are dis-
cussed next.
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titanium. (Adapted from Jaffee RI (1958) The physical metallurgy

of titanium alloys. Progress in Metal Physics 7:109.)

Table 1 Effects of alloying elements

Alloying element Range ðwt:%Þ Effect on structure and properties

Aluminum, Al 2–7 a-Stabilizer, solid solution strengthener, reduces density, improves

oxidation resistance

Carbon, C 0.05–0.1 a-Stabilizer, interstitial element

Chromium, Cr 2–12 b-Eutectoid stabilizer

Cobalt, Co b-Eutectoid stabilizer

Copper, Cu 2–6 b-Eutectoid stabilizer, improves weldability, a and b strengthener

Hydrogen, H 0.008–0.02 b-Eutectoid stabilizer, interstitial element

Iron, Fe b-Eutectoid stabilizer

Manganese, Mn b-Eutectoid stabilizer

Molybdenum, Mo 2–20 b-Isomorphous stabilizer, moderate solid solution strengthener of b
phase

Nickel, Ni b-Eutectoid stabilizer

Niobium, Nb b-Isomorphous stabilizer, known to improve oxidation behavior of Ti

alloys, moderate solid solution strengthener of b phase

Nitrogen, N 0.015–0.07 a-Stabilizer, interstitial element

Oxygen, O 0.1–0.4 a-Stabilizer, interstitial element, strengthens a phase

Silicon, Si 0.05–1 b-Eutectoid stabilizer, Si atoms tend to segregate at dislocations and

thus effectively prevent dislocation climb, improving creep

resistance, also strengthens a phase

Tantilum, Ta b-Isomorphous stabilizer

Tin, Sn 2–6 Neutral stabilizer, improves weldability, solid solution strengthener of

a phase

Vanadium, V 2–20 b-Isomorphous stabilizer, moderate solid solution strengthener of b
phase

Zirconium, Zr 2–8 Neutral stabilizer, solid solution strengthener of a phase,

Zr also tends to homogenize fine silicide precipitates

Various sources, including (1990) Properties and selection: nonferrous alloy and special-purpose materials. ASM Metal Handbook, vol.

2, p. 605. Metals Park, OH: ASM International.
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Table 2 Effect of alloying on properties (sorted by density)

Titanium alloy –

CP, near a and a,
Condition E ðGPaÞ Poisson’s ratio Density ðg cm�3Þ Room temperature properties KðICÞ ðMPa m1=2Þ V-notch

ðJÞ
a� b, near b, metastable b, or b Y.S. T.S. % Elong.

ðMPaÞ ðMPaÞ

Ti–8Al–1Mo–1V Duplex annealed 120 0.32 4.37 951 1000 15 82 32

Ti–6Al–4V Annealed 110–140 0.342 4.43 924 993 14 33–110 19

Solutionþ age 4.43 1103 1172 10 33–110

Ti–5Al–2.5Sn Annealed 115 0.31 4.48 807 862 16 96 26

Ti–6Al–2Nb–1Ta–1Mo As rolled 2.5 cm plate 113.8 0.31 4.48 758 855 13 31

Ti–3Al–2.5V Annealed 4.48 586 689 20

Ti–7Al–4Mo Solutionþ age 4.48 1034 1103 16 18

99.5%Ti Grade 1 Annealed 102.7 0.34 4.51 241 331 30

99.2%Ti Grade 2 Annealed 102.7 0.34 4.51 354 434 28 43

Ti–0.3Mo–0.8Ni (Ti Code 12) 4.51

Ti–6Al–2Sn–4Zr–2Mo Duplex annealed 4.54 896 979 15

Annealed 110–117 4.54 1000 1069 14 30–70 18

Ti–6Al–6V–2Sn (Cu þ Fe) Solutionþ age 4.54 1172 1276 10 30–70

Ti–6Al–2Sn–2Zr–2Mo–2Cr–0.25Si Solutionþ age 110–120 0.327 4.57 1138 1276 11 65–110

Ti–6Al–2Sn–4Zr–6Mo Solutionþ age 114 4.65 1172 1269 10 30–60

Ti–5Al–2Sn–4Mo–2Zr–4Cr (Ti–17) 112 4.65 1050 1100–1250 8–15 30–80

Ti–10V–2Fe–3Al 110 4.65 1000–1200 1000–1400 6–16 30–100

Ti–15V–3Al–3Cr–3Sn 80–100 4.78 800–1000 800–1100 10–20 40–100

Ti–13V–11Cr–3Al Solutionþ age 0.304 4.82 1172 1220 8 77 11

Ti–3Al–8V–6Cr–4Zr–4Mo (b C) Solutionþ age 4.82 1379 1448 7 50–90 10

Annealed 86–115 4.82 834 883 15 50–90

Ti–8Mo–8V–2Fe–3Al Solutionþ age 4.85 1241 1310 8

15Mo–3Al–0.3Fe–2.8Nb–0.2Si (b-21S) 0.33 4.94

Ti–15Mo–5Zr–3Al 5.01

Ti–11.5Mo–6Zr–4.5Sn (b III) Solutionþ age 83–103 5.06 1317 1386 11 50–100

Y.S.¼Yield strength; T.S.¼Tensile strength.

Sources: (1990) Properties and selection: Nonferrous alloys and special-purpose materials. ASM Metals Handbook, vol. 2, p. 621. Metals Park, OH: ASM International; (1993) ASM Metals

Reference Book, 3rd edn. Metals Park, OH: ASM International.



Table 3 Heat treating of titanium alloys

Titanium alloy –

CP, near a and a
T(b)

1C715

Stress–relief Annealing Solution treating Aging

aþb, near b, metastable b, b 1C Time ðhÞ 1C Time ðhÞ Cooling 1C Time ðhÞ Cooling 1C Time ðhÞ

99.5%Ti Grade 1 910 480–595 1/4–4 650–760 1/10–2 Air N/A N/A N/A N/A N/A

99.2%Ti Grade 2 913 480–595 1/4–4 650–760 1/10–2 Air N/A N/A N/A N/A N/A

a or near-a alloys

Ti–5Al–2.5Sn 1050 540–650 1/4–4 720–845 1/6–4 Air N/A N/A N/A N/A N/A

Ti–8Al–1Mo–1V 1040 595–705 1/4–4 790 1–8 Air or furnace 980–1010 1 Oil or water 565–595 y

Ti–6Al–2Sn–4Zr–2Mo 995 595–705 1/4–4 900 1/2–1 Air 955–980 1 Air 595 8

Ti–6Al–2Nb–1Ta–1Mo 1015 595–650 1/4–2 790–900 1–4 Air

Ti–0.3Mo–0.8Ni (Ti code 12) 880 480–595 1/4–4

a–b alloys

Ti–6Al–4V 1000 (720) 480–650 1–4 705–790 1–4 Air or furnace 955–970 1 Water 480–595 4–8

Ti–6Al–6V–2Sn (Cu þ Fe) 945 480–650 1–4 705–815 3/4–4 Air or furnace 885–910 1 Water 480–595 4–8

Ti–3Al–2.5V 935 540–650 1/2–2 650–760 1/2–2 Air

Ti–6Al–2Sn–4Zr–6Mo 940 595–705 1/4–4 N/A N/A N/A 845–890 1 Air 580–605 4–8

Ti–5Al–2Sn–4Mo–2Zr–4Cr (Ti–17) 900 480–650 1–4 N/A N/A N/A 845–870 1 Air 580–605 4–8

Ti–7Al–4Mo 1000 480–705 1–8 705–790 1–8 Air

Ti–6Al–2Sn–2Zr–2Mo–2Cr–0.25Si 970 480–650 1–4 705–815 1–2 Air 870–925 1 Water 900–1100 4–8

b or near-b alloys

Ti–13V–11Cr–3Al 720 705–730 1/12–1/4 705–790 1/6–1 Air or water 775–800 1/4–1 Air or water 425–480 4–100

Ti–11.5Mo–6Zr–4.5Sn (b III) 760 720–730 1/12–1/4 690–760 1/6–2 Air or water 690–790 1/8–1 Air or water 480–595 8–32

Ti–10V–2Fe–3Al 805 675–705 1/2–2 N/A N/A N/A 760–780 1 Water 495–525 8

Ti–15V–3Al–3Cr–3Sn 760 790–815 1/12–1/4 790–815 1/12–1/4 Air or water 790–815 1/4 Air 510–595 8–24

Ti–8Mo–8V–2Fe–3Al 775

Ti–15Mo–5Zr–3Al 785

15Mo–3Al–0.3Fe–2.8Nb–0.2Si (b-21S) 800

Ti–3Al–8V–6Cr–4Zr–4Mo (b C) 795 705–760 1/6–1/2 790–815 1/4–1 Air or water 815–925 1 Water 455–540 8–24

Adapted from (1991) Heat treating. ASM Metals Handbook, vol. 4, pp. 914–917. Metals Park, OH: ASM International.



Table 5 Welding of titanium alloys

Alloy type Condition Description

Unalloyed titanium Annealed Welding of cold-worked alloys anneals the HAZ and negates any

strength produced by cold working

Alpha titanium

alloys

Annealed Ti–5Al–2.5Sn, Ti–6Al–2Sn–4Zr–2Mo, Ti–5Al–5Sn–2Zr–2Mo,

Ti–6Al–2Nb–1Ta–1Mo, and Ti–8Al–1Mo–1V are always welded

in annealed condition

Alpha–beta titanium

alloys

Annealed or

solution-treated

and partially aged

Low weld ductility of most a–b alloys is caused by phase

transformation in the weld zone or HAZ

Metastable beta

titanium alloys

Annealed or solution

heat treated

In as-welded condition, welds are low in strength but ductile; to

obtain full strength the alloys are welded in annealed condition, the

weld is cold worked by shot peening or planishing, and the

weldament is then solution treated and aged

Weld type Thickness range Description

Gas–tungsten arc

weld (GTAW)

Base metal up to

2.5mm, for

thicker base metal

filler metal is

required

Gas–metal arc weld

(GMAW)

More than 3mm to

greater than

13mm

Applied using pulse current or spray mode and is less costly than

GTAW

Plasma arc welding

(PAW)

Plate up to 13mm,

filler metal may be

used

Faster than GTAW and can be used on thicker sections

Electron-beam

welding (EBW)

Plates 6mm to more

than 76mm

Used in aircraft and aerospace industry for producing high quality

welds; performed in high vacuum atmosphere therefore low

contamination of weldament

Laser-beam welding

(LBW)

Base metal usually

cannot exceed

13mm

Friction welding

(FRW)

Useful for joining tube, pipe, or rods

Resistance welding

(RW)

Used to join titanium sheet by spot welds or continuous seam welds,

also used to weld titanium sheet to dissimilar metals

Fluxes N/A Fluxes cannot be used because they combine with titanium to form

brittleness and may reduce corrosion resistance

Excerpted from (1990) Welding brazing and soldering. ASM Metals Handbook, vol. 6, pp. 783–786. Metals Park, OH: ASM International.

Table 4 Heat treating of a–b alloys

Heat treatment

designation

Heat treatment cycle Microstructure

Duplex anneal Solution treat at 50–751C below T(b), air cool and age for 2–8 h at 540–6751C Primary a, plus Widmanstätten

a–b regions

Solution treat and

age

Solution treat at B401C below T(b), water quench(a) and age for 2–8 h at

535–6751C

Primary a, plus tempered a0 or
a b–a mixture

Beta anneal Solution treat at B151C above T(b), air cool and stabilize at 650–7601C Widmanstätten a–b colony

microstructure

Beta quench Solution treat at B151C above T(b), water quench and temper at 650–7601C

for 2 h

Tempered a0

Recrystallization

anneal

9251C for 4 h, cool at 501C h� 1 to 7601C, air cool Equiaxed a with b at grain-

boundary triple points

Mill anneal a–b Hot work plus anneal at 7051C for 30min to several hours and air cool Incompletely recrystallized a
with a small volume fraction

of small b particles

In more heavily b-stabilized alloys such as Ti–6Al–2Sn–4Zr–6Mo or Ti–6Al–6V–2Sn, solution treatment is followed by air cooling.

Subsequent aging causes precipitation of a-phase to form an a–b mixture.

Adapted from (1991) Heat treating. ASM Metals Handbook, vol. 4, p. 914. Metals Park, OH: ASM International.
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Heat Treating of Titanium Alloys

Titanium and titanium alloys are heat treated for a
number of reasons: to reduce residual stresses from
the many different fabrication processes (stress re-
lieving), to obtain optimum combinations of ductil-
ity, machinability, and dimensional stability
(annealing), to increase strength (solution treating
and aging in a–b and b alloys), and finally to opt-
imize specific properties such as fracture toughness,
fatigue strength, and high-temperature creep resist-
ance. In general, a heat treatment is used to rearrange
phase–volume fractions, phase boundaries in strate-
gic ways. A quench from high temperature is com-
monly used to provide a thermodynamic driving
force for nanoscale rearrangement at lower aging
temperatures. More recently, benefits of rapid hea-
ting into the b-phase field to obtain desirable micro-
structures have been described. Standard practice is
identified in Tables 3 and 4, and the preferred phase
for alloying elements is in Table 1. However, alloy
element local concentration is highly dependent on
the history of the phase volume fraction and loca-
tions of phase boundaries in space and hence, on all
prior heat treating and working history. For this rea-
son, the same heat treatment on materials with dif-
ferent prior history can cause considerable variability
in resulting properties.

Unalloyed a titanium alloys can be stress relieved
and annealed, but cannot be heat treated to increase
their strength. When the heat treatment of titanium
alloys involves heating to temperatures near the b
transus, it is important that Tb is known for each
specific alloy. Table 3 illustrates how the b transus
temperature (bT) depends on alloy composition.

Stress Relieving

Stress relieving (SR) is used to remove residual stress-
es from prior fabrication steps, or even prior heat
treatments. Unbalanced residual stresses can result in
part distortion, and cause problems in those alloys
susceptible to hydrogen embrittlement. SR can result
in aging of all alloy types, a can be aged by a2 pre-
cipitates, and if metastable b is present, a precipita-
tion that provides strengthening can occur. For a and
a–b alloys, the SR temperature will be in the range of
480–8151C, and if these alloys were b-annealed,
more rearrangement of phase boundaries is needed
and the SR temperature should be increased by
B551C. When stress-relieving b alloys, care must be
taken to avoid interfering with the final age-harden-
ing treatment. If a b alloy has not been heat treated,
the SR temperature should be substantially below the
bT to prevent preferred a precipitation in grain
boundaries (which embrittles the material). If the b

alloy is in its final age-hardened condition, the SR
temperature should be at or below the aging tem-
perature to prevent strength reduction.

Annealing

Annealing is similar to SR but usually done at higher
temperatures. The annealing of titanium and titani-
um alloys serves primarily to increase fracture
toughness, room temperature ductility, dimensional
stability, and high-temperature creep resistance. This
is often the final heat treatment for a and a–b alloys,
as it yields a good balance of properties. Care must
be taken when using b alloys in the annealed con-
dition in service temperatures up to 4001C, which
could result in embrittlement, and service tempera-
tures in the range of 400–6001C could age-harden
the b alloy, resulting in a strength increase at the
expense of ductility. Alpha and a–b alloys are typ-
ically annealed in the temperature range of 700–
9001C, while b alloys are normally annealed in the
temperature range of 690–8151C.

There are four commonly used annealing treat-
ments, mill annealing (MA), duplex annealing (DA),
recrystallization annealing (RA), and b annealing
(BA). MA is a general-purpose heat treatment given
to all mill products, but it is not a full anneal and the
material may retain effects of prior working proc-
esses. DA is used for a and a–b alloys; it involves an
initial anneal high in the a/b-phase field to generate
significant fractions of both a and b with small grain/
phase sizes near 10 mm, followed by an MA to
provide thermal stability in the prior b regions. DA
improves creep resistance and fracture toughness
(resistance to crack nucleation) of the material.
An RA is done at a temperature high enough in
a/b-phase field to ensure recrystallization. It is then
slowly cooled to form a high-volume fraction of
equiaxed a with islands of retained b at triple points,
and some interfacial b at a/a boundaries. RA
provides high-damage tolerance properties (fracture
toughness, crack growth resistance) that are crucial
for fracture critical applications. Finally, BA is done
at temperatures above the bT, leading to a large grain
size followed by a subsequent MA (Figure 5 shows
how a BA converted a small grain size DA micro-
structure into large prior b grains that were trans-
formed into several a variants during slow cooling).
For a and a–b alloys, BA maximizes the damage tol-
erance properties, since resistance to crack propagat-
ion is best when there are fewer grain boundaries.

Solution Treating

Solution treating (ST) is used to transform a desired
amount of a- to b-phase in near a and a–b alloys, by
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heating the material to a temperature near bT and
then cooling strategically to produce a higher ratio of
b-phase in a desired morphology. Beta alloys are
normally solution treated above the bT (700–8151C),
while a and a–b alloys are normally solution treated
slightly below the bT (850–10001C) (Table 3). For
most b alloys, the object of ST is to retain 100%
b-phase upon quenching, so that upon subsequent
aging, decomposition of the metastable b-phase oc-
curs to generate second-phase precipitates that
provide high strength.

Quenching

The rate of cooling from the ST temperature strongly
affects the strength of the material. Slow cooling
rates allow diffusion to occur, resulting in decompo-
sition of the b-phase and may prevent effective
strengthening during the aging process. Also the
quench delay, which is the time from which the ma-
terial is removed from the furnace and subsequently
placed into the quenching media, can affect proper-
ties. Longer quench delays can lower strength; this
reduced strength is ascribed to the formation of
coarse acicular a prior to immersion in quenchant.
Alpha–beta alloys are typically quenched in water, a
5% brine solution, or a caustic soda solution because
the rate is sufficient to retain the b-phase obtained by
ST. For highly b-stabilized alloys and small sections,
an air or fan cooling may be adequate.

Aging

Aging is the final heat treatment step needed in order
to achieve high-strength levels. Aging causes the de-
composition of the supersaturated b-phase retained
upon quenching, through a-precipitation within the
b-matrix. Martensites also decompose in a manner
that sharpens interfaces or boundaries that provide
strengthening. The aging temperature controls the
size and volume fraction of the a-precipitates, and
determines the final strength of the material. Aging at
or near the annealing temperature results in over-
aging, which is desirable if good toughness and di-
mensional stability are needed with only a modest
increase in strength. For a and a–b alloys, aging is
usually done in the temperature range of 480–6051C,
and b alloys are typically aged in the temperature
range of 425–5951C.

Suggested heat treatments for various titanium
alloys are listed in Tables 3 and 4. It is also import-
ant to note that not all heat treatments are applic-
able to all titanium alloys, because some alloys are
designed for specific purposes, for example, Ti–5Al–
2Sn–2Zr–4Mo–4Cr (Ti-17) and Ti–6Al–2Sn–4Zr–
6Mo are designed for strength in heavy sections,

Ti–5Al–2.5Sn and Ti–2.5Cu, for weldability, Ti–
6Al–2Sn–4Zr–2Mo and Ti–6Al–5Zr–0.5Mo–0.2Si,
for creep resistance.

Welding of Titanium Alloys

Table 5 provides relevant details for welding titani-
um alloys. Unalloyed titanium and a alloys are weld-
able. These alloys are typically welded in the
annealed condition, and have good weldability be-
cause they are insensitive to heat treatments. Alpha–
beta alloys and weakly b-stabilized alloys are also
weldable, but should be welded in the annealed or
solution-treated conditions prior to aging heat treat-
ments. Most b alloys can be welded in annealed or
solution-treated condition, but subsequent aging can
cause the weld to become brittle. Most strongly
b-stabilized alloys are embrittled by welding, since it
is not possible to quench a weld (without quenching,
second phases precipitate preferentially on grain
boundaries).

Challenging and Problematic Issues with
Titanium Alloys

Although titanium alloys have many desirable char-
acteristics, they have problematic areas as well.
These include their affinity to oxygen, hydrogen
pickup, susceptibility to certain types of chemical
attack, and damage generation arising from the elas-
tic and plastic anisotropy of the hexagonal crystal
structure.

Heat treating can cause contamination due to ox-
idation that causes an oxygen-rich brittle layer on the
metal surface called ‘‘a case.’’ Unless surface hard-
ening is needed for wear resistance, this a case must
be mechanically or chemically removed before the
part can be put into service. Another concern is em-
brittlement due to very low levels of hydrogen, nit-
rogen, and carbon absorption at virtually every
fabrication stage from casting to heat treating. Due
to its great affinity to oxygen, alumina (Al2O3) can-
not be used to machine titanium alloys, so WC tools
(typically C-2 grades) are used for turning and face
milling, while high-carbide, high-speed steels are ap-
propriate for drilling, tapping, and end milling.

Though CP titanium is highly corrosion resistant,
SCC is more likely with increasing alloy content, and
in environments with red fuming nitric acid, N2O4,
HF, methonal, HCl, and seawater. The susceptibility
depends greatly on alloy elements, crystal orientation
and misorientations at grain boundaries, and the de-
tails of microstructural evolution.

Due to its hexagonal crystal structure, slip in
the /aS direction is much more facile than other
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directions, so heterogeneous deformation and shear
banding is common. Combinations of working and
heat treatment can generate highly preferred crystal
orientations, so between the coherent phase bound-
aries with transformation shears, and the anisotropy
of the thermal expansion coefficient (which is 20%
higher in the /cS than /aS directions) substantial
residual stresses are common even after a stress relief
anneal. Though titanium alloys can be processed for
excellent high-temperature creep resistance, room-
temperature creep occurs in some microstructures
and alloys, and hence dimensional stability can be a
problem. To fully optimize material property design
for particular applications, control of texture and
microstructure with innovative processing strategies
requires predictive understanding of the rules for
variant selection during the a-b-a transforma-
tions, which are not yet well established.

See also: Dislocations; Mechanical Properties: Plastic
Behavior; Periodicity and Lattices; Recovery, Recrystalli-
zation, and Grain Growth.

PACS: 61.66.� f; 62.20.� x; 64.70.�p; 81.05.Bx;
81.40.� z; 81.40.Cd; 81.40.Ef
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Introduction

The transport of charged carriers depends greatly
on the scale of the sample. At the macroscopic scale,
in bulk semiconductors with dimensions larger than
1mm, conduction electrons move randomly due to
the high scattering rates with impurities and phonons.
An applied electric field induces a diffusive electron
transport described by the stochastic Boltzmann
equation. At the microscopic scale of atoms and mol-
ecules, which is of the order of Å ¼ 10�10 m, the
particles evolve according to the laws of atomic and
molecular physics. At the intermediate, mesoscopic
scale, distinct features in the particle transport ap-
pear, which include the emergence of the ballistic
transport regime characterized by the coherent, wave-
like behavior of charged particles over length scales
much larger than the dimension of molecules and
much smaller than macroscopic dimensions. Ballistic
transport is defined as the collisionless transport
regime, valid when the dimensions of the sample are
smaller than the mean free path Lfp and the phase
relaxation length Lph. The mean free path is a meas-
ure of the distance between successive electron col-
lisions with impurities or phonons that destroy the
initial electron momentum. Lfp is about tens of nano-
meters in polycrystalline metallic films and about tens
of micrometers in high-mobility semiconductors at
low temperatures (To4K); the latter materials are
thus more likely to exhibit ballistic transport. The
phase relaxation length is the distance after which
the coherence (the phase memory) of electrons is lost.
Phase memory is lost in time-reversal breaking proc-
esses such as electron–electron collisions, dynamic
scattering processes, or scattering by impurities with
internal degrees of freedom (spin) that change in the
process; any static spin-independent scattering does

not affect phase relaxation. Lph is of the same order
of magnitude as Lfp in high-mobility semiconductors.

Experimental conditions for ballistic transport
observation have become achievable only in the last
decades due to impressive developments in semi-
conductor technology, especially in advanced epitax-
ial growth and lithography techniques. It has thus
become possible to fabricate band-engineered semi-
conductor heterostructures called quantum wells,
quantum wires, and quantum dots that confine, re-
spectively, the electron motion in one, two, and three
dimensions. The electron density in such structures
can be controlled through electric potentials applied
on surface gates. Coherent propagation of electron
waves, electron tunneling, and Coulomb blockade
are examples of specific phenomena associated with
ballistic transport. These phenomena have found
hosts of applications in the design of new devices
such as resonant tunneling devices and the single-
electron transistor, the ballistic transport regime
being indispensable for high-frequency electronic
and optoelectronic devices. Not only electrons but
also holes and even quasiparticles, such as phonons,
experience ballistic transport regime under the same
conditions as those defined above, but with the cor-
responding mean free path and phase relaxation
length parameters.

Energy Subbands and Density of
States in Ballistic Transport

Ballistic transport occurs when, at most, only a
few elastic scattering processes take place, such that
electron motion is characterized in this regime by a
constant energy E, and can be described by a time-
independent Schrödinger equation for the envelope
electron wave function C, which varies slowly over
the dimensions of the unit cell:

� _2

2
fmar½mbrðmaCÞ�g þ VC ¼ EC

where a and b are material-related parameters for
which 2aþ b ¼ �1, m is the electron effective mass
that incorporates the effect of the periodic lattice



potential on electron motion, and V is the potential
energy. This scalar equation is valid when coupling
between different electron bands is negligible. Bal-
listic transport has been mainly evidenced in AlGaAs
semiconductor compounds for which a ¼ 0 and
b ¼ �1. The potential energy V includes the conduc-
tion band discontinuities in heterojunctions (which
is the dominant component in the low doping and
the low free carriers case), the electrostatic potential
due to ionized donors and acceptors (which is deter-
mined from a self-consistent solution of the coupled
Schrödinger and Poisson equations), and the self-
consistent Hartree and exchange potentials due to
free carriers.

The solution of the Schrödinger equation requires
proper boundary conditions. The constraints on elec-
tron motion present in any ballistic structure impose
the appearance of discrete energy levels along the
direction of the constraint and a resulting disconti-
nuity in the density of states. For example, in a
quantum well the conduction electrons are free to
move along the x and y directions, and are confined
by potential barriers along z in a region of width Lz.
For abrupt infinite-height barriers, the electron wave
function Cðx; y; zÞ ¼

ffiffiffiffiffiffiffiffiffiffi
2=Lz

p
sinðkzzÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=LxLy

p
exp

ðikxxÞexpðikyyÞ, obtained from the Schrödinger
equation for V ¼ 0, with Lx and Ly the sample di-
mensions along x and y, must satisfy the boundary
conditions Cðx; y; 0Þ ¼ Cðx; y;LzÞ ¼ 0. These induce
a discrete spectrum kz ¼ pp=Lz for the momentum
component along z, with p an integer, and an energy
dispersion relation of the form

Eðkx; ky; kzÞ ¼Ec þ
_2

2m

pp
Lz

� �2

þ _2

2m
ðk2x þ k2yÞ

¼Es;p þ
_2

2m
ðk2x þ k2yÞ

where Ec denotes the bottom of the conduction band
and Es,p is the cut-off energy of the subband or
transverse mode labeled by p. The energy spacing
between discrete p levels increases as Lz decreases,
that is, as electrons become more confined. Although
periodic boundary conditions imposed on x and y
also require the quantization of kx, ky according to
kx ¼ qð2p=LxÞ, ky ¼ rð2p=LyÞ, with q and r integer
values, the energy spectrum remains quasicontinuous
in the kx � ky plane, since Lx;LycLz. The quantizat-
ion of the wave vector components along x and y
mainly influences the density of states by assigning to
an individual state an area ð2p=LxÞ � ð2p=LyÞ in the
kx � ky plane. Then, the total number of spin-
degenerate states with a wave number less than k
(or with an energy less than E, for E4Es,p), which

occupy in the kx � ky plane an area pk2 ¼ p
ðk2x þ k2yÞ, is NtotðkÞ ¼ k2ðLxLyÞ=2p (or NtotðEÞ ¼
mðLxLyÞðE� Es;pÞ=p_2Þ. The density of states per
unit area S ¼ LxLy, and per unit energy in the pth
subband is thus

r2D;pðEÞ ¼
1

S

dNtotðEÞ
dE

¼ m

p_2
WðE� Es;pÞ

with W the unit step function, the total density of
states r2DðEÞ ¼

P
p r2D;p represented in Figure 1a

being discontinuous, unlike in bulk semiconductors
where no size constriction is imposed upon the elec-
tron motion.

The equilibrium electron density per unit area is
given by

n ¼
Z

N

0

X
p

r2D;pðEÞf ðEÞdE

¼ kBT
m

p_2
X
p

ln½1þ eðEF�Es;p=kBTÞ�

Es,1 EEs,2 Es,3

z

x

y

EF

(a)   

2D�
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0D�
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(b)  

1D�

Figure 1 Density of states in (a) quantum wells, (b) quantum

wires, and (c) quantum dots. The Fermi energy position in

(a) corresponds to 2DEG systems.
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the energy levels being occupied by electrons according
to the Fermi–Dirac distribution function

f ðEÞ ¼ 1

1þ exp½ðE� EFÞ=kBT�
At low temperatures or in the degenerate limit,

when kBT{EF, the Fermi–Dirac distribution function
becomes proportional to WðEF � EÞ, and all electron
subbands are filled up to the Fermi energy and are
empty above it. In this case, all electrons that partic-
ipate in transport have energies close to EF, unlike in
the diffusive transport regime in which electrons have
a widespread energy distribution. The number of sub-
bandsM(E) occupied at low temperatures by electrons
with energy E is obtained by counting the number of
transverse modes with cutoff energies smaller than E.

In a similar manner, if the electron motion is con-
strained by infinite-height potentials along two di-
rections, y and z, the boundary conditions imposed
on the electron wave function Cðx; y; zÞ ¼ 2=ffiffiffiffiffiffiffiffiffiffiffi

LyLz

p
sinðkyLyÞsinðkzLzÞ

ffiffiffiffiffiffiffiffiffiffiffi
1=Lx

p
expðikxxÞ require

that ky ¼ pp=Ly, kz ¼ qp=Lz, with p, q integers. In
such a one-dimensional ballistic quantum wire, the
electrons are free to move only along x, the energy
dispersion relation being

Eðkx; ky; kzÞ ¼Ec þ
_2

2m

pp
Ly

� �2

þ _2

2m

qp
Lz

� �2

þ_2k2x
2m

¼Es;pq þ
_2k2x
2m

The total number of states with a wave vector
component along x less than kx, which occupy an
‘‘area’’ in the kx plane equal to 2kx, is now
NtotðkxÞ ¼ 2� 2kx=ð2p=LxÞ, where the first factor
2 accounts for spin degeneracy. The density of
states in the kx plane per unit length, r1DðkxÞ ¼
L�1
x dNtot=dkx, is constant and equal to 2/p, half

of this value representing the contribution of states
for which kx is positive, and half representing the
contribution of states with negative kx values.
r1DðkxÞ corresponds to a total energy-dependent
density of states r1DðEcÞ ¼ ð1=pÞð2m=_2Þ1=2

P
p;q

ðE� Es;pqÞ�1=2, which is represented in Figure 1b.
In quantum dots the electron motion is confined

along all directions, and the energy spectrum

Eðkx; ky; kzÞ ¼Ec þ
_2

2m

pp
Lx

� �2

þ _2

2m

qp
Ly

� �2

þ _2

2m

rp
Lz

� �2

¼ Es;pqr

is discrete, as in atoms or molecules. Quantum dots,
with density of states r0DpdðE� Es;pqrÞ (see Figure
1c), can thus be considered as artificial atoms.

Two-Dimensional Electron Gas

If, as in Figure 1a, the position of the Fermi level in a
quantum well is between the first and the second
energy subband, the electron density per unit area,
n ¼ ðm=p_2ÞðEF � Es;1Þ, is related to the Fermi wave
number kF through kF ¼

ffiffiffiffiffiffiffiffi
2pn

p
. The Fermi wave

number is determined by the kinetic energy of elec-
trons: Ekin ¼ EF � Es;1 ¼ _2k2F=2m. The electrons
form, in this case, a two-dimensional electron gas
(2DEG), which has a metallic behavior since EF

is inside the conduction band.
Two-dimensional electron gas systems form, for

example, at the interface between intrinsic GaAs and
n-doped AlGaAs layers in modulation-doped GaAs/
AlGaAs heterojunctions, the spatial separation of
dopant atoms in AlGaAs from the free electrons that
form an inversion layer on the GaAs side of the in-
terface assuring extremely low scattering rates. The
electron density in this 2DEG can be changed by
modifying the electron kinetic energy via negative
electrostatic voltages applied on Schottky surface
gates situated in close proximity to the 2DEG; the
bias depletes the 2DEG underneath the gate, and
laterally from the geometric edge of the gate until no
free electrons are left, a case in which a barrier for
electrons is created. The coherence of the electron
wave function in ballistic structures together with the
possibility of manipulating the electron wave number
allows the implementation of electron counterparts
of both geometrical optical systems and interference
devices. Figures 2a–2d show an electron prism, a
refractive lens, an electron beam splitter, and an
interferometer, respectively. As in the classical elect-
romagnetic theory, the refraction at an interface be-
tween two 2DEG systems with electron densities n1
and n2 occurs according to Snell’s law for ballistic
electrons: sin y1=sin y2 ¼ ðn2=n1Þ1=2, with yi the
angle in region i with the normal to the interface.
The electron wave function is partly reflected and
partly transmitted at the interface. Narrow constric-
tions in the 2DEG created by the black depletion
gates in Figure 2 act as electron sources with a wide
angular spectrum, the gray electrodes in Figure 2 re-
presenting partially depleting gates that refract elec-
tron waves.

The analogy between electron propagation in
ballistic conductors and electromagnetic wave propa-
gation is based on the formal analogy between the
time-independent Schrödinger equation for the elec-
tron wave function and the Helmholtz equation

r2F þ k2F ¼ 0

satisfied by the electromagnetic field component F
(electric field, magnetic field, or vector potential).
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The vectorial character of the latter implies that the
eventual quantitative analogies between electron and
light parameters (energy, effective mass, potential
energy and frequency, electric permittivity, magnetic
permeability, respectively) depend on which elect-
romagnetic field component is compared to the scalar
electron wave function. Different sets of analogous
parameters between the electron wave function and
the electromagnetic field are derived if, besides the
evident similarity between the equation satisfied by
maC and F if k is replaced by ½2mðE� VÞ�1=2=_, ad-
ditional different boundary conditions for different
field components F are considered.

Resistance of a Ballistic Conductor

A net electron transfer across a ballistic conductor
sandwiched between two contacts that act as electron
reservoirs is possible, when an external bias V is ap-
plied between the contacts. The bias drives the elec-
tron system in the ballistic conductor away from
equilibrium such that no common Fermi energy exists;
instead, one can define a spatially varying local quasi-
Fermi level that takes the values EFl and EFr in the left
and right contacts, respectively. The net current can
then be easily calculated if the contacts are reflection-
less, that is, if the electrons can enter them from the
conductor without suffering reflections. If EFl4EFr,
such that for a small applied bias EFl � EFr ¼ eV, only
electrons that flow from filled states on the left to
empty states on the right contribute to the net current.
At zero temperature, there is current flow only in the
electron energy range EFroEoEFl, the contribution

to the current of electrons in each occupied subband
being additive if the ballistic conductor has a con-
stant cross section; in this case, there is no scattering
of electrons from one subband (transverse mode) to
another. The net current flow in one subband due to
the extra density of electrons in the left contact,
dn ¼ ðdn=dEÞeV, is I ¼ evdn, where v ¼ _�1ðdE=dkÞ
is the electron velocity along the current flow direc-
tion. Then I ¼ ðe2=_ÞVðdn=dEÞðdE=dkÞ, or I ¼
ð2e2=hÞV for a one-dimensional conductor for which
dn ¼ NtotðkÞðdk=dEÞdE, with NtotðkÞ ¼ 1=p for elec-
trons flowing in the direction of the applied bias. The
total current can be expressed as I ¼ ð2e2=hÞMV, if
the number of transverse modes M(E) is constant
over the energy range EFroEoEFl, the ballistic con-
ductor having a conductance Gc ¼ I=V ¼ 2e2M=h
or, equivalently, a resistance

Rc ¼ 1=Gc ¼
h

2e2M
D

12:9 kO
M

In the collisionless propagating regime, the resist-
ance can only be caused by the mismatch between
the finite number of transverse modes that are al-
lowed to propagate in the ballistic conductor and the
infinite number of transverse modes carried by con-
tacts. The resistance is called contact resistance be-
cause this mismatch appears at the conductor/
contact interface. Rc decreases with the number of
transverse modes (energy subbands) in the ballistic
conductor.

Unlike the conductance G ¼ sS=L in bulk materi-
als, where s is the conductivity of the material, L the
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Figure 2 Schematic representation of (a) an electron prism, (b) a refractive electron lens, (c) a beam splitter, and (d) an interferometer.

The electrons are emitted from the narrow orifice E and are collected by the collector C. Dashed lines represent electron trajectories.
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length of the sample, and S its cross section, the
conductance of ballistic structures does not depend
on the length of the conductor. (Note that an unjus-
tified extension of the domain of validity of the con-
ductance formula in bulk materials would imply that
in ballistic conductors, G becomes extremely large as
L decreases.) In ballistic conductors, Gc depends
however on S (the width of the one-dimensional
conductor), since the number of transverse modes
occupied by electrons propagating with the Fermi
wave number can be estimated from M ¼ Int½kFS=p�,
where Int denotes the integer value. This dependence
can be evidenced by measuring Gc of a ballistic con-
ductor delimited from a 2DEG by a pair of metallic
gates (Figure 3a), the conductor width depending
on the negative voltage �VM applied on the gates. A
step-like increase of the conductance with 2e2/h, as
shown in Figure 3b, is observed at low temperatures
and/or for confined electrons with large spacings
between the energy levels each time M increases by
one. This discontinuity is otherwise ‘‘smoothed’’ by a
thermal motion.

Landauer Formula

The formula derived above for the conductance of
ballistic structures assumed implicitly that electrons
injected by the left contact are transmitted with unit
probability to the right contact. This is not always
the case. In particular, a partial (nonunity) transmis-
sion of electrons from one contact to the other occurs
if the ballistic conductor is composed of several parts
that differ in their width or potential energy. The
conductance, in this case, can be easily calculated if
the conductor with a transmission probability T is
connected to two large reflectionless contacts by bal-
listic leads each of which have M transverse modes.
In the model presented in Figure 4, T is the average
probability that an electron injected in lead 1 is

transmitted to lead 2, the conductance measured be-
tween the contacts at zero-temperature being given
by the Landauer formula

G ¼ 2e2

h
MT

This expression can be viewed as a mesoscopic
version of the Einstein relation s ¼ e2rD, if the con-
ductivity s is replaced by G, the density of states r is
replaced by M, and the diffusion constant D is re-
placed by T. The total resistance R ¼ h=ð2e2MTÞ
measured between the contacts is the sum between
the contact resistance Rc ¼ h=ð2e2MÞ and the resist-
ance of the ‘‘scatterer’’ element with transmission T,
Rs ¼ hð1� TÞ=ð2e2MTÞ, that would be measured
between the two leads.

This identification allows the calculation of the
resistance of multiple scatterers with transmission
probabilities Ti connected in series as Rs ¼

P
i Rsi,

with Rsi ¼ hð1� TiÞ=ð2e2MTiÞ, or the calculation of
the total transmission probability as ð1� TÞ=T ¼

P
i

ð1� TiÞ=Ti. This addition law, which can alter-
natively be obtained by adding the contribution of
successive partial transmitted waves, is an expression
of the coherent nature of the electron wave function
in ballistic conductors.
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Figure 3 (a) Constriction with variable width in a 2DEG and (b) the conductance dependence on the gate voltage at zero temperature

(solid line) and finite temperatures (dotted line).
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Conductor

Contact Contact

Figure 4 Model of a ballistic conductor with transmission prob-

ability T between the contacts.
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At finite temperatures, when the Fermi–Dirac dis-
tribution is no longer step-like, electron transport
through multiple energy channels takes place in the
energy range EFr � DEoEoEFl þ DE, where DE is
of the order of a few kBT. Since both the number of
transverse modes M and the transmission probability
T generally depend on E, the net current flow be-
tween the left and right contacts in the absence of
inelastic scattering is

I ¼ 2e

h

Z
MðEÞTðEÞ½flðEÞ � frðEÞ�dE

where fl(E) and fr(E) are the Fermi–Dirac quasi-dis-
tribution functions in the left and right contacts.

Büttiker Formula

The expression for the net current flow or for the
conductance of a ballistic structure can be generali-
zed to account for the existence of several contacts or
terminals. This is the case, for example, of four-ter-
minal measurements (see Figure 5), where two addi-
tional terminals are used to measure the voltage drop
along a conductor besides the two terminals through
which the current flows. Modeling the additional
floating or zero-external current terminals as scatter-
ers characterized by transmission probabilities, the
current through the pth terminal at zero-temperature
is determined by the Büttiker formula

Ip ¼
2e2

h

X
q

½ %TqpVp � %TpqVq� ¼
X
q

½GqpVp �GpqVq�

where Gpq ¼ ð2e2=hÞ %Tpq is the conductance associ-
ated to the electron transfer from terminal q with a
quasi-Fermi energy level EFq ¼ eVq to terminal p
with a quasi-Fermi energy level EFp ¼ eVp. %Tpq is, in
general, the product between the number of modes

M and the transmission probability per mode Tpq

at the Fermi energy. The requirement that the net
current flow is zero at equilibrium implies thatP

q Gqp ¼
P

q Gpq.
At finite temperatures, the net current flow

through the pth terminal is given by

Ip ¼
2e

h

Z X
q

½ %TqpðEÞfpðEÞ � %TpqðEÞfqðEÞ�dE

Transmission Probability Calculation

Ballistic electron transport is determined by the
transmission probability between the leads that con-
nect the conductor to several contacts. There are
many methods to calculate the transmission proba-
bility: the scattering matrix formalism, the Green’s
function approach, the Kubo formalism, or the
transfer Hamiltonian formalism. The most wide-
spread for its ease of application is the matrix for-
malism which, in its simplest case, relies on
approximating the spatially varying potential pro-
file, electron effective mass, and/or dimensions of the
conductor as a succession of regions in which this
variation is step-like.

The application of the matrix method to ballistic
conductors with a constant cross section is simplified
by the absence of electron scattering from one
transverse mode to another. Then, for a one-dimen-
sional conductor composed of several regions with
different but constant potential and electron effective
mass, the solution of the Schrödinger equation in the
ith region,CiðxÞ ¼ Ai expðikixÞ þ Bi expð�ikixÞ, can
be expressed as a superposition of forward- and
backward-propagating waves in the x direction with
wave number ki ¼ _�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2miðE� ViÞ

p
(see Figure 6).

Inside each layer the wave function and its x-
derivative must be continuous, whereas boundary
conditions impose the continuity of the wave func-
tion and rC � #x=maþ1 at the interface between two

I

EF1

EF2 EF3

EF4

Figure 5 Four-terminal configuration: the current flows be-

tween the first and the fourth terminal, the second and third being

used to measure the voltage drop along the conductor.

Ai
Ai +1

Bi
Bi+1

x = xi

Vi, mi, ki Vi +1, mi +1, ki +1

Figure 6 Electron wave function forward- and backward-

propagating components at an interface between layers i and

i þ 1 with different characteristics.
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layers, where #x is the unit vector (the versor) along
the x direction.

The matrix that expresses the electron wave func-
tion form at different x values depends on which
parameters are related. For example, when a ¼ 0, a
transfer matrix at the interface between the layers i
and iþ 1 situated at x ¼ xi can be defined as

Ai expðikixiÞ
Bi expð�ikixiÞ

 !
¼ 1

2

ð1þ viþ1=viÞ ð1� viþ1=viÞ
ð1� viþ1=viÞ ð1þ viþ1=viÞ

 !

�
Aiþ1 expðikiþ1xiÞ
Biþ1 expð�ikiþ1xiÞ

 !

where vi ¼ _ki=mi is the electron velocity in the ith
layer, whereas at free propagation across the ith lay-
er, between planes x ¼ xi�1 and x ¼ xi the transfer
matrix is diagonal, with elements exp½ikiðxi � xi�1Þ�
and exp½�ikiðxi � xi�1Þ�. The total transfer matrix
with elements Mpq, p; q ¼ 1; 2 is obtained by multi-
plying the corresponding matrices at each interface
and across each layer, and the transmission proba-
bility across the whole structure, from the first to
the last, Nth layer is T ¼ vNjANj2=ðv1jA1j2Þ ¼ vN=
ðv1jM11j2Þ:

The matrix that relates the outgoing field ampli-
tudes Bi expð�ikixiÞ, Aiþ1 expðikiþ1xiÞ to the inco-
ming field amplitudes Ai expðikixiÞ, Biþ1 exp
ð�ikiþ1xiÞ on either side of an interface is called the
scattering matrix. For free propagation across the ith
layer the scattering matrix is antidiagonal, with el-
ements exp½�ikiðxi � xi�1Þ� and exp½ikiðxi � xi�1Þ�.
In terms of the scattering matrix elements Spq, p; q ¼
1; 2 of a succession of N regions, the total transmis-
sion probability can be expressed as T ¼ vNjS21j2=v1.
In general, the elements of the scattering matrix are
S11 ¼ r, S12 ¼ t0, S21 ¼ t, S22 ¼ r0, with r, t, r0, t0 the
reflection and transmission amplitudes of the struc-
ture from left to right and right to left, respectively.

For a ballistic conductor with a variable cross sec-
tion, there is scattering between transverse modes,
which is not caused by collisions but by the
transverse mode matching imposed by the electron
wave function continuity. The difference from the
former case is that not only do the electron wave
numbers ki in the adjacent regions differ, but so do
the number of transverse modes Mi. More precisely,
the electron wave function propagating along x has
in the ith layer the expression Ciðx; y; zÞ ¼PMi

k¼1½Aik expðikixÞ þ Bik expð�ikixÞ�fikðy; zÞ, where
fikðy; zÞ is the transverse part of the kth mode in the
ith layer. The transmission probability has a more
complicated expression, but is also obtained by
imposing the boundary conditions at each interface
between different layers.

Electron Tunneling

The matrix formulation is valid for either real or
imaginary values of the wave numbers ki. An
imaginary wave number in at least one region i im-
plies that the electron energy is smaller than the po-
tential energy value in this region, so that electrons
are forbidden to enter the ith region from a classical
point of view. Such a region acts as a barrier for
electron propagation. The propagation of ballistic
electrons in regions with imaginary wave numbers
can be paralleled with an evanescent propagation of
electromagnetic waves. As for evanescent elect-
romagnetic waves, the electron wave function decays
exponentially inside the region with imaginary ki and
therefore, the transmission probability through this
region vanishes unless its dimension along the
propagation direction is smaller than the distance
over which the electron wave function decays to zero.
Thus, the transmission probability can still be signi-
ficant for thin barriers; electrons can pass through
classically forbidden regions, a phenomenon known
as electron tunneling. Tunneling can also occur
through a succession of barriers for electrons sepa-
rated by quantum wells, that is, by regions with real
wave numbers. In ballistic structures, quantum tun-
neling is a coherent phenomenon and thus generates,
in this case, constructive or destructive interference
between partially reflected and transmitted waves.
Then, resonances, which correspond to high-trans-
mission probability values, can appear similarly to the
occurrence of high intensity values in light diffraction
due to interference between coherent light beams.

Coulomb Blockade

In quantum dots, more than in any other confined
structure, a Coulomb interaction between tightly
confined electrons leads to a high sensitivity of elec-
tronic states on the number of particles in the dot and
to the appearance of specific phenomena such as the
Coulomb blockade, which reflect the discrete nature
of the electron charge. A Coulomb blockade has been
observed in semiconductor quantum dots and small
metallic clusters coupled to metallic leads through
tunneling barriers. It consists in the opening of a gap
in the energy spectrum at the Fermi energy when an
electron is transferred at low temperatures from the
reservoir into the dot or cluster (generically, island).
This gap, caused by charge rearrangement and
observed when the associated potential change is
greater than the thermal energy kBT, leads to the in-
hibition of further electron tunneling until this
charging energy is compensated by an applied bias.
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A quantitative description of the Coulomb block-
ade is simpler in metallic clusters, where size
quantization effects are absent because the ballistic
transport conditions are not met; in semiconductor
quantum dots, the Coulomb blockade coexists with
the quantization of energy levels. In either case, the
Coulomb blockade can be understood in terms of a
macroscopic capacitance associated with the system,
if the electrons that tunnel through either junction
relax in the dot. Modeling the thin tunnel junctions
as a parallel combination of a tunneling resistance Ri

and a capacitance Ci, i ¼ 1; 2, as in Figure 7, a
voltage source between the leads performs the work
Ws ¼ eVðC1n2 þ C2n1Þ=C to transfer n2 charges
through junction 2, and n1 charges through junction
1. Here, V is the applied voltage and C ¼ C1 þ C2 is
the capacitance of the island. The electrostatic energy
stored in the capacitors is Es ¼ ðn1eÞ2=2C1þ
ðn2eÞ2=2C2 ¼ ½C1C2V

2 þ ðneÞ2�=2C, with n ¼ n1 �
n2 the excess electrons accumulated on the island.
Then, the change in the total energy Eðn1; n2Þ ¼
Es �Ws when a single particle tunnels through
junction 1 is DE7

1 ¼ Eðn1; n2Þ � Eðn171;n2Þ
¼ ðe=CÞ½�e=28ðenþ VC2Þ�, whereas the change in
energy when a particle tunnels through the second
junction is DE7

2 ¼ Eðn1; n2Þ� Eðn1; n271Þ ¼ ðe=CÞ
½�e=27ðen� VC1Þ�. The system evolves at zero tem-
perature only when DE7

1;240, a condition which can
only be satisfied for n ¼ 0 if the voltage exceeds a

threshold. Tunneling cannot occur below this thresh-
old, and thus no current flows through the island
because the Coulomb gap e2/C that opens symmetric
around the Fermi level at V ¼ 0 and C1 ¼ C2 ¼ C=2
prevents tunneling, no states being available for elec-
trons to tunnel into from the leads and no empty
states existing for electrons in the island to tunnel
out. This Coulomb blockade is a consequence of the
additional Coulomb energy e2/2C that must be ex-
pended by an electron to tunnel in or out of the is-
land, the Coulomb gap resembling the energy gap in
semiconductors.

If a bias is applied now such that V4e/C, an elec-
tron can tunnel in the island from one lead, the Fermi
energy in the island raises by e2/C, and further tun-
neling is prohibited by the appearance of a new
energy gap unless the voltage increases to V43e/2C
or the extra electron in the island tunnels out through
the other junction, a case in which the island reverses
to the n ¼ 0 state. These correlated tunneling pro-
cesses into and out of the island produce a net cur-
rent flow. The I–V characteristic has a staircase-like
behavior if the capacitances or the tunneling resist-
ances of the two junctions are very dissimilar. The
charging effects can be observed if e2=CckBT and
R1;2ch=e2.

See also: Effective Masses; Meso- and Nanostruc-
tures; Nanostructures, Electronic Structure of; Tunneling
Devices.

PACS: 73.23.�b; 73.23.Ad; 73.40.Gk; 85.35.Be
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Nomenclature

C capacitance
kx, ky, kz wave vector components along x, y, z
kF Fermi wave number
e electron charge
E electron energy
Ec bottom of the conduction band
Ekin kinetic energy of electrons
EF Fermi energy
EFl, EFr quasi-Fermi levels in the left and right

contacts
Es electrostatic energy

Island 
Lead Lead

V 

C1

R1 R2

C2

(a)   

EF e2/C

Island 

V = 0, C1 = C2 = C/2 

Tunnel 
 junctions  
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Figure 7 (a) Island connected to external leads through tun-

neling junctions and its equivalent model, (b) Opening of a gap in

the energy spectrum at the Fermi energy when V ¼ 0, C1 ¼
C2 ¼ C=2 due to the additional Coulomb energy that must be

spent by an electron to tunnel in or out of the island.
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Es,p cut-off energy of the subband or trans-
verse mode labeled by p

F electromagnetic field component
f(E) Fermi–Dirac distribution function
fl(E), fr(E) Fermi–Dirac distribution functions in

the left and right contact
Gc conductance of a ballistic conductor
Gpq ballistic conductance associated to the

electron transfer from terminal q with a
quasi-Fermi energy level EFq to terminal
p with a quasi-Fermi energy level EFp

I current
KB Boltzmann constant
Lfp mean free path
Lph phase relaxation length
Lx, Ly, Lz dimensions of the free space propagat-

ion region along x, y, z
m electron effective mass
M(E) number of subbands occupied by elec-

trons with energy E
Mpq transfer matrix elements
n electron density per unit area

Ntot(k), Ntot(E) total number of spin-degenerate states
with a wave number less than k, or with
an energy less than E

r, r0 reflection amplitudes from left to right
and right to left

R resistance
Rc contact resistance
Spq scattering matrix elements
t, t0 transmission amplitudes from left to

right and right to left
T temperature; also electron transmission

probability
v electron velocity
V potential energy; also applied voltage
Ws work
r2D,p density of states per unit area S ¼ LxLy

r1D(kx) density of states in the kx plane per unit
length

r0D density of states in quantum dots
W unit step function
y angle of propagation
C(x,y,z) envelope electron wave function
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Introduction

Bioelectronics is a rapidly progressing interdisci-
plinary research field that aims to integrate bio-
molecules and electronic elements, for example,
electrodes, field effect transistors, or piezoelectric
crystals, into functional systems. Surface engineering
of biomaterials, such as enzymes, antigen–antibod-
ies, or deoxyribonucleic acids (DNA), on the elec-
tronic supports controls the electrical properties
of the biomaterial–transducer interface and enables
the electronic transduction of biocatalyzed transfor-
mations and biorecognition events on the transduc-
ers. Bioelectronic sensing devices, biofuel elements,
and biotemplated circuitries have been developed
recently.

Bioelectronic Systems Based on
Biocatalytic Redox Enzymes

Natural redox enzymes catalyzing oxidative or re-
ductive transformations of organic molecules operate

upon an electron transfer between the enzyme active
center and the respective substrate molecules. For
example, the enzyme glucose oxidase (GOx), which
catalyzes oxidation of glucose, includes the active
center (also called cofactor) flavin adenine dinucleo-
tide (FAD) that accepts electrons from the substrate
glucose and donates them to the natural acceptor
O2. If the enzyme is immobilized on a conductive
support and an efficient electron transfer between
them is provided, the electron transfer from the en-
zyme active center could be directed to the con-
ductive support instead of the natural acceptor, thus
producing an electronic signal. However, most of the
redox enzymes deny direct electrical contact with
electrodes. The electron-transfer theory developed by
R Marcus implies that the rate constant of the elec-
tron transfer between an electron acceptor and a
donor pair is given as follows, eqn [1]:

ketp
exp �bðd � d0Þ½ � � expð�DG0 þ lÞ2

4RTl
½1�

In eqn [1], d and d0 are the actual distance and the
van der Waals distance, respectively, that separate
the donor–acceptor pair; DG0 and l correspond to
the free-energy change and the reorganization energy
accompanying the electron-transfer process, res-
pectively; and b is the electronic coupling constant.
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Thus, theory predicts that the electron transfer rate
constant between the donor and acceptor sites ex-
ponentially decreases upon increase of the distance
separating the couple. As the enzyme active center
and the conductive support may be considered as a
donor–acceptor pair, the embodiment of the active
centers in the protein matrices spatially insulates
the active centers and blocks the electrical contact
between the redox enzymes and conductive supports.
The understanding of the fundamental limitations for
the electrical contacting of the redox enzymes with
electrodes enables the development of synthetic
methods to electrically wire redox enzymes and elec-
tronic transducers. Realizing that the lack of electri-
cal contact between redox enzymes and the
electrodes originates from the distance separating
the donor–acceptor couple, one may suggest that
the shortening of the electron-transfer distances by
intermediate electron relay units may facilitate the
electron transport between the active centers and
the electrode (Figure 1).

The electrical contacting of redox enzymes that
defy direct electrical communication with electrodes
can be established by using charge carriers as inter-
mediates between the enzyme active center and
the electrode. These artificial electron donor or
acceptor molecules (in the case of reductive or
oxidative enzymes, respectively), usually referred
to as electron-transfer mediators, can be accepted
by many redox enzymes in place of their natural
oxidants or reductants. The redox enzymes were
incorporated into polymer matrices consisting of
electron-transfer mediator units (e.g., Os-complexes
(1)) (Figure 2a), or the redox mediator molecules
(e.g., ferrocene derivatives (2)) were covalently
tethered to the enzyme molecules (Figure 2b) to
provide electron transport between the active centers
of the enzymes and electrodes. Although redox
enzymes anchored to electrodes by these means

reveal electrical contact with the conductive support,
the experimental electron transfer turnover rates are
far lower than those observed for the enzymes with
the natural donor or acceptor substrates. This was
attributed to the random, nonoptimized, position-
ing of the relay units relative to the redox centers
of the respective enzymes, that themselves lack a
structural orientation in the integrated enzyme–
electrode system. Thus, for optimal electrical com-
munication between the redox centers of the enzymes
and the electrodes, it is essential to develop means
to align all enzyme molecules on the electrode in a
configuration so that the redox centers are as close
as possible to the electrode surface, and to place an
appropriate electron relay unit between the redox
center and the electrode support. The architecture
of electrically contacted enzymes in an aligned
configuration was accomplished by a surface-recon-
stitution method. The surface-confined cofactor
unit (FAD, (3)) was incorporated into the GOx en-
zyme molecule instead of the natural cofactor, thus
allowing the enzyme alignment on the electrode
surface in a form of a stable complex. An electron-
transfer mediator (e.g., pyrroloquinolino quinone
(PQQ), (4)) located between the FAD-cofactor
and the electrode surface provides efficient electron
transfer from the enzyme FAD active center to the
electrode (Figure 3a). Bioelectrocatalyzed oxidation
of glucose to gluconic acid by the surface-reconsti-
tuted GOx enzyme results in the generation of
an electronic signal in the electrode. Similarly,
nicotine adenine dinucleotide (NADþ )-dependent
enzymes, for example, lactate dehydrogenase (LDH),
were associated with a surface-confined NADþ -
cofactor (5) linked to the electrode surface via a
catalyst molecule (PQQ) providing its fast electro-
chemical oxidation (Figure 3b). Since the NADþ -
cofactor is weakly bound to the respective enzymes,
the enzyme molecules after formation of the surface-
confined complex were additionally cross-linked
to stabilize the biocatalytic interface. Bioelectro-
catalyzed oxidation of lactate to pyruvate by the
surface-integrated LDH enzyme results in the gene-
ration of an electronic signal in the electrode. There-
fore, an efficient electron transport from the enzyme
active centers (e.g., FAD or NADþ ) via the inter-
mediate relay units (e.g., PQQ) to the conductive
support was achieved, thus providing electronic
signals generated by the biocatalytic systems. It
should be noted that the relay units are chemically
reduced and oxidized upon the electron-mediating
process that could introduce some limitations to the
rate of the process.

Application of conductive nanosized objects, such
as metal nanoparticles or carbon nanotubes, for
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Figure 1 Spatially isolated redox active centers of enzymes
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wiring of redox enzymes allowed the effective electron
transfer between the enzyme active centers and the
conductive supports using metal-like conductivity in-
stead of the chemical redox-mediating process. Gold
(Au) nanoparticles or single-walled carbon nanotubes
(SWCNTs) were functionalized with the FAD-cofac-
tor units and assembled on electrodes. Reconstitution
of GOx enzyme molecules on the functionalized inter-
faces resulted in the biocatalytic interfaces, where the
enzyme active centers are electrically wired to the con-
ductive support via the Au nanoparticles (Figure 4a)
or SWCNTs (Figure 4b). The nanosize of the wires
allowed a short distance between them and the FAD
cofactor, thus providing effective electron transfer,
whereas the conductivity of the Au nanoparticles and
SWCNTs provided the efficient electron transport to
the macroconductive support.

The electric current provided by the enzyme–
electrode systems depends on the rate of the bio-
catalytic reactions and could be proportional to the
concentration of the substrate, if the entire process is
limited by the substrate diffusion to the biocatalytic
interface. Thus, the generated electronic signal could
be used to design amperometric biosensors. For
example, the GOx enzyme electrically contacted
via an Au nanoparticle generates the current pro-
portional to the glucose concentration in a certain
concentration range.

The electrically wired redox enzymes could
generate electrical power sufficient for construction
of biofuel cells. The biofuel cells are primary sources
of electrical energy extracted from organic materials
using electrochemical processes catalyzed by bio-
logical substances (e.g., redox enzymes). They in-
clude two enzyme–biocatalytic electrodes: the first
electrode (anode) provides oxidation of the organic
substrate by an enzyme (e.g., oxidation of glucose
by GOx), thus injecting electrons into the external
electrical circuit, whereas the second electrode
(cathode) is used to withdraw electrons from the
circuit and transfer them to a chemical acceptor
(e.g., O2). The tailoring of efficient electron transfer
at the enzyme-modified electrodes could enable
specific biocatalytic transformations that compete
kinetically with any chemical reaction of the elec-
trodes or of the biocatalysts with interfering subst-
rates (e.g., substrate transport from the counter
compartment, oxygen). This would enable the
design of noncompartmentalized biofuel cells, where
the biocatalytic anode and cathode are immersed in
the same phase with no separating membrane. In
a working example, an anode consisting of GOx
reconstituted onto a PQQ–FAD monolayer for the
biocatalyzed oxidation of glucose was coupled to a
cathode composed of an aligned cytochrome c/cyto-
chrome oxidase (Cyt c/COx) couple that catalyzes
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the reduction of O2 to water (Figure 5). Since the
reconstituted GOx provides extremely efficient
biocatalyzed oxidation of glucose that is unaffected
by oxygen, the anode can operate in the presence
of oxygen. Thus, the biofuel cell uses O2 as an
oxidizer and glucose as a fuel without the need for
compartmentalization. The glucose–O2 biofuel cell
element, or similar cells, might act as implanted
self-fueled electrical energy generation devices in
living organisms providing power for other bioelec-
tronic elements.

Redox enzymes could be integrated with a gate
of a field-effect transistor. An ion-selective field-
effect transistor (ISFET) operates with a gate open
to a chemical system, which provides electrical
signals governing the current between source and
drain electrodes. This signal is a potential change
generated by chemical means on the gate. The redox
enzymes associated with the ISFETs gate could
reduce or oxidize co-immobilized electron relay
units, thus providing the potential change on the
gate further amplified by the respective change of

the source–drain current (Figure 6). The amplified
electronic signal is dependent on the rate of the
biocatalytic reaction provided by the enzyme and
proportional to the enzyme–substrate concentra-
tion, thus allowing potentiometric biosensors. Nano-
sized bio-ISFETs were constructed with a single
SWCNT operating as a gate modified with a few
biomolecules (e.g., redox enzymes) providing a signal
further electronically amplified by the source–drain
current.

Bioelectronic Systems Based on Protein
or DNA Biorecognition Systems

Biomolecules could provide very specific recognition
processes resulting in the formation of complexes
between them. For instance, biological immunosys-
tems protecting organisms from foreign species are
based on affinity complex formation between anti-
bodies (recognition proteins produced by the organ-
ism) and antigens (foreign target molecules).
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Biological genetic information is saved in deoxy-
ribonucleic acid (DNA) molecules producing
complexes with complementary DNA molecules.
Association of a biorecognition element such as
antigen (or antibody) or a DNA molecule with an
electronic transducer allows electronic transduction

of the affinity complex formation with the respective
complementary biomolecule. The bioaffinity com-
plex formation in a thin film near the conductive
or semiconductive surface of the electronic trans-
ducer yields a chemically modified film on the sur-
face that alters its interfacial properties. Blocking
the electrode surface with bulky biomolecules upon
immunorecognition between antigens and antibodies
(Figure 7a), or formation of the charged interface
upon hybridization of negatively charged DNA mol-
ecules (Figure 7b), perturbs the double-charged layer
existing at the electrode–electrolyte interface result-
ing in the increase of its thickness, ddl, and in the
insulation of the electrode surface with respect to
redox labels added to the solution. This results in
the capacitance change and electron-transfer resist-
ance change at the interface, respectively, that could
be read out by impedance spectroscopy. Two main
approaches were used to increase these interfacial
changes in order to amplify the electronic signal
generated upon the biorecognition events: (1) second-
ary binding of bulky units (proteins, functionalized
liposomes, or nanoparticles) complementary to the
primarily biorecognition complex formed on the
interface (Figure 8a), and (2) labeling the biorecogni-
tion elements with biocatalytic entities which pro-
vide a cascade of reactions on the surface, for
example, resulting in the precipitation of an insolu-
ble material on the sensing surface (Figure 8b). Both
the amplifying processes are triggered by the primary
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recognition event and cannot proceed in the absence
of the antigen–antibody or DNA–complementary
DNA complex at the surface. Combination of high
specificity and sensitivity provided by the primary

biorecognition process and the secondary biocatalytic
amplification, respectively, with the electronic trans-
duction of the biochemical signal allows bioelectronic
immunosensing and DNA sensing.

Single-base DNA mismatches analysis, which is
important for the analysis of genetic disorders, could
exemplify the bioelectronic DNA sensing. The pro-
cess is exemplified by the identification of the DNA
mutant (6), in which the T-base in the normal gene
(6a) is substituted with the G-base (Figure 9). A
thiolated DNA primer (7) complementary to the
analyzed gene up to one base before the mutation
site is assembled as the sensing interface on an Au
electrode. The normal gene (6a), as well as the
mutant (6), associate with the sensing interface to
generate the double-stranded DNA configuration.
Reaction of the resulting interface with biotinylated-
deoxycytosine triphosphate (dCTP) base in the pres-
ence of a polymerase enzyme results in the coupling
of the biotinylated-tagged-base only to the layer
which includes the mutant site. Subsequent associ-
ation of the avidin-alkaline phosphatase (AlkPh)
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biocatalytic conjugate, which stimulates the oxi-
dative hydrolysis of 5-bromo-4-chloro-3-indoyl
phosphate (8) to the insoluble indigo product (9),
provides a route for the amplified transduction of the
existence of the mutation site in (6a). Faradaic im-
pedance spectroscopy was used as an electronic
means to transduce the biochemical signal.

Another approach to the bioelectronic sensing of
the recognition events uses incorporation of redox
active species into the bioaffinity complex generated
on a conductive transducer surface. Redox molecules,

which are able to exchange electrons with the
electrode support, are used as labels upon hybridiza-
tion of complementary DNA molecules (Figure 10a),
or upon biocatalytic replication of a long DNA
sequence (Figure 10b). For example, the amplified
amperometric transduction of DNA sensing with a
bioelectronic system was demonstrated by the gene-
ration of a redox active DNA strand complementary
to the analyzed DNA, which activates a secondary
bioelectrocatalytic process (Figure 10b). The complex
generated between the 7249-base M13 phage viral
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DNA (10) and a 27-base primer (11) associated with
an Au electrode was replicated in the presence of a
polymerase enzyme and a mixture of nucleotides that
includes ferrocene-modified deoxyuridine tripho-
sphate (dUTP) (12). The resulting ferrocene-labeled
DNA replica was then coupled to GOx and, upon
electrochemical oxidation of the ferrocene units, the
GOx-biocatalyzed oxidation of glucose was acti-
vated. Because the enzyme exhibits a high turnover
rate, the electrical output from this process represents
an amplified electrical signal of the primary recognit-
ion event between the M13 phage viral DNA and the
sensing nucleic acid associated with the electrode.

Metal nanoparticle labels linked to the bioreco-
gnition components (e.g., DNA molecules) were
electrochemically oxidized, thus generating the elec-
tronic signal reporting on the formation of a bioaf-
finity complex on the sensing interface. Catalytic
features of metal nanoparticles that enable the elect-
roless deposition of metals on the nanoparticle clus-
ters allow the enlargement of the particles, thus
providing further amplification of the read-out signal.

Switchable and Tunable Bioelectronic
Systems

Bioelectrocatalytic and biorecognition assemblies on
electronic transducer interfaces that can be internally
‘‘tuned’’ or turned on and off during their operation
are highly desirable. The use of such interfaces could
allow the construction of variable output biofuel
cells or variable range biosensors. Various physical
input signals such as light, magnetic field, or electri-
cal potential applied on the bioelectronic interfaces
have been used to switch and tune bioelectronic
transduction of the generated chemical signals.

For instance, photoswitchable biomaterials open a
route to optobioelectronic systems. Photoisomeriz-
able molecules undergo reversible structural changes
when exposed to specific energies of light. Their two
states often differ considerably, for instance, in their
charge, polarization, or shape. If an enzyme molecule
is functionalized with photoisomerizable groups,
then the local environment of that enzyme will
depend on the state of those groups. As the confor-
mation of the enzyme is very sensitive to its
environment, the shape and therefore the activity
of the enzyme may be controlled by photonic input.
To optimize the photoswitchable bioelectrocatalytic
features of redox enzymes, the site-specific function-
alization or mutation of the active-site microenv-
ironment is essential. This has been accomplished,
for example, by the reconstitution of GOx with a
photoisomerizable FAD-cofactor. Nitrospiropyran

carboxylic acid was covalently coupled to N6-(2-
aminoethyl)-FAD to yield a photoisomerizable nit-
rospiropyran-FAD cofactor (13). The native FAD
cofactor was extracted from GOx and the modified
FAD cofactor (13) was reconstituted into the apo-
glucose oxidase (apo-GOx) (Figure 11a). This recon-
stituted enzyme includes a photoisomerizable unit
directly attached to the redox center of the enzyme,
and hence the enzyme is predisposed for optimized
photoswitchable bioelectrocatalytic properties. The
photoisomerizable enzyme was assembled on an Au-
electrode as outlined in Figure 11b. The bioelectro-
catalytic interface was reversibly switched ‘‘off’’ and
‘‘on’’ by light signals resulting in photoisomerization
of the molecular unit bound to the FAD cofactor
between spiropyran (13) and merocyanine (14) iso-
meric states, respectively. The electron transport be-
tween the photoisomerizable enzyme cofactor and
the electrode surface was achieved with the use of a
diffusional electron-transfer mediator (e.g., ferrocene
monocarboxylic acid (15)).

The distance between surface-confined redox pro-
teins and the bioelectronic transducer surface could
be controlled by an applied electrical potential. Bi-
asing the electrode surface at potentials more positive
than a zero-charge potential results in the positive
charging of the surface, thus repelling positively
charged protein molecules (e.g., cytochrome c). The
longer distance, which is allowed by a long flexi-
ble molecular spacer, results in a slow kinetics of
the electron transfer between the electrode and the
protein redox active center. Opposite biasing yield-
ing a negative electrode surface results in a short
distance upon electrostatic attraction of the posi-
tively charged protein, thus providing a short elec-
tron-transfer distance and the fast electron exchange
(Figure 12).

The magnetic control of bioelectrocatalysis is a
novel concept of bioelectronics. Figure 13 outlines
the method to control by an external magnetic field
the bioelectrocatalytic oxidative functions of a redox
enzyme, for example, GOx. Magnetic particles (e.g.,
Fe3O4) functionalized with a relay unit, R (e.g., a
ferrocene unit), are used to electrically contact the
redox enzyme (e.g., GOx) and the electrode. Posi-
tioning of a magnet below the electrode attracts
the functionalized-magnetic particles to the elec-
trode. This enables the oxidation of the relay unit by
the conductive support, and subsequently activates
the bioelectrocatalyzed oxidation of the substrate
(e.g., glucose) by the oxidized relay associated with
the magnetic particles. Transfer of the external
magnet to an upper position lifts the functionalized-
magnetic particles upward, and removes them from
the electrode support. This prevents the oxidation of
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the relay units and the bioelectrocatalyzed oxidation
of the substrate is switched off. By alternate position-
ing of the external magnet below and above the elec-
trode surface, the bioelectrocatalyzed oxidation of the
substrate is reversibly switched between ‘‘on’’ and
‘‘off’’ states, respectively. The magnetic control of a
bioelectrocatalytic reduction process can be similarly
controlled by the use of relay-functionalized magnetic
particles that are reduced at the electrode support.

An important advance in the magnetic control of
electrocatalytic and bioelectrocatalytic transformations

was accomplished by magnetic attraction of the
magnetic particles to the electrode support fol-
lowed by the rotation of the magnetic particles on
the electrode by means of an external rotating
magnet. The rotation of the redox-functionalized
magnetic particles turns them into circularly rotating
microelectrodes. As a result, the redox-activated
bioelectrocatalytic process mediated by the function-
al particles is controlled by convection rather than
diffusion of the substrate to the microelectrodes.
Accordingly, enhanced amperometric responses of
the particle-mediated bioelectrocatalytic processes
are anticipated, and the resulting currents should be
controlled by the rotation speed of the particles.
Figure 14 depicts the amplified amperometric anal-
ysis of glucose by the rotation of ferrocene (16)-
functionalized magnetic particles on the electrode
support. The rotating magnetic particles are func-
tionalized with an electron-transfer mediator, and
the interaction with GOx and glucose is convec-
tion controlled. The bioelectrocatalysis in the pres-
ence of rotating magnetic particles can be used to
enhance biosensing events and to yield the amplified
electronic signal.
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Biomaterial-Based Nanocircuitry for
Bioelectronic Systems

The miniaturization of objects by lithographic meth-
ods reaches its theoretical limits. It is generally

accepted that different miniaturization methods need
to be developed in order to overcome this barrier.
While the lithographic methods use ‘‘top’’ to ‘‘down’’
miniaturization of patterns, the alternative approach
of the ‘‘bottom-up’’ construction of objects has been
suggested as a means to overcome the lithographic
limitations. That is, the construction of objects on
molecular or supramolecular templates could gene-
rate nanometer-size features. Nanowires are consider-
ed as building blocks for self-assembling logic and
memory circuits in future bionanoelectronic devices.

Different biomaterials, for example, proteins and
nucleic acids, may act as important building blocks
for functional bionanocircuitry, and eventually may
provide bionano-elements for the construction of
nanodevices. Biological templates have been used to
direct the nucleation, deposition, and assembly of
inorganic micro- and nanostructures. Among the
different biomaterials, DNA is of specific interest as
a template for the construction of nanocircuitries.
Several arguments support the use of DNA as a
future building block of nanostructures: (1) Nucleic
acids of pre-designed lengths, base-orderings, and
shapes can be synthesized, and complex structures
generated by self-assembly methods. (2) Nature
provides us with an arsenal of biocatalysts that can
manipulate DNA. These enzymes may be considered
as tools for shaping the desired DNA and eventually
for the generation of nanocircuitry. For example,
ligase ligates nucleic acid, endonucleases affect the
specific scission of nucleic acids, telomerase elon-
gates single-stranded nucleic acids by telomer units,
and polymerase replicates DNA. These biocatalysts
represent ‘‘cut’’ and ‘‘paste’’ tools for the formation
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of DNA templates and by the application of the
replication biocatalyst, the design of future ‘‘facto-
ries’’ of nanowires may be envisaged. (3) The inter-
calation of molecular components into DNA and the
binding of cationic species, for example, metal ions
to the phosphate units of nucleic acids allows the
assembly of chemically active functional complexes.

(4) Different proteins bind specifically to certain nu-
cleic acid sequences. This allows the addressable as-
sembly of complex DNA–protein structures. Such
protein–DNA complexes may either act as address-
able domains other than the DNA for the selective
deposition of metals, or alternatively, may act as
temporary shielding domains that protect the DNA
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from metal deposition. Such insulated domains may
then be used for the deposition of other metals or
semiconductors, thus enabling the fabrication of
patterned complex structures.

With the vision that DNA may act as a template
for the generation of nanocircuitry, attempts were
made to explore the possibility of organizing DNA-
crosslinked semiconductor nanoparticles and DNA-
based metal nanoparticle nanowires on surfaces.
Since nanoparticles are loaded on the DNA template
with gaps between them, the conductivity of metallic
nanoparticle aggregates on a DNA template can be
enhanced upon the chemical deposition of another
metal (e.g., Ag deposition on Au aggregates) filling
the gaps and forming a continuous conductive nano-
wire. The binding of the primary metallic clusters to
the template DNA for the subsequent catalytic dep-
osition of wires on the DNA frame may be accom-
plished by several means: (1) The reduction of metal
ions linked to the phosphate groups to metallic
seeds linked to the DNA. (2) The use of metal or
semiconductor nanoparticles functionalized with
intercalator units. Intercalation of the molecular
components into double-stranded DNA leads to the
association of the nanoparticle to the DNA template.
(3) The synthesis of DNAwith functional tethers that
enable the covalent attachment of the metal or sem-
iconductor nanoparticles to the DNA. (4) The syn-
thesis of single-stranded DNA that includes constant
repeat units (e.g., telomers) and the hybridization of
metal or semiconductor nanoparticles functionalized
with short nucleic acids, that are complementary to
the single-stranded DNA repeat units.

Figure 15a exemplifies the method for assembling
the Au-nanoparticles on the DNA template using Au-
nanoparticles functionalized with an intercalator.
The amino-functionalized psoralen (17) is reacted
with the Au55-nanocluster (diameter 1.3 nm) that in-
cludes a single N-hydroxysuccinimide active ester
functionality (18), to yield the psoralen-functionali-
zed Au55-nanoparticle (19). As psoralen acts as a
specific intercalator for A–T base pairs, the func-
tionalized Au55-nanoparticles were reacted with the
pA/pT-ds-DNA (20). Subsequently, the assembly was
irradiated with UV light to induce the 2pþ 2p cyclo-
addition reaction between the psoralen units and the
thymine base sites of DNA. This latter process fixes
covalently the Au55-nanoparticles to the DNA ma-
trix. Figure 15b depicts the AFM image of the re-
sulting nanoparticle wire. A B600–700 nm long
nanoparticle wire is formed. Its width corresponds
to B3.5–8 nm and it is controlled by the width of the
DNA template. The height of the wire is B3–4 nm,
consistent with the fact that the Au-nanoparticles
intercalate into the DNA on opposite sides of the

double-stranded DNA template. The continuous ap-
pearance of the Au-nanoparticle wire is due to the
dimensions of the scanning AFM-tip, and in reality,
most of the particles are not in intimate contact
one with another. The possibility to arrange the
Au-nanoparticles on the DNA template allows fur-
ther catalytic enlargement of the particles by an elect-
roless deposition process (e.g., reaction of AuCl4

– with
NH2OH) to yield continuous conductive nanowires.

Practical applications of the nanowires require
their electrical contacting with macro- or microelec-
trodes. Toward this goal, a single nanowire produced
on a DNA template bridging two microsize electrodes
was constructed. Two microelectrodes facing each
other (12–16mm separation) were functionalized
with 12-base oligonucleotides that were then bridged
with a 16mm long l-DNA (Figure 16). The resulting
phosphate units of the DNA bridge were loaded with
Agþ ions by ion exchange, which were then reduced
to Ag metal by hydroquinone. The small Ag
aggregates produced along the DNA backbone were
then used as catalysts for further reductive deposition
of silver, eventually leading to the formation of an Ag
nanowire. This micrometer-sized element had a typ-
ical width of 100nm and a granular morphology (as
determined by AFM).

The use of biomaterials as templates for the gene-
ration of nanostructures and nanocircuitry in the
presence of nanoparticles is in an early phase of
development. The viability of the concept has been
proven, and nanowires of controlled shapes and elec-
tronic functions have been generated by the incorpo-
ration of nanoparticles on template biomaterials. The
biggest challenges are ahead however, and exciting
systems are envisaged for the future. Besides the int-
eresting nano-architectures that may be generated,
fundamental problems, such as probing charge trans-
port phenomena in such nanoparticle-biomaterial

12−16 µm
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silver wire
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OH−

(ii) Ag+

hydroquinone
H+

Ag+

Ag+ Ag+ Ag+
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Figure 16 The construction of a wire bridging two microelec-

trodes by the deposition of nanoparticles on a bridging DNA

strand, followed by silver deposition.
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systems, may be highlighted. Nonetheless, the organ-
ization of nanoparticle architectures on biomaterial
templates involves relatively simple motifs that do
not make full use of the biomaterial’s catalytic func-
tions. The replication of nanoparticle-labeled DNA,
and specifically the tailoring of polymerase chain
reaction (PCR) for the formation of nanoparticle
wires, represents a novel approach to design biolo-
gical machines for the synthesis of nanoparticle wires
and circuitry.

Conclusions

Three facets of bioelectronics – biomaterial-based
electronic sensors, biofuel cells, and biomaterial-
based electronic circuitry – continue to progress rap-
idly in research, and some of its applications have
been developed commercially. Other topics, such as
hybrid systems of neural network and electronic
elements, biomaterial-based computers, and bioma-
terial-based micromachinery devices represent other
opportunities in bioelectronics that show promise
for future applications. Despite this outlook, how-
ever, challenges in bioelectronics remain, including
the development of implantable fuel cells, biomate-
rial-based micromachines (e.g., prosthetic units), and
the fabrication of functional electronic circuitry.
Recent advances in nanotechnology, the availability
of quantum-size nanoparticles and nanotubes of
unique electronic and catalytic properties, and
nanoscopic tools for manipulating surfaces could
open nanobioelectronics as a new research field. The
electronic detection of biorecognition events of single
molecules, the optical or electronic read-out of
biological processes by functional nanoparticles, the
high-throughput analysis of numerous genes or pro-
tein functions on dense sensing arrays, the construc-
tion of biomaterial-based electronic devices of
nanodimensions, and the tailoring of ultrasmall
self-powered devices for the controlled release of
therapeutic drugs may be possible as well.
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Polymers

Polymers are materials composed of molecules linked
to one another in a linear or branched manner as
multiple repeat units. Applications of biomedical
polymer structures include: sutures, maxillofacial
implants, dental constructs, joint replacements, card-
iovascular devices, artificially engineered tissues, and
drug-delivery and gene-transvection systems.

In order to understand biomedical polymer struc-
tures, one should have some knowledge of the phys-
ical properties that are essential for their function in
a biological system. To accomplish specific biorelat-
ed tasks, the materials used must meet many physical
and biological requirements. These include biocom-
patible and nontoxic, degradable or nondegradable,
water soluble or insoluble, hard or soft, rigid or
flexible, hydrophobic or hydrophilic, and bioactive
or bioinactive materials. To help with the reading of
this article some concepts such as biocompatibility,
characterization, biodegradation, and applications
such as biological scaffolds, hydrogels, polymeric
drugs, and drug-delivery systems are addressed.

Biocompatibility

Biocompatibility refers to the ability of a material to
perform with an appropriate host response in a spe-
cific application and incorporates blood and tissue
compatibility. When a material is characterized for a
bioapplication, mechanical properties, such as
stress–strain relationships, surface properties, such
as wettability, in addition to chemical and biological
properties, are thoroughly evaluated.

Biodegradation

Biodegradation is the chemical breakdown of mate-
rials by the action of living organisms leading to
changes in physical properties. There are other def-
initions of polymer degradation; however, they all
involve a chemical breakdown in an aqueous
environment caused by hydrolysis (reactions with
water) and/or enzymes. Biodegradable polymers were
first used surgically as sutures, staples, implants, and
temporary devices. With current developments being
made in drug-delivery systems, tissue engineering,
and scaffolds for regenerative organs, there is a
growing need for new biodegradable materials. The
majority of the products presently in use are com-
posed of poly(lactic acid), poly(glycolic acid), poly
(e-caprolactone), their copolymers and composites.
In addition to these polymers, several other impor-
tant degradable polymer systems are available and
many more are currently being developed (Figure 1).

Biological Scaffold

Biological scaffold is an artificial support system to
replace, temporarily or permanently, a biological
structure. Sutures, bone-fixation devices (bone nails,
screws, or plates), and vascular grafts are early ex-
amples of such support devices. The degradable scaf-
fold implant provides temporary mechanical support
until the natural tissue has developed and regained its
strength. As the tissue assumes integrity, the scaffold
material should concomitantly slowly degrade.

Adjusting the rate of degradation to the regenera-
tion process of the surrounding tissue presents one of
the major challenges in the design of a temporary
scaffold. For temporary scaffolding to function ef-
fectively, a gradual stress transfer should occur. As
the natural tissue develops, the degradable implant
should gradually weaken so that regenerated tissue
can resume its function. For example, when a bone is
shattered, usually a metal pin is inserted or a metal

Dose Dose Dose Dose
Time Time

Dosage Dosage

Maximum desired level

Minimum effective dose

Figure 1 Ordinary drug delivery (left) and delivery using degradable polymer systems (right).
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plate fixed to the bone in order to stabilize the injury.
These supply support and alignment during the heal-
ing process. However, the pin or the plate must
be surgically removed after ossification is complete.
While these supports are in place, the bone to be
mended has been stress free. After the pin or plate is
removed, the regenerated bone is too weak to sup-
port normal activity until the bone regenerates suf-
ficiently to assume the normal stress loads. The
major advantage of biodegradable supports is that as
the osteocytes proliferate, the polymer degrades and
is absorbed while stress is gradually transferred from
the scaffold to the bone. Consequently, the bone ad-
justs to the increasing stress as it mends. This signi-
ficantly reduces rehabilitation time and eliminates a
second surgical process to remove the support.

Tissue Engineering

Tissue engineering is a new frontier in bioscaffolding
and is defined as ‘‘the application of engineering
principles to create devices for the restoration, mod-
ification, and assembly of functional tissues from
native or synthetic sources.’’ The goal is to regenerate
tissue, bone, or organs that have been disabled or
weakened by disease or injury. The tissue scaffold
has to be nontoxic and biodegradable as well as
possess the right three-dimensional structure to sup-
port cell differentiation. The mechanical properties
of the scaffold and the surrounding environment
have to be in harmony during the process. To en-
hance cell proliferation, slow release of supportive
bioactive recipients, such as specific enzymes, can be
included in the scaffold which are then released as
the scaffold degrades.

Polymeric Drugs and Drug-Delivery Systems

These systems constitute an important technology
that has been developing over the last 30 years. Cur-
rently, polymeric drug delivery is a 35 billion dollar
market and will continue to grow 5% per year for
the next ten years. Many drugs are rapidly cleared
from the circulatory system through the kidneys or
taken up by the liver or spleen and, therefore, exhibit
very little efficacy. Other difficulties that are associ-
ated with drug assimilation are due to low solubility,
random distribution, and toxicity. Polymers are very
versatile and, therefore, offer novel approaches so
that systems can be tailored for an intended appli-
cation and long-term delivery times (days, weeks,
months, and even years). Polymeric drug-delivery
systems are prepared in a variety of sizes and shapes,
such as films, fibers, disks, slabs, pellets, rods, and
monolithic forms. The development of new polymer
methodology is critically important as new drug

therapies, such as peptide, protein, and DNA type
drugs, are being developed (Figure 1).

Polymeric drugs are drugs that are physiologically
active polymers. In nature, these are proteins (en-
zymes) and polysaccharides (heparin). However, oth-
er than synthetic mimetics, there are few man-made
polymers that are biologically active. Among these
are the polyanionic and polycationic polyelectro-
lytes. Polyanions stimulate the immune system and
have shown anticancer and antiviral activity (HIV
and hoof and mouth disease). Polycations have an-
timicrobial activity and are currently being investi-
gated as gene-delivery adjuvants.

Active agents can be attached to a polymer back-
bone and are known as drug-conjugates. Polymer–
drug conjugates enhance circulation time (due to
increased size) as well as increase solubility which
enables transport in the circulatory system. However,
conjugation usually inactivates the drug. Therefore,
polymeric prodrugs were developed. Prodrugs are
conjugate systems that have a drug attached to a
polymer by a degradable linkage so that the drug
can be released by hydrolysis or enzyme activity.
Furthermore, polymer conjugate systems can be
modified with solubilizing and targeting groups. This
system has been successfully used for delivering
anticancer drugs, such as daunarubacin.

Implantable drug-delivery systems involve incor-
porating drugs into a biodegradable polymer matrix.
Using this technology, desirable dosages can be
released over a prolonged period of time at an inter-
mittent or constant rate. This achieves effective
therapies and prevents under- or overdosing the pa-
tient. Biodegradable polymers that are most com-
monly used are poly(glycolic acids), poly(lactic
acids), polyurethanes, and poly(ortho esters) with
commercial names such as Decapeptyls, Lupron
Depots, and Sandostatin LARs. Degradation may
occur through bulk hydrolysis in which the polymer
degrades in a fairly uniform manner throughout the
matrix. For some degradable polymers, mostly poly-
anhydrides and poly(ortho esters), degradation and
erosion occurs only at the surface of the polymer
which provides a release rate that is proportional to
the surface area of the drug-delivery system.

With advancements in pharmaceutical sciences, it
has been recognized that constant release is not nec-
essarily the optimum method for delivering drugs. As
a result, externally modulated or self-regulating
drug-delivery systems, using biomedical polymer
structures, are being engineered to respond to
environmental stimuli, pH, temperature, or pressure.
The glucose-sensitive insulin-release system is an
example of this application; in this device, high
glucose concentrations induce matrix disintegration
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with polymer dissociation from the surface, leading
to the release of insulin.

Hydrogels

Hydrogels are water-insoluble, three-dimensional
networks formed by cross-linking a hydrophilic pol-
ymer. These networks absorb large quantities of wa-
ter to form a gel. Natural hydrogels, such as acacia,
agar, carrageen, and alginates, have been known for
centuries and are used in food and personal products.

Research to develop synthetic hydrogels started in
the 1970s and dramatically increased in the 1990s
due to the recognition of the many potential appli-
cations that these constructs could have in medicine,
agriculture, and industry. This work has led to the
synthesis of many new hydrogels and a better un-
derstanding of the physicochemical properties in-
volved. When a hydrogel is in the swollen state, the
three-dimensional compartment holding the solvent
is called a cell or pore. As the gel dries, it becomes
concomitantly smaller in size and finally collapses to
the solid state called a sol (thus the term sol–gel). The
overall chemical structure remains the same during
these processes. The three-dimensional cell structure
is achieved through cross-linking linear polymer
chains either chemically (by covalent bonding) or
physically (by hydrogen bonding, ionic, or hydro-
phobic interactions). Since noncovalent bonds are
reversible, physical gels have sol–gel reversibility.
The extent of swellability depends on the hydrophilic
nature of the polymer and the cross-linking density.
Smaller cells (higher cross-link density) provide more
stable hydrogels and appear to be more solid-like.
Methods for preparing hydrogels include irradiative
cross-linking using electron beams, gamma rays,
X-rays, or UV light, and chemical reactions using
di- or multifunctional cross-linking agents (Figure 2).

Most hydrogels have good mechanical stability,
good refractive index, and oxygen permeability. Con-
sequently, one of the early biomedical applications
of hydrogels was for soft contact lenses. The most
widely used hydrogel for bioapplications is cross-
linked poly(hydroxyethyl methacrylate) (PHEMA).

This structure provides a water content similar to
that of living tissue and was one of the first materials
used for soft contact lenses. This hydrogel is inert to
biodegradation, permeable to metabolites, not ab-
sorbed by the body, endures heat sterilization, and
can be fabricated into different shapes and forms.
However, problems with protein deposits are still an
issue. Hydrogels are now used for artificial tendons
and muscles, wound-healing bioadhesives, artificial
kidney membranes, artificial skin, and maxillofacial
reconstruction materials.

Hydrogels have also been made with poly(N-vinyl-
2-pyrrolidone), poly(methacrylic acid), and poly
(methyl methacrylate-co-maleic anhydride), which
are used in similar biomedical applications. For
example, polyacrylamides are synthetic long-chain
polymers designed to attract positively or negatively
charged materials and are widely used in gel elect-
rophoresis. In gel extraction processes, an acid is
added to shrink the hydrogel, and conversely, a base
is added to swell it (Figure 3).

Biodegradable hydrogels have emerged as an im-
portant class of biomaterials for controlled drug
delivery. The release rate of an excipient is deter-
mined by drug and polymer properties, such as the
swellability, degradability, porosity, permeability,
and hydrophilicity of the hydrogels.

Smart (or intelligent) polymer-structured hydrogels
are being developed for several biomedical applica-
tions. A unique aspect about these hydrogels is that
their swelling ratio (swollen volume divided by dried
volume) can be engineered to change abruptly with a
slight external aberration. Hydrogel materials can un-
dergo continuous or discontinuous changes in swell-
ing in response to environmental stimuli, such as
changes in pH, temperature, ionic strength, pressure,
and light. These stimuli–response properties are
advantageous in many potential bioapplications. For
example, timed control release of insulin has been ac-
hieved with ‘‘smart’’ pH-sensitive hydrogels. This phe-
nomenon is known as on-demand release of insulin in
response to increased levels of glucose. Thermosen-
sitive hydrogels, such as poly(N-isopropylacrylamide)
and poly(N-vinyl caprolactam), have also been engin-
eered for controlled drug delivery, where hydrophobic
interactions respond to small changes in temperature

Figure 2 Network of cross-linking polymer chains in hydrogels

(left) that swell after water absorption (right).

CH2

H2N

CH

C

O H2N

CHCH2 CH2

C

O
n

H2N

CH

C

O

Figure 3 Polyacrylamide.

Biological Structures 101



that can vary drug release rates. ‘‘Smart’’ hydrogels are
being used extensively for robotics where responses to
numerous and different stimuli are important features.
Reversible contraction and expansion are essential in
the development of advanced robotics with electrical-
ly driven muscle-like actuators. The transformation of
electrochemical stimuli into mechanical work is being
used for such artificial muscle responses.

Hybrid hydrogel systems are composed of at least
two distinct classes of macromolecules. These are of
particular interest because it is possible to combine
and superimpose the component macromolecule
properties into the hydrogels. Theoretically, it is pos-
sible to manipulate the DNA sequence and generate
unlimited varieties of protein products with optimum
structures and properties. For example, hybrid hy-
drogels have been prepared, using synthetic polymers
and biological macromolecules, as engineered pro-
teins and DNA-based biomaterials.

Microporous and macroporous hydrogels are
being made with pore sizes in the 10–100 nm and
100 nm–10 mm range, respectively. These hydrogels
are designed to swell within minutes regardless of the
size of the matrix. In these cases, the pore size is an
important property of a hydrogel. Now superporous
hydrogels, a new type of hydrogel, with supersize
pores are being developed. These pore sizes are larger
than 100mm and can reach millimeter range. Their
fast swelling kinetics, in addition to super-absorbent
properties, allow these superporous hydrogels to be
used in special biomedical applications, such as long-
term oral drug delivery, due to their ability to achieve
high gastric retention times. Superporous hydrogels
and their composites are also being engineered for
artificial pancreas, cornea, skin, and joint cartilage.
They are being used as cell growth substrates in
tissue engineering scaffolding, burn dressings, soft
tissue substitutes, and as surgical pads to control
bleeding.

Hyaluronic Acid

Hyaluronic acid (HA, Hyaluronans) is a naturally
occurring, biocompatible, and biodegradable linear
polysaccharide. It is composed of unbranched repea-
ting disaccharide units of glucuronic acid and N-
acetyl glucosamine linked by b-(1-3) and b-(1-4)
glycosidic bonds. HA is present in all soft tissues of
higher organisms but is in very high concentration in
the synovial fluid and vitreous humor of the eye. It can
be extracted from various sources of animal tissues,
such as the umbilical cord, skin, and rooster combs.

Hyaluronic acid is used in many medical applica-
tions, such as promoting cell mobility and differen-
tiation in wound healing, viscosupplementation and

viscosurgery, ophthalmic surgery, and in cosmetic
applications. Despite its highly attractive rheological
properties, unmodified HA has a short residence time
and poor mechanical properties. However, HA can
be chemically modified to prolong degradation time
and improve mechanical stability in vivo. Recently, it
has been formed as a thin film that can be used for
tissue separation. HA-based films or sponges have
been made for implants loaded with therapeutic
agents for delayed release and prolonged activity.

Chitosan

Chitosan, poly(b-(1-4)-D-glucosamine), is a water-sol-
uble product obtained by N-deacetylation of chitin
(Figure 4). Chitin is a naturally occurring polysaccha-
ride and second to polysaccharides as the most
abundant natural polymer. It is mainly isolated
from crustaceans, such as crab and shrimp, but is
also found in fungi and the hard shells of insects.
The physical properties of chitosan are related to the
number and the distribution of N-acetyl groups. The
primary amino group at the 2-position forms quater-
nary groups in water that become soluble at pHo8.5.

Chitosan has superior biocompatible and biodeg-
radable properties and is used in biomedical appli-
cations such as wound dressings. It was first used
for burn bandages because it maintains good hydra-
tion, allows toxins and metabolites to be transported
away from the injury, and promotes healing. In
wound healing, chitosan facilitates the formation
of granulation tissue with angiogenesis. It induces
fibroblasts to release interleukin-8, which is involved
in the migration and proliferation of fibroblasts and
vascular endothelial cells. However, chitosan’s sur-
face-induced clot-forming potential has limited its
application in blood contact situations. Although
chitosan itself has a hemostatic function, its deriva-
tives, such as, N-hexanoyl and N-octanoyl chitosan,
have antithrombogenic activity. The antimicrobial
and wound-healing properties along with an excel-
lent film capability make chitosan suitable for ocular
lens bandages.

Although water soluble, chitosan can be formed in
different shapes such as nanoparticles, microspheres,
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102 Biological Structures



membranes, sponges, rods, beads, and solutions.
Consequently, the porous spongy chitosan matrices
are excellent biomaterials for tissue engineering,
especially artificial skin. When replacing skin, it is
important that the substitute material completely
adheres, wets, and conforms to the wound surface so
as to prevent small air pockets where bacteria can
proliferate. In addition, antibiotics and growth fac-
tors can be incorporated into the basic matrix.

The chitosan microspheres were found to be a very
favorable form for parenteral controlled drug-deliv-
ery systems requiring low-acting drug delivery to the
systemic circulation, as well as for active or passive
targeting to the treatment sites. Several types of
active reagents, such as DNA, Cyclosporine A, and
insulin, have been encapsulated in chitosan nanopar-
ticles. Chitosan membranes have good mechanical
properties and are being evaluated for transdermal
drug delivery.

With new biotechnology techniques, peptide ana-
logs that are resistant to enzyme degradation have
been prepared for oral drug delivery. However, their
hydrophilicity and molecular size present prob-
lems with respect to absorption through tight junc-
tions of the intestinal epithelium. Due to chitosan’s
mucoadhesive characteristics, it has the ability to
partially open tight junctions and enhance the pene-
tration of macromolecules across membranes, such
as the intestinal barrier. Consequently, chitosan and
its derivatives have been found to be very effective
for oral peptide delivery systems.

Currently, chitosans are being investigated as
nonviral gene-delivery vectors. However, when load-
ed with DNA at physiological and alkaline pH, they
are insoluble. This originally presented a problem,
but trimethyl quaternization has increased the solu-
ble range of this system.

Polyhydroxyalkanoates

Polyhydroxyalkanoates (PHA)s are natural polyesters
that are produced and stored by a wide variety of
microorganisms. Pseudomonades are the most com-
monly known microorganism that produces and uses
PHA as an intracellular energy reserve. When Pseu-
domonades are stressed under conditions of excess
carbon substrates and limited essential nutrients, PHA
is formed and stored as nodules that can be up to
90% of the organism’s dry weight. Polyhydroxybuty-
rates (PHB) and polyhydroxyvalerates (PHV) com-
prise the majority of the bacterial polyesters produced
in nature (Figure 5). These natural polyesters provide
an important source of highly pure 3-D-hydroxy-
butanoic acid and 3-D-hydroxypentanoic acid, res-
pectively. PHB has been developed as biocompatible

and biodegradable materials based on properties
such as low toxicity and degradation to 3-D-hydro-
xybutyric acid, which is a normal constituent in hu-
man blood. In addition, industries now have the
technology to melt-process PHB materials into a
variety of shapes and forms. These thermoplastic bio-
polymers can be produced as rigid brittle plastics,
flexible materials, or strong elastomeric fibers.

Pure PHB or PHVare highly crystalline and brittle;
however, their copolymers and composites provide
materials that have more desirable properties such as
enhanced rates of degradation and more flexibility.
Consequently, PHAs have been developed for med-
ical applications, such as sutures, artificial skin, drug
delivery, and paramedical disposables. Currently, po-
lyhydroxybutyrates are being investigated for bone-
implants and bone-related treatments. It has been
found that transected nerves heal and restore their
function after being wrapped in thin PHB films.

These unique natural polyesters have not yet
reached their full biomedical potential due to some
biocompatibility issues. For example, on contact with
blood, PHA induces platelet adhesion and subsequent
thrombi formation. However, new composites are
being developed, by combining PHB with poly(eth-
ylene glycol) to form ‘‘natural–synthetic hybrid’’
block copolymers, that exhibit enhanced blood-com-
patibility as well as inherent bone-compatibility.

Aliphatic Polyesters

Aliphatic polyesters are derived from naturally
occurring compounds, such as lactide (LA), glyco-
lide (GL), and e-caprolactone (CL). These represent
an important class of biocompatible and biodeg-
radable materials. Initially, the main application of
these materials was for reabsorbable sutures. L-lactic
and L-glycolic acids, commonly found in animal sys-
tems and in low concentrations, are nontoxic and
readily absorbed by the host. However, pure poly(L-
lactic acid) and pure poly(L-glycolic acid) are highly
crystalline; consequently, they do not have good ma-
terial properties, such as flexibility or degradability
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(Figure 6). On the other hand, PLLA and PLGA co-
polymers and composites (mixtures) are amorphous
and provide desirable properties such as tenacity,
flexibility, and facile degradability. In addition,
PLA/PGA copolymers can be ‘‘tailor-made’’ to meet
the requirements of specific applications. Currently,
these copolymers are being widely utilized as tem-
porary scaffolds for the regeneration of tissues and as
carriers to deliver bioactive molecules.

Poly(e-caprolactone) (PCL) has a low melting point,
high solubility, and an exceptional ability to form
blends. Biodegradable PCL staples for wound closure
are in clinical use in Europe. Studies have shown that
e-caprolactone and its copolymers are tissue-compat-
ible and nontoxic. Semicrystalline PCL has good drug
permeability and a very slow degradation rate. The
requirements for optimal controlled drug release or
mechanical properties for engineered tissue can be
achieved through copolymering PCL with other mon-
omers. When PCL is combined with amorphous PLA/
PGA copolymers that have poor drug permeability, a
much higher degradation rate is obtained.

These aliphatic polyester polymers usually degrade
by hydrolysis, and to a lesser extent, by enzymatic
processes in animal systems. Consequently, these
materials have rapidly gained recognition in the area
of tissue engineering. Here, cells and extracellular
matrix components can be implanted into the porous
scaffolds to make pseudo-anatomical shapes. Al-
though approved by FDA, specific applications, bio-
compatibility, sterilization, and storage issues need
further improvement.

Current developments involve applications for
bone, cartilage, and vessel engineering and for
mechanically dynamic sites. Recently, unique bio-
degradable copolymer nanofibrous scaffolds were
produced by electrospinning. The diameter of the
fibers was approximately 500 nm with an aligned
topography that mimics the orientation of cells and
fibrils found in a native artery. This process provides
an almost ideal tissue-engineering scaffold, especially
for blood vessel engineering due to the nanometer-
scale dimension that physically resembles the natural
material but has the advantage of biodegradability.

Poly(ortho-esters)

Poly(ortho-esters) are unique polymeric structures
that undergo degradation more rapidly than the al-
iphatic polyesters. In an aqueous environment, they
undergo surface erosion and are able to release drugs
at a constant rate. However, the degradation is not
uniform and the acid that is released catalyzes a lo-
calized breakdown and causes the formation of local
erosion forming large void areas. By varying the
acidity and the amounts of neutralizing excipients
incorporated into the polymer, the erosion rate can
be controlled. Delivery systems are being produced
for short-term applications such as oral 12–24 h ap-
plications, intermediate ophthalmic products lasting
1–7 days, and subdermal implants that last as long as
one year or more.

Polyanhydride

Polyanhydride polymers are synthesized by dehydra-
ting dicarboxylic acid functional monomers to form
corresponding polyanhydride linkages (Figure 7). The
anhydride groups in the polymer chain are very mois-
ture sensitive and on contact with water rapidly
hydrolyze to form carboxylic acid groups. Because
of the hydrolytic instability of this linkage, these ma-
terials were developed as sutures, drug carriers, bio-
absorbable prostheses, and vascular grafts. In general,
they show some degree of crystallinity and most are
soluble in common organic solvents. The decompo-
sition rate decreases as the aromatic content and hy-
drophobicity of the polymer backbone is increased.

Well-defined and predictable degradation rates de-
pend on the polymer composition and the size and
shape of the implant. A unique feature of polyanhy-
drides is their ability to undergo uniform surface
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erosion without additional additives to inhibit pitting
and cavity formation. This increases performance
predictability and decreases the presence of extrane-
ous substances; both properties are highly desir-
able in controlled-release drug delivery, which is the
most current application of this polymer system. Cur-
rent investigations are under way to use polyanhy-
drides for controlled delivery of osteogenic proteins
and insulin. Polyanhydrides and their degradation
products have been shown to be neither mutagenic
nor cytotoxic and were FDA approved in 1996 for
local delivery of chemotherapeutics to brain tumors.

Polyphosphazenes

Polyphosphazenes are unique polymers with an in-
organic backbone structure consisting of nitrogen–
phosphorous bonds (Figure 8). By changing the side
groups on the phosphorous, researchers can easily
modify the bulk and surface properties of polyp-
hosphazenes. The side groups can be amino, alkyl, aryl,
alkoxy, aryloxy, inorganic, or organometallic units.

If both side groups on the repeat unit are identi-
cal, the polyphosphazene is homogeneous; if they
are different, then the polyphosphazene is hetero-
geneous. Due to the facile modification of the poly-
phosphazene side chains, interesting new materials
have been generated in order to develop inert bio-
compatible materials for use in cardiovascular and
other biomedical devices as well as biological mem-
branes and coatings. Currently, these polymers are
being investigated as gene and drug-delivery systems.
Several bioactive agents, such as, steroids, local
anesthetics, catecholamines, and heparin, have been
attached to the polyphosphazene side groups are
being evaluated as a delivery system.

Nondegradable Polymers

Nondegradable polymers are materials that are not
degraded in a biological environment. These mate-
rials are used in devices that are implanted for per-
manent use, such as joint prostheses, maxillofacial
implants, and heart valves. Many of these materials
are made by polymerization of vinyl groups
(–CHQCH2). These polymer structures include
methyl methacrylate, polypropylene, and polyethyl-
ene and cyanoacrylates. Some are polyesters such as

Dacrons. Other polymer materials include poly-
urethanes, silicones, and poly(ethylene oxide).

Polycyanoacrylates

Polycyanoacrylates are better known as ‘‘super glues’’
as they adhere to many different materials, such as
metal, glass, wood, and tissue (Figure 9). Strong
bonds are formed at room temperature in an aqueous
environment without the need of adding a catalyst.
The monomers polymerize very rapidly in the pres-
ence of weak bases such as water (moisture) or amino
compounds. The higher alkyl cyanoacrylates, such as
n-butyl cyanoacrylate, are more hydrophobic and,
therefore, spread more rapidly on surfaces, polymer-
ize more rapidly and degrade slower than methyl
cyanoacrylate. In the body, these materials achieve
hemostasis rapidly and bond to wet tissues strongly.
Consequently, they are useful as bioadhesives.

However, due to adverse tissue response and pro-
duction of tumors in laboratory animals, cyanoacry-
lates have not been approved for routine clinical
applications. The current applications include sur-
face wound dressing in dental surgery and ophthal-
mic surgical adhesives where monomers are applied
directly to the tissue and almost instantaneously po-
lymerize with strong adherence to the tissue. They
are also being investigated as adhesives to stop blee-
ding of gastric varices – abnormally dilated and
lengthened vessels. As the cyanoacrylate is injected
into the varix, it forms a polymer plug that occludes
the aperture in the vessel, which is eventually ex-
pelled into the lumen of the stomach. Cyanoacrylates
have also been investigated as potential drug-delivery
matrices. However, they have a tendency to induce
significant inflammatory response at the implant site.

Polyurethanes

Polyurethanes are unique materials that offer the
elasticity of rubber combined with the toughness and
durability of metal (Figure 10). They are more com-
monly known as wood finishes that are more durable
than varnish. For medical use, they can be manufac-
tured as very strong and resilient products with good
flexible and electrometric properties. Applications
including artificial heart diaphragms, ventricular
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assist bladders, vascular grafts, mammary prostheses,
and pacemaker leads.

Copolymers of urethane with monomers, such
as esters, ethers, and ureas provide a wide range of
mechanical properties that are suitable for tissue
engineering and regenerative medicine. Polyurethanes
have exceptional elasticity and flexibility that are ex-
tremely important qualities for soft tissue engineering
and scaffolds. Porous, biodegradable, electrometric
polyurethane scaffolds combined with the patient’s
own bone marrow have successfully facilitated bone
regeneration. Studies show that polyurethane scaf-
folds induce crystalline calcium phosphate deposition
similar to that formed in bone structure. When used
in plastic and orthopedic reconstructive surgery,
tissue ingrowth occurs with low acute inflamma-
tion. However, after several months these implants
begin to show degradation. Poly(ether urethanes),
however, are resistant to hydrolysis and are much less
biodegradable.

Poly(methyl methacrylate)

Poly(methyl methacrylate) (PMMA) is an amor-
phous, transparent, and hydrophobic thermoplastic
polymer that is very hard and stiff but brittle and
notch-sensitive (Figure 11). PMMA, commonly
known as ‘‘safety glass,’’ is an ‘‘acrylate’’ with brand
names such as Plexiglas, Diakon, and Lucite. Based
on its strength, hardness, and adhesive qualities it is
used in dentures, dental crowns, and caps.

It has excellent light transmittance and good abra-
sion and UV resistance, but poor low temperature,
fatigue, and solvent resistance. It is, however, very
biocompatible and was the original material used for
hard contact lenses and intraocular lenses. Soft con-
tact lenses evolved by substituting a –CH2–CH2OH
group for the alkyl methyl ester group which was
engineered to form a hydrophilic hydrogel lens and
other biorelated products.

Methyl methacrylate (PMMA) is used extensively
as a medical adhesive. It is used as bone cement to
secure prostheses, such as hip replacements and dental
crowns. In orthopedic surgery, PMMA cement is in-
jected into the collapsed vertebra to reconstruct back
injuries. Although this procedure does not re-expend
the collapsed vertebra, it seems to alleviate pain
by reinforcing and stabilizing the fracture. PMMA
is used extensively in maxillofacial augmentation to

improve the skin contours and reduce depressions in
the skin due to scars, injury, or lines. When applied in
cosmetic surgery, PMMA is used as a suspension of
polymer beads in a vehicle, such as bovine collagen
(Artecolls), hyaluronic acid (MetaCrills), or other
biocolloidal suspension.

Silicone

Silicone materials consist of repeating units of
inorganic –SiO2– as the backbone structure, with
methyl or other functional groups as –Si– side groups
(Figure 12). These materials are biocompatible, very
stable, nontoxic, and insoluble in body fluids. For
medical applications, dimethylsiloxane is polymer-
ized to form a silicone gel. Cross-linking the dime-
thylsiloxane polymer chains leads to the formation of
silicone rubber-like elastomers.

High-viscosity silicone rubbers are used as tissue
expanders. The more common applications of this
material have been for maxillofacial, breast, chest,
and calf augmentation. They are currently being
evaluated for joint replacement and tendon recon-
struction. Although silicone is considered biological-
ly inert, it can elicit a mild foreign body reaction
followed by tissue encapsulation. The use of silicone
gels became controversial due to the concerns regar-
ding monomer migration and toxicity as well as (un-
proven) human adjuvant diseases. These
uncertainties lead to a limitation of the use of sili-
cone gel implants by the FDA in 1992. Currently,
silicone gel implants are being reevaluated and are
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available only under specific guidelines for breast
reconstruction.

Poly(ethylene oxide)

Poly(ethylene oxide) (PEO) is also known as po-
ly(ethylene glycol) or (PEG) and is one of the few
polymers that is approved by the FDA for clinical use
(Figure 13). PEG compounds are nontoxic and non-
immunogenic as well as soluble both in water and
polar solvents. In the pharmaceutical industry, the
use of many drugs has been prevented or limited due
to delivery and solubility problems. Getting a drug to
target is a difficult task and failure to do so can pro-
duce serious toxic effects. Currently, the attachment
of PEG to various drugs (also known as ‘‘PEGylat-
ion’’) is widely employed to enhance drug solubility
and efficacy. PEGylation technology consists of
linking PEG to a bioactive component. The result-
ing bioconjugate, when administered intravenously,
is stable in the blood with enhanced drug delivery.
The method of attachment may be with a permanent
or a biodegradable linkage depending on the specific
application. The solubility of the bioconjugate can be
tailored since it is dependent upon the lipophilicity of
the drug and the length of the PEG. Usually, the
molecular weight of the PEG molecules used is be-
tween 200 and 20 000, and their shape can be either
linear or branched. The in vivo half-life of PEG-
bioconjugates in plasma is prolonged due to the
larger molecular size of the PEG-conjugate, which
diminishes the rate of renal excretion and distribu-
tion in the tissues.

In addition, PEG-bioconjugates can decrease an-
tigenicity by masking the immune recognition of an-
tigenic sites. This is known as a ‘‘stealth’’ component
of the PEG-bioconjugates since they are not recogni-
zed by the immune system as a foreign material.
Consequently, PEGulated drugs have become very
important in the design of new pharmaceuticals due
to the fact that they enhance bioavailability by inc-
reasing drug solubility, as well as increasing residence
time in the body by increasing the size of the con-
jugate drug and so decreasing kidney elimination.

Pluronicss

Pluronicss represent an important class of biomed-
ical polymers (Figure 14). They are unique materials

composed of triblock PEO–PPO–PEO copolymers of
poly(ethylene oxide) (PEO) and poly(propylene ox-
ide) (PPO). The pluronic PEO block is hydrophilic
and water soluble while the PPO block is hydropho-
bic and water insoluble. In an aqueous environment,
these block copolymers self-assemble into micelles
with a hydrophobic PPO center core and a hydro-
philic PEO outer shell that interfaces with water.
Since these micelles are amphiphilic, they are able to
accommodate lipophilic molecules in the central hy-
drophobic core area. Consequently, pluronic micelles
are effectively used as drug carriers because their as-
semblies can act as passive drug containers. These
assemblies deliver drugs into subcellular compart-
ments by slowly releasing hydrophilic–hydrophobic
encapsulated excipients into physiological fluids.

Pluronic micelles have many advantageous prop-
erties that include a relatively low in vivo toxicity
and an appropriate size that restricts renal excretion.
They provide the opportunity to deliver drugs from
micelles in a spacial and temporal controlled manner
with enhanced intracellular uptake via fluid-phase
endocytosis rather than a passive diffusion. When
drugs are encapsulated as pluronic micelles, their in-
tracellular uptake by normal cells or drug-sensitive
tumor cells is usually substantially reduced. This
shielding effect is an advantage as it diminishes drug
interaction with healthy tissues. Site-specific release
of pluronic-encapsulated drugs can be activated un-
der the influence of ultrasound with an enhanced
penetration and retention effect that provides selec-
tive accumulation of the encapsulated drugs in solid
tumor cells. The latter factor is important for over-
coming drug resistance, which is a significant prob-
lem in cancer chemotherapy. In addition to
sensitizing tumor anticancer agents and maximizing
therapeutic outcomes, pluronic block copolymers
also effect gene expression at the transcript level.
The aggregation state of these micelle systems can
be controlled by choosing the appropriate pluronic
size and PPO/PEO block-length ratio. For example,
pluronic P-105, which is often used in biosystems,
has a molecular weight of 6500 and PEO/PPO repeat
unit blocks of 37 and 56, respectively.
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Summary

In summary, the application of biomedical polymer
structures has become one of the most interesting
and rapidly growing areas in polymer science with an
annual economic growth of 5%. Based on current
research results, conventional commodity polymers,
such as poly(methylmethacrylate), polystyrene, po-
lyethylene, and polypropylene, are being replaced
with novel, high-performance materials. The design
and synthesis of these exceptional polymer systems
are providing new and more effective ways to en-
hance biocompatibility along with unique and effi-
cacious bioapplications.

See also: Biomedical Materials; Polymer Structures.

PACS: 87.80.Rb; 81.05.Je; 87.64.Je
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The Need for Biomedical Materials

Improving healthcare and technology are increasing
life expectancy but as one ages the body parts cannot
maintain their function. Tissues such as bone and
cartilage are needed to support the aging body even
though the cells that produce them become less active
with age. The heart, kidneys, and liver have to
operate for much longer than ever before. This entry
discusses how biomedical materials and biophysics
techniques are being used in the development of
regenerative medicine procedures. The aim of reg-
enerative medicine is to regenerate diseased and
damaged tissue to its original state and function.

Bone Defects

Bone is a natural composite of collagen (polymer) and
bone mineral (ceramic). Collagen is a triple helix of
protein chains, a complex structure that has high ten-
sile and flexural strength and provides a framework
for the bone. Bone mineral is a crystalline calcium
phosphate ceramic (hydroxyapaptite (HA), Ca10
(PO4)6(OH)2) that provides stiffness and the high
compressive strength of the bone. The two most
important types of bone are cortical and cancellous
bone. Cortical bone is a dense structure with high
mechanical strength and is also known as compact
bone. Cancellous or trabecular bone is an internal
porous supporting structure present in the ends of long
bones such as the femur or within the confines of the
cortical bone in short bones. The trabecular bone is a
network of struts (trabeculae) enclosing large voids
(macropores) with 55–70% interconnected porosity.
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The mechanism for natural bone generation/
regeneration in the body is the secretion of extracel-
lular matrix by osteogenic cells (osteoblasts), which
have developed (differentiated) from stem cells. The
extracellular matrix is collagen type I, which miner-
alizes to form bone mineral, creating a composite of
orientated collagen fibrils and apatite. The bone is
remodeled in response to its local loading environm-
ent by the body. Osteoclasts are cells that resorb old
bone and bone that is not required (i.e., not under
any load), while osteoblasts lay down new bone.

Osteoporosis is a disease where bone resorption
occurs faster than new bone is produced, causing the
trabeculae to become thinner which leads to a re-
duction in total bone density and strength. The dis-
ease eventually leads to fracture of bones especially
in the hip, wrist, knee, and spine. At present, when
osteoporotic fracture occurs in knees and hips, joint
replacement is often required. Millions of orthopedic
prostheses made of bioinert materials have been im-
planted, an example of which is the Charnley total
hip replacement, which is heralded as one of the most
successful surgical inventions.

Long-term monitoring of 20000 Charnley joints
has revealed that it has a survivability of 76% after 25
years implantation, that is, 24% of hip operations
required revision surgery. Improved metal alloys, spe-
cial polymers, and medical-grade ceramics are the ba-
sis for this success, which has enhanced the quality of
life for millions of patients. Reasons for failure tend to
be aseptic loosening of the femoral stem, where bone
resorption occurred due to a mismatch in the Young’s
modulus of the bone and the metal stem. Many mod-
ifications and variations of the Charnley joint have
been developed over the years, including coating the
metal stem with a synthetic HA layer that can bond to
the bone mineral in the bone; however, survivability
studies are so far only medium term and have shown
similar results to that of the Charnley prosthesis.

A New Direction

All present day orthopedic implants lack three of the
most critical characteristics of living tissues: (1) the
ability to self-repair; (2) the ability to maintain a
blood supply; and (3) the ability to modify their
structure and properties in response to environmen-
tal factors such as mechanical load. All implants have
a limited lifespan and as life expectancy is continu-
ally increasing, it is proposed that a shift in emphasis
from ‘‘replacement’’ of tissues to ‘‘regeneration’’ of
tissues is required to satisfy this growing need for
very long-term orthopedic repair.

One way to restore diseased or damaged tissue to
its original state and function would be the successful

engineering of the replacement tissue in the labora-
tory. In a typical tissue engineering application, cells
would be harvested from the patient (i.e., osteogenic
cells in the case of bone) and seeded on a synthetic
scaffold that acts as a guide and stimulus for tissue
growth in three dimensions creating a tissue engin-
eering construct or living biocomposite. The bio-
composite would then be implanted back into the
patient. Over time, the synthetic scaffold should be
resorbed into the body as nontoxic degradation
products at the same rate that the cells produce their
own extracellular matrix.

In this article, the development of scaffold tech-
nology is discussed, focusing primarily on porous
glass scaffolds that bond to bone and the growth of
bone and cartilage in the laboratory on such scaf-
folds. The biophysics techniques that are now being
used to monitor cell behavior as the cells grow are
also discussed.

Biomedical Materials

Any material that is implanted into the body should
be biocompatible, that is, not cytotoxic (not toxic to
cells). There are three classes of noncytotoxic mate-
rials; bioinert, bioactive, and bioresorbable. No ma-
terial is completely inert on implantation, but the
only response to the implantation of bioinert mate-
rials is encapsulation of the implant by the fibrous
tissue. Examples of bioinert materials are medical-
grade alumina, stainless steels, and high-density po-
lyethylene that are used in the total hip replacements.

Resorbable materials are those that dissolve on
contact with body fluids and the dissolution products
can be secreted via the kidneys. The most common
biomedical resorbable materials are polymers that
degrade by chain scission such as polyglycolic (PGA)
and polylactic acids (PLLA) and their co-polymers,
which are commonly used as sutures.

Bioactive Materials

Bioactive materials stimulate a biological response
from the body such as bonding to tissue. Bone is a
natural composite of bone mineral (HA) and col-
lagen and other proteins. Therefore, synthetic HA
(with Ca/P¼ 1.667) and other calcium phosphate
ceramics, including coral, have gained much atten-
tion as a bone mineral substitute.

There are two classes of bioactive materials; class
B bioactive materials bond to hard tissue (bone) and
stimulate bone growth along the surface of the bio-
active material (osteoconduction). Examples of class
B bioactive materials are synthetic HA and tricalcium
phosphate ceramics. Synthetic HA has been used in
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several clinical applications such as a bone defect
filler and is used to coat the stainless steel or titanium
alloy shaft of the total hip prosthesis so that it bonds
to the thigh bone (femur). Tricalcium phosphate
(b-TCP, with Ca/P¼ 1.5) is an osteoconductive
material that is also resorbable in the body. b-TCP
is usually used in conjunction with synthetic HA to
improve the resorbability of HA in applications such
as the filling of bone defects left by cysts, sinus floor
augmentation, and bone cements.

Class A bioactive materials not only bond to bone
and are osteoconductive but they are also osteoprod-
uctive, that is, they stimulate the growth of new bone
on the material away from the bone/implant inter-
face and can bond to soft tissue such as gingival
(gum) and cartilage. Examples of class A bioactive
materials are bioactive glasses. A certain composition
of melt-derived bioactive glass (46.1% SiO2, 24.4%
Na2O, 26.9% CaO, and 2.6% P2O5, in mol), called
Bioglasss is used in the clinic as a treatment for per-
iodontal disease (Perioglass) and as a bone-filling
material (Novabones). Bioglasss implants have also
been used to replace damaged middle ear bones,
restoring hearing to thousands of patients.

The mechanism of bone bonding to bioactive ma-
terials is thought to be due to the formation of an HA
layer on the surface of the materials after immersion
in body fluid. This layer is similar to the apatite layer
in bone and therefore a strong bond can form. The
layer forms quickest on class A bioactive materials.
The mechanism of formation of the HA layer on bio-
active glasses is shown in Figure 1. Stage 1 involves
release of cations. Stage 2 is the break up of the silica-
based glass network. These two stages are dissolution
processes; therefore, these glasses are not only bio-
active but are also resorbable in the body. b-TCP
ceramics are also resorbable.

Figure 2 shows suggested mechanisms for osteo-
production, where new bone grows on bioactive
glasses away from the glass–host bone interface. The
sequence follows on from the events in Figure 1 but
concentrates on the effects of the glass on the cells
within the bone and bone marrow, however it does
not fully explain osteoproduction. Recent findings by
Professor Dame Julia Polak’s team at the Tissue
Engineering and Regenerative Medicine Centre at
Imperial College, London, have shown that the dis-
solution products of bioactive glasses up-regulate
seven families of genes that regulate osteogenesis and
the production of growth factors.

Composites

To overcome the low toughness of HA, a polyethyl-
ene–HA composite was developed by Professor Will-
iam Bonfield and colleagues at the University of
London. It is clinically available under the name
HAPEXTM and has been used as middle ear implants
and orbital floor replacements. The polymer provides
toughness strength and the HA increases the com-
pressive strength and provides bioactivity so that
implants are not encapsulated by scar tissues. The
composite is class B bioactive and is easily shaped
with a scalpel by the surgeon and so is now routinely
used to replace the bones of the middle ear.

Scaffolds for Bone Repair

The Criteria for an Ideal Scaffold

To be able to regenerate the trabecular bone, a con-
struct is required that will mimic the structure and
mechanical properties of the trabecular bone and
stimulate new bone growth in the shape dictated by
the scaffold. Therefore, the scaffold should have a

Formation of Si−OH (silanol) bonds via cation (Na+ or Ca2+) exchange with
H+

 or H3O+ ions from solution;

Break-up of the silica network (Si−O−Si bonds) and the continued
formation of Si−OH bonds (silanols) at the glass−solution interface;

Condensation and repolymerization of a SiO2- rich layer on the surface,
depleted in alkalis and alkali-earth cations;

Migration of Ca2+
 and PO4

3−
 groups to the surface and from solution 

forming a CaO−P2O5-rich film on top of the SiO2-rich layer;

Crystallization of the amorphous film by incorporation of OH− and CO3
2−

anions from solution to form a mixed hydroxyl carbonate apatite (HCA) layer.2 h

1.

2.

3.

4.

5.

Time

Figure 1 Mechanism of formation of the HCA layer on the surface of bioactive glasses in solution.
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structure that acts as a template for tissue growth in
three dimensions. The template must be an intercon-
nected macroporous network containing pores with
diameters in excess of 100mm to promote cell migra-
tion, tissue ingrowth and vascularization, and nutri-
ent delivery to the center of the regenerating tissue on
implantation. The scaffold material should be able to
bond to the host bone without the formation of scar
tissue, that is, it should be made from an osteocon-
ductive material. If the bone is to be restored to its
original state, the scaffold should be resorbable so
that eventually there is no trace of the scaffold’s
presence. The degradation rate of the scaffold must
be controllable so that it can be tailored to match the
rate of bone growth. The dissolution products would
ideally influence the genes in the bone generating
stem cells to stimulate efficient cell differentiation and
proliferation. Importantly, the mechanical properties
of the scaffold should match that of the host bone
and not decrease too rapidly during degradation so
that bone regeneration occurs at load-bearing sites.

If the scaffold is to be mass produced so that
surgeons can use it in the clinic, it must be made from
a processing technique that can produce irregular
shapes to match that of the defect in the bone of the
patient. It must have the potential to be producible to
the required ISO (International Standards Organ-
ization) or FDA (Food and Drug Administration)
standards and be easily sterilized.

The need for implant materials to pass the FDA
standards may be necessary for the safety of patients,
but it places a large financial obstacle in the path of
new scaffold developments. Many researchers use
materials that have already been passed by the FDA
so that they are sure their scaffold will be safe for use
in the clinic. They are unwilling to risk using mate-
rials that have not undergone FDA testing because of

the time and financial commitment required for ful-
filling the extensive tests.

Polymer Scaffolds

Resorbable polymeric scaffolds have been developed
with porous structures similar to the trabecular bone.
There are three reasons why much effort has been
put into using polymers as scaffolds. First, polymers
are easy to process in the shape of a 3D scaffold with
a pore morphology suitable for a tissue engineering
application with techniques such as phase separa-
tion, gas foaming, freeze drying, combined solvent
leaching and extrusion, and computer-controlled
rapid prototyping techniques. Polymer fibers can be
woven together using textile processing techniques.

Second, polymers can have high tensile properties
and high toughness. The mechanical properties of
polymers can be controlled very easily by changing
the molecular weight (chain length) of the polymer.
Third, bioresorbable polymers have been successfully
used as dissolving sutures for many years. Therefore,
these degradable polymers, such as the esters PGA
and PLLA, have passed FDA regulations and can be
implanted into the body.

There are however some problems with using
biodegradable polymers as scaffolds for bone regene-
ration. First, while a degradable scaffold is desired,
sutures dissolve within 2 weeks of implantation,
which is too rapid for bone regeneration applications.

Second, although resorbable polymers can be
made with high tensile strength and toughness and
their mechanical properties can be matched with
collagen, their Young’s modulus is much lower than
that of bone, therefore these polymers cannot be used
in load-bearing sites where they undergo compressive
forces.

Time

10h

20h

100h

Adsorption and desorption of biological growth factors, in the HCA layer 
(continues throughout the process) to activate differentiation of stem cells.

1.

Action of macrophages to remove debris from the site allowing cells to
occupy the space.

2.

Attachment of stem cells on the bioactive surface.3.

Differentiation of stem cells to form bone growing cells, such as osteoblasts.4.

Generation of extra cellular matrix by the osteoblasts to form bone.5.

Crystallization of inorganic calcium phosphate matrix to enclose bone
cells in a living composite structure.

6.

Figure 2 Suggested mechanism of cellular interactions between cells and bioactive glasses after implantation, after the formation of

the HCA layer.
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A third problem is that the mechanical strength of
polymers decreases rapidly as they degrade. High
tensile strength polymers have long chains (high mo-
lecular weight), which entangle with each other. As a
tensile force is applied to the entangled chains, the
chains begin to unravel until they become straight.
The maximum tensile strength of polymers is reached
when the chains are fully extended. Therefore, for a
polymer to be tough, it must have a molecular weight
over the entanglement value. The mechanism for
degradation of biodegradable polymers is chain scis-
sion. The polymers undergo hydrolysis and the
chains are cut in two. The average molecular weight
of the polymer is therefore approximately halved
with every chain scission event. The mechanical
properties of the polymer are proportionate to the
square root of the molecular weight and therefore
decrease very rapidly as the polymer degrades.
Biodegradable polymers have also been found to
produce an inflammatory response due to the acidic
by-products of the degradation.

Bioactive Ceramic Scaffolds

Ceramics are crystalline materials and tend to have
high compressive strength and Young’s modulus but
low toughness, that is, they are brittle materials.
Alumina and synthetic HA are ceramics that are
most commonly used in biomedical applications.
Alumina is a bioinert ceramic that is very hard and
resistant to wear. It is therefore commonly used as a
replacement to the ball of the femur in total hip
replacement. Bioactive ceramics that have been used
as bone regeneration materials are synthetic HA and
b-TCA. Synthetic HA has been used most regularly
because of its similarity to bone mineral; it has a
similar structure and Young’s modulus. b-TCP is
similar to bone mineral in that they are both calcium
phosphate ceramics, however b-TCP is resorbable.

In a porous form, HA and b-TCP ceramics can be
colonized by bone tissue. A problem with introducing
pores into a ceramic is that the compressive strength
of the material decreases dramatically. The strength of
the scaffold depends on the thickness and strength of
the struts or pore walls. Generally, for the brittle
compression of a foam

scrpr3=2r ½1�

where scr is the critical strength of the pore walls and
rr is the relative density, expressed as

rr ¼ rb=rs ½2�

where rb is the bulk density of the scaffold and rs is
the skeletal (true) density of the material.

The simplest way to generate porous scaffolds from
ceramics such as HA, is to sinter particles, preferably
spheres of equal size. The scaffolds can then be
pressed using cold isostatic pressing. As the sintering
temperature increases, the pore diameter decreases,
and mechanical properties increase as the packing of
the spheres increases. Mechanical properties can be
increased further by hot isostatic pressing (HIPing).
High mechanical strengths can be achieved but the
pore diameter is not high enough. Porosity can be
increased by adding fillers such as sucrose, gelatine,
and polymethyl methacrylate (PMMA) microbeads to
the powder slurry, which burnout on sintering.
However, this technique decreases the compressive
strength to below that of the trabecular bone.

The majority of methods that are used to produce
polymer foams cannot be applied to ceramic systems.
However, a popular method for producing highly
porous ceramics is to produce a polyurethane foam
template that can be immersed in ceramic slurries
under vacuum to allow the slurry to penetrate into
the pores of the foam. The organic components are
burnt out and the ceramic foams sintered (13501C)
producing a scaffold with interconnected pore diam-
eters of up to 300 mm.

The ceramic slurries can also be foamed to obtain
pores in the range of 20mm up to 1–2mm. The in-
corporation of bubbles is achieved by injection of
gases through the fluid medium, mechanical agitat-
ion, blowing agents, evaporation of compounds, or
by evolution of gas by in situ chemical reaction. A
surfactant is generally used to stabilize bubbles
formed in the liquid phase by reducing the surface
tension of the gas–liquid interface. Surfactants are
macromolecules composed of two parts, one hydro-
phobic and one hydrophilic. Owing to this configura-
tion, surfactants tend to adsorb onto gas–liquid
interfaces with the hydrophobic part being expelled
from the solvent and a hydrophilic part remaining in
contact with the liquid. This behavior lowers the
surface tension of the gas–liquid interfaces, making
the foam films thermodynamically stable, which
would otherwise collapse in the absence of the
surfactant.

The gel-casting method has been the most success-
ful method used to produce macroporous bioactive
HA ceramics with interconnected pores of greater
than 100mm in diameter. Suspensions of HA particles
and organic monomers are foamed by agitation with
the addition of a surfactant under a nitrogen atmos-
phere. In situ polymerization (cross-linking) of the
monomers, which is initiated by a catalyst, creates a
3D polymeric network (gel). The porous gels are sin-
tered to provide mechanical strength and to burnout
the organic solvents. HA foams have been made with
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compressive strengths in excess of 10MPa, which is
similar to that of trabecular bone. When the foams
were implanted into the tibia of rabbits, bone par-
tially filled the pores after 8 weeks and there was no
inflammatory response. The compressive strength of
the scaffolds that were colonized by bone trebled.

Hydrated silicon (SiOH4) has been found to be a
major contributor to the mineralization of bone and
gene activation, which has lead to the substitution
of silica (SiO2) for calcia (CaO) into synthetic HA.
In vivo results showed that bone ingrowth in silica-
substituted HA granules was significantly greater
than that into phase pure HA granules.

The disadvantages of an HA scaffold over a bio-
active glass scaffold with similar morphology are
that HA resorbs only very slowly, the dissolution
products do not stimulate the genes in the osteogenic
cells and HA is only osteoconductive as it generates
bone at a slower rate than bioactive glasses. HA is
still a bone replacement material rather than a
regenerative material.

Bioactive Glass Scaffolds

Theoretically, gel-casting could be applied to melt-
derived bioactive glass powders. However, bioactive
glasses undergo surface reactions on contact with
solutions to produce an HCA surface layer and it is
desirable to have control over the reaction before a
scaffold is ready for clinical use.

Sacrificial porogens and foaming agents have also
been used to create melt-derived bioactive glass
(Bioglasss) scaffolds. Large pores with diameters in
the region of 200–300mm were created but the total
porosity was just 21% and there were large distances
between pores, so this process failed to mimic the
interconnectivity of the trabecular bone.

The most successful method for the production of
bioactive glass scaffolds of similar structure to
trabecular bone mineral is the foaming of sol–gel
derived bioactive glasses. The sol–gel process in-
volves polymer reactions of the glass precursors in a
solution (sol). The sol is a solution of silica species
that forms a gel by cross-linking together into a silica
network. Sol–gel derived bioactive glasses tend to be
more bioactive and resorb quicker than melt-derived
glasses of similar compositions. The compositions of
gel-glasses can also contain fewer components while
maintaining bioactivity. This is due to them having a
textural nano-sized porosity that is inherent to the
sol–gel process, which provides a specific surface
area of 150–600m2 g–1, which is two orders of
magnitude higher than melt-derived glasses. Along
this surface there are many silanol groups that act as
nucleation sites for HCA layer formation (Figure 1).

During the foaming process, air is entrapped in the
sol under vigorous agitation as viscosity increases
and the silica (–Si–O–Si–) network forms. A surfact-
ant is added to stabilize the bubbles at short times.
As the porous foam becomes a gel, the bubbles are
permanently stabilized. The gel is then subjected to
controlled thermal processes of aging (601C) to
strengthen it, drying (1301C), and thermal stabiliza-
tion/sintering to remove organic species from the
surface of the material (500–8001C). Bioactive glass
foam scaffolds can contain macropores up to 600 mm
in diameter, connected by pore windows with modal
diameters in excess of 100 mm and compressive
strengths up to 2.5MPa. Figure 3 shows a scanning
electron microscopy (SEM) micrograph of a pore
network of a typical bioactive glass foam. In vitro
cell studies using primary human osteoblasts have
shown the foams stimulate formation and mineral-
ization of bone nodules within 2 weeks of culture
(Figure 4). Figure 4 shows osteoblasts that have at-
tached to the concave surface of the pore. The cells
have proliferated, coating the pore in an organic lay-
er, and have released extracellular matrix, which has
mineralized to form bone mineral. In vivo studies
have shown that foam scaffolds implanted on rabbit
crania stimulated new bone growth at a similar rate
to that of the melt-derived bioactive glass powder
available commercially.

Spectroscopy and Biophotonics

Vibrational spectroscopy is one of the most common
techniques to study the surface reactions of bioacti-
ve materials. It is nondestructive, rapid, and can be
used to analyze small areas of a sample surface. The
two most commonly used vibrational spectroscopy

Figure 3 Scanning electron micrograph of a bioactive glass

foam scaffold.
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techniques are Fourier transform infrared spectros-
copy (FTIR) and Raman spectroscopy.

Fourier Transform Infrared Spectroscopy

FTIR spectra have been used to determine the rate of
formation of the HCA layer on bioactive glasses and
the technique is used as a quality assurance (QA) test
for bioactivity. FTIR spectra of the glass surface area
usually taken after a glass sample has been reacted in
simulated body fluid (SBF) and dried. The crystalline
HCA layer is characterized by the P–O bending vib-
ration bands at 560 and 604 cm–1 (infrared wave
number). Stretching and bending vibration bands for
the amorphous silica network are also present in the
spectra. The relative intensity of the bands can be
used to monitor growth of the layer as a function of
time. Figure 5 shows FTIR spectra of three forms of
the sol–gel derived bioactive glasses of the 58S com-
position (60 mol.% SiO2, 36 mol.% CaO, 4 mol.%
P2O5) that were soaked in SBF for 2 h. The spectra
show that the HCA layer thickness was thicker for
the powders and foams with respect to the monolith.
Although FTIR can be used for the characterization
of dried materials after soaking or after implantation
and removal, in situ measurements are hindered by
the strong adsorption of water in the infrared region.

Bio-Raman Spectroscopy and Biophotonics

Raman spectra are fingerprints of the chemical com-
position of the material. Raman spectra are obtained
by collecting electromagnetic radiation that has been
scattered by molecules (Raman effect). The spectral
shifts depend on the vibrational frequencies of the
molecules. The low Raman signal and low Raman
scattering of water, and the combination of Raman

spectroscopy with optical microscopy (water immer-
sion objectives) has allowed noninvasive in situ mon-
itoring of cells in cell culture. This technique is called
micro-Raman spectroscopy. The optical objective
provides high spatial resolution and is used to locate
the cell or part of the cell, such as the cytoplasm or
the nucleus, from which a spectrum will be collected.
A laser is then fired at the identified area and the
scattered photons are collected by a detector.

Low scattering efficiency of the cells makes the
measurement of Raman shifts difficult. Raman signals
can be enhanced using UV lasers; however, high-
powered lasers can denature the cells and change cell
phenotype. Decreasing the laser power decreases the
Raman signal, but reduces the risk of changes to the
cell. A laser wavelength of 785nm has been found to
produce optimal in situ spectra of living cells. A single
spectrum obtained from the nucleus of a cell can con-
tain information about the protein and DNA content
of the cell. Figure 6 shows a Raman spectrum of a
cultured lung cell containing vibrational bands corre-
sponding to DNA (A, G, T, C adenine, guanine, thy-
mine, cytosine), BK: backbone, RP: ribose-phosphate
and the proteins phenylalanine (Phe) and tyrosine
(Tyr). Raman spectroscopy using 785nm lasers can
be used to monitor the biochemical changes taking
place in a cell. During cell death, for example, the
degradation of proteins, DNA breakdown, and the
formation of lipid vesicles can be detected in real time.

Cells cultured on bioactive materials can also
be monitored by in situ Raman spectroscopy. A
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Figure 5 FTIR spectra for 58S glass powder, foam, and mon-

olith after 2 h immersion in SBF at 371C and 175 rpm agitation.

Figure 4 Scanning electron micrograph bone cells and miner-

alized bone extracellular matrix in a pore of a bioactive glass

foam scaffold. (Courtesy of J Gough.)
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background spectrum for the unreacted material can
be subtracted from the spectrum of a cell on the ma-
terial. The resultant spectrum will then also contain
vibrational bands corresponding to the formation of
any calcium phosphate layer on the surface of the
bioactive material as a function of time.

Raman spectroscopy may hold the key for the in
situ monitoring of bone cells growing on scaffolds.
When acquisition techniques and interpretation of
the spectra are perfected, the micro-Raman spectro-
meters can be linked to bioreactors and the effect of
flow rates, growth factors, and dissolution products
on cell behavior can be monitored in real time.

Summary

Numerous materials have been developed to replace
living tissues. They are bioinert (stainless steel, alu-
mina), bioresorbable (polyglycolic acid), or bioactive
(synthetic HA and bioactive glasses). New biocom-
posites have been made that combine bioinert and
bioactive properties. The latest generation of mate-
rials are used in combination with cells. Many tech-
niques have been employed to produce porous
scaffolds. The scaffold that most closely matches
the criteria for an ideal scaffold and that most closely
mimics the structure of the trabecular bone is the
bioactive glass foam. However, these scaffolds do not
yet have the mechanical properties to be directly im-
planted into load-bearing sites. Ideally, a bioactive

glass/polymer foam composite would be developed
with improved toughness. The properties of a scaf-
fold must be optimized with respect to the cell re-
sponse to the scaffold. Biophotonics techniques such
as Raman spectroscopy have the potential to be able
to monitor cell activity and intracellular processes of
living cells in real time noninvasively.
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Introduction

A biomembrane can be considered as a barrier of
highly selective permeability that allows and regulates
the traffic of a myriad of different molecular species
between the interior of the cell and its surrounding
environment (as, e.g., in a plasmatic membrane), or
between different compartments within the same cell
(e.g., in the membrane of the different organelles). Its
basic structure is formed by a bilayer of amphiphilic
molecules, the most common of which are three dif-
ferent classes of lipids (glycerolipids, sterols, and
sphingolipids). On the extracellular side, this bilayer
couples to a glycocalix, a carbohydrate network
composed of oligosaccharides believed to be respon-
sible for cell–cell recognition and adhesion. On the
intracellular side, the bilayer couples to the cytoskel-
eton, that contributes to the mechanical properties of
the overall composite structure.

The main functions exerted by a biomembrane can
be summarized as follows: (1) the membrane is a
selective filter which controls the transport and the
permeation of ions, molecular aggregates, and even
large particles between the extracellular medium and
the cytosol; (2) the membrane is the site for energy
producing processes and for hormone signal trans-
duction; (3) the membrane acts as receptor for ex-
tracellular signals and mediates the communications
between intra- and extra-cellular media; and (4) the
membrane can perform mechanical tasks as in cel-
lular motion or in eso- or endo-cytosis processes.

These demanding tasks are fulfilled thanks to a
very complex, yet in principle, surprisingly simple,

basic structure based on two-layered sheets of lipid
molecules held together by a delicate balance be-
tween hydrophobic and hydrophilic interactions
(Figure 1). The first important fact is that this is a
self-assembling structure. The balance between a
favorable interaction of the hydrophilic polar heads
of the lipids with the aqueous solvent and the
unfavorable hydrophobic interactions of their al-
iphatic chains, represents the driving force to the
spontaneous formation in an organized closed struc-
ture. Due to hydrophobic/hydrophilic interactions,
the lipid molecules arrange themselves into two-
faced leaflets (the double layer) with the hydrophobic

(a)

(b) (c)

Cp

Cp

Rp

Rp

RmCm

Figure 1 A sketch of a biological cell membrane as seen by

a chemist ((a) a lipid bilayer with membrane proteins) and by

a physicist ((b) a hydrophobic layer covered by a hydrophylic

interface). (c) The passive equivalent circuit of a plasmatic mem-

brane. Cp, Rp and Cm, Rm represent the capacitance and resist-

ance per unit surface of the hydrophilic and hydrophobic regions,

respectively.
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moiety in the inside and ‘‘polar heads’’ on the out-
side, representing the interface with the aqueous
environment. The presence of lipids of different
shapes (different volume ratios of the hydrophobic/
hydrophilic moieties) in the two leaflets stabilizes the
radius of curvature of the double layer.

The second important aspect is that, being mainly
stabilized by ‘‘structure-solvent’’ effects, without
strong ‘‘links’’ between different molecules, the bilay-
er is a highly dynamic structure, where lipids (and
proteins) can flex, rotate, and diffuse laterally, as in a
‘‘two-dimensional’’ fluid. The lipid distribution re-
sults from a continuous inward and outward movem-
ent between the two monolayers, the lipid asymmetry
being maintained by specific mechanisms that coun-
terbalance the concentration-driven transbilayer
permeation (Figure 2). The lipid bilayer has often
been considered, in the past, as a passive structure
and only recently, more attention is being directed
towards its implications in a variety of membrane
biological functions.

Due to its peculiar structure, the overall shape of
the membrane during the biological functionality can
be easily changed, for example, during pseudopodia
movement or eso-/endo-cytosis processes. In end-
ocytosis, in particular, after a region of the mem-
brane has surrounded the particle to be introduced
within the cell, it detaches from the rest, forming a
vacuum that can move within the cytoplasm. The
whole process is reversed in eso-cytosis, when a
substance has to be expelled from the cell. These
processes well illustrate the ‘‘modularity’’ of the
membrane structure, that can easily lose or acquire
parts to accomplish particular tasks.

Among the enormous variety of possible lipids,
only a few classes are used to build up a biomem-
brane. Lipids that exert a predominantly structural
role can be grouped into three categories: sterols

(e.g., cholesterol), phospholipids (e.g., phosphatidy-
lcholine (PC), phosphatidylethanolamine (PE), phos-
phatidylserine (PS), sphingomyelin (SPHM)), and
sphingolipids (cerebrosides, glycolipids). Lipids
with a predominantly functional role are: phospha-
tidylinositol, phosphatidic acid, and many types of
gangliosides.

The lipid composition of different cell types shows
great differences and within the same cell, the plasma
membrane, the nuclear envelope, mitochondria, and
other membranous organelles and structures have
different lipid compositions. Depending on the
cell type, proteins constitute 20–80% of the mem-
brane mass. Nevertheless, by comparing the average
molecular weight of lipid molecules (in the range
700–1000Da) and the typical molecular weight of a
protein (in the range of the order of tens of thousands
Da), lipids are the more abundant components in
terms of molar concentration.

Membrane proteins are usually divided into two
classes, ‘‘intrinsic’’ and ‘‘extrinsic’’ ones. This differ-
entiation is mainly based on the greater or lesser dif-
ficulty in separating the fraction of the protein of the
two classes from the other membrane components by
organic solvent extraction. However, intrinsic pro-
teins are generally considered more deeply embedded
into the nonpolar environment (the interior of the
lipid double layer), while extrinsic proteins are as-
sumed more ‘‘at the surface’’ or even simply adsorbed
at the double-layer interface. However, most intrinsic
proteins possess specific sites that are exposed to the
aqueous environment on one, or on both the sides of
the membrane.

The thickness of a lipid bilayer can be estimated in
the range of 4–6 nm. However, in estimating the
thickness of a real biological membrane, the fact that
proteins and many lipids (glycolipids) bear groups
that extend into the aqueous medium, has to be tak-
en into account. This region (glycocalix), at the out-
er surface of the plasmatic membrane, is typically
10–100 Å thick.

Membranes of cells and organelles are sometimes
corrugated and folded or show protrusions of differ-
ent shape and size. For example, the needle-like pro-
trusions of the plasmatic membrane of some cells
(microvilli) typically measure 50–200 nm in diameter
and may extend for several hundreds of nanometers
and even more.

Functional Cell Membrane Domains and
Influence of the Cytoskeleton on the
Organization of the Cell Membrane

One intriguing issue in membrane biophysics is
the presence within the plasma membrane of lipid

Lateral diffusion

Waving

Flip-flop

Rotation

Figure 2 Movements of phospholipids in bilayers. The lipid

distribution results from lateral diffusion, flip-flop, waving and ro-

tation movements between the two leaflets of the membrane.
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microdomains, termed rafts, which are believed to
be essential for its complex activity. Although the
present view of structural organization of a biological
membrane is still deeply indebted to the fluid-mosaic
model proposed by Singer and Nicholson in 1972,
consisting of a fluid-lipid bilayer where lipids and
proteins are more or less randomly distributed, re-
cently a considerable amount of experimental work
suggests that biomembranes are not laterally homo-
geneous, but floating domains with distinct lipid and
protein composition. However, it is not yet complete-
ly understood what the mechanism at the molecular
level is, that determines the composition of these do-
mains and what their precise functional roles are.
Moreover, in addition to the random motion predict-
ed by the fluid mosaic model, a variety of lateral
transport modes exist for several membrane proteins.

Microdomains have been detected in certain lipid
mixtures, for example, PC and cholesterol, that
exhibit coexisting liquid phases under definite con-
ditions of temperature, lateral pressure, and com-
position. In this case, the size of membrane domains
ranges from several hundred lipid diameters (100–
200 nm) to one micrometer.

The biological membrane system where the exist-
ence of lateral domains has been now evidenced with
certainty, is the plasma membrane of mammalian
cells. In living cells, raft domains appear to be very
small and probably heterogeneous. This may explain
why they have escaped direct visualization by mi-
croscopical techniques. Indirect evidence for small
rafts was obtained using single-particle tracking of
the thermal position fluctuation, showing that raft-
associated membrane proteins are stably associated
to a small cholesterol-dependent lipid assembly of
B50 nm in diameter.

In this case, domains are lipid and protein supra-
molecular complexes which include, for example,
multimers of receptor molecules or receptor and ef-
fector molecules that are thought to be the first
trigger for the cellular reactions that follow ligand
binding. Moreover, there are specialized membrane
domains, such as synapses, caveolae, and cell–cell
and cell–substrate adhesion structures, where specific
proteins and lipids are assembled together to carry
out specific functions.

The domain distribution does not cover the whole
membrane area, and domains (rafts) are in dynamic
equilibrium with more homogeneous and fluid mem-
brane regions. These domains are thought to form
because they represent the energetically most favor-
able packing of the membrane components. How-
ever, these rafts should be considered as being ‘‘soft’’
structures that, despite a high degree of local order,
do not have a long-range order.

Where the fluid-mosaic model fails is in the as-
sumption of a uniform protein distribution within the
double layer. Limiting ourselves to the transport
within the membrane, a great deal of evidence has
now been accumulated, showing that a variety of ‘in-
tra-membrane’ movement modes exist for membrane
proteins. In addition to the simple Brownian diffusion
assumed by the fluid-mosaic model, membrane pro-
teins also appear in a stationary phase and experience
different diffusion modes: directed diffusion, confined
diffusion (the particle can diffuse freely but within a
restricted area), diffusion in a harmonic potential well
(this is, e.g., the diffusion mode experienced by a
protein bound elastically to the cytoskeleton).

In particular, single-particle tracking techniques,
together with a careful theoretical and statistical
analysis of the particle tracks, have shown that the
plasma membrane is compartmentalized with regard
to lateral diffusion of transmembrane proteins
although, in many cases, inter-compartmental hop-
ping diffusion is observed.

The relationship of lipid rafts to the zones detected
by single-particle tracking, where proteins do not ex-
perience free diffusion (transient confinement zones
(TCZs)) is still controversial. The membrane lipid
composition and, in particular, the abundance of
cholesterol appears to have an effect on TCZ abun-
dance. However, experimental evidence, the observed
‘hopping’ between different zones, in particular, in-
dicates that trapping cannot simply be ascribed to
particles encountering a much more viscous region,
and suggests that some types of barriers are involved.

To account for the presence of these barriers, two
models have been already proposed. These models,
of course, do not exclude each other and some com-
binations of them occur. In the first model, which has
been given the suggestive title of ‘‘membrane-skele-
ton fence model,’’ the membrane skeleton provides
the barrier to the free diffusion of membrane pro-
teins. The idea is that the space between the mem-
brane and the cytoskeleton is too small to allow the
cytoplasmic portion of any membrane protein to
pass. The membrane compartment would hence
ensue from a steric hindrance, and would be differ-
ent for proteins that extend differently into the
cytoplasm. The hopping diffusion between adjacent
compartments should result from the combination of
two favorable conditions. As a result of the dynamic
properties of the cytoskeleton, the distance between
the membrane and the skeleton may fluctuate (the
membrane skeleton probably dissociates and reasso-
ciates from the membrane in a dynamic equilibrium).
In this way, the membrane protein molecules that
have sufficient kinetic energy and that approach the
compartment boundaries will be able to cross the
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barrier. This model has received strong support
from experiments on red blood cells. It has been
observed that an impaired cytoskeleton (as it is found
in erythrocytes of patients affected by different forms
of hereditary hemolytic anemia) causes an enhance-
ment of the lateral diffusion of ‘‘band 3’’ protein, a
typical transmembrane protein of erythrocyte mem-
brane, while its rotational diffusion remains practi-
cally unaffected.

In the second model, TCZs would be delimited by
the presence at their boundaries of a high concentra-
tion of ‘‘obstacles.’’ The protein confinement within a
small zone should result from a repeated bouncing of
the protein between the obstacles, in a sort of ‘‘pin-
ball effect.’’ The obstacles could be membrane pro-
teins directly linked to the cytoskeletal network. This
mechanism may justify the transient confinement of
proteins that are known not to have parts in the
protrusion into the cytoplasm and that, for this rea-
son, cannot directly interact with the cytoskeleton.

Also, the directed diffusion of membrane protein
has been ascribed to two different mechanisms.
Analogous to contractile movements that allow cell
locomotion, the first mechanism involves the con-
certed action of a number of molecular motors to
move entire regions of the cortical cytoskeleton and,
with it, patches of cross-linked membrane proteins.

Moreover, a protein can in principle undergo di-
rected diffusion exploiting the skeleton fence mech-
anism again, with elements of the cytoskeleton
tracing a sort of corridor underneath the membrane,
within which the protein can freely diffuse.

Membrane Electrostatics

Biological membranes carry a great number of polar
or ionized groups. The net charge is usually negative,
because most of the membrane proteins and all
charged natural lipids have their isoelectric point be-
low neutral pH (in human blood, e.g., physiological
pH must be maintained within narrow limits B7.4).
The charge density is not usually very high, typically
less than 0.05Cm� 2 (corresponding to about 1
elementary charge on a surface of 250 Å2) and much
lesser than the charge density in artificial lipid double
layer, where the surface charge density can reach
values as high as 0.25Cm� 2 (1 elementary charge
per 50 Å2).

From an electrical point of view, a biomembrane
can be considered as an extremely thin (B50 Å) hy-
drophobic isolating interface between two conduct-
ing phases. The passive electrical behavior of a
membrane can be described as an R–C element net-
work, whose specific capacity Cs is given by Cs ¼
e0es=d and the specific conductance Gs by Gs ¼ ss=d,

where es and ss are the membrane permittivity and
the membrane conductivity, d the membrane thick-
ness, and e0 the dielectric constant of free space. For
a normal cell membrane, different experimental pro-
cedures yield CsC1 mF cm�2 and GsC1 O�1 cm�2

that, assuming a membrane thickness dE80 Å allows
one to evaluate the membrane permittivity and the
electrical conductivity to be of the order of esC5 and
ssC10�4 O�1 cm�1.

Fixed surface charges give rise to an electrostatic
surface potential that, in turn, results in the forma-
tion of a diffuse electrical double layer. An accumu-
lation of charged species near the membrane surface
influences the transmembrane transport mechanisms.
The conformation and function of many molecules is
generally affected by electrostatic fields. As a conse-
quence, the membrane charged surface acts as a cat-
alytic site and, besides the transmembrane transport,
the changes in the surface charge can also influence
recognition and other biochemical reactions that
take place at its surface.

Using as an obligatory starting point the Poisson–
Boltzmann equation with the exponential space
charge density expanded to the first order in the
electrostatic potential, the electrostatic potential F,
and consequently the space charge density r, in the
simplified case of a 1 : 1 valent electrolyte solution,
can be calculated as a function of the distance from
the membrane surface (assumed as an infinite plane)
from the expression (Gouy–Chapman theory)

FðxÞ ¼ 2kBT

e
ln

1þ ge�kx

1� ge�kx
½1�

Here, g is a constant that depends on the electrostatic
potential calculated at the surface F0

g ¼ tanh
eF0

4kBT

� �
½2�

and k is the Debye constant

k ¼ 2r
N
e2

kBTe0er

� �1=2

½3�

that depends on the ionic force of the solution. kBT is
the thermal energy.

In eqn [3], rN is the electrolyte concentration far
away from the surface. The Debye length can be
considered approximately as the thickness of the
diffuse double layer at the membrane surface. Equa-
tion [1] combined with the boundary condition
dF=dxjx¼0 ¼ �s=e0er gives the following relation,
connecting the potential F0 and the surface charge
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e0erkBT
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sinh
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It must be considered that, in the case of biological
membranes, the charge cannot be considered, not
even approximately, homogeneously distributed on a
flat surface. Charges are, in part, borne by the groups
attached to the lipid head groups and to the surface
proteins that extend into the solution, forming the
glycocalix. The thickness of this zone is often com-
parable with the electrical double-layer thickness ob-
tained from eqn [3]. Consequently, the charge should
be considered distributed tri-dimensionally within a
layer at the membrane surface, and not with a bi-
dimensional distribution. Besides all the approxima-
tions of the model, this is another reason for taking
the values calculated in the framework of the Gouy–
Chapman theory with some warning. Models based
on Bogolyubov–Born–Yvon–Green or Ornstein–Zer-
nike equations, together with a suitable closure re-
lation, give a better description of double-layer
behavior and characteristics, but at the cost of a
more complicated formalism. In the understanding
of the electrokinetic phenomena that take place at
the membrane surface, the Gouy–Chapman theory
often gives helpful hints as a working model,
provided that the higher-order effects, mainly arising
from ion–ion interactions and from the nonuniform,
tri-dimensional charge distribution, are negligible.

Across many biological membranes exists an elec-
trostatic transmembrane potential also, DF, that is, a
difference in the electrostatic potential between the
two surfaces of the membrane.

Different ion-surface affinities lead to the formation
of a nonuniform layer of ions more or less intimately
associated with the membrane surface. This affinity
can be different in the two surfaces of the membrane
and contribute to the transmembrane potential.

Another contribution stems from the ‘‘dipole po-
tential’’ that arises from the dipole moment of the
membrane constituents, in particular from the head-
groups of (zwitterionic/charged) lipids, the carbonyl
groups of their hydrocarbon chains, and from the
interfacially bound water layers.

However, when the electrolyte composition at the
two membrane sides is different, the main contribu-
tion to the transmembrane potential comes from the
Nernst diffusion potential. To the first approxima-
tion, Nernst potential is proportional to the loga-
rithm of the ratio of the concentrations on the two
sides of the membrane, according to

DFN ¼ kBT

ze
ln

c1
c2

� �
½5�

Such a transmembrane potential is found in almost
all living cells.

The efficiency of the membrane as a barrier to the
passage of charged molecules is mainly due to the high
energy cost of transferring a charge from the aqueous
environment into the apolar core of the membrane.
Membrane pores or the formation of ion-carrier com-
plexes can reduce this energy requirement dramati-
cally. The membrane surface electrostatics plays a role
in transmembrane transport by affecting the interfa-
cial ion concentration and by increasing the proba-
bility of a pore or an ion-carrier complex formation.

Experimental Techniques

A large variety of experimental methods for the study
of the biomembrane structure and dynamics have
been developed, the most important of which are
nuclear magnetic resonance (NMR), electron spin
resonance (EPR), patch clamp, and Langmuir–
Blodgett technique, single-particle tracking, radio-
wave dielectric spectroscopy, and many more. A brief
survey on the applicability to the membrane of each
of them follows.

Single-Particle Tracking

In ‘‘single-particle tracking,’’ the membrane molecular
species whose diffusion has to be investigated is
marked by specifically bound colloidal gold particles
or by fluorescent molecules. The concentration of
these probes is kept very low, in such a way that only
few of them appear within the field of an optical mi-
croscope, equipped with a digital camera. From a
statistical study of deviations from a purely diffusive
Brownian motion, information on membrane struc-
ture and particle–particle interactions can be obtained.
In a different approach, known as ‘‘fluorescence cor-
relation spectroscopy,’’ the analysis of the motion of
individual molecules is replaced by the analysis of the
time-averaged fluctuations of the fluorescence signal,
deriving from a very small volume, at the membrane
surface. The requirement of selecting the signal from a
volume small enough to make fluctuations observable
is fulfilled by using a confocal optical microscope.
In this way, an ‘‘open’’ volume optically selected
B10� 15 l, in which molecules can freely go in and
out, can be investigated.

Patch Clamp

Electrical currents flowing through the cell mem-
brane can be measured by means of a particular
technique known as ‘‘patch clamp’’ developed in the
early 1970s by B Sakmann and E Neher, who for
their research in this field obtained the Nobel Prize in
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physiology in 1991. A microelectrode of suitable size
can be obtained by rapidly pulling a glass capillary
with an inner diameter of one millimeter or less in
size, intensely heated in the middle (a specially
designed ‘‘puller’’ has been devised to this scope).
The capillary ultimately breaks into two hollow
spikes at the tip, with a diameter of a fraction of a
micrometer. The rim of the hole on the tip is then
polished and smoothed with a microforge. These
‘‘micropipettes’’ are filled with a suitable electro-
lyte. The micropipette is then implanted through the
membrane into the cell. Two metal electrodes, one
within the micropipette and the other in the bathing
solution around the cell, connected to a picoampero-
meter, allow the measurement of the electrical cur-
rent flowing through the membrane. In appropriate
configurations, the current through the membrane of
the whole cell or through ‘‘patches’’ cut from the cell
membrane can be measured. In the last case, it is
possible to measure the current flowing through an
individual protein channel. With this technique, the
protein channels responsible for the selective trans-
port of different ions and charged molecules have
been identified and their properties studied thor-
oughly, discovering, for example, that many of them
are controlled by the voltage difference across the
membrane (voltage-gated channels). Two different
electrical arrangements are usually employed. In the
‘‘current-clamp’’ technique, the current is kept con-
stant and the voltage recorded. In ‘‘voltage-clamp,’’
conversely, the voltage is kept constant and the cur-
rent is the measured signal. Voltage-clamp results are
more suitable for very low-current intensities and in
studies on voltage-gated channels, where the voltage
level is used to control the opening and closing of the
channel.

Langmuir–Blodgett Film

A suitable model of a biological membrane is repre-
sented by a lipid monolayer, where the nature and
the packing of the lipid molecules, the composition
of the subphase, and the temperature can be chosen
without any limitation. The main characteris-
tics of these systems consist in their homogeneity,
stability, and planar geometry, with lipid molecules
undergoing a well-defined orientation, providing a
bi-dimensional system.

Langmuir monolayers are produced by dissolv-
ing at the air–water interface, a known amount of
the amphiphile under investigation in a Langmuir
trough. After volatile solvent evaporation, the mono-
layer extension is compressed by two movable bar-
riers and monitored with the surface-pressure area
isotherms, that is, a plot of the change of the surface

pressure as a function of the area available to each
molecule at the aqueous interface. The lowering of
the surface tension at the interface caused by the
presence of the amphiphile is given by P ¼g0 � g,
where g0 and g are the surface tension in the presence
and in the absence of the amphiphile. P is a measure
of the surface pressure needed to prevent the film
from spreading. At very low pressure,P obeys a two-
dimensional equivalent ideal gas law

PA ¼ kBT ½6�

where A is the area occupied by each molecule and
kBT the thermal energy.

These monolayers undergo a surface potential due
to the group dipole moments of the film-forming
molecules. By considering the monolayer as a parallel
plate condenser, comprising a sheet of uniformly dis-
tributed dipoles, the surface potential DV is given by

DV ¼ 4pN0mn
erA

½7�

where N0/A represents the array of N0 dipoles by
area A and mn the normal component of the dipole
moment per molecule. The potential of a monolayer-
free subphase is taken as reference. The measurement
of the surface potential can be carried out by the
ionizing electrode method or the vibrating plate
method. In the first case, the ionization of the air
above the film, induced by an a-emitter, allows the
potential difference between two electrodes, above
and below the aqueous subphase, to be measured. In
the latter, the vibrating electrode of one of the plates
of a condenser generates an alternating signal that
can be measured using a high-gain amplifier.

NMR and EPR Spectroscopies

A good picture of the characteristics of lipids and
protein motion in membranes can be derived from
both EPR and NMR techniques. In EPR, the study of
the conformational flexibility of the membrane
involves the use of spin labels containing an un-
paired electron available to observe transition be-
tween different energy levels induced by the presence
of the external magnetic field. Spin labels of different
structures have been used to probe the behavior of
lipid hydrocarbon chains in the membrane.

NMR spectroscopy can provide information about
the structure and dynamics of membrane proteins at
a molecular level and, in particular, the molecular
arrangement in the bilayer. For example, because of
the anisotropy nature of the bilayer, the order pa-
rameter, related to the quadrupole splitting arising in
a 2H-NMR spectrum, measured at different positions
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in the alkyl chain, offers a detailed picture of the
molecular bilayer arrangement. During the past dec-
ade, considerable advances in both NMR and com-
putational methodologies have taken place, opening
up the possibility of investigating structural and dy-
namic properties of systems that may not be suitable
for crystallography. NMR can reveal dynamic infor-
mation about regions of macromolecular structure,
and conformation or structural changes that occur
as a result of ligand binding. For example, by the
31P-NMR method, the fraction of the phospholipid
molecules at the outer leaflet of the bilayer can be
determined. Moreover, dynamical parameters such
as rotational and translational diffusion coefficients,
the rate of conformational changes, the activity of
membrane embedded proteins up to interactions be-
tween membranes and other macromolecules can be
appropriately investigated.

Radiowave Dielectric Spectroscopy Technique

Dielectric spectroscopy in the radiowave frequency
range furnishes a valuable method to investigate the
electrical properties of a biological cell membrane,
both concerning the structural properties (charge and
dipole moment distribution) described by the permit-
tivity, and the dynamical properties (ionic transport
across the membrane) described by the electrical con-
ductivity. The method takes advantage from the fact
that, due to the different electrical parameters asso-
ciated with the intracellular medium (the cytosol),

the extracellular medium and the membrane, a well-
defined dielectric dispersion appears, generally cen-
tered B1–10MHz. The analysis of this dispersion,
both on the basis of specific dielectric models of a
biological cell suspension and on the basis of a
phenomenological approach, results in the evaluation
of some characteristic parameters, particularly the
permittivity and the electrical conductivity of the cell
membrane, which describe the structural and func-
tional behavior of the membrane. This method, that,
from an experimental point of view requires the
measurement of the electrical impedance of the sam-
ple under investigation, has been applied to a variety
of biological cell suspensions and the parameters
associated with the cell membrane have been
determined.

See also: Ion Transport in Biological Membranes; Mem-
brane and Protein Aggregates.

PACS: 87.16.Uv; 87.16.Dg; 87.17.�d
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Introduction

The relevance of microscopy for science, and in par-
ticular for biology, has always been clear. In the fa-
mous talk of Feymann, given at Caltech for the
annual meeting of the American Physical Society
in 1959, the requirement of a better microscope for
biologists was strongly underlined. The possibility of
high-resolution probe microscopy was also clear
for the physicists. The use of local probes to illumi-
nate and/or to detect light in a near-field configura-
tion was first proposed in 1928 by Synge, who later
suggested the use of piezoelectric actuators. The ac-
tual possibility of measuring subatomic movements

or distances by piezoelectric actuators was experi-
mentally proved in 1971 by measuring the evane-
scent light on the surface of a prism placed in the
condition of total reflection.

Scanning tunneling microscopy (STM), was first
realized in 1982 and, subsequently, many different
types of scanning probe microscopy (SPM) tech-
niques followed, which are now used extensively.
Clearly, the widespread development of SPMs was
made possible by the easy use of personal computers.

The general structure of each SPM is similar: a
thin local probe, placed close to the sample (at a
distance of the order of the resolution), scans the
sample and a quantity that depends on an interaction
between the probe and the sample is measured. It
is then reported in a plot f(x,y) in a color scale
or with a three-dimensional (3D) perspective. Virtu-
ally each kind of interaction between the protrud-
ing tip of the probe and the sample can originate a
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particular SPM, but the key for high resolution
is always the steep dependence of the measured
quantity on the tip–sample distance. A steep depend-
ence, with space constant of the order of 1 Å or
less, as for STM, implies that at short distances the
predominant interaction is between the most protru-
ding atoms on the two sides, and then atomic reso-
lution is possible. The most relevant SPM techniques,
in particular for the biological systems, are discussed
briefly below.

STM is based on the quantum tunnel effect. In
quantum mechanics, electrons are described by a
wave function. The Schrödinger equation implies
that the wave function is not zero beyond a potential
barrier even if the electron energy is lower than the
barrier itself. Thus, in quantum physics, particles
have a nonvanishing probability to be found beyond
a potential barrier, in a region forbidden by classical
physics: this is known as the tunneling effect. In
STM, a sharp conducting tip (the probe) and a con-
ducting sample are separated by an insulator (e.g., a
vacuum gap). By the tunneling effect, electrons have
some probability of passing from the tip to the con-
ducting sample. When a difference of potential (typ-
ically between 1mV and 1V) is applied between the
tip and the sample, a tunnel current (typically be-
tween 0.1 and 10 nA) runs through the insulator for
working distances of the order of angstroms. Figure 1
shows schematically how to get images by measuring
the tunneling current: piezoactuators move the sam-
ple in the xy plane and the tunneling current, meas-
ured and stored in a computer, changes according to
the underlying surface.

Atomic force microscopy (AFM) was developed
some years later by Binnig, Quate, and Gerber. AFM
is based on mechanical interactions: a small flexible
cantilever, with a tip on the sample side, is carried in
contact with the sample and makes a regular scan-
ning of the surface. While doing so, the cantilever
deflection changes according to the surface profile.
The measured deflections (or other equivalent sig-
nals) give information on the sample topography and
on other local features. An AFM essentially works as
old phonographs did, but the difference in scale im-
plies a fundamental difference. For instance, the
meaning of ‘‘contact,’’ which is clear on a macro-
scopic scale, is rather undefined on the atomic or
nanometer scale. This holds for each SPM, and in
order to get a better understanding of what is possible
to measure, it is required to consider, in some detail,
the interaction between the probe and the sample.

AFM can easily work in water solution, namely, in
the normal conditions for biological molecules. Under
appropriate conditions, STM can also work in liquids.

Another SPM technique, which necessarily works
in ionic solution, is scanning ion conductance micro-
scope (SICM). It was initially proposed by Hansma
and co-workers, and it is based on the idea of using,
as a scanning probe, a pipette-shaped microelectrode
of the type employed by electrophysiologists for in-
tracellular recording (the radius of the tip is of the
order of hundreds of nanometers). The current
flowing in such a probe is limited when the electrode
is in the proximity of a nonconducting (or only par-
tially conducting) object, typically the membrane of a
cell. After some years of latency, this kind of micros-
copy is now applied successfully to living cells, with
very interesting results. Two points have been of cru-
cial importance for the development of SICM. One is
the use of a small modulation of the tip–sample dis-
tance; the other is the coupling with classical elect-
rophysiological experiments. The use of a position
modulation allows for a better stabilization of the
tip–sample distance (particularly critical at cellular
scales). Combining this technique with other micros-
copies or with electrophysiological recordings, it is
possible to observe the time evolution of submicro-
metric cellular structures and the localization of spe-
cific ion channels on the cell surface.

The scanning near-field optical microscopy
(SNOM; also called NSOM, PSTM, and by some
other names, according to different experimental
configurations), the first one conceptually proposed,
uses various kinds of proximal probes. By using
proximal probes to collect light, or as sources of local
lighting, it is possible to overcome the half-wave-
length limit of the classical optical microscopy (Abbe
or Rayleigh criterion). In fact, the Rayleigh criterion

I t
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V 

Sample

Piezodriver

Figure 1 Scheme of STM. The tunneling current It flows from

the tip to the sample because of the applied bias potential V. The

piezodriver moves the sample forward and backward along the

x direction; at the end of each line, it makes a step in y.

The measured current It changes according to the tip–sample

distance and gives tunneling current maps of the surface.
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is not a stringent theoretical limit. It takes into
account only the propagating components of the
electromagnetic field, which are commonly called
‘‘far-field components’’ and are those involved in tra-
ditional optical devices. However, light diffracted,
refracted, or reflected by small objects contains more
information than its propagating part; for instance,
very close to a narrow slit, the light intensity obviou-
sly mimics the slit profile. The working distance and
the probe used are very important for the resolution.
Frequently, tapered optical fibers with a metal coa-
ting opened on the tip and suitably modified AFM
cantilevers are employed. Moreover, apertureless
probes (gold nanoparticles, quantum dots down to
single molecules) are also in use now. Spatial reso-
lutions up to a few tenths of nanometers have been
reached. SNOM is also used experimentally to obtain
nanolithography; its specificity in biological systems
is connected with its capability to detect fluorescence
of single molecules with spatial resolution.

The AFM Microscopy

AFM can be considered as an extension of the sense
of touch, in all its aspects. Through fingers one is able
to perceive the relieves on a surface, to evaluate if it is
smooth or rough, compliant or stiff, and how sticky
it is. Accordingly, by an AFM it is possible to meas-
ure topographic relieves, the local elasticity and plas-
ticity of a body, the friction between the sample and
the tip and their adhesion, etc; but all this is now on a
nanometer scale and sometimes on an atomic scale.

With regard to the atomic resolution available with
AFM, it should be noted that most of the older data
show atomic lattices with no well-defined atomic-
scale local defects, while STM data clearly show the
presence of defects at the atomic level. A partial an-
swer to this issue is that a typical radius of curvature
of the tip ranges 5–50nm, while typical lattice con-
stants are of the order of a few angstroms, so that in
the tip there are a number of atoms that interact si-
multaneously with the sample surface. This number
increases when a strong force is applied, because of
the deformation of the tip. The force acting on the tip
is the composition of the forces due to each single
interacting atom. The periodicity of the lattice can be
detected, because during the scanning the force due to
each interacting atom on the tip has the lattice pe-
riodicity. So the tip vertical displacements reproduce
the lattice period and not the profile of single atoms.
However, it has been proved that, working at dis-
tances where repulsive and attractive forces balance,
the interaction of the most protruding atom is en-
hanced. In this case, true atomic resolution has been
achieved by AFM, revealing atomic-scale defects.

Forces between Tip and Substrate

Interactions between single atoms obey the Lennard-
Jones (LJ) potential. The LJ potential is characterized
by two terms: the attractive one, due to the van der
Waals forces, acts on a relatively long range, while the
repulsive term becomes most important at short dis-
tances. For AFM tip–substrate interaction, it is to be
taken into account that the number of significantly
interacting atoms varies with the distance. Far from
the sample, many atoms on the tip and on the surface
are in a significantly equivalent situation and con-
tribute equally to the attractive force, while, as the tip
approaches the sample, only the most protruding at-
oms on the two surfaces are relevant in the interac-
tion. This implies that at a short distance, the main
contribution comes from the repulsive force between
the two nearest atoms on the two sides, while at
greater distances the resulting attractive force is due
to the integration on many atoms. Therefore, an LJ-
like potential, with increased attractive forces, is ex-
pected to hold and actually is able to account for the
basic features of experimental force–distance curves.
Figures 2 and 3 outline a graphical method to obtain
the force–distance curves from an LJ-like potential.
Let z be the distance (controlled by the piezodriver)
between the resting position of the tip and the sample,
d the actual tip–sample distance, and s the deflection
of the cantilever. Which deflection and distance are
realized for a given z can be determined by assuming
that the elastic force of the cantilever (shown in red
in Figure 2) balances the LJ-like force. Depending
on the value of the cantilever elastic constant k, the
intersection between f ¼ �ks and the LJ force can
have more than one solution, as shown in Figure 2,
where two stable solutions and an intermediate un-
stable solution occur. This determines two typical
discontinuities in the experimental F(z) force–distance
curves, as shown in Figure 3. The ‘‘jump to contact’’
occurs during the approach when the attractive force
suddenly pushes the cantilever down. The ‘‘jump
off contact’’ occurs while retracting the tip from
the sample. After the ‘‘jump to contact,’’ the tip and
the sample move together (for an ideally rigid sample)
and this region of FD curves is called contact
line. The tip–sample adhesion force is measured by
the ‘‘jump off contact’’ height and, as discussed
above, can be simply due to the unstable equilibrium
between the LJ force and the elasticity of the can-
tilever. However, adhesion is due also to different
chemical or physical reasons. For instance, the adhe-
sion in air is very high for the meniscus formed
because of the water adsorbed on the surfaces.

Actually, real force–distance curves give much more
information than that predicted from the schematic
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discussion above. By suitably choosing and preparing
the cantilever, tip, and sample, the aspecific adhesion
does not mask other interactions, and it becomes
possible to measure forces between molecular part-
ners (specific adhesion) or unfolding of proteins. In
biological systems, the measurement of the force re-
quired for unfolding and the force responsible for
chemical bonds involved in biological functions is
very stimulating, as will be discussed below in some
detail.

Nevertheless, AFM was originally considered
mainly as a microscopy, namely as a tool to get
images. The different ways to get and to handle AFM
images are discussed next.

AFM Scheme and Operating Modes

The most-used scheme for detecting the deflection
of an AFM cantilever is schematized in Figure 4: a
Gaussian laser beam is focused on the back of the
cantilever and the reflected light is collected by a
four-quadrant photodetector, so the displacement
of the laser spot gives a signal proportional to the
cantilever deflection or torsion, and hence to the
interacting force. In particular, with a properly
mounted detector, the deflection signal is given by

ID ¼ ðI1 þ I2Þ � ðI3 þ I4Þ

with I1,2 the upper-quadrants signal and I3,4 the
lower-quadrants signal, while

IT ¼ ðI1 þ I4Þ � ðI2 þ I3Þ

gives a measure of the torsion of the cantilever, pro-
portional to the friction the tip encounters while
scanning the sample.

The signal-to-noise ratio depends basically on the
photodetector shot-noise, whose spectral density is
given by

iN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIDf

p
where e is the charge of the electron, I is the gene-
rated photocurrent proportional to the laser intensi-
ty, Df is the detection band. The important elements
in determining the sensitivity of this detection meth-
od are the dimensions of the light spot reflected by
the cantilever, which are due to the diffraction in-
duced by the cantilever on the beam.

In analogy with STM and other SPMs, AFM
could operate either at constant height or at constant
force (Figure 5). In the constant-height mode, the
piezodriver moves the sample in the xy plane main-
taining it at a constant z and the cantilever deflec-
tions are acquired. It is possible to employ this
mode only on very flat surfaces, since steep steps can

d,s

d – s = z

−f = ks
− f (s)f (d )

d

d, z > 0
s < 0

(a) (b)

z  Distance between sample and cantilever resting position

d  Tip−sample distance

s  Cantilever deflection

s

z

Z

Sample

Figure 2 (a) Schematic representation of cantilever and sample relative position. The sign of s is assumed negative when the

cantilever is deflected down (attractive force), so z¼ d� s. (b) Lennard-Jones force (black curve) and cantilever elastic force (red curve

with the vertical axis inverted) are reported as functions of d. The elastic force, given by felastic ¼ �ks ¼ kz � kd ; is zero for d equal to z,

that is controlled by the piezodriver. The cantilever deflection is obtained by the balancing of Lennard-Jones and elastic forces, and is

given by the ordinate of the intersection of the two graphs, where fLJ ¼ �felastic: Three possible solutions occur in the graph above.

Multiple solutions disappear for the cantilever with k greater of the maximum slope of LJ force.
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cause breaking of the tip or damage of the sample.
The use of the constant-force mode is more common.
In this mode, the cantilever deflection is maintained

constant via a feedback controlling the height z of the
piezodriver. This mode decreases the imaging speed
because of the limited response time of the feedback
loop.

In the constant-force mode, it is usual to acquire
the height signal (i.e., the z signal) as well as the so-
called error signal. In fact, although the tip deflection
is stabilized by the feedback, small deflections of
the cantilever occur (they are the error signal). The
error signal behaves as the derivative of the height
signal along the scanning line and it is useful to en-
hance the borders of small objects and to highlight
periodic patterns, when they are not immediately
visible on the topographic images. The error-signal
images are like the sample surface lighted by a lateral
source.

The height signal is a direct measurement of the
sample topography, which, however, depends on
the applied force via the local elastoplastic properties
of the surface. Generally, AFM images are represent-
ed as color-scale 2D images. When represented in
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Figure 4 Left – Poggendorf detection method. A laser beam

focused on the free end of the cantilever deflection is reflected on

a four-quadrant photocell. When the cantilever deflects an angle

dY, the balance between the upper and lower quadrants of the

position-sensitive photodetector changes proportionally to dY.

The cantilever deflection can be stabilized by a feedback which

moves the sample holder on the z axis. Right – an illustration of

the raster scanning of the surface.
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Figure 3 Graphical method to obtain experimental force–distance curves from the Lennard-Jones force FLJ. In (a), lines 1, 2, and 3

represent the elastic force for three different values (a, b, g) of the height z. The intersection of these lines with FLJ determines the value

of the cantilever deflection s. A single solution is possible for line 1 (intersection a), two solutions for lines 2 and 3 (intersection points b

and b 0 and c and c 0). Lines between 2 and 3 (not drawn) have three intersections with FLJ. While the tip approaches the sample, the

solution moves from c0 to b (the corresponding forces can be read on the vertical axis following the dashed lines and range from f30 to f2);

further, approaching the tip and sample, the solution will jump from b to b 0. During the withdrawal, a bigger jump will occur from c and c 0.
(b) Force vs. distance curve during the cantilever approach to and retract from the sample, obtained from the graphs in (a). In the insets,

a representation of the cantilever deflection is shown for different positions. (Adapted from Cappella B, Baschieri P, Frediani C, Miccoli

P, and Ascoli C (1997) Force-distance curves by AFM. IEEE Engineering in Medicine and Biology 58–65.)

126 Biomolecules, Scanning Probe Microscopy of



perspective (3D images), it is easier to appreciate de-
tails that are lost in the flat rendering.

During scanning, the cantilever is deflected, but
lateral forces, which depend mainly on the tip–sample
friction, also twist it. The measurement of the can-
tilever torsion makes it possible to obtain friction
maps, which give an information qualitatively differ-
ent from the topographic one. Friction maps have
been one of the first steps in the direction of obtaining
chemical or the so-called spectroscopic information
in AFM microscopy. A deep discussion on the
tribology at a nanoscopic level is due to Bhushan
and others (see the ‘‘Further reading’’ section).

When working in contact, as described above, the
friction force can damage soft samples. A possibility
of reducing friction forces is achieved in the ‘‘tap-
ping’’ mode. In this mode, the cantilever is main-
tained in oscillation orthogonal to the sample at a
frequency close to its resonant frequency. When ap-
proaching the sample, the oscillation, measured via a
photodetector, is progressively limited by the sample
contact. A feedback loop keeps the oscillation am-
plitude constant by adjusting the sample height z.

Since the tip touches the sample for a very limited
time, there is basically no friction and the risk of
damaging the tip or sample is greatly reduced
compared to the contact mode. Furthermore, beyond
the height information obtained from the feedback, in
AC mode it is possible to use the phase signal. In fact,
the oscillation phase varies during the scan compared
to that of the drive signal, and this phase difference is
determined by the local elastoplastic properties of the
investigated sample. Thus, the phase image contains
information on the sample composition.

Sample Preparation

A key step to get good images by AFM is sample
immobilization. Graphite and mica and other inor-
ganic materials can be simply glued to the support,
but cells or cell fragments or large molecules, such as
DNA, require specific preparation of the support to
be firmly attached. Glass and mica are the most-used
supports. Mica must be freshly cleaved and glass
must be cleaned from contaminants, mainly hydro-
carbons (e.g., with a detergent or via exposure to UV
light). There are many methods for getting the
biological samples firmly attached to the support
and are based on the knowledge of their interactions
with the surface and with the solution where they are
suspended. Various ways to firmly anchor the sample
to the support are:

* the glass surface may be chemically modified, as in
the case of silanized glass, to cause covalent
bonding between support and sample;

* coating the support with poly-L-lysine (the sup-
port surface becomes positively charged and cell
plasma membranes, usually negatively charged,
adsorb on it); and

* adjusting the pH and valence of the electrolyte
solution can ensure the attachment.

The last of the above methods is possible due to
the fact that biological macromolecules are usually
charged, and their charge and isoelectric point de-
pends on pH. The same is true for the support sur-
face. Charged surfaces induce counter-ions around
them and thus the formation of electrical double lay-
ers. A chemical–physical theory of colloidal stability
(DLVO theory, developed by Derjaguin–Landau and
Verwey–Overbeek) may be applied in order to deter-
mine the buffer conditions necessary to obtain a net
attractive force as the result of the van der Waals
attraction and double-layer repulsion. In conclusion,
sample adhesion may be ensured by adjusting the pH
and the electrolyte concentration, and by selecting the
appropriate electrolyte valence.

A good buffer for sample adsorption is not neces-
sarily good for sample imaging (the force at which
the tip and sample are in contact depends on the
buffer) and it is very common to perform sample
adsorption in a buffer, then rinse it gently and carry
out imaging in a different buffer. Once firmly at-
tached to the support, the sample usually stays there
even after the buffer has changed.

When using FD curves to study specific interac-
tions between molecular partners (antigen–antibody,
receptor and its ligand), the preparation of a sample
includes suitable functionalization of the sample and
tip. Once the stylus has been functionalized with one
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piezodriver
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Figure 5 Scheme of an AFM setup. The deflection is used as

input for a feedback loop that stabilizes it at a preset value. The

output of the feedback controls the voltage that moves the pie-

zodriver in the z direction. Both cantilever deflection and feed-

back output are sampled and stored by the computer.
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of the partners, for instance, via silanization of the
surface and subsequent adhesion of proteins, it can
be approached to the sample (already functionalized
with the other partner) to induce a chemical bond
between the two. In this way, protein–protein inter-
action forces have been studied. Usually, suitable
spacers are also interposed between the support and
the molecules to be studied, so that the specific de-
tachment on the FD curve occurs far enough from
the nonspecific adhesion. Often chemical modifica-
tions of the terminal groups in the investigated pro-
teins are required to obtain a suitable preparation.

Some Results

It is difficult to give, in a short space, a review of the
vast results obtained by SPM in biological systems.

Below are reported just a few examples of what is
possible to obtain, which are also illustrative of the
methods used to extract information from the raw
data.

Figure 6 shows a high-resolution image of ba-
cteriorhodopsin (BR) in purple membranes extracted
from Halobacterium salinarum. BR molecules, in
their native membrane, are assembled into trimers,
arranged to form a trigonal bidimensional crystal
lattice. When the cantilever tip is gently pressed on a
molecule, in some cases, the molecule adsorbs on the
tip, so once the latter is retracted it extracts a single
BR molecule from the membrane. The comparison of
the two panels of Figure 6 shows the empty place
of the missing molecule. This figure is illustrative not
only of the molecular resolution achieved by AFM on

10 nm

12 nm

(a)

(b)

12 nm

10 nm

Figure 6 (a) High-resolution AFM images of the cytoplasmic side of purple membranes extracted from Halobacterium salinarum. The

2D crystal lattice of bacteriorhodopsin molecules and the organization in trimers are clearly visible. A trimer is contoured for clarity. The

length of the white bar is 10 nm. The same area has been imaged twice, before and after stretching the molecules that were adsorbed on

the tip. (b) The missing molecule was extracted by the tip during the withdrawal. (Adapted from Oesterhelt F, Oesterhelt D, Pfeiffer M,

Engel A, Gaub HE, et al. (2000) Unfolding pathways of individual bacteriorhodopsins. Science 288: 143–146.)
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soft samples but also of its possible use as nanoma-
nipulator. This is one of the directions in which AFM
development is focused.

Figure 7 reports a beautiful example of imaging
conformational changes at molecular resolution. On
the right-hand side of the figure, the scanning in

the y-direction was stopped and the same molecules
were sampled in subsequent scans, showing the
dynamical association and dissociation of GroEL–
GroES complexes.

More information on the formation and the break-
ing of molecular bonds or the folding and unfolding
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(a) (b)

Tubes
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Figure 7 (a) Topography of GroEL proteins adsorbed on mica. The x axis, in this case, is in the vertical direction (indicated by the

arrow of the fast scan direction). At half the way, the scanning along the y direction (the horizontal one in this case, indicated by the arrow

of the slow scan direction) was disabled and the scan was repeated on the same line of proteins, generating the protein ‘‘tubes’’ of the

right-hand part of the image. The tubes are the evolution over time of the height of the proteins along that line, monitored with a temporal

resolution of 100ms. (b) GroES (144nM) and ATP (2.5 nM) are added to the buffer solution and the tubes are imaged. Under these

conditions, the association and dissociation of GroEL–GroES complexes is possible, in fact, large repeated variations in height along the

length of many tubes are observed. The height profile of the tubes indicated with III and IV are reported below. They show a stepping of

the height between two levels that differ for 3.671 nm. This height difference is consistent with that of GroEL and GroEl–GroES complex

seen by X-ray crystallography, confirming that the observed phenomenon is the association and dissociation process. (Adapted from

Viani MB, Pietrasanta LI, Thompson JB, Chand A, Gebeshuber IC, et al. (2000) Probing protein–protein interactions in real time. Nature

Structural Biology 7(8): 644–647.)
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Figure 8 Unfolding of T4 lysozyme in a polymer. Successive unfolding of different units are recorded. The fitting curves are obtained

by the WLC model. The two histograms show the distribution of the forces at which unfolding occur and the variation in length obtained

by the fitting. (Adapted from Yang G, Cecconi C, Baase WA, Vetter IR, Breyer WA, et al. (2000) Solid-state synthesis and mechanical

unfolding of polymers of T4 lysozyme. Proceedings of the National Academy of Sciences of the USA 97: 139–144.)
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of polymers can be obtained by AFM by using the
force–distance curves. An alternative technique, very
suitable for studying force–distance curves, is that of
optical tweezers. Figure 8 is an example of studying
by AFM, the unfolding process in a globular polymer.
The figure shows the results as force–extension
curves; in this kind of representation, the measured
deflection is reported as a function of the actual tip–
sample distance given by d¼ z� s (see Figure 2). The
dependence of the measured force on the elongation
maps the potential of the folding–unfolding process
and can be fitted by appropriate models, which come
from theoretical studies of polymer dynamics. The
reference book for polymer modeling appeared in
1969 and is due to Flory, who won the Nobel prize
for chemistry in 1975. Models like freely jointed
chain (FJC) or worm-like chain (WLC), and others
can be used to fit force–extension curves, and this
allows one to determine parameters as the contour
length of the polymer or its permanence length.

The other kind of information that can be ob-
tained from results such as those of Figure 8 is the

amplitude of the jumps due to the sudden occur-
rence of unfolding, that is, the estimated value of
the force at which unfolding occurs. These values are
somewhat variable, as shown from their histogram
reported in the insets of Figure 8. This is not a mere
effect of the noise that affects the measurements,
but is partially due to the stochastic nature of the
unfolding process. This is better visible in Figure 9,
which was obtained by stretching the biotin–strep-
tavidin bond; in this case, the measurements were
made at several different velocities of the z-scanning,
and the histograms of the measured strengths of the
bond depend on this velocity. The peak of the his-
togram shifts on the right, and the histogram width
increases with the velocity on the z-axis.

To understand why the measured strength depends
on the rate of force variation, it is important to con-
sider that the lifetime of a bond due to weak no-
ncovalent interactions depends, in the most trivial
case, on a potential barrier that separates the two
conformations; the height of the barrier is the differ-
ence DG of the free energy between the bound state

0.050

0.025

100

102

104

106

Fr
eq

ue
nc

y

Loading rate
(pN s−1)

300

200

100

Force
(pN)

150

100

50

0

0 50 100 150 200 250

F
or

ce
 (

pN
)

Extension (nm)

Figure 9 Histogram of biotin–strepavidin bond strength. The histogram peak shifts to right and the histogram width increases with

increase in loading rate. (Adapted from Merkel R, Nassoy P, Leung A, Ritchie K, and Evans E (1999) Energy landscapes of receptor-

ligand bonds explored with dynamic force spectroscopy. Nature 397: 50–53.)
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and the transition state. Spontaneous breaking of the
bond at temperature T occurs with a probability that
depends exponentially on the ratio between DG and
the thermal energy kBT. Under stretching, the poten-
tial profile is modified, the energy landscape is tilted
by force so that the height of the barrier decreases and
the transition becomes more likely. Complex macro-
molecular bonds involve many interactions that cre-
ate a series of barriers. However, for each barrier the
probability of breaking in a short interval dt is an
exponential function of the applied force, which var-
ies as the stretching proceeds. At a given value, f, of
the stretching force, the probability of breaking in a
short interval dt is constant; say, p(f)dt. The process is
Poissonian and the probability P(t) to wait for a time
t before the breaking depends exponentially on t:

PðtÞ ¼ 1

pðf Þ e
�pðf Þt

Most of the breakings occur in time intervals, shorter
than 3/p(f). If the stretching force varies quickly in
this timescale, breaking will occur at higher values
of the force. The process being an inhomogeneous
Poisson process, P(t) is given by

PðtÞ ¼
exp �

R t
0 pðf ðtÞÞ dt

� �
exp �

R
N

0 pðf ðtÞÞ dt
� �

Experiments are possible where the vertical sweep
stops at a preset value of the deflection, keeping the
force constant until the conformation change. If the
process under study is reversible, these experiments
allow one to determine the histogram of the waiting
times and then p(f). It is clear from the discussion
above that the interpretation of results is much more
direct in experiments made at constant stretching
force, while the results obtained by retracting the tip

without a control on the applied force do not allow a
straightforward evaluation of p(f). Some experiments
at constant force have been reported recently, and it is
to be expected that stretching at constant force will be
a rule in the future.

See also: Protein Folding and Aggregation; Quantum
Mechanics: Foundations; Scanning Near-Field Optical
Microscopy; Scanning Probe Microscopy; Single-Mole-
cule Methods in Biophysics.

PACS: 07.79.� v; 68.37.�d; 82.37.Gk
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M Inguscio, Università di Firenze and Istituto
Nazionale, Florence, Italy
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Quantum Mechanics Reigns at Low
Temperature

At room temperature, the dynamic behavior of a
gas is governed by the laws of classical mechanics.

In fact, the thermal de Broglie wavelength

lT ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p_2

mkBT

s
½1�

which gives the smearing of the position of the at-
oms, due to the Heisenberg uncertainty principle (_ is
the Planck constant divided by 2p, kB is the Boltz-
mann constant, m is the atomic mass, and T is the
temperature of the gas), is much smaller than the
average spacing between atoms, which then behave
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as classical objects. As the gas is cooled, however, the
smearing increases and the wave functions of adja-
cent atoms overlap, causing the atoms to lose their
identity. If the overlap is large, the effects of quantum
mechanics cannot be ignored.

When quantum effects become important, it is cru-
cial to distinguish between Bose and Fermi statistics.
Bosons are particles with even total spin and their
many-body wave function is symmetric with respect
to the exchange of two particles. As a consequence,
bosons like to occupy the same state. Conversely,
fermions (particles with odd spin) are described by an
anti-symmetric wave function and cannot occupy the
same state due to the Pauli exclusion principle. At
very low temperatures, bosons and fermions behave
quite differently (see Figure 1), giving rise to distinct
dynamic and thermodynamic behaviors.

Bosons are known to undergo a phase transition
below a critical temperature Tc. This transition is
characterized by the macroscopic occupation of a
single particle state and is called Bose–Einstein con-
densation (BEC). A unique peculiarity of the transi-
tion is that it can occur even in the absence of
interactions, being driven by genuine quantum sta-
tistical effects.

A Einstein predicted the occurrence of this transi-
tion in 1925, on the basis of a paper of the Indian
physicist S N Bose (1924), devoted to the statistical
description of the quanta of light. For a long time,

Einstein’s predictions had no practical impact and
only after the discovery of superfluidity in liquid he-
lium (1938), the phenomenon of BEC became the
object of theoretical investigation again with the pi-
oneering works by London, Bogoliubov, Landau,
Lifshitz, Penrose, Onsager, and Feynman.

At low enough temperatures, all interacting sys-
tems, with the exception of helium, undergo a phase
transition to the solid phase. This behavior is illus-
trated in Figure 2, where a typical pressure–temper-
ature phase diagram is shown. In the figure, the
pressure–temperature line characterizing the BEC
phase transition of an ideal gas is also drawn. Above
this line, a dilute gas would be Bose–Einstein con-
densed. However, this configuration is unstable since
thermodynamic equilibrium would correspond to the
crystal phase for such values of pressure and temper-
ature. This shows that BEC can be actually achieved
only in conditions of metastability, and that the den-
sity of the gas should be small enough to suppress the
collisional processes (three-body collisions) responsi-
ble for bringing the system into the thermodynami-
cally stable solid phase. In practice, typical densities
reached in the BEC phase are 1013–1015 cm� 3, so
that the predicted values of Tc are extremely low (a
few microkelvin or even less). This explains why BEC
was experimentally realized in atomic gases only
70 years after Einstein’s historical paper.

The realization of BEC in atomic gases was ac-
hieved for the first time in 1995 and was recognized
with the Nobel prize in 2001. This achievement is the
result of extraordinary efforts made in atomic phys-
ics during the 1990s, through the development of
advanced techniques of cooling and trapping atoms,
which were recognized with the award of the Nobel
prize in 1997. At present BEC has been achieved in
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Figure 1 Schematics of the level occupancy for a harmonically

trapped gas at ultralow temperature. The ground state of the

many-body system is completely determined by the quantum

statistics. The bosons (even spin particles) all occupy the same

single-particle ground state, forming a Bose–Einstein conden-

sate. The fermions (odd spin particles), obeying the Pauli exclu-

sion principle, pile up until they reach the Fermi energy EF.
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Figure 2 A typical pressure–temperature phase diagram. The

dashed line corresponds to the BEC phase transition for an ideal

gas.
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87Rb and 85Rb, 23Na, 7Li, H, metastable 4He, 41K,
133Cs, 174Yb, and 52Cr (Figure 3).

How to Reach BEC in Dilute Atomic Gases

The first experimental studies on BEC were focused
on spin-polarized hydrogen that was considered the
most natural candidate because of its light mass. For
this purpose, cryogenic and evaporative cooling tech-
niques were developed since the early 1970s. How-
ever, BEC was first realized in alkali atoms despite
their relatively high masses, because of their suita-
bility to be cooled with laser techniques. In a typical
setup, the strategy to achieve BEC of alkali gases
consists of the following steps: (1) laser cooling of the
atoms, (2) magnetic trapping, and (3) evaporative
cooling.

The first cooling stage is performed in a magneto-
optical trap (MOT) that consists of the combination
of counterpropagating laser beams and a magnetic
field gradient. The physical mechanism at the basis of
the cooling process is the transfer of momentum be-
tween photons and atoms. The laser beams are red-
detuned with respect to an atomic transition, in such
a way that the resulting effect is a viscous force
slowing the motion of atoms. In addition, the pres-
ence of the magnetic field gradient allows one to
spatially confine the atoms in a region of a few cm3.
In the case of rubidium, one can typically trap B109

atoms with a temperature of B10 mK (inferred from
the velocity distribution of the atoms).

The density and temperature achievable in a MOT
are far from the values required for BEC (the fun-
damental limit for laser cooling is the recoil temper-
ature, i.e., the kinetic energy gained by an atom after
absorption of one photon, B400 nK for rubidium).
The next stage consists in transferring the atoms

from the MOT to a magnetostatic trap, where higher
densities and lower temperatures can be achieved. An
example of a typical coil configuration is shown in
Figure 4. The current flowing in the coils produces a
magnetic field that has a minimum in the center of
the trap, and is, in good approximation, harmonic
around this point. Due to their magnetic moment,
atoms in a low-field seeking Zeeman state are
trapped in the center of the trap.

The final cooling stage is the so-called evaporative
cooling that is performed by selectively removing the
hottest atoms from the magnetic trap. RF transitions
are used to excite the atoms located at the border of
the trap (the ones with the highest energy) to un-
trapped states. This process is successful only if the
energy of the RF cut is lowered slowly enough in
such a way that the remaining atoms have time to
collide and thermalize to lower temperatures. At the
end of this process, if the density of the sample is
high enough, the phase transition to a Bose–Einstein
condensate can take place (typical values for rubid-
ium are nB1014 cm�3 and TB100 nK). BEC, in a
trap, occurs both in momentum and coordinate
space, with the atomic density distribution reflecting
the shape of the trapping potential (cigar-shaped for
the trap in Figure 4).

All these stages are performed in a ultra-
high-vacuum environment (background pressure
B10�12 torr), in order to ensure a perfect thermal
isolation and a long lifetime of the trapped atomic
samples against collisions with the background gas.

50 nK

200 nK

400 nK

Figure 3 Density distribution of an ultracold sample of 87Rb

across the BEC transition recorded during one of the first exper-

iments at JILA (1995) in which BEC has been reached.
Q

Q A

C
BEC

Figure 4 A four-coil magnetostatic trap for neutral atoms, as

the one used in the experiments at LENS (Florence). The

magnetic field has a minimum in the center of the trap and is, in

good approximation, harmonic around this point (Ioffe–Pritchard

configuration). The atomic cloud trapped in the minimum of the

potential is cigar-shaped because of the cylindrical symmetry of

the trap.
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Imaging the New Macroscopic Quantum
State

Images of the ultracold atomic sample are achieved
by shining a nearly resonant laser beam. The ab-
sorption of light by the atoms creates a shadow that
is recorded by a CCD camera. The typical size of a
condensate is of the order of a few micrometers and a
very high resolving power is hence necessary for in
situ imaging. More frequently, images are taken by
switching the trap off and allowing the gas to expand
to larger sizes. Typical images obtained after expan-
sion are shown in Figure 5. From these images one
extracts relevant information on the physical pro-
perties of the system. At temperatures higher than
Tc, the sample expands ballistically and quickly
reaches an isotropic distribution, well described by a
Maxwellian. From this distribution one extracts the
temperature of the gas. At the onset of the BEC
transition, the shape of the cloud is characterized by
a pronounced increase of the density in the center. At
lower temperatures, the density takes a characteristic
bimodal shape (Figure 5): the noncondensed atoms
determine the wing of the distribution, still given
by a Maxwellian form, while the condensed atoms
give rise to a narrow central peak which becomes
more and more pronounced as the temperature is
lowered. The shape of the central peak is no longer a
Maxwellian, but is given by an inverted parabola as
predicted by the Gross–Pitaevskii theory, and exhib-
its a typical nonisotropic expansion. The diagnostic

of the images also provides the numberN of atoms in
the sample.

In the presence of harmonic confinement, the theory
predicts both the value of the critical temperature Tc

and the fraction of condensed atoms for TpTc. For an
ideal gas trapped by a harmonic potential, one finds

kBTc ¼ 0:94_o0N
1=3 ½2�

and

N0

N
¼ 1� T

Tc

� �3

½3�

where o0 is the geometric average of the trapping
frequencies and N0 is the number of atoms in the
condensate. A typical theory–experiment comparison
is shown in Figure 6, where the value of Tc is a few
hundreds of nanokelvin. Despite the relatively small
number of atoms used in this experiment (B104), the
evidence for the phase transition is very clear. The
good agreement with the predictions of the ideal gas
model indicates that the effects of the interactions
on the condensate fraction as well as on the value of
Tc are small. This is the consequence of the extreme
diluteness of the trapped gas.

In the following sections, some of the major ac-
hievements obtained in these years on these ultracold
gases will be discussed. These include the study
of their coherence and superfluid properties, as well
as the novel features exhibited in the presence of a
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Figure 5 (Top) Absorption images of an expanded atomic cloud varying the temperature T across the BEC transition at Tc. From left to

right, the images show a thermal cloud, a partially condensed cloud, and a pure BEC. (Bottom) Horizontal cross section of the density

distribution. The lines are fits of the experimental points with a Gaussian, a bimodal distribution and an inverted parabola, respectively.
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periodic potential. A short discussion on recent re-
sults with ultracold Fermi gases is also presented.

Coherence and Superfluidity

Bose–Einstein condensates are characterized by a
complex order parameter (the so-called wave func-
tion of the condensate)

F ¼ ffiffiffiffiffi
n0

p
eiS ½4�

The modulus is fixed by the condensate density n0
which, in dilute gases and at temperatures much
smaller than Tc, in practice, coincides with the den-
sity of the gas. The phase S of the order parameter is
at the origin of important properties of the system,
both concerning coherence and superfluid effects.

Coherence phenomena make the physics of these
systems similar to the one of a laser, if one replaces
photons with atoms. Bright sources of atoms, the so-
called atom lasers, can be obtained outcoupling the
atoms from the condensate (see Figure 7) that is the
analog of the laser cavity in which coherent photons
are stored. This has been accomplished with different
methods (RF transitions, Raman pulses, gravity-in-
duced tunneling) that have allowed one to create cw
and pulsed sources of coherent atoms.

Another example of this analogy is revealed by the
interference phenomena observed with Bose–Einstein
condensates. Figure 8 shows the interference fringes
produced by two separate condensates overlapping
after expansion. This experiment, which first dem-
onstrated the coherence of the condensed state, is the
analog of the most famous double-slit experiment
with light.

Differently from photons, atoms are interacting
particles. In the mean field approach, interactions
give rise to important nonlinear phenomena. A beau-
tiful analogy with nonlinear optics is provided by the
experiments on four wave mixing (see Figure 9), in
which three matter waves, interacting through non-
linearities, can produce a fourth matter wave. This
can only be achieved if phase-matching conditions
(energy and momentum conservation) are satisfied.
While in the case of light, nonlinearities are a prop-
erty of the medium in which the mixing process takes
place, in the case of atoms nonlinearities are an in-
trinsic property of the mixing waves and are due to

Figure 8 Density profile of two condensates overlapping after

expansion. In the central region one clearly sees interference

fringes, similar to the ones observed in optics in the famous

Young experiment. This image has been recorded in the first

experiment in which interference of matter waves has been

observed (MIT 1996).
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Figure 6 Condensate fraction N0/N as a function of T/Tc. Cir-

cles are experimental results from JILA (1996), while the dashed

line is the theoretical prediction of eqns [2] and [3].

MIT (1997) Munich (1999) Yale (1998) NIST (1999)

Figure 7 A collection of atom lasers, obtained outcoupling co-

herent atoms from a Bose–Einstein condensate with different

methods. The first two lasers have been achieved using pulsed or

cw RFs in order to induce transitions toward untrapped states.

The third one has been obtained taking advantage of the tunnel-

ing induced by gravity in a vertical lattice. The fourth laser has

been obtained using optical Raman transitions.

Bose–Einstein Condensation 135



the elastic s-wave collisions between the atoms for-
ming the matter wave. Interactions in Bose–Einstein
condensed gases are in most cases repulsive. Profiting
from the occurrence of resonant states between two
interacting atoms, it is now possible to tune the value
and even the sign of the scattering length by simply
applying an external magnetic field. When the scat-
tering length becomes negative, the nonlinearities
in the Gross–Pitaevskii equation are responsible for
solitonic solutions (bright solitons) which propagate
without dispersion in 1D configurations. The exist-
ence of bright solitons has been confirmed in a recent
series of experiments.

Another spectacular consequence of the phase of
the order parameter is related to superfluidity. In
fact, the gradient of the phase S is proportional to the
superfluid velocity:

vs ¼
_

m
rS ½5�

Before 1995, superfluid phenomena had been ob-
served only in dense liquids, such as 4He. The pos-
sibility of extending such investigations to dilute
gases has opened new challenging perspectives for a
better understanding of the microscopic origin of
superfluidity and its relationship to the pheno-
menon of BEC. Among the various manifestations

of superfluidity, it is worth mentioning the rich
variety of collective oscillations exhibited by these
confined systems, which have been the object of in-
tense theoretical and experimental work in the last
few years. Figure 10 shows the shape oscillation of a
Bose–Einstein condensate. From these images one
can extract the frequency of the collective oscillation
with high precision. The dynamic behavior of the
condensate is well described by the hydrodynamic
equations of superfluids, which predict values for
collective frequencies in excellent agreement with the
experiment.

An even more spectacular prediction of superflu-
idity concerns the rotational properties of Bose–Ein-
stein condensates. Superfluids cannot rotate like
classical objects because of the irrotationality con-
straint imposed by eqn [5]. A striking consequence is
that angular momentum can be carried only by
quantized vortices. If the confining trap rotates slow-
ly, vortices cannot be formed because they are
energetically unfavorable and the sample does not
carry any angular momentum. However, when the
angular velocity increases, quantized vortices are
formed (see Figure 11). Eventually, at high angular
velocities, one can generate a vortex lattice of regular
geometrical shape.

Another important manifestation of superfluidity
is given by the Josephson oscillations characterized
by the coherent tunneling of atoms through the bar-
riers generated by an external potential (see the next
section).

BEC in Periodic Potentials

Ultracold atoms can also be trapped with non-
resonant laser light taking advantage of the inter-
action with the induced dipole moment. Differently

Figure 9 Four wave mixing with matter waves (NIST 1998). In

this absorption image, taken after a time of flight, each peak

represents a matter wave with different momentum. The three

most intense peaks (up, left, right) are created by splitting a

Bose–Einstein condensate with laser light. The fourth smaller

peak (down) is the result of the mixing process caused by the

nonlinear interaction between the three initial waves.

Figure 10 Collective excitations of a Bose–Einstein conden-

sate (MIT, 1998). The excitations were produced by modulating

the magnetic field used to trap the condensate and then letting

the cloud evolve freely. The field of view in the vertical direction is

about 600mm and the time step is 5ms per frame. The measured

frequency of these collective excitations is a clear signature of the

BEC superfluidity.
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from magnetic trapping, this allows one to trap
atoms of any spin state and to produce new geo-
metrical configurations. In particular, working with
counterpropagating laser beams, it is possible to
generate periodic potentials, the so-called optical
lattices. These optical configurations give rise to
the possibility of producing new crystals where
the ordered atomic structure is ensured by the laser
light.

Arrays of condensates can be produced with an
optical lattice high enough to trap the atoms in the
lattice sites (see Figure 12). The density distribution
of the atoms released from this optical trap shows
well-resolved peaks originated by the quantum in-
terference of the condensates initially located at the

lattice sites and overlapping during the expansion.
This feature, which is a signature of the long-range
coherence of the system, cannot be observed in a
thermal sample, which instead presents a broader
unstructured distribution. This is analogous to the
diffraction of light from a matter grating, where the
role of matter and light is interchanged.

A condensate in a periodic potential is also an ideal
tool to study the key phenomena of solid-state phys-
ics related to the Bloch description. In particular, it is
possible to point out directly the typical band struc-
ture and related transport properties in the ideal sit-
uation of a perfect crystal, avoiding the presence of
phonons or defects, typical of solid-state configura-
tions (Figure 13).

Ω < Ωc Ω > Ωc

Figure 11 Formation of vortices in a Bose–Einstein condensate (ENS, Paris, 1999). The images refer to a BEC confined in a trap

rotating at angular velocity O. Above a critical velocity Oc, a vortex forms in the condensate, as can be seen by the reduction of density in

correspondence of the center.

BEC Thermal cloud

Optical lattice

Atoms

−2�k
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Figure 12 Expansion of a Bose–Einstein condensate from an optical lattice (LENS, Florence, 2001). The atoms are trapped in a

periodic potential generated with laser light and then released from this trap. The figure on the left, showing the density distribution after

expansion, exhibits resolved peaks originated from the interference of the condensates initially located at the lattice sites. The observed

structure, signature of the long-range coherence of the system, cannot be observed with a thermal incoherent sample (figure on the

right). This effect is analogous to the diffraction of light by a matter grating.
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An interesting possibility provided by these peri-
odic potentials is the study of Josephson-like oscil-
lations in the superfluid phase. These oscillations are
characterized by a coherent tunneling of the gas
through the optical barriers. Experimentally, one can
easily excite center-of-mass oscillations of the gas
confined in the combined potential created with a
harmonic trap and an optical lattice. Figure 14 shows
that only the condensed component is able to tunnel
coherently, while the thermal component is localized.
Theoretically, one can predict the frequency of the
oscillation, which turns out to be in good agreement
with the experiment.

A spectacular achievement with these new con-
figurations is the possibility of studying the transition
from a superfluid to a Mott insulator phase (Figure
15). By increasing the intensity of the laser (and
hence the height of the barriers generated by the 3D
optical lattice), one reduces the tunneling rate be-
tween neighboring sites, thereby favoring the local-
ization effects. At some point, the coherence of the
sample is lost and the system exhibits an insulating
phase. Figure 15 shows the experimental evidence for
this transition, which is proven by the disappearance

of the interference peaks in the density profile imaged
after expansion.

Fermions

Differently from the case of bosons, an ideal Fermi
gas does not exhibit a phase transition at low tem-
perature. The system, however, is still characterized
by important quantum phenomena originating from
the Pauli exclusion principle. This is well illustrated
in Figure 1, where one sees that at very low temper-
atures the gas exhibits single occupancy of the par-
ticle states up to a maximum energy, called Fermi
energy.

The experimental procedure to reach ultracold
regimes in Fermi gases cannot be the same as in the
case of bosons. Indeed, in a Fermi gas of a single spin
species, collisions are suppressed at low temperature
by the antisymmetrization requirement. This causes
the absence of thermalization processes which are
crucial for the mechanism of evaporative cooling to
be efficient. This difficulty has been overcome by
working with two spin species, which can interact
also at low temperature. Alternatively, one can use
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Figure 13 A BEC in an optical lattice is the ideal system for studying problem of solid-state physics. By directly observing the

propagation of the matter wave packet in a periodic potential, one can measure the energy band spectrum.

∆t = 0 ms 20 ms 40 ms 60 ms 80 ms

Thermal
cloud

BEC

500 µm

Figure 14 A partially condensed cloud is oscillating in the harmonic trap in the presence of an optical lattice (along the vertical

direction, in figure). While the thermal cloud center of mass is stuck in the initial position, the condensed part moves through the periodic

potential because of the coherent tunneling between the lattice sites, analogous to the Josephson effect (LENS, Florence, 2001).
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mixtures of fermions and bosons. Bosons are cooled
down with traditional techniques and fermions then
thermalize sympathetically. Figure 16 shows this sec-
ond type of approach, achieved with potassium and
rubidium.

The absence of interactions of polarized fermions
in a gas, on the one hand, complicates the cooling
procedure and, on the other hand, can provide im-
portant advantages. In fact, noninteracting degene-
rate Fermi gases exhibit peculiar features which
have been the object of recent investigations. An ex-
ample is given by the occurrence of undamped Bloch

oscillations in the presence of periodic potentials,
which are very promising for future precision meas-
urements (see Figure 17). Also, the achievement of
efficient registers for quantum computation might be
strongly favored by the use of ultracold noninterac-
ting Fermi gases.

On the other side, the possibility of trapping
fermions in different spin states is opening new
perspectives related to the physics of interacting sys-
tems. In particular, recent experimental efforts have
been aimed at realizing superfluid configurations. For
dilute gases interacting with attractive scattering

(a)

(e) (f) (g) (h)

(b) (c) (d)

1

0

Figure 15 BECs in 3D optical lattices have allowed the observation of the quantum phase transition from a superfluid to a Mott

insulator. In the latter phase (achieved for the first time in Munich in 2001) a number Fock states are created at the lattice sites when the

tunneling between the optical barriers is lower than a critical value. Consequently, phase fluctuations increase and the long-range

coherence typical of the superfluid phase is lost. This is evidenced by the disappearance of the interference pattern in expansion when

the lattice height is increased (from a to h).
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Figure 16 Sympathetic cooling of fermionic 40K with bosonic 87Rb (LENS, Florence). The bosons are directly cooled with standard

evaporative cooling techniques and the fermions thermalize sympathetically at lower temperatures via collisions with the bosons. The

figure shows the simultaneous onset of Fermi degeneracy for 40K (left), and of Bose–Einstein condensation for 87Rb (right). The

absorption images are taken for decreasing temperatures (from top to bottom) and the graphs show the cross sections of the density

distribution after expansion.
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length, the superfluid phase is described by the tra-
ditional BCS theory, first developed to describe the
phenomenon of superconductivity. If the scattering
length of fermions in two spin states becomes large or
positive, new scenarios take place. Such configura-
tions can now be achieved experimentally by tuning
the scattering length in the vicinity of a resonance. In

particular, this technique has proved quite successful
in the efficient production of ultracold molecules in
a gas of atoms interacting with positive scattering
length. Since these molecules have a bosonic nature,
being composed of an even number of fermions, they
can undergo a phase transition to BEC, similar
to the one exhibited by a gas of bosonic atoms.

2 ms 2.4 ms 2.8 ms 3.2 ms 3.6 ms 4 ms 4.4 ms 4.8 ms 5.2 ms 5.6 ms

Figure 17 Bloch oscillations of ultracold fermions trapped in a vertical optical lattice, as observed in a recent experiment at LENS,

Florence (2004). The images show the momentum distribution of the fermionic cloud moving under the action of gravity. Measuring the

frequency of the oscillation allows an accurate determination of the local gravity acceleration g, and can be, in principle, used for high

precision measurements of forces on a short distance scale.
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Figure 18 BEC of 40K2 molecules (JILA, 2003). The (bosonic) dimers are produced starting with quantum degenerate 40K fermions in

two spin states and sweeping the value of an applied magnetic field across a resonance. (a) Absorption images of the molecular density

distribution after expansion. When the initial temperature of the fermionic cloud is lowered across a critical value (from left to right), a

narrow peak appears in the momentum distribution. (b) Cross section and fit with a bimodal distribution. The change in the density profile

is a signature that a BEC of molecules has formed.
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Molecular BEC has been already realized starting
from Li and K fermionic atoms (see Figure 18). At
present, significant efforts are being made to study
the BEC–BCS crossover, which occurs by varying
continuously the scattering length through the appli-
cation of an external magnetic field. In particular at
resonance, where the scattering length becomes much
larger than the average distance between atoms, the
system exhibits new challenging features which can-
not be simply described using the theory of weakly
interacting gases and requires the use of more advan-
ced many-body approaches.

See also: Phase Transformation; Phases and Phase
Equilibrium; Quantum Mechanics: Atoms; Quantum Me-
chanics: Critical Phenomena; Statistical Mechanics:
Quantum.

PACS: 03.75.Fi; 03.75.Kk; 05.30.Jp
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Introduction

Carbon is a remarkable element that shows a variety
of stable structures, ranging from three-dimensional
(3D) diamond to 2D graphite and 1D carbyne. The
different forms of carbon are the consequence of two
important characteristics of its electronic 1s22s22p2

configuration. First, carbon may form different hybri-
dizations, called spn, between its 2s orbital and n of
its 2p orbitals (1pnp3). Next, the C–C distance is
small enough to allow for a large p bonding between
those 2p orbitals of neighboring atoms that are not
hybridized with the 2s orbital (when no3). These
two properties together give many structural flex-
ibilities, thanks to which the chemistry of carbon is so
rich. Already with pure carbon, different structures
can be realized, which have very different electronic
properties. These structures derive from the three
allotropic crystalline forms of carbon listed in Table 1.

Hybrid Orbitals

When two carbon atoms are brought close together
to form a C2 molecule, the electrons move in an
effective potential that has cylindrical symmetry
around the line joining the two nuclei. A molecular

wave function may be totally invariant under a rota-
tion by an angle j about this axis, thus forming a s
state, or it may transform like cos(mj), thus forming
a p state (m¼ 1), a d state (m¼ 2), etc. The ground
state of the C2 molecule is a s state. Its expression
can be written as a linear combination of atomic
orbitals (LCAO) restricted to the 2s and 2pz valence
orbitals, which have full rotational symmetry about
the molecular axis chosen as the z direction. In addi-
tion, the wave function of the ground state is even
with respect to the inversion about the molecule
center. This means csg

¼ ðFAþ þ FB�Þ=
ffiffiffi
2

p
, where

FAþ ¼ afAs
þ bfAz

and FB� ¼ afBs
� bfBz

. In that
expression, fs and fz are the 2s and 2pz orbitals
located on one C atom, either at location A or B. FAþ
and FB� are linear combinations of these orbitals,
called sp1 hybrids (see Figure 1a). They are symmet-
ric to each other with respect to the inversion center.
The numerical coefficients a and b are determined by
solving a secular LCAO equation.

In a C2 molecule, two electrons occupy the sg

ground state (see Figure 1b) and form a strong s
bond. Two electrons occupy the next s state, which
is a nonbonding state with wave function csu

¼
ðFA� � FBþÞ=

ffiffiffi
2

p
. It is a combination of sp1 hybrids

on A and B sites that point opposite to the other
atom. These hybrid orbitals are ready to overlap with
an H atom each, such as in the acetylene C2H2 mol-
ecule, or with other C atoms such as in carbyne,
which is a 1D carbon structure (pure carbyne should
be fully sp1-hybridized). The last four electrons of
the C2 molecule occupy the doubly degenerate pu

bonding state (see Figure 1b) obtained by combining

Table 1 Structural and electronic properties of the carbon allotropes at room temperature

Diamond C60 fullerite Graphite

s-Bond hybridization sp3 sp2þ e sp2

Structure f.c.c. f.c.c. hex

Lattice parameters (nm) a¼ 0.357 a¼1.420 a¼ 0.246, c¼0.671

Density (g/cm3) 3.52 1.67 2.27

C–C distance (nm) 0.154 0.140� 0.145 0.142

Bandgap (eV) 5.48 2.2 �0.03

Type Large-gap semiconductor Semiconductor Semimetal

Binding energy (eV/atom) 7.35 6.96 7.37



the 2px orbitals and the 2py orbitals. These electrons
form two p bonds.

Other hybridizations of the 2s and 2p valence
orbitals may be formed. The most symmetric
combinations correspond to the sp2 and sp3 hybrids
illustrated in Figure 2. In the first case, each carbon
atom forms three sp2 hybrids, by mixing the 2s or-
bital with 2px and 2py orbitals. In graphene and
graphite, the sp2 hybrid orbitals have maxima of
probability density along three directions at 1201 in
the xy plane. They form s bonds with neighboring
atoms. sp3 hybrids are combinations of all valence
orbitals. In diamond, each atom forms four such hy-
brids along four directions at 1091 in space with tet-
rahedral symmetry.

Diamond

When carbon atoms are brought together to form a
solid, their 2s and 2p levels broaden and form energy

bands. The formation of these bands is illustrated
in Figure 3 for the case of diamond. At large inter-
atomic distance, the bands are narrow and conserve
most of the 2s and 2p characters of the individual
atoms. When the distance decreases, the width of the
bands increases and their s and p characters start to
mix. At some distance, there is a crossing between
the bottom of the band that originates from the 2p
level, and the top of the band that originates from the
2s level. From now on, one may consider that the
electronic states result from the s overlapping of sp3

hybrid orbitals. By reducing the interatomic distance
further, a gap opens between s bands that have
acquired bonding and antibonding characters, res-
pectively. There are four hybrid orbitals per atom,

2s

2pz

A

B

z

ΦB−ΦA+

(a)

2s2s

2p2p
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Figure 1 (a) Variation of the 2s (dot-dashed line) and 2pz (dashed line) atomic orbitals on site A along the axis z of the C2 molecule.

The solid line curves represent the FAþ (thick line) and FB� (thin line) sp1 hybrid orbitals, (b) Formation of the electronic levels of C2 from

the 2s and 2p levels of the atoms. The highest sg and the pg levels are unoccupied.

Figure 2 Carbon sp2 (left) and sp3 (right) hybrid orbitals. Each

orbital is represented by its angular probability distribution for an

electron at 0.15 nm from the C nucleus.
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giving rise to two states in each of the bonding and
antibonding bands. Each band may therefore accom-
modate four electrons, due to spin degeneracy. Since
there are four electrons per atom, the bonding band
is full, the antibonding band is empty, and the sys-
tem is a semiconductor. The so-called hybridization
gap that separates the bonding and antibonding s
bands increases with decreasing distance. Interes-
tingly enough, this picture remains qualitatively cor-
rect for the tetrahedral sp semiconductors that adopt
the same diamond structure. From the decreasing
interatomic distance in going from Ge to Si to C, one
may understand the increase of their band gap. The
picture also remains qualitatively correct for tetra-
hedral amorphous carbon.

For a crystalline material, the most complete des-
cription of the electronic states is provided by its
band structure. A theoretical band structure of dia-
mond is shown in Figure 4b for Bloch vectors parallel
to a principal diagonal of the cubic cell (GL line) and
parallel to an edge of the cubic cell (GX line). The
valence band extends from � 22.6 to 0 eV. The width
of the hybridization gap at the G point is 7.4 eV.
There are four branches in the valence band, the two
atoms per unit cell of diamond (Figure 4a) bringing
two bonding s states each. The symmetry of the
wave function along the GL and GX lines is high
enough to allow for a twofold degeneracy of the top
valence branch and the bottom conduction branch.
The computed minimum band gap is 5.6 eV. It is an
indirect gap, corresponding to a transition between
the G point and the minimum of the bottom con-
duction branch along GX. The gap is so large
that diamond does not absorb any visible radiation.
Pure diamond is transparent, as a consequence. Dia-
mond can be doped with boron and other elements,
and can reach relatively high p-type or n-type

conductivity. The s bonds in diamond are very
strong. As a result, diamond is the hardest material
known. Its Young modulus for uniaxial strain app-
lied along a fourfold symmetry axis is 1.05GPa.

Graphite

Graphite can exist in different phases according to
the stacking of its layers, each of which is a single
carbon sheet with a honeycomb structure called
graphene. The most common crystalline form of
graphite, discovered by J D Bernal in 1924, has the
ABABABy stacking illustrated in Figure 5a. The
s states of graphite are formed by overlapping sp2

hybrid orbitals oriented along the C–C bonds in each
layer. Qualitatively, the picture of Figure 3 still app-
lies to these s states. In Bernal graphite, there are
four atoms per unit cell (two per layer), each of them
builds three s states, of which half have a bonding
character. In the band structure of Figure 5c, the
bonding s states contribute 1.5� 4¼ 6 branches
between � 20.1 and � 3.4 eV. Since there is very lit-
tle s interaction between two successive atomic
planes of graphite, the s branches are nearly two-
fold degenerate. The antibonding s� states lie above
þ 3.7 eV, the hybridization gap is 7.1 eV. Unlike the
case of diamond, this gap is bridged by the p states
that originate from the 2pz orbitals, perpendicular to
the atomic layers. These orbitals form two bonding
bands and two antibonding bands. They appear as
two pairs of branches split by the interlayer coupling,
which is much more efficient with the out-of-plane
2pz orbitals than with the in-plane sp2 hybrids. The
bonding p and antibonding p� branches have an
appreciable dispersion, B8 eV, which means a high
degree of delocalization of the electrons originating
from the 2pz orbitals. The p and p� branches cross
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Figure 4 (a) Cubic diamond crystal structure, (b) Band structure of diamond along high-symmetry lines calculated with the all-electron

GW approximation. (Courtesy of M Alouani.)
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each other for Bloch vectors very close to the KH line,
which corresponds to an edge of the hexagonal prism
defining the first Brillouin zone of graphite. There is
a small overlap of B30meV between the p and p�

bands, and the Fermi level is located in this region.
This means that graphite is a semimetal. It is a poor
electrical conductor (room temperature resistivity of
crystalline samples rjjE10�6 Om) because the num-
ber of charge carriers (electrons and holes) is small.

The high cohesive energy of graphite (see Table 1)
comes almost exclusively from the strong s interac-
tions between the sp2 hybrids and the less strong p
interactions between the 2pz orbitals. The atomic
layers bind together by weak van der Waals forces.
If the distance between the atomic layers of graphite
is allowed to increase, each pair of branches, whose
degeneracy was lifted off by the interlayer coupling
in the graphite band structure, will degenerate into a
single branch. The resulting band structure is that of
graphene. In graphene, there is one p branch and one
p� branch. These branches cross at the corner K of
the hexagonal first-Brillouin zone defined in Figure
5b. The Fermi level coincides with the crossing
energy, and graphene is a zero-gap semiconductor.

Nanotubes

Carbon nanotubes are cylindrical forms of graphite. A
single-wall nanotube (SWNT) is composed of one
graphene sheet rolled up on a cylinder. The circumfer-
ence of the nanotube is a translation vector of grap-
hene, wrapped around in such a way that its two ends
coincide. This vector has the form C ¼ na1 þ ma2,

where n and m are two integer numbers (the wrap-
ping indices of the nanotube), a1 and a2 being two
Bravais vectors of graphene. As in graphite, the elec-
tronic structure of a nanotube close to the Fermi
energy is dominated by p and p� states. An SWNT
can be metallic or semiconducting, depending on its
wrapping indices. When the radius is not too small,
the rule is that the (n, m) nanotube is a metal if n – m
is a multiple of three, otherwise it is a semiconductor,
the gap of which is inversely proportional to its di-
ameter d. This rule derives from the condition that
the Bloch vector kK of the K point (see Figure 5),
where the p and p� branches of graphene meet, sat-
isfies cyclic boundary conditions around the circum-
ference: C . kK ¼ l2p, with l an integer. In fact, only
the armchair (n, n) nanotubes are metallic, the nano-
tubes with n – m a nonzero multiple of three have a
small gap that scales like 1/d2 (see Table 2). The
density of states of two nanotubes, a metal and a
semiconductor, are shown in Figure 6. In the band
structure of a metallic nanotube, two branches
derived from the p and p� branches of graphene
meet at the Fermi level (see Figure 6). These branch-
es, with nearly linear dispersion, give rise to a plateau
of density of states around the Fermi level. Each band
crossing the Fermi level contributes one quantum
2e2/h to the conductance of the nanotube when it
is connected to two macroscopic electrodes. This
means that the minimum resistance of a metallic
SWNT is h/4e2¼ 6.45 kO. Below room temperature,
the intrinsic resistance of an isolated nanotube in-
creases upon cooling. This unconventional behavior
for a metallic system may be the signature of electron
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correlation effects (Luttinger liquid), or it may indi-
cate an increase of elastic backscattering cross sec-
tion of the electrons by defects due to quantum
interferences.

SWNTs most often pack together on a triangular
lattice, in the form of bundles of 10–200 tubes. The
van der Waals attraction between the tubes has small
effects on the electronic density of states of the
individual components. Multi-wall carbon nanotubes
are composed of several single-wall tubes arranged
coaxially, with interlayer distance B0.34nm. The
electronic structure of large multi-wall nanotubes is
similar to that of graphite; roughly speaking, they
behave like a semimetal. In principle, about one third
of the coaxial layers are metallic, the remaining being
semiconducting. Experiments reveal that, under high
potential bias, each tubular layer of a multi-wall nano-
tube can transport a current B20mA before breaking,
which corresponds to a very large current density.

A remarkable characteristic of the SWNTs, direct-
ly linked to their 1D periodicity, is the presence of

spikes in the density of states (see Figure 6), called
van Hove singularities. These spikes form real finger-
prints of the nanotube structure. They can be probed
by optical absorption, resonant Raman spectroscopy,
electron-energy-loss spectroscopy (EELS), and scan-
ning tunneling spectroscopy. An example of optical
absorption spectrum of bundles of SWNTs with
1.3 nm average diameter is shown in Figure 7a. The
peaks B0.7 and 1.3 eV are due to transitions bet-
ween the first pair ðES

11Þ and the second pair ðES
22Þ of

van Hove singularities that border the gap of the
semiconducting nanotubes. The absorption peak
B1.9 eV is due to interband transitions ðEM

11Þ across
the plateau of density of states of the metallic nano-
tubes (see Figure 6). As in all sp2 carbon systems,
collective electron excitations from occupied p to
unoccupied p� bands of a nanotube form the so-
called p plasmon, which can be probed by EELS.
Momentum-dependent EELS experiments performed
in transmission on SWNTs show the p-plasmon peak
located at 5.2 eV when the electrons are collected in a
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Figure 6 Tight-binding sþp electron density of states of the semiconducting (13,6) chiral nanotube and the metallic armchair (10,10)

nanotube. The atomic structures of these two nanotubes are illustrated on the top. The band structure of (10,10) is shown in the right-

hand side panel, van Hove singularities in the density of states occur at energies where an energy branch has a maximum or a minimum.

The Fermi level is at zero energy.

Table 2 Electronic properties of the single-wall (n, m) nanotube

n � maMð3Þ n � m ¼ Mð3Þa0 n � m ¼ 0

Semiconductor Small-gap semiconductor Metal

Eg ¼ 2g0dCC=d Eg ¼ cg jcosð3yÞjðdCC=dÞ2 nðEFÞ ¼ 2
ffiffiffi
3

p
dCC=ðp2g0dÞ

d is the diameter, y ¼ tan�1½
ffiffiffi
3

p
m=ð2n þ mÞ� is the chiral angle, dCC¼ 0.142 nm, Eg is the bandgap of the semiconducting tubes,

cgE3.1 eV, n(EF) is the density of states per atom at the Fermi level for the metallic tubes, and g0¼2.9 eV is the p-electron interaction.
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direction close to the incident direction (see Figure
7b). In this geometry, the wave vector q transferred
from the electrons to the plasmon excitation is small.
By increasing the detection angle of the spectrometer
with respect to the incident direction, q increases,
which produces an upward shift of the p-plasmon.
The observed plasmon dispersion indicates dispersive
bands of delocalized p electrons, as in graphite. At
low energy, there are a few, well-resolved loss peaks,
whose positions do not vary with q, and which are
due to the interband transitions ES

11, ES
22, and EM

11.
In the inset of Figure 7b, the loss spectrum for
q¼ 0.15 Å� 1 is shown, the p plasmon is near 5 eV
and the sþ p plasmon, due to collective excitations
of all the valence electrons, is near 23 eV.

Fullerites

Fullerites are solids realized by close packing of full-
erene molecules, among which are C60, C70, C76,
C78, and C84. The cohesion of these crystals is as-
sured by van de Waals interactions between the C
clusters. In the C60 molecule, which is the most
abundant fullerene, the atoms are located on a sphere
of 0.7 nm diameter. They are positioned at the verti-
ces of 12 pentagons, the edges of which have a length
of 0.145 nm, slightly longer than the 30 bonds
(0.140 nm) shared by the hexagons that connect the

pentagons together. Due to curvature, the hybridiza-
tion of the s bonds in fullerene is not exactly sp2.
Nevertheless, one still may refer to 2p orbitals locally
normal to the molecular shape surface, that will form
p states, and sp2þ e hybrids, which point along the
C–C bonds and will build s states. The electronic
states of the molecule have dominant p or s charac-
ters, with some mixing of both characters due to the
strong curvature of the molecule. All together, there
are 60 p states, of which 30 are occupied. Similarly,
there are 90 s occupied states. Due to the icosahedral
symmetry of the molecule, most of the electronic
levels are degenerate. The highest occupied molecu-
lar orbital (HOMO) of C60 has hu symmetry (fivefold
degeneracy), and the lowest unoccupied molecular
orbital (LUMO) has t1u symmetry (threefold degene-
racy). The HOMO–LUMO separation is 2 eV. The
states near the HOMO–LUMO gap have a dominant
p character. Because both the HOMO and LUMO
wave functions are antisymmetric with respect to the
inversion center of the molecule, the HOMO–LUMO
transition is dipole forbidden. The lowest measured
optical transition of the C60 molecule is B3 eV.

Due to its lower symmetry, the C70 molecule has
eight different bonds, whose length varies between
0.137 and 0.147 nm. The one-electron states of C70

are singly or doubly degenerate, the HOMO–LUMO
separation is 1.8 eV. Like all molecules, the fullerenes
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Figure 7 (a) Optical absorption spectrum of bundles of SWNTs, with interband transition peaks superimposed on the wing of the broad

p-plasmon absorption band. The same spectrum after removal of the plasmon background is shown in the inset. (b) Electron-energy loss

spectrum of purified, nonaligned bundles of single-wall carbon nanotubes as a function of momentum transfer q. The inset shows the

loss spectrum in a wider energy range for q¼0.15 Å� 1.
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are highly-correlated electronic systems. An effective
Coulomb energy U can be estimated by U¼ I�
A�D, where I is the ionization energy, A is the elec-
tron affinity, and D is the HOMO–LUMO separation.
From the data of Table 3, one obtains UE 2.8 eV,
which is a bare value for an isolated fullerene. It can
be reduced by 1 eV in the solid state due to screening
effects. In the solid, the electronic levels of the
individual fullerene molecules are only weakly broad-
ened by intermolecular coupling; they form bands
with little dispersion, typically 0.5 eV. The C60 crystal
(Figure 8b) is a semiconductor with a 2.2 eV band
gap. The distribution of the occupied states in C60

fullerite is clearly revealed by photoemission spec-
troscopy (Figure 8b), whereas the unoccupied states
can be probed by inverse photoemission and also by
EELS (Figure 8c).

The fullerenes can be doped by intercalation (see
the next section, ‘‘Intercalation compounds’’), by in-
corporation of atoms in the cage (endohedral doping,
e.g., Gd@C82, Sc2@C84), and by atomic substitution
(heterofullerenes, such as C59N). X-ray photoemis-
sion provides valuable information on the electronic
structure of these compounds. Inversely, various
fullerenes and endohedral metallo-fullerenes can be
encapsulated inside single-walled carbon nanotubes.

In these remarkable structures, called carbon pea-
pods, the encapsulated molecules form 1D chains.
The fullerenes in a peapod can be more densely
packed than in bulk fullerite. Their electronic levels
form bands, which hybridize partly with the elec-
tronic states of the host nanotube.

Intercalation Compounds

Graphite intercalation compounds (GIC) are compo-
sed of planes of intercalant atoms or small molecules
separated by a few graphitic sheets, in a sequence that
repeats periodically along the c-axis as in a superlat-
tice. The number of graphitic layers stacked between
two successive intercalant planes is called the stage of
the GIC. The intercalants can be electron donors
(such as alkali metals) or electron acceptors (such as
iodine). Depending on the intercalants used and their
concentration, a huge class of GICs can be realized
with tailored electronic properties, ranging from met-
als ðrjjE10�8 OmÞ to insulators.

Similar to graphite, bundles of single-wall carbon
nanotubes can be doped by intercalating either elec-
tron acceptors (p-type doping) or donors (n-type do-
ping) between, and sometimes, inside the tubes. In all
cases, there is a charge transfer, a noticeable modi-
fication of the optical response of the nanotubes, and
a strong reduction of the electrical resistance of the
bundles. The Fermi level of the nanotube can be
shifted by more than 1 eV by electron or hole doping.
In the case of alkali intercalation, for instance, the
Fermi level moves up across the conduction bands of
the nanotubes. As a consequence, the lowest optical
transitions ES

11, ES
22, and EM

11, are progressively sup-
pressed as their final states become occupied. The
corresponding resonant behavior of the Raman cross
section disappears at the same occasion.

Table 3 Electronic properties of fullerene molecules

C60 C70

Symmetry Ih D5h

HOMO degeneracy 5 1þ 2n

LUMO degeneracy 3 1þ 2n

HOMO–LUMO gap (eV) 2.0 1.8

Ionization energy (eV) 7.5 7.3

Electron affinity (eV) 2.7 2.8

nNearly degenerate states

LUMO

EELS C1s

HOMO

HOMO
−1

PES

282 285 288 291 294

Energy (eV)Binding energy (eV)
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Figure 8 (a) Conventional cubic cell of the C60 fullerite, (b) Room temperature photoemission spectrum, and (c) C1s excitation EELS

spectrum of C60 thin film, revealing the distribution of occupied and unoccupied electronic states, respectively.
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The fullerites can be doped by intercalation of
atoms and small molecules in the octahedral and
tetragonal cavities of their crystal lattice. Since the
electron affinity of the fullerene molecules is high,
they easily accept electrons from the intercalants. In
the case of C60, the phase diagram of the AxC60

compounds, with A an alkali metal, is remarkably
rich. The x electrons given by the ionized alkali
atoms fill in the t1u LUMO-derived band, which may
accommodate six electrons. This simple rigid band-
structure picture predicts that all the AxC60 com-
pounds should be metallic except for x¼ 0 and 6. In
fact, there are strong electron correlation effects in
fullerites, as mentioned above, which invalidate this
model, and only A3C60 is metallic. Remarkably
enough, most of the compounds having that compo-
sition are superconductors. The critical temperature
Tc increases with increasing the ionic radius of the
intercalant: 19K in K3C60, 30K in Rb3C60, and 32K
in RbCs2C60. The raising of Tc is due to the narrow-
ing of the LUMO-derived band and the resulting
increase of density of states at the Fermi energy.

Disordered Carbons

Carbon may form different partially disordered solids
depending on the preparation technique used and
experimental conditions. All these disordered forms of
carbon have considerable technological interest. They
belong to two structural families: turbostratic car-
bons, which derive from graphite (stack of graphene
layers, now with orientational disorder in their se-
quence), and amorphous carbons, which mix variable
proportions of sp2 and sp3 units in a nonperiodic ar-
rangement. Carbon black is a turbostratic carbon ob-
tained by combustion of carbon-rich precursors under
oxygen depleted conditions; its texture can be viewed
as a folded version of the graphite network. Glassy
carbon, also a turbostratic carbon, with a density
ranging from 1 to 1.5 g cm�3, is formed by vacuum
pyrolysis of polymerized organic resins; it is built up
from nanosized graphene stacks that enclose 1–5nm
sized pores. Graphite-like amorphous carbon is pro-
duced by sputtering or evaporation; its density varies
between 1.8 and 2.27 g cm�3 (density of graphite).
Diamond-like amorphous carbon, obtained in general
by C atom or ion deposition, has a density interme-
diate between graphite and diamond (3.52 g cm�3).

The amorphous carbons form a wide range of
structures intermediate between the two extreme
allotropic forms, diamond and graphite. The density
of a carbon sample can be determined from the
position of its sþ p plasmon measured in EELS,
by the formula op ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ne2=e0m�

p
, where n is the val-

ence-electron density, directly related to the atomic

density, e0 is the dielectric permittivity, and m� is the
electron effective mass (E0.87me). The bonding
type of a nonhydrogenated, disordered carbon can be
characterized by measuring the ratio between sp3 and
sp2 hybridization states, though there may be a small
proportion of sp1 states as well. EELS and C1s pho-
toelectron spectroscopy give access to the sp3/sp2

fraction. Experiments indicate that the sp3/sp2 ratio
increases linearly with the atomic density of the
sample.

When the sp2 and sp3 sites are intermixed at the
atomic scale, the electronic structure of amorphous
carbon near the Fermi level is dominated by p and p�

states, arising from the sp2 sites, and to a much lesser
extent, by disorder-induced s-band tails due to both
sp2 and sp3 sites. When the sp3/sp2 ratio is large, as
in most diamond-like carbons, one speaks of tetra-
hedral amorphous carbon. This material is hard,
electrically insulating, and transparent. The minority
sp2 sites tend to form small clusters; they control the
band gap, which can be reduced by a factor of 2 or
more with respect to crystalline diamond. In sp2-rich
systems, the sp3 sites can be randomly and uniformly
distributed among the atoms, leading to a non-
graphitic disordered structure. The electrical con-
ductivity of such a sample is small and exhibits a
semiconducting behavior. By heat treatment, and
concomitant migration of the sp3 defects, graphite-
like amorphous carbon is obtained. It can be viewed
as a random assembly of nanometer-sized turbos-
tratic entities, partly embedded in a matrix of four-
fold atoms. The electronic structure and the
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conductivity, then, depend critically on the size dis-
tribution of the turbostratic entities and on their
degree of disorder.

To illustrate how the electronic states of amor-
phous carbons may interpolate between those of
graphite and diamond, Figure 9 shows the imaginary
part of the dielectric function of graphite, together
with a graphitic-like amorphous carbon which con-
tains some hydrogen (a-C:H), a tetragonal amor-
phous carbon (ta-C), and diamond. The peaks in
these spectra reflect excitations of the p and s val-
ence states. In graphite, one sees the presence of
p-p� transitions (B4 eV) and s-s� transitions
(B14 eV). In a-C:H, the p-p� transitions are
slightly reduced (consistent with a small fraction of
sp3 sites), in ta-C, they are strongly reduced (con-
sistent with a large sp3/sp2 ratio), and in diamond,
they are absent.

See also: Disordered Solids and Glasses, Electronic Struc-
ture of; Elemental Semiconductors, Electronic States of;

Electronic Structure (Theory): Molecules; Valence Photo-

emission.

PACS: 71.20.�b; 81.05.Uw; 81.07.De; 81.05.Tp
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Introduction to Combinatorial
Heterogeneous Catalysis

The use of combinatorial and high-throughput meth-
odologies to accelerate the research and development
process in heterogeneous catalysis is increasing at a
rapid pace in both industrial and academic laborato-
ries. For industry, the key drivers include the need to
reduce the time-to-market for new and optimized cat-
alysts and processes, increased probability of success
due to the ability to perform far greater numbers of
experiments than in the past, better intellectual prop-
erty protection made possible by the thoroughness
with which a given technical area can be explored,
shorter/more projects possible per unit time, the ben-
efits of ‘‘early failure,’’ and the increased organizatio-
nal efficiency resulting from improved data storage,
access, analysis, and sharing. Similar advantages have
already been addressed by the pharmaceutical indus-
try, where long development times and high research
costs have forced the development of high-throughput
approaches to accelerate the drug discovery process.

Traditional methods for the discovery of new
heterogeneous catalysts are not very efficient because

discovery protocols are primarily trial-and-error
processes. The ability to predict the required catalyst
composition, structure, and formulation for a given
chemical transformation is low and, for complex
multicomponent catalysts, almost nonexistent. In
addition, there are many variables that affect a cata-
lyst, including not only the elemental composition but
also metal precursor types used, wet synthesis vari-
ables, method of post-treatment such as calcination
conditions, presence and type/shape of catalyst sup-
port, and operating conditions such as temperature,
pressure space velocity, and reactant gas composition.
These variables are too numerous to adequately ex-
plore using conventional methods, especially in dis-
covery programs, but also in catalyst optimization
work where there may be fewer variables but where
catalyst complexity (catalysts are often multicompo-
nent systems) is high.

The high-throughput experimental process in he-
terogeneous catalysis involves the software assisted
design of diverse, high-density assemblies or arrays
of potential catalytic materials (known as ‘‘librar-
ies’’), and high-throughput synthesis, characteriza-
tion, and screening techniques that are characterized
by using robotics and advanced software. The
integrated synthesis and screening of a plurality of
catalysts in library format has been recognized as an
essential factor. Equipment miniaturization and
integrated data management systems are also key
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aspects of successful workflows. The development
and implementation of these methods requires the
involvement of unconventional engineering and soft-
ware resources not commonly available at chemical,
refining, and petrochemical companies where hetero-
geneous catalysis is practiced. High-throughput re-
search is optimally performed by interdisciplinary
teams typically made up of chemists, engineers, and
programmers.

Work beginning in the mid-1990s, led by Symyx,
has significantly advanced the field of high-through-
put experimentation and initiated the many efforts
that are currently underway. The number of experi-
ments that can now be performed using state-of-
the-art high-throughput workflows can be an order
of magnitude or more higher than was possible only
a few years ago using conventional research. For
example, a high-throughput program can yield 50000
experiments per year compared to 500–1000 exper-
iments using traditional methods. This article de-
scribes the current state-of-the-art synthesis and
screening techniques for high-throughput experimen-
tation in heterogeneous catalysis with a focus on
technology developed over the last 2–3 years. For fo-
cus, this discussion is being limited to gas–solid sys-
tems. Earlier work has been extensively reviewed.

The Hierarchical Workflow in
Heterogeneous Catalysis

The research and scale-up phases leading to com-
mercialization are shown in Figure 1. The high-
throughput workflow can be divided into primary,
secondary, and, in some cases, tertiary screening.
Primary screening approaches are typically very high
throughput qualitative or semiquantitative screens
performed on small samples often using unconvent-
ional reactor designs, and are most often focused on
discovery. The objective during this phase is to

broadly screen a large and diverse set of material
types that may perform the desired catalytic reaction.
Discoveries, termed ‘‘hits,’’ are then taken to the sec-
ondary screen and, importantly, compositional space
that is not useful is discarded. Although it is critical
that primary screening results correlate with the real
catalytic process, this can usually be accomplished by
screening for qualitative trends and using relative
performance rankings generated by using a simplified
analog of the real process parameter. The primary
screen must be designed to minimize both false posi-
tives and especially false negatives. Primary screening
removes the key bottleneck in the R&D process.

Secondary screening is used for confirmation and
optimization of primary hits. In contrast to the pri-
mary screen, the catalyst form, reactor, and process
analytics are designed to closely represent those of
the real bench-scale material and reaction. The data
quality and precision should be equivalent to that of
a standard laboratory reactor since the goal is to
observe small improvements in performance as a
function of catalyst modification. Optimized hits,
termed ‘‘leads,’’ are taken to the tertiary screening
phase to generate commercial development candi-
dates. If necessary, tertiary screening can be per-
formed using conventional fixed-bed microreactors
with full reactant and product detection and full
mass balance, and in some cases is also parallelized.
Secondary synthesis and screening technology has, in
many cases, evolved to the point where the quality of
the data obtained is equivalent to that obtained using
conventional laboratory technologies. Accordingly,
in some instances, pilot plant studies can proceed
directly from secondary screening, without tertiary
screening.

A generalized set of high-throughput workflows
used in heterogeneous catalysis is depicted in Figure
2. The cycle of library design, synthesis, screening,
and data analysis is illustrated. Software tools and
databasing of synthesis and performance data are key
factors.

High-Throughput Synthesis Technologies

For primary screening, catalyst libraries can be effi-
ciently prepared and tested on two-dimensional
substrates. Symyx has described the automated prep-
aration of 16� 16 catalyst arrays of approximately
1mg each on 4 in quartz wafers (Figure 3). To pre-
pare these libraries, precursor solutions are first
premixed in microtiter plates and then volumetrically
transferred to quartz or glass catalyst substrates
using automated liquid handling robots, either in a
rapid serial or parallel manner. For impregnation
synthesis, catalyst supports are predispensed onto the
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wafers as slurries resulting in an array of thick film
support spots. After drying, the premixed catalyst
precursor solutions are added using advanced, often
fully parallel, liquid-dispensing techniques allowing
precise addition of appropriate liquid volumes (this is
very important for incipient wetness impregnation,
for example). After drying, the wafers are calcined/
reduced to form the final catalyst oxides, metals,
etc., and then tested for catalytic activity in pri-
mary screening reactors. Figure 3 shows hardware

components for impregnation synthesis, including
the liquid handling robot, parallel liquid transfer
(impregnation) tool, and post-treatment furnace.
This method produces catalysts using preparative
methods that closely resemble those used on much
larger scales, and can also be used for precipitation
and solvent evaporation synthesis.

Apart from parallel synthesis, methods of pooled
synthesis have also been reported for primary screen-
ing. In one recent proof-of-concept example that is
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an alternative to spatially addressable libraries, Mall-
ouk et al. have described the synthesis of split-pool
material libraries consisting of noble metals on
gamma alumina beads. With this technique, the sup-
port beads are placed in small vials and impregnated
with several combinations of many metal precursor
solutions. After drying and thermal treatment, the
beads are mixed together and then split again into
separate vials. This process is repeated several times
to generate a library. The theoretical number of
different bead compositions is given by N (nm)¼
(nþm� 2)!/(n�m)!(m� 1)!, where n is the number
of components and m is the number of split-pool
operations. The use of fluorescent dyes and micro-
X-ray fluorescence as tags for post-synthesis bead
identification is proposed. Although this method
makes it possible to prepare large libraries in a simple
manner, a rapid method of analyzing the individual
bead compositions still needs to be developed.
Conceivably, some type of single-bead reactor could
be used for the screening step. The use of continuous
films (as opposed to discrete spots or grids) is another
approach for fast parallel synthesis of composition-
ally diverse flat libraries, prepared, for example, by
physical vapor deposition techniques.

Larger amounts of bulk catalysts (up to approx-
imately 1 g) are usually prepared for secondary
screening because the testing reactors are generally
fixed-bed units. Synthesis methods utilize partially
or fully automated procedures that are similar to
larger-scale conventional preparations. For example,
an impregnation synthesis workflow for secondary
screening in use at Symyx consists of several stations
for precursor preparation, support dispensing,
impregnation, catalyst washing, and thermal post-
treatment. The metal precursor solution mixtures
from the experimental design are prepared in an array
of vials from a set of stock solutions. The supports are
pre-sized, either by pressing, crushing, and support
powders, or by crushing and sieving larger-scale com-
mercial supports such as extrudates or spheres. These
supports are dispensed into an array of vials using
a powder-handling robot prior to impregnation.
Obtaining good liquid–solid contacting during the
impregnation is important for obtaining a uniform
catalyst. An effective way to achieve this is by mecha-
nically fluidizing the supports while adding the
precursor solutions. After drying and sometimes
calcination, the catalysts may be washed with water
or another solvent to remove undesirable components
and thermally treated under the appropriate gas
flow conditions for oxidation, reduction, sulfidation,
etc. Inspection of catalyst particles by optical micros-
copy as well as SEM/EDS is often used to investigate
catalyst distribution within the support particles.

Precipitation and solvent evaporation workflows to
synthesize bulk catalysts are also available.

In the zeolite area, high-throughput hydrother-
mal secondary synthesis workflows have also been
reported. For example, the preparation of new, open-
framework zinc phosphate compounds has been
recently reported by Xu et al. using a multi-well
autoclave and automated XRD analysis using a
GADDS microdiffractometer for characterization.
The authors demonstrate the utility of a crystalliza-
tion reactor containing 64 Teflon chambers at the
800ml scale. Reagent dispensing and mixing as well
as product separation and characterization are auto-
mated. Several other multi-autoclaves for the synthe-
sis of molecular sieves can be found in the literature.

Some of the challenges in these secondary synthesis
workflows, especially when making unsupported cat-
alysts, are rapidly and reproducibly sizing the catalyst
particles properly for the secondary reactor-bed
dimensions, and performing solids processing steps
such as grinding, which are often important synthetic
variables. Processing steps such as parallel pressing,
grinding/crushing, and sieving of catalysts are beginn-
ing to be addressed.

High-Throughput Screening Technologies

The focus of high-throughput heterogeneous cataly-
sis over the past few years has been on the developm-
ent of new reactors. Designs range from scaled-down
traditional laboratory reactors sharing some com-
mon components such as feed systems and detectors
to fully parallel units allowing the evaluation of
hundreds of catalysts simultaneously. Several analyt-
ical techniques for the high-throughput screening
of catalysts have recently been proposed or demon-
strated. These include gas and liquid chromatograp-
hy, thin layer chromatography, resonance-enhanced
multiphoton ionization, time-resolved and differen-
tial IR thermography, scanning mass spectrometry,
photoacoustic analysis, gas sensors, and colorimetry/
fluorescence. While GC, IR thermography, and flu-
orescence or colored-dye assays have been some of
the most commonly used methods, especially in early
work, new techniques have emerged to identify
active catalysts in an array. The need for fast screen-
ing of libraries together with the complexity involved
in parallel or rapid serial detection of the reactants,
products, and side products make it difficult for
any single screening method to offer a general solu-
tion to the problem. It is important, therefore, to
develop screening technologies and methods suitable
to the detection requirements of the reaction(s) of
interest. In many cases, it is essential to have a com-
bination of screening tools available for screening
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under different conditions and to adequately char-
acterize the product streams.

Symyx researchers have recently described a pri-
mary screening reactor system based on a micro-
fabricated fluidic flow distribution and equalization
device, a 256-element catalyst array, and optical
detection methodology allowing fully parallel reac-
tion and detection (Figure 4). Microreactors are
formed by connecting (‘‘sandwiching’’) together the
catalyst wafer and a gas distribution wafer. Each of
the 256 individual reactant streams contacts a 2mm
diameter� 0.2mm deep well containing B1mg of
catalyst, and then flow simultaneously out of the
reactors and through a temperature gradient to a
cooled absorbent plate/wafer where the products of
interest are trapped by absorption or chemical reac-
tion. After sufficient amounts of products have
accumulated, the absorbent array is removed from
the reactor and sprayed with a dye solution in a sep-
arate spray station. A dye is chosen that selectively
interacts with the reaction product(s) of interest to
cause a change in the absorption spectrum, or the
enhancement or bleaching of fluorescence. The
developed absorbent array is then imaged by a
CCD camera, and the intensities are integrated and
the data are stored. Standard catalysts and control
spots are present on every wafer to allow normali-
zation and to check the performance of the known
standard. This reactor system has recently been used
to screen catalysts for the partial oxidation of ethane
to acetic acid and the ammoxidation of propane to

acrylonitrile, and the results are reported in the lit-
erature. A continuous flow parallel 49-channel reac-
tor using a manifold of capillaries as connectors to an
analytical device containing filter paper impregnated
with an organic dye for the colorimetric assay has
been reported by Schuth and demonstrated for NOx
abatement.

A fast serial scanning mass spectrometer either in-
dependently or in combination with a photothermal
deflection detector has been reported for the primary
screening of heterogeneous catalyst libraries. Local
heating and local sampling of catalyst spots prevents
cross talk and interference between neighboring spots.
In the case where the products can be identified with-
out overlapping signals, mass spectrometry alone is
applicable. In cases where the MS signals overlap, the
mass spectrometer is used in conjunction with the
additional detection system. For example, the sen-
sitivity of the PTD detector to ethylene is below
0.1 ppm. Related work in this area has been described
by the groups of Maier and Senkan, whose scanning
MS devices are characterized by common heating of a
wafer-formatted array of wells or metal-impregnated
shaped beads in parallel channels, respectively.

Willson, and subsequently Maier, independently
also describe a parallel method for screening catalyst
libraries by differential IR thermography. IR thermo-
graphy measures the heat evolved due to catalytic
activity in exothermic reactions. In Maier’s protocol,
the image of the IR radiation emitted by the catalyst
was used to obtain information on the surface
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temperature and hence the catalyst activity. The
IR images of a catalyst library in a reaction block
were obtained using an IR camera with a PtSi array
detector. The method was demonstrated using a
number of examples. In one example, mixed oxides
were prepared as amorphous microporous materials
(AMMs) by sol–gel. The compositions of the AMM-
mixed oxides consisted of a small percentage of a
transition metal oxide in silica or titania. The cata-
lysts were prepared in situ in the wells of a reaction
block. The library was used to study the hydrogena-
tion of cyclohexene as well as the oxidation of iso-
octane and toluene in air. The mixed oxides with
catalytic activity could be seen in the thermographic
image of the catalyst library during reaction.

Another interesting method for screening catalysts
reported by Smotkin et al. utilizes a composite mem-
brane system made up of a semipermeable polymer
onto which is overlaid a porous carbon paper on
which a catalyst library has been deposited. Detec-
tion is by mass spectrometry and the catalysts are
locally heated by a CO2 laser. The membrane sep-
arates the catalyst reaction chamber and the vacuum
of a QMS. Products flow through the membrane to
the mass spectrometer. Note that a loss of detection
sensitivity may be a limitation if library density were
to be increased over the 12 catalysts currently used.

Secondary screening is normally carried out in par-
allel fixed-bed reactors sized for catalyst loadings bet-
ween 15 and 500mg. Figure 5 depicts a 48-channel
reactor system with sets of eight reactor wells (chan-
nels) contained in six individual modules. The efflu-
ents of six reactors are analyzed in parallel. Reactant
feeds are generated by vaporizing liquid flows from

HPLC pumps, high-pressure syringe pumps, and mix-
ing this vapor with gas components metered through
mass flow controllers. The reaction feed is divided
equally between the 48 channels using flow restrictors
such as silica capillaries. The capillaries feed into the
inlets of the reactor modules. Each of the eight reac-
tion product streams leaving a reactor module are fed
into a stream selection valve where one of the eight
effluents is selected and sent to a GC for on-line
analysis. The remaining channels are combined and
sent through a back-pressure controller to waste.

A key aspect of running a high-throughput reactor
successfully is to ensure high system reliability and
data integrity. For the above system, for example,
after the catalysts are loaded into the reactor and the
modules are sealed, a leak check is performed. If a
leak is detected, additional valving is used to isolate
the location of the leak for repair. After a leak check
has been successfully completed, a flow rate check is
performed through each of the 48 channels to ensure
that the flows are within specifications. Once these
checks are completed successfully, the reaction gasses
are mixed and stabilized. Reaction temperatures are
then set and must reach the set point or the run is
stopped. Each analytical selection valve has a bypass
input to allow the feed to be directly analyzed on
each GC. This allows analytical measurements to be
normalized to the reactant feed compositions and
allows tracking of any feed compositional changes.
During screening, parameters such as temperatures,
pressures, and flow rates are monitored and record-
ed. At the end of a run, the flow rates are measured
again to ensure that all flows are still within range.
All data are stored in a database for future reference.

One of 6 reactor modules One of 48 reactor beds Full reactor system

Catalyst bed

Band heater

Figure 5 48-Channel fixed-bed reactor for secondary screening in use at Symyx Technologies.
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Researchers at IMM, Mainz, have developed a
modular parallel 48-channel primary-/secondary-
screening reactor. It consists of a gas distribution
module, a catalyst titer plate/reaction module, an in-
sulation module to separate hot and cool sections of
the reactor, and a multiport valve module to deliver
products to a GC. The catalysts are prepared by
sputtering or by impregnating catalyst precursor
solutions onto a predispensed support on the titer
plate. The catalytic combustion of methane was used
as a demonstration reaction.

An interesting high-temperature, high-pressure 16-
channel secondary screening reactor that utilizes a
fast-response stainless-steel photo-etched fluidic swit-
ching valve plate that has no moving parts and can
operate at temperatures above those of conventional
valves has been described by researchers from Univer-
sity of Sheffield. The valve is operated serially, direc-
ting one stream to an FTIR detector and 15 streams
to a vent line. It is designed to minimize dead volume
between the reactor and detector, which consists of a
low-volume commercial IR light pipe. The reactor
has been used for the evaluation of catalysts for the
hydrogenation of CO to ethanol, with quantification
of products in B2min. A 49-channel parallel flow
reactor for use at pressures of up to 5MPa has been
developed by Schuth’s group and applied to the high-
pressure methanol synthesis over Cu/ZnO catalysts.

High-Throughput Characterization
Techniques

It is often of interest to characterize properties of
catalysts synthesized by various high-throughput
methods, especially in the secondary screening phase.
Currently, a mix of conventional techniques and
high-throughput methods are in use. The current
trend is to adapt conventional single-channel char-
acterization tools with movable x–y stages or auto
samplers to increase throughput by automated serial
analysis of catalyst libraries. Pore volume, acid site
density, and metal surface area can be obtained by
gas adsorption; however, there have been few, if any,
reports of high-throughout methods for these anal-
yses, although auto samplers are often used. Particle-
size distribution via light scattering, morphology via
SEM or TEM, phase and structure by XRD, and el-
emental composition via EDS and XRF have been
implemented for use on arrays of catalysts.

Applications

This section lists examples of the application of high-
throughput methods to heterogeneously catalyzed

chemistries. Combinatorial catalysis is ideally suited
for the discovery of novel noble metal and mixed
metal oxide catalyst formulations for total combus-
tion/VOC removal, emissions control from stationary
and mobile sources (NOx abatement, CO oxidation,
automotive three-way catalysis) due to the uncompli-
cated feeds and product mixes that often allows truly
parallel detection and very high sample throughputs in
primary screening. Furthermore, combinatorial meth-
ods are advantageously applicable to multicomponent
catalysts (mixed metal oxides, alloys) for selective
oxidation, hydrogenation, and dehydrogenation. The
demand for higher selectivities and efficiencies in ref-
ining has triggered the search for new zeolite struc-
tures by parallel hydrothermal synthesis. Additionally,
improved fast analytical techniques are making it
increasingly possible to perform high-throughput
experimentation on complex real plant feeds, espe-
cially in the secondary screening phase.

Published examples of extended and compre-
hensive gas-phase combinatorial screening programs
include ethane oxidative dehydrogenation leading to
the discovery of novel Ni–Nb–Ta catalysts (Symyx),
combustion catalysis due to the demand for better
low-temperature activity (Maier) in exhaust gas and
air cleaning, automotive emission, stoves, and explo-
sion prevention sensors, the water gas shift reaction
aiming at high activity nonpyrophoric catalysts for
fuel processors in future fuel cell driven vehicles
(Symyx, Mirodatos), preferential CO oxidation in
excess hydrogen (Mirodatos, Wolf), propylene oxi-
dation over supported metals (Senkan), isobutane
oxidation over mixed metal oxides (Maier), low-
temperature light paraffin isomerization catalysts
(Corma), methanol synthesis catalysts (Schuth), ethyl-
benzene oxidative dehydrogenation (Degussa), HCN
synthesis over supported noble metals (Baerns,
Degussa), new anode and cathode formulations for
PEM fuel cells (Symyx, Mallouk, Johnson Matthey),
and diesel tailpipe emissions control (HTE).

Future Trends in Combinatorial Catalysis

Combinatorial methods are allowing the exploration
of very large and diverse compositional, structural, and
process spaces, much of which would otherwise go
unexplored, but from which new and unexpected dis-
coveries often arise. The result is an increasing probabi-
lity of discovering new catalytic materials, facilitated
catalyst and process optimization, and the availability
of large amounts of information to aid the chemist in
the development of new heterogeneous catalysts.

Looking forward, it is clear that the field of com-
binatorial heterogeneous catalysis will continue to
advance and be applied at an ever-increasing rate.
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Areas in which advances are needed and are being
pursued include: acceleration of scale-up activities
using commercial-sized catalysts (e.g., large commer-
cial-size pellets with control over active catalyst
distribution in the support), performing process
optimization in high-throughput reactors, developm-
ent of new equipment that can handle harsher
reaction feeds and conditions, including high tem-
perature, pressure, corrosive and heavy feeds, im-
proved and faster analytical methods for analyzing
reaction products from screening (including anal-
yzing complicated real plant feeds) and for faster/
better characterizing catalyst materials, and further
miniaturization and automation.

See also: Catalysts: Materials; Scattering, Elastic (Gen-
eral).

PACS: � 82.65.þ r, 81.16.Hc, 82.45.Jn
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Definition of Catalysis

A ‘‘catalyst’’ is defined as a compound that increases
the rate of a chemical reaction, but which is itself not
consumed or changed by the reaction. A catalyst
does not, however, affect the thermodynamics of a
reaction or the equilibrium composition of the reac-
tion components.

The Importance of Catalysis

Catalysis is very important and widely applied in the
chemical and pharmaceutical industries, in refining,
and in environmental protection. A large number of
catalysts and catalyst types are utilized commercially,
including heterogeneous catalysts (porous solids),
homogeneous catalysts (dissolved in liquid reaction
mixture), and biological catalysts (as enzymes). Cat-
alytic processes include single-phase homogeneous
liquid, two-phase heterogeneous liquid–solid and
gas–solid (the most prevalent), and three-phase he-
terogeneous liquid–solid–gas, implemented using a
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variety of reactor types. Catalyst activity, selectivity,
chemical and mechanical stability, lifetime, and form
determine the economics and capital cost of each
process. Control factors to tune catalyst properties
are bulk chemical composition, surface composition,
stability of active phases, active site distribution,
texture (i.e., surface area and porosity), and mass
and heat transport. The method of preparation is
also crucial to final catalyst performance.

Catalytic processes are superior to noncatalytic
synthetic routes mainly because of energy, raw mate-
rial savings, and selectivity enhancements. Advantages
of heterogeneous catalysis compared to homogeneous
catalysis include easy separation of the catalyst and
reaction products, minimized reactor corrosion, and
larger ranges of possible reaction conditions, which is
important when the equilibrium limits the reaction to
extreme conditions. Typical heterogeneous catalysts
comprise metals or metal oxides and inorganic micro-
porous materials such as zeolites. This article focu-
ses on heterogeneous catalysis in the vapor phase.

Applications of Catalysis in Chemical
Processes

Thermodynamics frequently limits the concentration
of the desired product(s) of a reaction, and condi-
tions (temperature, pressure, space velocity, and re-
actant composition) must be optimized to maximize
the equilibrium concentration of those products. The
next step is to develop a catalyst to increase the re-
action rate since it is frequently too slow to be prac-
tical. It might seem that the optimal catalyst should
produce the highest possible reaction rate; however,
this is not always the case since such a catalyst might
exhibit mass and energy transfer limitations and
could be unstable under feasible reaction conditions.

The catalyst and the reactor form an integrated
unit. Common reactor types (and associated catalyst
formulations) are fixed beds (shaped millimeter-sized
bodies), fluidized beds (50–150 mm diameter fluidiz-
able particles), stirred tank reactors (slurried pow-
ders), and trickle beds (for three-phase reactions).
Reactor operation can be continuous, semicontinu-
ous, or batch, with adiabatic or isothermal temper-
ature control. Consideration of mass and energy
balance from the macroscopic catalyst bed scale
down to the active center is needed to address the
complexity of heterogeneous catalysis (Figure 1).

Status of Catalysis Research and Catalyst
Discovery

Current approaches used for the understanding and
rational design of catalysts include various types of

spectroscopy on catalysts and catalyst models, ac-
quisition of kinetic data for catalytic reactions, quan-
tum-chemical and thermodynamic calculations for
the elementary steps and molecules involved in a re-
action, and microkinetic modeling.

Although catalysis has been used in industry for
more than 150 years, the experimental techniques for
investigating catalysis at the atomic level did not be-
come routine until about 25 years ago, and the com-
putational techniques have not yet become routine.
For this reason, the field has been largely an empir-
ical one. Recently, high throughput methodologies
for catalyst discovery and optimization (particularly
for complex multicomponent systems where theory
is lacking) have emerged and are rapidly expanding.

Kinetic Considerations

The slow step in a reaction mechanism is known as
the ‘‘rate-limiting step’’ since it determines the rate
of the overall reaction. The rate-limiting step can
usually be described as an energy barrier the system
must cross. The rate constant has the temperature
dependence:

k ¼ A expð�EA=RTÞ

where A is the pre-exponential factor and EA is the
activation energy. The activation energy can be de-
termined graphically from experimental determina-
tion of the rate constant as a function of reaction
temperature through an Arrhenius plot. A catalyst
provides an energetically easier reaction pathway to
transform reactants into products that is character-
ized by a lower activation energy (Figure 2).

The kinetics of a catalytic reaction is usually meas-
ured in a reactor under relevant process conditions
and often power law equations such as r¼ k CA

n CB
m...

that are used to model the macrokinetics (n, m are
reaction orders for A and B).

Catalyst bed

Shaped catalyst body

Catalyst texture

Phases

Active
centre

Figure 1 Heat and mass balances can be formulated on five

different macroscopic and microscopic scales.
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Aspects of Adsorption

Mass transport and adsorption are important aspects
of catalysis. Mass transport exists between the fluid
phase (gas, liquid) and catalyst particles, and within a
catalyst particle. It is important to determine the in-
fluence of mass transport on the catalytic reaction
rate and product selectivity. The first step in a cataly-
tic event is adsorption of reactant(s) onto a catalyst
surface, followed by chemical reaction(s) at the sur-
face and eventually desorption of products into the
fluid phase. There are two main classes of adsorption:
physisorption and chemisorption. In physisorption
the attractive force is a weak van der Waals interac-
tion with an adsorption energy of B5–10 kJ mol–1

and the chemical bonds in the adsorbing molecules
remain intact. Multiple layers of adsorbed molecules
are possible. In chemisorption the adsorption energy
is comparable to that of a chemical bond, and the
molecule may adsorb intact or it may dissociate.
Chemisorption energies are B30–70 kJmol� 1 for
molecules and 100–400kJmol� 1 for atoms.

The number of adsorption sites on a catalyst is
constant and the competition for those sites has im-
portant consequences for the macroscopic kinetics
and thus catalysis. This is the reason for treating the
surface sites as if they were a reactant in the reaction
equations. Measurements of adsorption isotherms
are used to characterize catalyst porosities and sur-
faces, to model the reaction kinetics, and help in
understanding reaction mechanisms. An isotherm is
the coverage considered as a function of temperature
and pressure, y(T, p). The Brunauer–Emmett–Teller
(BET adsorption isotherm for multi-layer physisorp-
tion is used in the determination of catalyst surface

areas and porosities. Let the surface area be given by

SA ¼ Vm

22414
AmN

with SA¼ surface area, Vm¼monolayer volume (cc
STP), 22414¼molar volume of ideal gas (cc STP),
Am¼ adsorbate molecular cross-sectional area,
N¼Avogadro’s number. The BET model is applied
to isotherm data from P/P0¼ 0.05� 0.35 as fallows:

P=P0

Vads 1� P=P0ð Þ ¼
1

VmC
þ ðC � 1Þ

VmC

P

P0

and from the linear relationship,Vm¼ 1/(slopeþ in-
tercept) and C¼ slope/interceptþ 1 (the C value is
related to the heat of adsorption). The Langmuir
adsorption isotherm, on the other hand describes
adsorption for single-layer chemisorption, i.e., when
the adsorbate forms a monolayer with sites having
the same adsorption energy. The Langmuir calcula-
tion is applicable only to microporous samples:

P=P0

Vads
¼ 1

VmB
þ P=P0

Vm

and from the linear relationship (typically for P/
P0o0.05), Vm¼ 1/slope.

Catalysis

In a catalytic reaction, active sites react and are
regenerated and reused in a cyclic manner. The cat-
alyst activity depends on ‘‘the number of active sites’’
and ‘‘the turnover frequency.’’ The reaction mecha-
nism consists of many different steps each of
which may be of a different type. For example,
the Langmuir–Hinshelwood mechanism consists of
the following sequence of steps: (1) adsorption
from the gasphase, (2) dissociation of molecules at
the surface, (3) reactions between adsorbed mole-
cules, and (4) desorption to the gas phase. The Eley–
Rideal mechanism covers another important class of
reactions and consists of: (1) adsorption from the gas
phase, (2) dissociation of molecules at the surface, (3)
reactions between gas and adsorbed molecules, and
(4) desorption to the gas phase. The Mars–van
Krevelen mechanism is often observed for selective
oxidations over reducible metal oxide catalysts when
lattice oxygen from the oxide is inserted into the hy-
drocarbon reactant and the lattice defect is subse-
quently reoxidized by reaction with gaseous oxygen.
The oxidation of the hydrocarbon is thus mediated
by the catalyst which is the direct oxidizing agent
proviing nucleophilic lattice oxygen that is often

A

B

X

Y

EA

EA, cat. Reaction
enthalpy

Energy

Reaction coordinate

Figure 2 Simplified free energy diagram (red curve – with cat-

alyst; blue curve – without catalyst) for the reaction A-B

showing lowering of the activation energy through the use of a

catalyst (not the intermediate adsorbed species X and Y).
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more selective than molecular or chemisorbed oxy-
gen species.

The Principle of Sabatier

When different metals are used to catalyze the same
reaction, it has been found that the rate of reaction
correlates well with the location of the metal on the
periodic table. A plot of the rate versus adsorption
results in a volcano curve (see Figure 3b). This
relationship is known as the ‘‘Principle of Sabatier.’’
Catalytic activity is highest for the catalyst on which
the reactants are most weakly chemisorbed but on
which there is still good surface coverage. For this
case an increase in adsorption strength causes the
adsorbed molecules to be less reactive and a decrease
leads to lower activity because the surface is not
being fully utilized. In general, the activation energy
for the catalyzed dissociation of diatomic molecules
decreases when moving left from the noble metals in
the periodic table. For CO, for example, the anti-
bonding 2p� states are partially filled when chemisor-
bed and they fill further during dissociation. The
antibonding molecular states must be close to the
Fermi level of the metal, and when the metal has

d-states close to the Fermi level, as in the transition
metals, there is a strong covalent interaction between
the antibonding states and the metal d-states. For the
early transition metals with low d filling, the anti-
bonding metal–C orbital is almost empty due to
strong donation resulting in a stronger metal–CO
bond, negative adsorption enthalpy, and dissociation
(e.g., Fischer Tropsch metals Fe, Co, and Ru), where-
as for the late transition metals and noble metals
with high d filling, the antibonding metal–C orbital is
almost full due to strong back-donation resulting in
weaker metal–CO bond, positive adsorption enth-
alpy, and no dissociation (e.g., WGS and methanol
synthesis metals: Cu, Pt; see Figure 3).

Microkinetic Modeling

The detailed microscopic description of a chemical
reaction in terms of the motion of the individual at-
oms taking part in the event is known as the ‘‘reac-
tion dynamics.’’ The link between the microscopic
description of the reaction dynamics and the macro-
scopic kinetics that can be measured in a catalytic
reactor is the microkinetic model. Such a model for
a given reaction begins with binding energies and
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Figure 3 (a) Reactivity trends on alloys for CO dissociation. (b) Volcano curve.
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reaction rate constants deduced from surface science
experiments on well-defined single-crystal surfaces,
and relate these to the macroscopic kinetics of the
reaction. The aim is to identify the basic parameters
of the reactants and the surface that determine
the reaction dynamics (activation barriers, etc.) and
relate them to factors determining the catalytic
activity. The models are useful for understanding
variations in the catalytic activity from one system to
another. The stability of the intermediates and the
activation barriers are among the input parameters
for the microkinetic model, and it is straightforward
to calculate the effects of changes in stability for
some or all the intermediates.

Catalyst Properties, Shapes, and
Preparation

Catalysts for continuous-flow fixed-bed processes
have to be shaped to allow the fluid reactant stream
to freely pass through the packed bed with an ac-
ceptable pressure drop and come into contact with a
surface area as large as possible. Catalyst bodies
of various sizes, shapes, and geometries have been
developed for different applications, e.g., pellets, cyl-
inders, rings, spheres, and monoliths (Figure 4). The
shape determines the void fraction, packing density,
and mechanical strength. The fluid mechanics, flow
characteristics and pressure drop, and diffusion res-
trictions are influenced by the shape and size of the
catalyst bodies. Small bodies are often easier to man-
ufacture but suffer from higher pressure drop.

Catalyst pellets used in commercial fixed-bed reac-
tors range in diameter from 1.5 to10mm. Typical ring
sizes are 6–20mm. Extrudates are 1–5mm in diam-
eter and 10–30mm long. Pellets can have several
channels and are usually 20–40mm in diameter and
10–20mm long (compared to a ring, the use of
several smaller channels gives improved mechanical

strength with good mass- and heat-transport).
Monoliths are used for high gas flow rates or dust
(fly ash, soot) containing gas feeds. For the control
of emissions in power plant exhaust gas steams, for
instance, typical honeycombs are sized 150mm in
edge and 1m in length, with B1000 channels per
monolith. A stack consists of two to three layers of
several hundred honeycombs each. Solid catalysts can
be entirely composed of the catalytically active ma-
terial (bulk catalysts) or supported on porous carriers
to improve the mechanical stability or finely distrib-
ute the active material thereby creating a large
number of active sites.

High activity and selectivity, long-term stability
(lifetime), resistance to poisons, tolerance to deviat-
ions from operating conditions such as temperature
excursions (hot spots), good mechanical strength,
and lack of toxic or hazardous ingredients – make
high demands on technical catalysts. A variety of
synthetic tools are available for the preparation of
catalysts, and the performance often more strongly
depends on the details of the synthetic route rather
than the final composition.

Precipitation (Bulk Catalysts)

Catalysts are precipitated by mixing one solution
with another solution or a suspension to form an
insoluble compound. Typical precipitation agents are
acids or bases to induce a pH change to a metal salt
solution. The precipitate is filtered, washed, dried,
calcined, and crushed to a fine powder. A binder is
added and the powder is tableted. The catalyst may
also be shaped before calcination by extruding the
filter cake. Typical binders are graphite or stearic
acid. Common catalysts prepared by precipitation
include alumina-supported Cu–Zn for methanol
synthesis and the water gas shift reaction.

Fusion (Bulk, Premolten Alloys, and Metal Oxides)

Catalysts based on metals and metal oxides may be
prepared by fusion, crushing, and screening. The fini-
shed catalyst consists of irregular pieces of a narrow
range of sizes. Fusion is only possible for catalysts
that are conductors at high temperatures. During
the preparative process, the catalyst powder is placed
in an electro-furnace and heated by passing a large
current through graphite electrodes. At the start
of the cycle, solid catalyst is added to the furnace and
the electrodes are lowered. The voltage is fixed and
the current is regulated through the height of the
electrodes. The molten mass is stirred by the electro-
magnetic fields generated by the current flowing be-
tween the electrodes. At the end of the process, the

Sphere

Multichannel pellet Monolith

Extrudate Ring

Figure 4 Shaped catalyst bodies.
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electrodes are raised and the molten catalyst is
poured out.

The catalyst has no porosity before reduction. The
pore system is created when the metal oxide is redu-
ced during the activation of the catalyst (the catalyst
may also be supplied in prereduced form). The pre-
reduced catalyst is first completely reduced then
passivated by gentle oxidation to allow it to be trans-
ported and loaded safely. Common catalysts prepared
by fusion include alloy catalysts (e.g., Pt–Rh gauze for
ammonia oxidation) and oxides (e.g., Fe oxide for
ammonia synthesis or Fischer–Tropsch synthesis),
and fused V2O5–K2S2O7 for sulfuric acid synthesis.

Impregnation (Supported Catalysts)

Impregnated catalysts are prepared by impregnating
(e.g., spraying) a solution of a metal salt or mixture
onto pellets of a porous support. The metal loading in
the finished catalyst is typically 1–5% but can be as
low as 0.1%. When liquid is slowly added to a porous
solid powder, the liquid is first absorbed in the pores
and the powder flows as if it is dry. When the pores
are filled, the outer surface of the granules suddenly
becomes wet, the granules tend to stick together, and
the powder forms lumps instead of flowing freely.
Incipient wetness is the point when the pores are
filled, but the outer surface of the granules is dry, and
can easily be determined by shaking or stirring the
powder. Following impregnation to incipient wetness,
the pellets are dried and calcined to transform the
metal into an insoluble form. The metal salt can be
deposited homogeneously through the pellet or most
of the metal may be deposited near the outside of the
pellet. The distribution of the metal is controlled
through the interaction of the metal solution(s) with
the support, e.g., through varying the metal counter-
ion, through control of pH, or through addition of
chelating agents to the impregnation liquid. The im-
pregnation method (wet versus dry, fast, and slow)
and drying conditions can also affect distribution.
Typical distributions include eggshell, egg white, and
egg yolk. Shell catalysts are often used for selective
oxidations to overcome pore diffusion limitations and
suppress consecutive over-oxidation reactions, where-
as egg-white catalysts are used in refining to protect
the inner catalyst layer from feed poisons.

Compared to other catalyst preparation methods,
impregnation offers several advantages. For exam-
ple, the pellets may be shaped before the metal is
added; the filtering and washing of the catalysts are
not necessary; low metal loadings are easily achieved;
and control over the distribution of the metal in pel-
lets is possible. There are also some disadvantages.
For example, high metal loadings are not possible

without multiple impregnation steps, and an im-
pregnation solution may not be available.

Common catalysts prepared by impregnation
include carbon-supported Pt and Pd for hydrogena-
tions, ceria-zirconia supported Pt–Rh for the three-
way catalytic converter, and titania-supported V2O5

for NOx abatement.

Evaporative Methods

Wet mixing of (soluble or insoluble) metal precursors
in water or organic solvents and subsequent removal
of the solvent by evaporation, freeze drying, or spray
drying may be used for the production of mixed
multimetal oxide catalysts. Often, preformed catalyst
powders are slurried and spray dried once again to
produce a fluffy and compactable powder for subse-
quent shaping by extrusion or tablet pressing.

Catalyst Supports

Many heterogeneous catalysts used in industries con-
sist of very small metal particles on a support. Since
the catalysis occurs at the surface of the metal par-
ticles, the catalysts are prepared so as to expose a
large metal area, typically 10–100m2 g–1of catalyst.
The function of the support is primarily to increase
and stabilize the area of the metal particles. The size
of the metal particles may be reported as the total
area of the metal surface, as the diameter of the metal
particles (commonly 3–15 nm), and as the so-called
metal dispersion (defined as the fraction of all metal
atoms that are present at the metal particle surface,
commonly from 20 up to B80%).

A support contains pores having irregular shapes.
These pores fall into two size ranges. Macropores
have diameters of 100 nm or more and are formed
from cracks/spaces between crystallites. Micropores
have diameters of 1 nm or less and are due to the
‘‘roughness’’ of the solid surface itself, or the struc-
ture of the crystal lattice.

Common and commercially available porous sup-
ports are refractory ceramic materials (synthetic such
as silica, alumina, titania, zirconia, ceria, magnesia,
and niobia, or naturally occurring such as clays,
pumice, kieselguhr, and bentonite) and carbon carri-
ers. Their properties are specified by composition,
phase, crystallinity, surface area, porosity, packing
density, crush strength, and shape. Supports are also
used for metal oxide catalysts.

Hydrothermal Synthesis (Zeolites)

Typically, Si and Al precursors together with an orga-
nic structure-directing agent are heated up to 2001C
under autogeneous pressure in autoclaves for up to
several days to synthesize crystalline microporous
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zeolites or other molecular sieves such as alumino-
phosphates. These materials have well-defined pore
structures (pore diameters ranging from B3 to 8 Å)
as compared to the broad pore size distributions
found in traditional carrier materials. As catalysts,
they may contain metal in the pore. Applications
of zeolites as supports, solid acids, or shape selective
catalysis are common. Zeolites are widely used in
refining and petrochemicals, e.g., ultrastabilized Y
zeolite for fluid catalytic cracking and ZSM-5 for
xylene isomerization.

Raney Metals

Highly porous metal sponges can be made in aqueous
solutions by dissolution of aluminum alloys using a
strong base. The metal sponges are typically used for
hydrogenation in laboratory synthesis. Raney nickel
is made by dissolving an (Al, Ni)-alloy containing
50% Ni in 20% NaOH in water. The surface area is
80–100m2 g–1. The most commonly used Raney met-
als are Ni, Co, Cu, and Fe.

Colloids

Metal colloids can be prepared by chemical reduction
of metal salts in solution using CO, hydroxylamine,
oxalic acid, formaldehyde, citric acid, or sodium cit-
rate, or by electro-reduction in the presence of stab-
ilizing salts, ligands, or polymers. Reaction can be
carried out directly in colloidal solution or carriers can
be impregnated with these preformed nanoparticles.

Catalyst Characterization

Catalysts are characterized for chemical composition,
atomic order (crystallinity), phase identification and
distribution, porosity, and to identify deactivation
mechanisms. Commonly applied techniques include
inductively coupled plasma, X-ray fluorescence, phy-
si-/chemisorption measurements (BET, Hg porosime-
try, various titration techniques), electron microscopy
(SEM, TEM), Auger spectroscopy, X-ray photoelec-
tron spectroscopy, atomic force microscopy, secondary
ion mass spectrometry, X-ray absorption, and X-ray
diffraction. These methods gather information from
different microscopic scales and are complementary.

Catalyst Deactivation

A number of different processes that contribute to
the loss of catalyst activity with time on stream are
described below. This problem is most often dealt
with commercially by slowly increasing the catalyst
temperature over time to maintain constant activity/
productivity. When it is no longer possible to achieve
the necessary performance, the catalyst is replaced.

Sintering

For supported metal catalysts, the active compo-
nent is present on the catalyst in the form of small
particles which are inherently unstable. A catalyst
slowly loses activity due to growth of these particles
(favored by the resulting decrease in surface energy)
and the resulting loss of surface area. There are two
mechanisms for sintering: atoms may detach from
one particle and move to another (Ostwald ripening),
or crystallites may move along the support surface
and coalesce. Sintering depends on the nature of the
metal, the support, the strength of the metal–support
interaction, the gases present, temperature, pressure,
and time. Catalyst sintering is irreversible.

Structure Decomposition or Structure Collapse

Crystalline catalysts such as zeolites and multi-metal
oxides can deactivate due to destruction of the crys-
talline phase or lattice structure. Another problem
can be loss of elements from the catalyst (or volatile
compounds such as Mo, Re, etc.). This can be solved
in some cases by the slow addition of the volatile
element to the catalyst bed. In the case of attrition
losses (e.g., for fluid catalytic cracking (FCC) zeolite
catalysts), it is necessary to add in new catalyst
slowly over time to the riser.

Fouling and Poisoning

Catalytic activity may also be lost due to the forma-
tion of carbon (‘‘coking’’) or due to the deposition of
impurities or of dust or other particulates in the reac-
tant stream onto the catalyst surface. The formation
of carbon in many cases is reversible. For example,
the catalyst can be taken off line and the carbon
removed by oxidation (‘‘catalyst regeneration’’).

Examples of fouling by particulates occur in
removal of NOx from industrial flue gases or in cat-
alytic converters used in automobiles. In these cases,
the catalyst is manufactured in a shape that allows the
particulates to pass through the reactor with mini-
mum accumulation (e.g., a catalyst was coated onto a
ceramic monolith). A serious problem with catalyst
dust may occur if the catalyst bed is improperly load-
ed, if there is a problem with excessive vibration in
the reactor, or if physically weak catalysts are used. In
these cases, dust may be formed by attrition, leading
to dust accumulation in the reactor or elsewhere in
the process impeding or blocking the gas flow. The
highly reactive catalyst dust presents a serious safety
hazard since it can cause an explosion when pipes or
heat exchangers are opened for maintenance.

Examples of poisons that can be present in feeds
include metallic impurities such as V, Na, and Ni in
FCC processes, metallo-organics in desulfurization

164 Catalysts: Materials



processes, and thiophenic sulfur compounds in var-
ious refining processes such as reforming. These poi-
sons react with the catalyst and reduce or destroy its
activity. It is often necessary to remove the poisons
with a guard bed or dedicated upstream catalytic
process (as is done with hydrodesulfurization, for
example). Sometimes, the impurity is completely ab-
sorbed in the first few percent of the catalyst bed due
to its strong interaction with the catalyst.

Future Trends in Heterogeneous
Catalysis

Commercial catalysts are used in refining (e.g.,
alkylation, dimerization, disproportionation, isomer-
ization, catalytic cracking, FCC, hydroprocessing
(e.g., hydrotreating, hydrodesulfurization, hydrocrac-
king), hydrogen production, reforming), chemical
catalysis (e.g., aromatics production, monomer syn-
thesis, polymerization, organic synthesis, cyclic and
acyclic intermediates, medical, flavors and perfumes,
rubber processing, plasticizers, surface active agents,
agricultural, using oxidation, hydrogenation, dehy-
drogenation, phase transfer catalysis), biocatalysis,
and environmental applications (automobile and
industrial pollution control). There are numerous ref-
erences available covering these applications in detail.

Competitive pressures of a mature industry, the
trend toward simpler and less capital intensive proc-
esses, access to cheaper feedstocks, and the desire for
more environmentally benign processes drives the
development of new, high-performance catalysts in
the future. New approaches to the discovery of
potentially new catalytic materials, including innova-
tive preparation methods and combinatorial/high-
throughput catalysis, are having an impact and
pushing catalyst development forward. Increased mo-
lecular understanding of the mechanism of catalytic
transformations based on in situ catalyst characteri-
zation is also having an impact.

See also: Alloys: Overview; Catalysts: Combinatorial
Catalysis; Mass Transport; Thermodynamic Properties,
General.

PACS: 81.16.�Hc; 82.30.Vy
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Introduction

Although some of the earliest artifacts from ancient
civilizations bear witness to man’s long history of

utilization of ceramic materials, presently ceramic sci-
ence is advancing at an unprecedented pace. Ceramics
remained an art (often with closely guarded secrets) for
a major part of recorded history, and has become the
science it is only in the past century. With the pressures
of increasingly demanding high-tech applications, whe-
ther smaller, larger, hotter, tougher, cleaner, brighter, or
smarter, ceramics are often the material of choice.
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State-of-the-art characterization techniques allow
one to achieve a new level of understanding of atom-
ic-scale processes and capability for manipulation of
atomic structure. In effect, ceramics can often be
built atom-by-atom, layer-by-layer.

That said, what are ceramics? The definition is
becoming increasingly more difficult to articulate.
For a significant fraction of society, the definition
relates to the art of making and decorating pottery,
or other items of ‘‘baked’’ clay. However, from the
viewpoint of the scientist or engineer, ceramics are
often defined by the chemistry, behavior, or process-
ing methods used to create them. For example, a
definition might be: an artifact made of hard, brittle,
electrically insulating material produced from non-
metallic minerals by firing at high temperatures. This
definition specifies the chemistry, properties, and
processing. While this definition is accurate for a
large fraction of ceramics, it is not all-inclusive, and
examples of ceramics that do not conform to one or
more parts of this definition are becoming increa-
singly common. There are examples of ceramics
(some discussed here), which are not brittle and elec-
trically insulating, are not made from nonmetallic
minerals, or not fired at high temperatures. In fact,
ceramic superconductors are among the most con-
ductive materials known. An acceptable, but not
complete definition might be a refractory, inorganic,
and nonmetallic material. Even this attempt at
description is flawed as the boundaries between
biology and ceramics blur.

The field of ceramics (and all materials) is often
represented as the four corners of a tetrahedron-
labeled structure, properties, processing, and per-
formance. In this article, the state of the art of
ceramic science and engineering is presented through
discussion of properties, novel processing, and gen-
eral trends, with examples of the applications that
have driven these advancements. The structure and
performance are addressed within the context of
both the properties and processing of these advanced
ceramics.

Properties

Ceramics have long been associated with character-
istic properties such as high hardness, high stiffness,
resistance to high temperatures, and chemical inert-
ness, but today’s ceramics stretch conventional
applications of ceramics beyond, what in the past
were considered, their fundamental limitations. A
huge body of work has been generated since the
1990s, some of which are highlighted here with
examples in which mechanical, electrical, and opti-
cal properties are critical. Although not represented

in the examples below, ceramics are also often used
in thermal and magnetic applications in which
there are many examples of exciting and novel
advances.

Mechanical/Structural

Ceramics are often used where high hardness is re-
quired but are usually limited by their lack of
toughness. A number of innovations have improved
upon this mechanical deficiency including those
demonstrated in the development of transparent
ceramics for ballistic protection, defense against
artillery shells, bullets, and shrapnel in warfare.
Toughness can also be improved by the use of hard
coatings on tough substrates. Although carbide coa-
tings have long been used for grinding and cutting
tools, even harder diamond coatings are becoming
increasingly popular. Because the processing tech-
niques required are the most novel aspect of that
field, thin film diamond coatings are discussed in the
section, ‘‘Processing.’’

Transparent ceramics for ballistic protection One
of the most aggressive mechanical applications of
ceramics is that of armor. With increasing attention
paid to terrorist threats, there is escalating interest
in the development of armored vehicles. The chief
requirement of armor is that of the ability to sustain
repeated impact, but in this application, armor has
two other significant constraints. In many instances,
it must be transparent and should also be relatively
lightweight. As shown in Table 1, the ceramic must
be optically transparent, and if sensors or guidance
systems are used, may also need to be transparent
in the infrared or ultraviolet spectra. Although a
variety of polymers have been used in many appli-
cations, they are not suitable for applications that
require optical transparency from the ultraviolet
through the mid-infrared (IR) wavelengths. Such
applications not only include military applications

Table 1 Wavelength transparency requirements for ceramic

armor

Wavelength Electromagnetic

spectrum

Applications

10–400 nm Ultraviolet Sensor windows and

radomes

400–700 nm Visible light Face shields, windows,

windshields for

vehicles, Blast

shields

700–400 000 nm Infrared Sensor windows and

radomes
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such as forward-looking IR windows, missile domes,
underwater sensors, transparent armor, and person-
nel protection, but also have commercial promise
for supermarket scanner windows, scratchproof
lenses, lighting applications, and semiconductor wa-
fer carriers. A tough, lightweight, transparent ceram-
ic material has been developed through the US Air
Force Research Laboratory working with Raytheon
Electronic Systems. This polycrystalline aluminum
oxynitride, known commercially as ALON, is opti-
cally transparent, has low density, high strength, and
high durability. Processing techniques for fabricating
sintered corundum are being developed for applica-
tions where impact resistance is not critical. A tech-
nique that has been shown to be successful involves
liquid shaping of sintered and hot isostatically
pressed Al2O3 ceramics.

Electrical

Ceramics have long been used in the electronics in-
dustry as passive devices such as capacitors and in-
sulators, and continue to be critical in those functions;
however, in a variety of other electrical applications,
ceramics have become increasingly important inclu-
ding sensors (gas and chemical), conductive oxides
(mixed conductors), and high-power/high-tempera-
ture electronic materials.

Fuel cells The exponential growth of portable elec-
tronic devices, cellular phones, PDAs, pagers, com-
puters, etc., provides a strong motivation for the
development of fuel cells and high-energy-density
batteries. Fuel cells can provide clean energy for a
variety of portable energy needs. Ceramic materials
play a large role in the development of commer-
cially viable products. Solid oxide, proton exchange
membranes, and direct methanol fuel cells, lithium-
ion batteries, oxide-ion electrolytes, proton conduc-
tors, and mixed ionic/electronic conductors are all
ceramic-based technologies. Solid oxide fuel cells
(SOFC) are electrochemical energy conversion
devices based on ion-conducting oxide electrolytes
and are used in a broad spectrum of power-gene-
ration applications from small lightweight compact
devices to large SOFC/turbine hybrid systems. The
cells are solid-state devices operating at high tem-
peratures. Because of this, there is great design flex-
ibility (no liquid management is required as in other
‘‘batteries’’). There are a variety of designs and
geometries currently under investigation. The most
common electrolyte materials include yttria (Y2O3)
stabilized zirconia (ZrO2), often called 8YSZ, as it
contains 8% yttria. This ceramic is ion conducting
in both oxidizing and reducing environments. The

most common anode material is a cermet (ceramic–
metal composite) composed of Ni and 8YSZ. Nickel
provides the electronic conductivity and catalytic
activity while the 8YSZ supports the Ni particles
and improves the anode thermal expansion match.
The most common cathode material is a strontium-
doped lanthanum manganite (Sr-doped LaMnO3) –
called LSM. The interconnect material is usually
doped LaCrO3 or a metal that is stable in both ox-
idizing and reducing environments; however, metal
interconnects require lower operating temperatures.
The cost of these fuel cells is still a limiting factor in
terms of broad applications and ways to reduce the
costs are being aggressively sought, including red-
ucing operating temperatures to allow the use of
metallic interconnects and increasing the power
density. Much effort has focused on the techniques
to make dense ceramic coatings using the techniques
of the semiconductor industry including chemical
vapor deposition (CVD), electrochemical vapor dep-
osition (EVD), physical vapor deposition (PVD),
and screen printing as well as more traditional
techniques such as sol–gel, tape casting, slurry cas-
ting, and centrifugal casting. The former techniques
often have film quality and performance advantages,
but also have low deposition rates (they are slow)
and are costly. The latter techniques are efficient
and economical but often result in lower-quality
films.

Optical

Although glass has long been used as an optical ma-
terial, more recently in fibers for communication and
laser surgery, ceramics are gaining importance in a
variety of optical applications, including wireless
technologies, microwave dielectrics, luminescent ma-
terials, and nonlinear optical materials. One such
emerging field is that of photonic bandgap materials.

Photonic bandgap materials Photonic materials are
those in which light is manipulated in novel ways. It
is a critically important technology that has wide-
ranging potential in a variety of applications, inclu-
ding lasers, catalysis, and optical computing. The
field of ‘‘photonics’’ refers to light emitting materials,
optical waveguides, nonlinear optical materials, and
photonic bandgap materials among others. Most of
these applications make use of glasses and dielectric
materials. In the specific case of photonic bandgap
materials, a high dielectric constant is required. The
unique properties of photonic crystals, which allow
or inhibit propagation of certain frequencies in all
directions, have spurred a flurry of activity in the
development of these periodic dielectric structures.

Ceramic Materials 167



One method of creating these structures is through a
process called microtransfer molding, where a sacri-
ficial polymer template is created which represents
the inverse of the desired structure. The creation of
this template is a multiple-step process, but requires
relatively simple technology, and is quick and eco-
nomical. A master mold containing parallel bars is
created using standard photolithographic techniques.
A flexible reproduction (or mold) is created from
polydimethylsiloxane (PDMS) by pouring the pre-
polymer over the master (Figure 1). The channels of
this mold are then filled with a polymer that is cured
and then transferred to a substrate. This process
is repeated, rotating the bars perpendicular to the
previous layer and aligning them over the channel of
the layer, two layers down. A titania ceramic pre-
cursor is then infiltrated into the polymer structure
and allowed to gel. The gel is converted to a ceramic
(TiO2) and the polymer is removed through heat
treatment. The result is a ceramic structure with a
configuration that resembles the diamond cubic struc-
ture and has a photonic bandgap. If the structure
is built with a periodicity B400–700nm, a photonic
bandgap at optical frequencies will be present. Cur-
rently, 1mm periodicity has been achieved and work
toward smaller structures is ongoing.

Processing

The processing of advanced ceramics can be divided
into two general classes with respect to the starting
material – those that involve powders (powder proc-
essing) obtained by a variety of methods, and those
that do not. In this section, recent advances in each
method are presented through a specific example of
each.

3D Rapid Prototyping

A recent advance in the forming stage of ceramic
processing is that of 3D rapid prototyping. There
are a variety of techniques that fall into this general
category. The concept is to translate a 3D compu-
ter-generated design (CAD model) to a physical
structure without the traditional step of making a
mold in which to shape the product or the time and
cost associated with machining a ceramic to desired
dimensions. These methods can often make very
complex geometries in a variety of shapes, sizes,
surface finishes, and materials compositions. Most
of these techniques rely on cutting 2D ‘‘slices’’ from
the 3D model and building them one on top of the
other. These techniques usually begin with a bed of
fine ceramic powder. Some techniques deposit a
binder into specific areas of the powder to ‘‘select’’
that which will remain after the entire shape is
formed.

Other techniques use a laser or directed light to
cure a polymer component added to the ceramic
powder for that purpose. Layer upon layer of pow-
der is added to the bed, each layer representing a
subsequent 2D slice of the desired product. Regard-
less of the technique, the result is that some ceramic
powder is held in place as part of the shape to be
made, while the remainder can be shaken out of the
part. The powder is then further consolidated
through heat treatment and sintering to form a mon-
olithic ceramic part. These techniques have a variety
of applications including those that are obvious such
as prototyping parts for testing before investing in
tooling for mass production, as well as the less
obvious, such as one-of-a-kind designs, for example,
prosthetic devices for biomedical uses.

One blend of rapid-prototyping and biomimetics
recently reported is that of computer tomography
(CT) assisted artificial bone design. (Biomimetics is
discussed in further detail in a later section.) In this
work, a 3D image of natural bone is acquired using
CT, and used to create a duplicate by rapid prototy-
ping. Currently, the resulting bone-structured ceram-
ic is being used to study osteogenesis (the building of
bone), but it could be envisioned that it could be used
to fabricate a replacement for missing or diseased
bone. Another approach to rapid prototyping and its
role in the fabrication of MEMS is discussed later.

Thin Film Techniques

A variety of thin film techniques have emerged from
the semiconductor industry, many involving ceramic
materials such as oxides, nitrides, and carbides. Most
of them rely on liquid or gas phase precursors and
sophisticated control of chemistry, temperature, and

Figure 1 An eight-layer polymer template used to mold a ce-

ramic titania bandgap crystal. (K Constant, unpublished work.)
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pressures. These techniques often result in the grow-
th of thin films of chemistries and morphologies not
achievable in bulk form through traditional powder
processing in similar temperature or pressure regimes
(or sometimes in any temperature or pressure
regime). One example of such techniques is present-
ed here: CVD (chemical vapor deposition) of dia-
mond thin films.

Thin film diamond coatings Diamonds are truly an
extreme material, having several properties that can
only be described in superlatives: the hardest, the
stiffest, the highest thermal conductor, highest sound
propagation velocity, etc. Additionally, diamonds are
very resistant to chemical corrosion, are biologically
compatible, are optically transparent over a huge
range of frequencies, and are excellent electrical in-
sulators. However, their scarcity and availability only
in single-crystal form have prevented widespread
xploitation of most of these properties. With the
exception of industrial diamonds created for cutting
and grinding, the use of synthetic diamonds has been
very limited. Rather than attempting to recreate na-
ture’s approach to diamond making (extreme tem-
peratures and pressures), an alternative method has
been discovered which has two significant advan-
tages over nature’s approach – easier processing
resulting in a more convenient form. This method,
which induces diamond growth by adding carbon
atoms one-at-a-time to a template, can be achieved
without high temperature and pressure, and results in
a thin film coating rather than isolated single crystals.
Although this idea was conceived several decades ago
(in the 1950s), it was not until the mid-1980s that
good-quality films were grown. The concept, while
relatively simple, presents numerous engineering
challenges. At the heart of the technique is CVD. In
this technique, a gas-phase chemical reaction occurs
above a solid surface (often called a substrate as it
forms the mechanical support for the resulting film).
For the case of diamond films, a method of activating
the gas-phase carbon-containing precursors is requi-
red. These include a hot filament or electrical dis-
charge, or a combustion flame.

The most common method of diamond thin film
growth uses methane, CH4, as a precursor gas. The
gas concentration (usually diluted with H2) and
temperature of the substrate must be controlled to
suppress the deposition of graphite or amorphous
carbon. The method used is normally tailored to
the desired application. For example, hot-filament
techniques, which use a refractory metal (such as
tungsten or tantalum), can be used to make good-
quality diamond films for mechanical application,
but they are not suitable for electronic applications

because they contain metallic impurities from the
filament that degrade the electrical properties.

Although requiring more expensive equipment
than hot-filament growth, microwave plasma CVD
reactors are currently the most widely used technique
for diamond growth as they produce high-quality,
chemically pure films. The substrate requirements for
this process are significant. Among them, the substrate
must be able to withstand the thermal and chemical
conditions of the reactor, which precludes a large
number of materials including all polymers, most
metals, and many electronic materials. Also, because
diamond has such a low thermal expansion coeffi-
cient, a, it is susceptible to delamination or flaking
off a substrate which contracts more on cooling from
the reaction temperature (usually about 7001C, so a
substrate with a low a is required). In addition, the
substrate must be able to form a carbide to some ex-
tent, as it has been suggested that the diamond films
actually grow off an initial carbide interfacial layer.
Currently, silicon wafers are the most commonly used
substrate material.

The chemical and physical processes which occur
during thin-film growth are complex, but a very
simplified model can be described by the schematic
in Figure 2. Not all reactions result in diamond;
the process is slow and requires very careful control
of both the chemical and physical conditions of
the system. Much effort has been expended to un-
derstand the gas-phase chemistry of this system,
and progress continues to date, resulting in im-
proved, more efficient methods and higher-quality
thin films.
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Figure 2 Schematic of the physical and chemical processes

occurring during diamond CVD. (Reproduced with permission

from May PW (2000) Philosophical Transactions of the Royal

Society of London. Series A 358: 473–495; & Royal Society.)
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The widespread application of diamond thin films
is still limited by economic restrictions, but they are
beginning to be used for cutting tools, thermal
management where rapid heat dissipation is required,
IR windows, and electronic devices. Recently, work
has been reported which uses diamond thin films as
an ideal substrate for integrating microelectronics
with biological sensing functions. More on this topic
is discussed in the section, ‘‘Trends in ceramic
materials.’’

Ceramics and the Environment

Increasingly strict legislative controls and escalating
public concern for the local and global environment
have affected most manufacturers of goods, inclu-
ding those of ceramics as is testified to by the recent
creation of ISO 14000 – the international standards
organization that is focused on certifying manufac-
turers and organizations in environmental managem-
ent systems.

The environmental impact of any class of materials
can be considered to have many aspects including: the

source of raw materials, the energy and by-products
associated with all stages of manufacture, and the
disposal of the product when it is no longer useful.
Likewise, ceramics can also be considered in terms of
their use in remediation of the environmental impact
of energy production. There has been increased
awareness of each of these aspects in the manufac-
ture of ceramics as well as in other materials. One
such environmental application of ceramics has
already been discussed in SOFC for clean energy
storage solutions. With respect to energy production,
research continues in the area of coal gas cleanup –
that is in the development of ceramic sorbents for use
in integrated coal gasification combined cycle (IGCC)
systems that burn coal for the production of electric-
ity. These calcia-based sorbents have been designed
not only to remove sulfur from the gas used to drive
the turbines but also to be regenerable – so that the
sorbent itself does not create an environmental bur-
den as a waste product. In this work, natural lime
is encased in a ceramic shell that provides structural
integrity as well as a porous coating for gas flow
(Figure 3).

Figure 3 Micrograph of a cross section of a sulfided pellet used as a coal-gas sorbent. (a) SEM view, (b) sulfur map, (c) calcium map,

and (d) aluminum map. (K Constant, unpublished work.)
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Eco-ceramics Environmentally friendly ceramics
usually refer to those that undergo processing using
environmentally benign solvents or resulting in
harmless by-products. NASA recently reported the
development of a method to make a SiC ceramic
using wood as the preform to supply both the struc-
ture and the carbon for the process. In this technique,
wood is pyrolyzed to form a carbon structure that is
then infiltrated with silicon or a silicon alloy. The
result is a SiC-based ceramic with a microstructure
imposed by the original wood and a shape that
duplicates that of the pyrolyzed form. The structure
(and therefore, properties) is tailorable by the choice
of wood and can be further adjusted by laminating
wood layers in various arrangements. This technique
has been used to produce porous and nonporous
structures of various compositions based on SiC.
This technique could be considered akin to biomi-
micry, which is discussed in the next section.

Trends in Ceramic Materials

The most notable general trends in ceramics are
those of the entire materials industry, and perhaps
science and engineering as a whole. The first includes
an ever-aggressive shrinking scale of our tech-
nological devices – requiring a more complete under-
standing of how material properties vary for very
thin films and small grains (sometimes composed
of fewer than 100 atoms). The second includes a
renewed interest and focus on biological systems,
which can serve as inspiration for the structure, as
manufacturing aids, or even as end-users of ceramic
materials. Third, a renewed commitment to national
security and aggressive pursuit of technologies to
support these efforts have resulted in increased
attention on sensors that can detect any number of
chemical and biological hazards quickly, effectively,
and efficiently. Previous examples of properties and
processing have already exposed these trends. The
ceramic armor already discussed, photonic bandgap
materials, and sensors for detection of biological
agents, and micromechanical devices all have poten-
tial use in national security functions.

Nanotechnology/MEMS

As the scale of electronic devices shrinks, so has
the scale of both the starting materials and the com-
ponents of such devices. The trend toward nanoscale
control has impacted ceramics as it has most fields
of engineering and science. In a like manner, me-
chanical devices have continued to shrink to smaller
and smaller dimensions, resulting in what is termed
micro-electromechanical systems (MEMS). Ceramics

are particularly well suited for MEMS applications
in biological and chemical sensing systems (they
tend to be chemically inert, even at high-tempera-
tures and severe environments). The advantages they
bring to full-scale mechanical devices (e.g., engines)
are also present at the microscale. Low density
and high-temperature capability make ceramics an
attractive choice for high-speed devices, such as
nanoturbines.

Ceramic MEMS have been made by microcasting
a liquid ceramic precursor (e.g., polysilazanes) in a
mold produced from photoresist by conventional
lithographic methods (Figure 4). The resulting form
is then pyrolyzed to convert to a Si–C–N amorphous
ceramic. A second method of producing MEMS
involves photopolymerization, a technique becoming
increasingly widespread in the rapid prototyping in-
dustry. The technique involves adding a photoiniti-
ator to a liquid ceramic precursor that will promote
polymerization upon exposure to light of a specific
wavelength. Shapes are constructed by exposing a
layer of the precursor through a mask that has the
desired shape. 3D structures are made by successive
exposure to another layer, which has either the same,
or a different geometry depending upon the desired
result. Exposure can also be accomplished through
the ‘‘writing’’ of a directed laser beam. The exposed
material polymerizes, and solidifies, allowing the re-
maining unexposed liquid to be washed away. In this
way, a 3D structure can be created. The resolution
achievable by such efforts is related to several factors
both of the chemistry of the precursor and photoin-
itiator and the physical characteristics of the mask
or direct-write system. A similar approach to direct
writing of structures is found in computer-controlled
ink-jet printing of ceramic parts that is limited only
by the length scale of the droplet. This technique
relies on a colloidal, gel-based ink that forms a self-
supporting structure. This technique, called robocas-
ting has produced features as small as 100 mm, and
has been made out of silica, alumina, lead-zirconate-
titanate, and hydroxyapatite.

~0.4 mm

Figure 4 Left: a photoresist mold about 200mm across. Right:

The fired ceramic gear. (Reprinted with permission from The

American Ceramic Society; & 2001.)
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Bioceramics

Perhaps one of the most transformational trends in
ceramics is that of bioceramics. Biology can take a
variety of roles in the development of advanced ce-
ramics from serving as the inspiration (or more
directly, the template) for novel structures to
providing the motivation for the development of
materials to be used in biomedical applications.
Biomimicry is really nothing new – ancient people
observed animals to learn the best methods to stalk
prey, to identify safe foods to eat, and to predict
weather changes, but until the tools to examine na-
ture at the microscopic (and now, atomic) level were
developed, few efforts were made to copy nature at
these length scales. Today, however, many scientists
and engineers are again carefully studying natural
materials striving to glean their secrets. Examples
include the study of fracture toughness and interfa-
cial design of the fiber-matrix ceramic composite that
constitutes sea-urchin teeth and the self-assembled
opal structure used as a template for photonic
bandgap materials. Ceramics for biomedical appli-
cations have also become increasingly important in
improving the quality of life for many of the world’s
aging. Ceramics can be bioinert (such as alumina or
zirconia) or bioactive (including hydroxyapatite, and
bioactive glass and glass ceramics). Ceramics have
been used or are being developed for use in replace-
ment joints for hips and knees, replacements for dis-
eased or damaged bone, and reconstruction of teeth
and jawbones. Ceramic and carbon coatings are also
used in a variety of biomedical devices including
prosthetic heart valves. The bonding between hard
and soft tissue is being studied to improve such ap-
plications. Ceramics are also being used for control-
led drug delivery. For example, therapeutic treatment
of cancer has been achieved using glass beads doped
with radioactive isotopes. In addition, in the drug-
delivery arena, rapid prototyping, or 3D printing
techniques have been used to fabricate specialized
drug-delivery devices. These ceramics are function-
ally graded structures that can yield complex release
profiles in which there is control time, dosage, and
even the chemistry of the drug.

Biosensors

Diamond, because of its electrical and chemical
properties, is a good candidate for integrated sensing
materials, and recently, selective biological modifica-
tion and adsorption has been achieved. In this work,
DNA oligonucleotides were covalently bonded to
nanocrystalline diamond thin films resulting in
an extremely stable, highly selective platform for
subsequent surface hybridization processes. This

integration of DNA and other biological materials
with microelectronics has broad-ranging implica-
tions for the development of completely integrated
bioelectronic sensing systems.

Concluding Remarks

While these examples testify to the extent and
breadth of the research and development in advanced
ceramics, there remains much to be understood and
accomplished. The ever-expanding variety of analy-
tical tools will provide the technology to further
probe the structure and properties of ceramic mate-
rials, often at the nanoscale. The blurring of lines
between ceramics, biology, and other fields of engin-
eering will most certainly persist requiring that
tomorrow’s ceramists be cognizant of a broad range
of fields and have command of a variety of analytical
tools and techniques. While evolving, ceramics will
continue to have a large role in the shaping of our
society.

See also: Biomedical Materials; Carbon Materials, Elec-
tronic States of; Composites: Overview; Glasses; Optical
Properties of Materials; Photonic Bandgap Materials,
Electronic States of; Powder Processing: Models and
Simulations; Ruthenates; Vapor Transport Processing:
Mechanisms; Vapor Transport Processing: Models and
Simulations.

PACS: 81.05.� t; 81.15.� z; 81.16.� c
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Introduction

A ceramic is defined as a nonmetallic inorganic solid,
but in a narrow sense it is a massive solid obtained by
the heat treatment process of inorganic powders.

Ceramics have a long history. One of the first
materials used by humans was a stone implement.
Obsidian in composition, such a material can be
classified as being glassy. Similarly, porcelain and
earthenware also have a long history. The same can
be said of glass too; human beings produced glassy
solids in 3000 BC. Ceramic powder was also used as
an adhesive at the time of the construction of the
pyramids.

Ceramics are classified, from the viewpoint of
structure, as: (1) single crystal, (2) sintering object,
(3) glass, and (4) powder.

1. The technology to produce single crystals artifi-
cially is difficult; moreover, it is not suitable for
mass production. Commercial ceramic products in
the form of single crystals are, therefore, rather
new historically. At present, some of the single
crystals such as a quartz oscillation unit and an
optical crystal are of much importance, because it
is impossible to obtain the desired properties by
using materials other than single crystals.

2. Sintered bodies are obtained by a forming process
where starting powders are pressurized and the
massive solid is obtained by subsequent heat
treatment. Although earthenware was the origin
of this technique, ceramics with various function-
alities were developed.

3. Glass is a material obtained through a melting
state by heating starting raw powders at a high
enough temperature. Since the composition of
common glasses was similar to that of earth,
it was made artificially as early as in 3000 BC.
However, these early glasses were not transparent.
Although glass as a transparent material was
developed later, it was only in the twentieth cen-
tury that the technology of manufacturing sheets
of glass with larger area became available.

4. Powders have been used from the BC period by
grinding natural ores. The history of pigments
also goes back a long way. Powder today means
such materials as can be used in making high-
performance sintered ceramic bodies. Original
materials for ceramics were natural minerals,
especially silicates. Clay, which is a natural silica
mineral and very suitable for the production of
porcelains, was the primary raw material for a
long time. It is, therefore, understandable that
the industry which used clay emerged first. The
ceramic industry showed a marked progress after
materials other than silicates came into use.
Alumina is the first example and titanium oxide
as a dielectric followed in industrial use. These
simple oxides offered an easy control of the
properties of their powders, suggesting that sub-
stances with easy handling became raw materials
for practical use.

Silicate industries have also undergone constant
development. The wall thickness of ordinary china
used for tableware is B1mm; B50mm thick silicate
ceramics are manufactured in large quantities as cat-
alyst carriers for cars (in the absence of this tech-
nology, automobiles would perhaps be contributing to
air pollution at levels even higher than they do now).
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As a next step, complex oxides constituted the
mainstream of the practical use of ceramics. The first
generation of complex oxide ceramics are barium
titanates and ferrites. These substances came to be
used, due to a great deal of development in the
management of purity, fine-tuning of composition,
surface modification, etc. For example, the control of
grain boundaries is one of the most important pa-
rameters that determines the total characteristics of a
ceramic material. New types of ceramic heaters,
which are capable of self-control of temperature with
a composition of barium titanates, were developed
and used. These are characterized by controlled grain
boundaries and the so-called positive temperature
coefficient (PTC).

Most industrial applications of ceramics exploit
the characteristics of the substrates on the one hand
and the electronic or ionic properties of their con-
stituents on the other.

Nowadays, the most useful example of functional
ceramics are lead zirconium titanates (PZTs). For
instance, cellular phone designs are materialized by
using these piezoelectric ceramics. Barium titanates
and ferrites, sometimes called electronic ceramics,
are extensively used in the electronics industry. This
is because the electronic properties play a crucial role
in determining the function of these ceramics.

Simultaneously, materials using the ionic proper-
ties of ceramics have also emerged and are used
practically. The purification of the exhaust gas of a
car is attained due to the use of zirconium oxide ce-
ramics as an oxygen sensor, thus utilizing the ionic
conductivity of oxide ions. It is called a solid elec-
trolyte because the substance has conductivity due to
an ionic motion within a solid. One of the notable
examples is beta alumina, which is now used as an
electrolyte for an Na–S battery, a large-sized re-
chargeable battery for load leveling of electric power.

A compositional survey of the possible properties
of oxides containing two or three metals has already
been conducted. Although additive agents are used to
promote sintering or optimization of properties,
compounds which principally contain more than
four kinds of metals are seldom examined. In this
unexplored area, a new category of ceramic materials
has emerged, that is, superconducting ceramics.

It is to be noted that the most important charac-
teristic of ceramics is their tolerance to high temper-
ature. For many years, oxides have been used as
refractory materials. It is quite clear that ‘‘refraction’’
supports the basic technology in the metal-refining
industry. By extending the function of an oxide as a
high-temperature material to the extreme, its appli-
cation in the area of energy production etc., can be
expected. However, it was not oxides, but nitrides

and carbides, which attracted attention as such
materials in the 1980s. As a result, a ceramic turbo-
charger was developed for automobiles. Although
non-water-cooled engines made from ceramics
were proposed to be used, this has not yet been
realized.

The glass industry at present is very large in scale.
This is one of the several reasons for natural silica to
be the major raw material in the industry. An exam-
ple of the application of glass, which uses transpar-
ency to its extreme, is the optical fiber. An optical
fiber is made from very high purity silica although it
includes a very small quantity of additives to control
the contour of refractivity.

The composition of the often used glasses resem-
bles that of sheet glass or bottles. The insulated film
used in semiconductor devices is also glassy. Al-
though only glassy material with a simple composi-
tion can be used in device processes, one can expect
new compositions to find future applications.

Cement is a material which has been used in large
quantities for a long time. Of course, it is also a
product of the silicate industries. The use of a ma-
terial in such large quantities is bound to pose a
problem of depletion of resources, sooner or later.

History of Development of Ceramics

In the preceding section, an outline of ceramics was
given from the historical point of view. The present
section selects some ceramics as examples to consider
the development process in more detail.

Large-Sized Insulator and Ceramic Carrier

The largest ceramic (1.2m +� 12m length) ever
made was the insulator for 1000 kV power trans-
mission. In consideration of it being corrosion-proof
and earthquake-resistant, it had a special form of a
bamboo hat and was made of large-sized porcelain
with a thick wall.

The catalyst system was established as a primary
means of automobile exhaust gas purification. Al-
though started in the form of pellets, the monolithic
honeycomb-type catalyst carrier was developed in
1976. This type of catalyst opened up the possibility
of stricter emission control of automobiles.

Cordierite, with a composition of 2MgO �Al2O3 �
5SiO2, was used because of excellent heat resistance
due to a low expansion coefficient. In the initial
stage, the number of cells was B200/square inches
(1 inch¼ 2.54 cm) but later reached 900 square inch-
es, and the wall thickness decreased from 12mil
(1 mil¼ 0.0254mm) to 2mil.
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Alumina (Aluminum Oxide) and Substrate Material

Some aluminum oxides have been used for many
years as refractory materials. Examples range from
highly pure alumina crucibles to low-purity alumina
pipes or plates for low-heat-resistance applications.
Their application as an insulator for spark plugs was
developed in 1931, and alumina started being used in
automobile and electronics industries.

The decisive extensive use of ceramic materials in
electronic industries occurs in the form of substrate
materials used as a part of large-scale integrated
circuits. Alumina substrates for electronic circuits
cover a wide range of products, such as those made
by the thick-film process, the thin-film process, and
multilayer-type circuit boards. Alumina powders
with purity higher than 99.5%, with 0.2% of magne-
sium oxide as additives, are generally used to give a
flat and smooth surface, which is excellent for use as
substrates.

The multilayer aluminum circuit board was first
developed by IBM for the CPU used in the 308 X
series mainframe computers. The CPU was 90�
90mm2 in size and the number of layers was 33. It
was evaluated that this circuit board had superior
properties both in the delay time of signal propagat-
ion and heat dissipation. Silver, gold, copper, etc.,
were used as conductive materials for wiring.

Because of the success of the alumina circuit
board for the CPU, other substrate materials with
higher heat dissipation capability, such as in the
AlN and SiC boards, were investigated. Since AlN
and SiC have simple crystal structures, both mate-
rials have excellent thermal conductivity, provided
the grain boundaries are controlled. Since AlN is
an insulator, it is only necessary to control the
grain boundaries to obtain a high heat conduction,
but since SiC has electronic conductivity, it is ine-
vitable to control the grain boundaries so that it is
electrically insulating. It was found that the addi-
tion of BeO as a sintering agent changed ceramics
to insulating substrates.

Although ceramic substrates for large-scale inte-
grated circuits were excellent in performance, the
production cost was a prohibitive factor for use of
this product. The semiconductor packaging process
was changed, and it was found that even plastic
could be used as a substrate. If ceramic substrates
continue to be used in the electronics industries, they
will be limited to high-performance type of products,
such as single crystals or diamond.

Development of Ceramic Capacitors

Natural materials such as mica have historically
been used in capacitors for a long time. Electrolyte

capacitors use an aluminum oxide thin film as a di-
electric. Several other oxides have been used as
capacitor materials for many years.

It is well-known that barium titanate has a high
dielectric constant (several 1000 or more). This ce-
ramic was independently developed and studied in
USA, Japan, and the Soviet Union. The abnormalities
of the dielectric constant of barium titanate were
discovered by Wainer and Salomon in 1942, which
was an important breakthrough in the application of
ceramics after World War II. Subsequently, Vul and
co-workers, von Hippel, and Ogawa and Waku stud-
ied the ferroelectric properties of barium titanate.

However, from the point of its practical use, it
is important to note that it took a remarkably long
time from the discovery of barium titanate as a
substance to its development as a ceramic capacitor.
It was actually in the 1990s that the ceramic capac-
itor with a multilayer-type structure using barium
titanate came to be loaded into almost all electric
devices. This is because it took time to develop the
process of manufacturing multilayer ceramic capac-
itors on a large scale. A process using the doctor
blade method is first used to form thick films, and it
is necessary to carry out the lamination of films. The
technical developments, other than that of a ceramic
layer, were also important. The development of con-
ductive layers using nickel for an internal electrode
was also a key factor in the development of the
technology.

History of Piezoelectric Ceramics

The piezoelectric effect was discovered by Jack and
Pierre Curie in 1880. Materials that display the pie-
zoelectric effect need to be in the form of single crys-
tals. Therefore, in order to use this effect for practical
purposes, single crystals of appropriate materials
were produced industrially. In Japan, Toyo Commu-
nication Equipment industrialized the production of
quartz by the hydrothermal method in 1959.

Other materials were also studied for use as
piezoelectric ceramics. Since it was reported by Bell
Laboratories in 1963 that the thin film of CdS
worked as a piezoelectric transducer, development of
piezoelectric thin films and thick films started. The
development of the thick-film process and materials
that were more suitable for mass production attract-
ed much attention. PZT, that is, Pb (Zr, Ti) O3, dis-
covered in the late 1950s, became the primary
candidate for practical applications. A phase transi-
tion occurs when the Zr/Ti ratio is 53/47. In the
vicinity of the phase boundary with this composition,
the dielectric constant and the piezoelectric constant
become the maximum.
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In order to make a piezoelectric body of this com-
position, materials with random orientation cannot
be used. Therefore, polarization processing was in-
dispensable during sintering and the related process
itself had to be developed. A number of sheets must
be laminated as a layer, especially in the case of an
actuator; thus, the manufacturing technology ac-
quires key importance.

In Europe, a restriction in the use of lead in elec-
tronic products will be in effect from the year 2006.
PZT, of course, contains lead. It does not necessarily
mean that this material will be prohibited from use in
Europe soon, but it is also possible, that if a new
material for replacement is developed, PZT will then
be forbidden. Therefore, development of piezoelec-
tric materials which do not contain lead is now in
severe competition.

Ion Conductivity Ceramics

It has been known for many years that glass and
other ceramics show an alkali ion conduction. For
example, a group of substances called beta alumina,
containing Na as a component (in spite of being
known as alumina), have been known as Na ionic
conductors for many years. Their crystal structures
were analyzed in the 1950s.

The Na–S battery, which uses beta alumina as an
electrolyte, was proposed as a large-sized rechar-
geable battery for load leveling after the oil crisis of
the 1970s. The Na–S battery attained the level of
practical use at last by a joint development of NGK
Insulators and the Tokyo Electric Power Co., (the
delivery track record in 2002 was set at 5000 kW).

Although historically, ZrO2 has been used due to
its very high chemical durability at very high tem-
perature, it was already known at the end of the
nineteenth century that ZrO2, with the addition of
CaO or Y2O3, has oxygen ion conductivity. This
material attracted attention after its use as an oxygen
sensor for automobile exhaust gas purification was
proposed. As an oxygen sensor, ZrO2 plays the role
of a solid electrolyte similar to that in fuel cells. A
solid electrolyte-type fuel cell, on the other hand, has
not yet reached a stage where it can be used in prac-
tical applications.

Development of Ceramic Sensors

It must be noted that a ceramic material used as a
chemical sensor brings about an improvement in
the performance of various electrical appliances. The
range of home electrical appliances which were origin-
ally apparatuses that could only detect temperature,
now also include appliances (such as air conditioners,
microwave ovens, or refrigerators) which can detect

humidity, carbon dioxide, infrared radiation, etc. This
development has been required from the viewpoint of
increasing energy efficiency in relation to global war-
ming and other environmental issues. In addition, de-
tection of flammable gas, such as hydrogen, methane,
and a liquefied petroleum gas, is indispensable be-
cause of concerns of safety. A gas sensor that made use
of SnO2 was developed. The principle of a gas sensor
itself is rather conventional. The ZrO2 sensor already
mentioned is the so-called concentration cell type, and
the principle is also classic.

The SnO2-type gas sensor utilizes the characteris-
tics of compounds as semiconductors, along with the
capability of gas adsorption. It has, therefore, been
an important target in its development as to how the
most suitable textures and microstructures could be
formed in ceramics to enhance the properties of
adsorption of thick-film materials.

There are several ways for a modified usage of ion-
conducting ceramics to detect a certain gas. One is to
use ion-conducting ceramics together with the aux-
iliary electrode, which consists of the conduction ion
and detection gas components. For example, in the
case of the carbon dioxide sensor using beta alumina,
NaCO3 (containing Naþ , the conduction ion of beta
alumina) and the carbon dioxide of the detection gas
will be used as the auxiliary electrode. Many ap-
proaches for development range between such theo-
retical understanding and the practical design of a
sensor (see section ‘‘Further reading’’).

Ferrite Materials and Magnetic Recording

A ferrite, which is a magnetic oxide body, was
invented by Takei and Kato in the 1930s. Ferrites are
widely used as a core material for a transformer or
magnetic heads. The oxide permanent magnet was
also invented during almost the same period, and
after that, it has been used as a low-cost permanent
magnet material. Iron oxide ceramic powder is used
as a magnetic recording material in videotapes such
as VHS. A record system may change to a perpen-
dicular type and oxide powder may be used again,
although currently metallic materials are used for the
purpose of high-density recording.

Ceramic Turbocharger and Ceramic Turbine

Silicon nitride and silicon carbide, which are the
main components of nonoxide ceramics, are artificial
compounds. Since these compounds have a strong
covalent bond in nature, till 1960 it was accepted
that they could not be sintered.

The first oil shock pushed the development of ef-
ficient energy devices, and the use of ceramic mate-
rials, which can be employed at much higher
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temperatures, was pursued. It was proposed in the
1980s that nonoxide ceramics could be used as parts
of a gas turbine. The ceramic gas turbine project
(CGT) was actually undertaken from 1988 to 1999
in Japan. A CGT with 300 kW power for co-gene-
ration and a 100 kW CGT for automobile use were
developed. However, it has not reached the stage of
commercial production, mainly because of produc-
tion costs.

Ceramic turbocharger turbine blades made of sil-
icon nitride are an example of a practical application
of a nonoxide. Ironically, the material originally
developed for raising energy efficiency was used in
the automobile industry, which aimed at producing
fuel-inefficient cars. However, the ripple effect was
large. Nonoxide ceramics now have several applica-
tions, which are growing steadily.

Superconducting Ceramic Materials

In 1986, an oxide superconductor of the lanthanum–
barium–copper system was first announced by
Bednorz and Muller of the IBM Zurich Research In-
stitute and its critical temperature Tc was 35K, which
exceeded the historical Tc 23K of the NbGe. The Y–
Ba–Cu system oxide was discovered in the following
year and the critical temperature exceeded 77K,
which is the temperature of liquid nitrogen. Then,
various new compound oxides, such as the Hg system,
the TI system, and the Bi system, were announced.

A F Hebard and others have reported that the
powder of C60 with doped potassium (K3 C60) shows
a superconducting nature at a critical temperature of
Tc ¼ 18K, and the same thin film of K3 C60 shows
the superconducting nature at a critical temperature
of Tc¼ 16K. MgB2 has recently been reported to
become superconducting at 39K (for further details,
see section ‘‘Further reading’’). Thus, supercon-
ductivity is serving as a frontier of the science of
new compounds in the ceramics system.

Optical Fibers

In 1964, Nishizawa succeeded in developing graded-
index-type optical fibers for communications.

In 1966, Kao found that if heavy metals contained
in glass were removed, the absorption loss of light in
glass decreased dramatically. This epoch-making

discovery was the key to utilizing an optical fiber
and one that enabled the material development of
low-loss fibers. Kao also had the foresight of propo-
sing the structure of today’s optical fibers consisting
of a clad with a low refractive index and a core with
a high a refractive index glass.

Following the basic work of Nishizawa and Kao,
Corning Inc. succeeded in making low-loss (20
dB km� 1) fibers. Subsequently, the basic technology
of the present-day information technology grew
through a stiff competition in the development of
optical fibers.

Conclusion

Ceramics are practically useful materials. From their
discovery, through application development and
testing (the so-called seed-driven route), ceramics
have come a long way. However, new materials with
superior properties continue to be desired in a variety
of application areas. Given the limitations of the
global environment, exploring new ceramic materials
is a real challenge for further sustainability.

See also: Ceramic Materials.

PACS: 77.84.Dy; 81.05.Je
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Introduction

Carbon matrix composites (or carbon–carbon com-
posites) are advanced composites in which carbon
fibers are used to reinforce a carbon matrix. Both the
fibers and matrices may encompass a vast range of
crystallinity and the composites themselves may be
constructed from a variety of different fiber archi-
tectures and volume fractions such that this class of
composites may display a huge diversity of proper-
ties. These are the most refractory of all composites
(in nonoxidizing conditions), exhibiting exceptional
dimensional stability in extremes of temperature,
high toughness and mechanical reliability, specific
thermal conductivity many times that of copper, and
remarkable wear resistance at high temperatures and
speeds. These properties lead to such applications as:

* furnace parts, rocket nozzles, fusion reactor
linings,

* construction materials for space applications,
* components in electronic packaging,
* thermal management,
* aircraft and formula one brake linings, and
* first wall linings in fusion reactors.

The origin of these properties lies in the intrinsic
properties of the graphite crystal, since the various
carbon forms that are developed in the composites
display structures and properties that resemble those
of graphite to different degrees.

Graphite Properties

The structure of graphite is well known, comprising
graphene layers stacked in abab (hexagonal) or, rarely,
abcabc (rhombohedral) sequence. The carbon atoms
in the graphite crystal are sp2 hybridized, forming
three strong covalent bonds within the graphene layer

whilst the layers are held together by van der Waals
type interaction. Thus, the crystal displays the
strongest and the weakest bonding possible in its
two principal crystallographic directions, resulting in
the most extreme anisotropy in physical and chemical
properties. The principal physical properties are listed
in Table 1. The strong ‘‘in-plane’’ bonding results in
a Young modulus greater than 1000GPa and a ther-
mal expansion coefficient that is negative at room
temperature and becomes slightly positive above
B1501C. Although there is an electronic contribu-
tion at low temperatures, thermal transport is largely
by a phonon mechanism above room temperature and
reaches values comparable with those of diamond in
the ‘‘a’’ direction. Delocalization of the p electrons
makes graphite a semimetal with a small-band over-
lap. The ‘‘a’’-axis electrical resistivity is 0.4–0.8mOm
at room temperature. In the ‘‘c’’-direction most of the
properties are significantly lower, as shown in the ta-
ble, but the ‘‘c’’-axis thermal expansion coefficient is
large due to the weak bonding in this direction. The
development of engineering carbon and graphite ma-
terials requires careful control of this anisotropy
(Figure 1).

Carbon Fibers and Matrices – Structures
and Properties

All synthetic carbon forms are produced by the ther-
mal degradation in an inert atmosphere of organic
precursors, gas, solid, or liquid (carbonization). The
structure of the resultant carbon is determined by
the nature of the precursor and the thermal history.
The essential structural units are defective graphene
layers, limited usually to nanometer dimensions, and
stacked imperfectly with no regular stacking se-
quence, Figure 2. The precursors fall into two fairly
well-defined groups depending upon whether they
develop into synthetic graphite with the hexagonal
abab stacking of graphite when heat treated to tem-
peratures B30001C. Those which do are graphitizing
carbons whilst those which show relatively little

Table 1 Major physical properties of crystalline graphite

Property ‘‘a’’-axis ‘‘c’’-axis

Density (kgm� 3) 2.265�103

Young modulus (GPa) 1060720 36.571

Shear modulus (GPa) 4.570.5

Thermal conductivity (Wm� 1 K� 1) 42000 o10

Electrical resistivity (mOm) 0.4–0.8 4100

Coefficient of thermal expansion (K�1) B� l� 10� 6 at room temperature 25.6� 10� 6 at room temperature
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structural development following such drastic ther-
mal stimulus are the nongraphitizing carbons. Car-
bon fibers from rayon and from polyacrylonitrile
(PAN) fall into the latter group (even though in the
commercial world they are frequently and incorrectly
referred to as graphite fibers), whilst those from me-
sophase pitch and hydrocarbon gases are of the grap-
hitizing variety. In low-temperature carbons, the
defective graphene layers may contain vacancies,
and have five- and seven-membered rings which bend
the layers in different directions. Hence it is not pos-
sible for the layers to stack in any regular array and
the interlayer spacing, d002 is significantly greater
than that in graphite. Only very broad 00 l and hk
X-ray diffraction lines are observed. A line-broaden-
ing analysis, using the Scherrer equation, enables
X-ray coherence lengths in the ‘‘a’’ and ‘‘c’’ directions
(La and Lc) to be identified from the 002 and 10

diffraction peaks. These are initially of the order of
1–2nm, but during graphitization they increase
progressively with heat treatment temperature
(HTT) up to about 50–100nm, when the additional
hkl lines appear, indicating that a 3D structure has
been formed. Simultaneously, there is steady decrease
in d002 to the value for graphite.

X-ray diffraction gives no information about the
spatial distribution of these coherently diffracting
regions. High-resolution transmission electron mi-
croscopy (HRTEM), Figure 3, shows that they may
be randomly arranged as in the nongraphitizing car-
bons or show extensive regions of preferred orienta-
tion in the graphitizing materials.

Matrix Carbons

The most common matrix material is chemically de-
posited from hydrocarbon vapors, CVD. When the
deposition takes place in the interstices of the fiber
preform onto the surfaces of the fibers, it is known as
chemical vapor infiltration (CVI). The structure of
the deposit is very dependent upon the deposition
conditions, temperature, partial pressure, and resi-
dence time. Various different microstructures are
possible which are classified as isotropic, laminar,
rough laminar, and surface nucleated. Infiltration
conditions must be carefully controlled not only to
deposit the desired microstructure for the particular
application, but also to ensure a uniform deposition
throughout the fiber architecture and avoid prefer-
ential deposition on the surface of the fiber preform.
This requires a careful balance between the rate of
deposition and of vapor transport into the porous
fiber preform. The infiltration process is slow and the
manufacture of large items may take several weeks.
It may also be necessary to machine the outer surface
intermittently to remove the surface deposit which
seals off the interior. The product is graphitizable.
For aircraft brake linings, the preferred microstruc-
ture is the rough laminar variety which seems to give
the optimum combination of thermomechanical
properties and wear resistance. Since the deposition
takes place onto the fiber surfaces, the graphene lay-
ers show a preferred orientation with the fibers,
Figures 4 and 5.

Alternative matrix sources are pitches and thermo-
setting polymeric resins. Pitches are complex mix-
tures of polynuclear aromatic molecules, many
having aliphatic side chains. They are thermoplastic
and can have low viscosities at temperatures B100–
1501C above the glass transition temperature, Tg.
Heat treatment increases the average molecular
weight by evaporating volatile species, resulting in
a gradual shift in the Tg to higher temperatures and

0.142 nm

0.246 nm

A

A

B

0.334 nm

Figure 1 The structure of an ideal crystalline graphite.

Figure 2 Schematic representation of the structure of nongra-

phitic carbons, showing defective and bent layers, defects and

approximate layer stacking resulting in limited two-dimensional

ordering.
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ultimately the solidification of the material to a car-
bon product. Intermediate in this process is a key
step in which the disk-like molecules stack up to
form a nematic discotic liquid crystalline phase, the
carbonaceous mesophase. This is the basis of the
graphitizability of the subsequent carbon, the basic
long-range preferred orientation of lamellar structure
being determined at the solidification stage of this
transient phase.

Phenolic resins are the most common thermoplastic
precursors, although polymers with higher carbon
yields, such as poly-paraphenylenes have also been
used. The resins are thermally cross-linked prior to
carbonization. This prevents any liquid crystal for-
mation and the materials do not graphitize. Normally,

only minor microstructural changes take place after
heat treatment to 30001C. However, both the pitch
and resin precursors may bond to the carbon fibers
during the fabrication heat treatment and form an
aligned interphase at the fiber–matrix interface. Thus,
all three matrix precursors tend to give matrix ori-
ented with the fibers, although in the case of the pitch
and resin matrices, this may only extend a few mi-
crometers out from the surface. Figure 6 shows op-
tical micrographs of typical examples.

Carbon Fibers

The main form of carbon fiber used is from PAN. A
wide range of properties are available, depending

Nongraphitizing carbon

Graphitizing carbons

HTT 2730°C HTT 1200°C

(a) 

(b) 

5 nm

2 nm 2 nm

Figure 3 High-resolution transmission electron micrographs showing 002 lattice fringes for (a) a nongraphitizing carbon and (b)

graphitizing carbons at two different heat treatment temperatures.
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mostly upon the degree of preferred orientation of
the graphene layers along the fiber axis and the per-
fection of those layers, controlled by the final HTT.
Young moduli up to B500GPa are possible with
strengths in the range 2–7GPa. Table 2 lists typical
data. Fibers are also spun from mesophase pitch and
these are highly graphitizable displaying much higher
extents of preferred orientation of the planes along
the fiber axis and consequently higher moduli, which
may approach that of the perfect graphene layer it-
self. These fibers also show very high thermal and
electrical conductivities. Although in all cases the
graphene layers are aligned predominantly along the
fiber axis, transversely they may show various tex-
tures, whilst still maintaining the high stiffness. This
effect is most strongly displayed in the range of
mesophase pitch-based fibers, Figure 7, where the
texture is largely controlled by the conditions in the
spin capillary. Indeed even ribbon-shaped fibers

have been produced with significant orientation of
the graphene planes perpendicular to the plane of the
ribbon as well as parallel to the ribbon long axis. The
strengths of all carbon fibers are dominated by proc-
ess-induced defects, flaws, the dimensions of which
control the strength in accordance with the Griffith
fracture criteria. The fiber microstructure has a sec-
ondary effect.

An early form of carbon fibers was produced from
rayon in the US. This form is not so widely used
worldwide, but still finds some defense applications
in the US. Its demise is largely due to the fact that the
PAN process is cheaper, whilst that for rayon re-
quired a stretching operation at graphitization tem-
peratures to develop the high elastic moduli, by
aligning the layers with the fiber axis. These fibers
tend to have a ‘‘dog-bone’’ transverse shape and can
therefore be recognized readily easily in micrographs.

Carbon fibers may also be produced from hydro-
carbon vapors by a catalytic route; their dimensions
and structure may vary considerably with the process
conditions from filaments of micron diameter down
to carbon nanotubes. Some of these materials are
highly graphitizable and display excellent properties,
but as yet are not used in the fabrication of C–C
composites to any significant degree.

50 µm

Figure 4 Polarized light optical micrograph of CVD carbon de-

posited onto the surfaces of carbon fibers within a carbon–carbon

composite (crossed polars). The yellow and blue interference

colors denote regions where the layers are oriented at 901 to

each other. In this instance the layers are oriented parallel to the

fiber surfaces.

−100 µm

Figure 5 Scanning electron microscope image of CVD carbon

layers deposited around fibers within a carbon–carbon composite.

(a)

(b)

 

 

Pore 

Oriented
 matrix 

Oriented 
matrix  

Cracks unfilled 
by matrix 

50 µm

Figure 6 Preferred orientation of matrix around fibers in (a) a

pitch-based matrix and (b) a resin-based matrix. Polarized light

optical micrograph. Arrows point to regions of preferred orienta-

tion and also to pores and cracks.
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Fiber Architectures

Composites may be unidirectional, 1D, angle ply
laminates, woven cloths, or more complicated 3-, 4-,
or multi-directional woven structures, designed to
deliver more or less isotropic properties. Pierced,
‘‘needled’’ laminated plies or cloths may be used to
give improved properties in the ‘‘z’’-direction, whilst
the ‘‘in-plane’’ isotropy will depend upon the cloth
weave or lamination sequence of angled 1D plies.
General purpose applications rely on laminates of
various types and the expensive multi-D structures
are mainly used in sophisticated and demanding aer-
ospace and defense applications. High-pressure infil-
tration and carbonization of pitch and resin
precursors may be required to densify these more

complicated structures. Figure 8 shows examples of
some of these structures, schematically. Angle ply
laminates are commonly used in the fabrication of
aircraft and formula one car brake disks, comprising
not only unidirectional layers, but also random sta-
ple-fiber regions of significantly lower fiber fraction.
These staple layers assist in the transport of the
pyrolytic vapor into the preform.

Fabrication

Figure 9 shows typical fabrication routes for all pre-
cursor types. The fiber preform is densified by infil-
tration of liquid pitch or resin or by CVI. In some
cases, the preform may be rigidized with resin first. In
the CVI process, it is difficult to completely fill all the
internal porosity since the entrances to large pores

Figure 7 Schematic representation of the various transverse

textures exhibited by mesophase pitch-based carbon fibers.

Transverse texture is controlled during the spinning stage by the

effects of shear and extension on the discotic liquid crystal do-

mains.

Table 2 Physical properties of typical carbon

Fiber type Fiber diameter

ðmmÞ
Density

ðg cm�3Þ
Young

modulus

ðGPaÞ

Tensile

strength

ðGPaÞ

Elongation at

failure ð%Þ
Thermal

conductivity

ðWm�1 K�1Þ

Electrical

resistivity

ðmO mÞ

PAN-based

High strength 5.5–8.0 1.75–1.80 228–300 4.3–7.06 1.8–2.4 8–9 15–18

Intermediate

modulus

5.0–5.2 1.73–1.80 230–310 3.1–7.06 1.3–2.4 B38 11–13

High modulus 5.4–8.4 1.78–1.96 350–540 1.8–3.6 0.4–0.7 64–120 6.5–10

MP-based

Low HTT 11 1.9 140 1.4 1.0 100 8

k
High HTT 10 2.15 820 2.2 0.2 1100 B1.3

Rayon-based

Heat treated 1.43–1.70 20–55 0.35–0.7

Stretch

graphitized

B2.0 B620 3.1

Plain weave 5D woven structure

Figure 8 Schematic representation of one typical weave struc-

ture and a 5D multidirectional weave.
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may be blocked by the pyrolytic deposit, Figure 10,
and the process is slow. In the liquid infiltration
route, the resins and pitches have only 50–80% car-
bon yields due to the loss of volatiles. Also, the den-
sity of the carbon–graphite product is significantly
less than that of the precursor organic, resulting in
volumetric yields that are even lower. Consequently,
repeated infiltrations and re-carbonization steps are
required to reduce porosity. Since graphitization of
the matrix increases its density, it may even be nec-
essary for the most advanced composites to be re-
impregnated after this step and then re-graphitized,
resulting in very expensive products.

Various combinations of precursors and impregna-
tion stages may be adopted and this can result in

materials with varieties of carbon structures within
the matrix and in the fibers. The most extreme
fabrication routes are adopted for aerospace and
defense applications. For more commercial applica-
tions, such as aircraft brake disks, there are vigorous
programs currently underway to develop more
rapid fabrication routes.

Composite Microstructure

C–C composites are complex materials. They display
structural features at many different dimensional
scales all of which contribute to the observed phys-
ical properties. Figure 11 shows some examples of
various internal microstructures. At the nanoscale,
there are the different degrees of structural organ-
ization in the various carbon forms (fiber, pitch, res-
in, or CVD-derived matrix) that may be present as
well as the possibility of nanoscale porosity (espe-
cially within the carbon matrix derived from thermo-
setting resins). At the microscale, there is the
distribution of anisotropic regions within the ma-
trix, the fibers, and at the fiber–matrix interfaces, as
well as porosity and microcracks. At the millimetric
scale there are the fiber bundles (which vary in di-
mensions according to the fiber type and manufac-
turer), the laminae, large pores which have not been
filled by matrix and cracks formed by shrinkage of
bundles during carbonization.

Lamellar cracks develop on cooling from the fab-
rication temperature to relieve thermal stresses ari-
sing from the anisotropic thermal contraction of the
components of the microstructure. A thermal expan-
sion mismatch, leading to such microcracking, may
exist

* at fiber–matrix interfaces within fiber bundles,
* at interfaces between carbon forms from different

precursors,
* between regions of different preferred orientation

within the matrix,
* between laminae in 2D materials, and
* between differently oriented bundles in multi-D

composites.

Thus, cracks and voids are an integral part of the
composite structure and must be taken into account
in the interpretation of all physical and chemical
properties. The matrix carbon increases its true den-
sity on heat treatment up to graphitization temper-
atures leading to contraction which also is largely
in the ‘‘c’’-direction; thus this mechanism is also a
source of microcracking. However, whilst those
fissures arising from the anisotropic thermal con-
traction may close on reheating, those from the

Carbon fiber

Weaving/needling

Binderless preform

CVI

Resin/pitch binder

“Green” fabrication

Heat treatment

Bonded preform

Liquid impregnation

Final heat treatment

Carbon−carbon
composite

Heat treatment

Figure 9 Generalized fabrication routes for carbon–carbon

composites.

500 µm

Figure 10 Polarized light optical micrograph of CVI densified

C–C composite showing the tendency for the deposition of car-

bon to take place on the surface of bundles and not to completely

penetrate the interstices within the bundle.
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densification process will not. Figure 11c shows a
typical example of transverse cracks in a woven cloth
due to the differential shrinkage during carboniza-
tion of fiber bundles oriented perpendicular to each
other and Figure 12 is a schematic representation of
the microcracks in an orthogonal 3D composite.

Physical Properties

The most dominant feature controlling the physical
properties is the fiber architecture and type. The me-
chanical property in any principal direction is deter-
mined by the volume fraction of fibers oriented in
that direction. This decreases as the directionality
increases in multi-D lay-ups. Tables 3 and 4 give ap-
proximate values for different types of material.

Mechanical Properties

Young Modulus

The Young modulus varies widely according to
the composition and structure of the composite, see
Table 3. Unidirectional materials may show values as
high as 800GPa after graphitization when the highly
graphitizing MP fibers are used. Since both pitch and
CVDmatrices are highly graphitizable and also orient
with the fiber, they may both contribute significantly

to the observed Young modulus value, provided that
the degree of filling of the fiber preform is high, Figure
13. One problem in modeling the mechanical prop-
erties of C–C composites is that it is not usually pos-
sible to obtain experimental data on the basic
properties of the matrix material, because its struc-
ture is controlled by the fabrication conditions and
the interaction with fibers. Simple mixture rules do
not always work, because the level of microcracking
and the residual porosity in incompletely densified
composites may limit the load transfer between the
fiber and the matrix as illustrated in Figure 13. For
laminates and multi-D composites, the values in spe-
cific directions are more or less as expected from the
fiber orientations and volume fractions. Table 3 gives
some typical values.

Strength and Fracture Behavior

C–C composites are examples of brittle matrix com-
posites. Bulk carbon and graphite materials are po-
rous and of generally low strength, elastic modulus,
and fracture toughness. Therefore, in contrast to ce-
ramic matrix composites, for which the matrix is in-
trinsically strong and where the fibers are used
mainly to modify the mode of fracture and induce
damage tolerance and mechanical reliability, in C–C
the fibers do act to stiffen and reinforce as well as to

(a) (b)

(d)(c)

5 µm5 µm

Figure 11 Optical micrographs (polarized light) showing microstructures of various types of C–C composite. (a) CVD carbon around

fibers in a random fiber architecture. (b) Section of a 0/90 laminate showing shrinkage cracks in the transverse ply, partially filled with

resin-based carbon. Note how the carbon in the crack has shrunk as well, displaying the shape of the surrounding pore. (c) Section

through a woven cloth composite showing shrinkage cracks in the transverse bundles. (d) Section through a 3D orthogonal composite.

The matrix pocket that exists between the X, Y, and Z bundles is in the case partially filled with pitch-based carbon matrix.
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toughen the matrix. In common with other brittle
matrix composites, the strength of the fiber–matrix
bond is critical. The lower strain to failure of the
matrix leads to the generation of cracks within this
phase which, if the fiber–matrix bonding is strong,
may propagate through the fiber, leading to brittle
fracture at the matrix failure strain. However, if de-
bonding can take place at the fiber–matrix interface,
the cracks may be deflected along the fiber axis allo-
wing the fibers to bridge the crack leading to classical
multiple matrix cracking. In 1D composites, when
this cracking is saturated with approximately equally
spaced cracks, the elastic modulus should approxi-
mate to vfEf and failure should occur at the failure
strain of the fibers, leading to full utilization of the
fiber strength. Figure 14 shows stress–strain plots for
1D composites with weak and strong fiber–matrix
bonding, illustrating this behavior. The crack brid-
ging and fiber pull-out lead to high work of fracture
and excellent damage tolerance. However, weak
bonding at the fiber–matrix interface also reduces
the intralaminar shear strength in 1D materials. The
fiber–matrix bond strength with pitch and resin-
derived matrices arise from the interaction of the
precursor with the complexes on the fiber surfaces,
which depend on the previous treatments given to the
fibers by their manufacturers to control fiber–resin

interactions. In the absence of such complexes, the
bonding is very weak or even absent. The fiber–ma-
trix bonding is also influenced by the heat-treatment.
Graphitization increases the solid density of the ma-
trix and fiber, if it has not experienced that temper-
ature regime in its production. This introduces
internal stresses and shrinkages which tend to de-
bond the fiber from its matrix. This occurs with all
matrix types. Graphitization tends to ‘‘polygonize’’
the oriented matrix sheath around the fiber and also
shrink the fiber radius, so debonding the interface,
Figure 15. Thus, a material that displays brittle frac-
ture after carbonization in the range 1000–16001C
may show multiple matrix cracking and damage tol-
erance after graphitization. Figure 14 shows these
effects for a 1D material in tensile loading. In flexural
testing, any weak interfaces may promote shear
failure at stresses significantly lower than the tensile
fracture stress unless very large span to depth ratios
are adopted.

The behavior of 2D laminates and of multi-D
structures may also be influenced by the interfacial
region, but other factors come into play. Typical
strength values for composites of different architec-
ture are shown in Table 3. The 3D and multi-D ma-
terials generally show low strength values in specific
directions because of the lower fiber volume fraction.

Shrinkage
cracks 

Fiber bundles in different
directions, may have
different numbers of fibers
as well as different fiber
types and volume
fractions.

Bubble-like
pores 

Interfacial cracks and
pores between bundles 

Figure 12 Schematic representation of the structure of a 3D orthogonal C–C composite depicting microcracks in fiber bundles and at

bundle–bundle interfaces, pores and variable bundle dimensions, and character.
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Table 3 Typical mechanical of various types of carbon–carbon composite

Composite type Fiber volume

fraction in

measurement

direction

Tensile

modulus

ðGPaÞ

Tensile

strength

ðMPaÞ

Tensile strain

at failure

ð%Þ

Flexural

modulus

ðGPaÞ

Flexural

strength

ðMPaÞ

Compressive

strength

ðMPaÞ

Shear

strength

ðMPaÞ

Fracture

energy

ðkJ m�1Þ

Poisson’s

ratio

Unidirectional

-fiber axis 0.5–0.7 up to 800 100–1300a 0.2–0.7a up to 800 100–1300a up to 400 20–30 20–100 0.25

-transverse o10 o15 o10 o20 20–50 o1

2D

-typical in-plane

(XY)

0.25 10–100 100 150–200 30

-typical z

direction

B60

-8 harness satin

(XY)

10–70 100–300

3D

-orthogonal (XY) 0.16 56 100 0.2 70

-orthogonal (451

to XY)

0 5 20

-3D/226 (Z) 0.3 140 300 160

-3D/226 (XY) 0.1 60 105 120

7D (Z) 0.07 25 50

Felt 0.1–0.25 10–20 25–300

Actual values depend on exact fiber type and volume fraction in measurement direction, and volume fraction and nature of the carbon matrix.
aDepends on interfacial bond strength.



In directions with minimal fiber fraction, for exam-
ple, at 451 to an orthogonal direction in orthogonal
3D composites, the fracture stress is similar to the
values for normal un-reinforced porous graphites.
Multi-D composites tend to show a very gradual type
of failure mode (sometimes called ‘‘pseudoplastic’’),
indicating high damage tolerance, Figures 16 and 17.
This is probably due to the many cracks and inter-
faces present that may deflect the main crack and

provide a variety of crack-bridging elements (fibers
and fiber bundles) that make a major contribution to
the fracture energy. In woven cloth laminate struc-
tures, the presence of needled tows may enhance the
strength and elastic modulus in the ‘‘z’’-direction but
this may be at the expense of some disruption of the
‘‘in-plane’’ fiber arrangement resulting in a small de-
crease in the ‘‘in-plane’’ properties. Similarly, the
weave pattern can influence the ‘‘in-plane’’ properties
due to the crimping effect of the criss-crossing fiber
tows. The various bundles in the multi-D composites
may be of different sizes or contain different fibers,
enabling the composite to be designed to withstand
the anticipated stresses in various directions to be
experienced in the specific application.

Effect of Temperature on Mechanical Properties

The Young moduli and the fracture stress of most
carbon–graphite materials are remarkable in that
they increase with measurement temperature. The
effect is attributed to the re-expansion into the mi-
crocracks created by thermal expansion mismatch,
which lowers the porosity and increases the Young
modulus and strength. These effects are present in C
fiber–C matrix composites to a significant degree.
Thus, C–C composites in nonoxidizing conditions
are the strongest materials at very high temperatures
when the strengths of other materials are drastically
reduced. Figure 18 shows a comparison, whilst
Figure 19 shows schematically how the fracture
behavior of 3D orthogonal material may be drasti-
cally altered at extreme temperatures.

Creep and Fatigue

It is because of the strong covalent bonding that the
mechanical properties do not degrade significantly
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Figure 13 Example of the effect on the elastic modulus of

successively densifying a 1D composite by a series of reim-

pregnation and recarbonization steps using pitch. The final com-

posite would be graphitized. As the pore space between fibers is

progressively filled, the load transfer to the fibers is dramatically

improved. These data would be typical of a 50–60% volume of

PAN-based fibers which after graphitization would display a

Young modulus of B450 GPa. Note that the composite modulus

exceeds this value showing that the pitch-based matrix oriented

around the fibers develops a Young modulus in excess of that of

the fibers.

Table 4 Typical thermal properties of various types of carbon–carbon composite

Composite type Coefficient of thermal expansion

at 251C ð10�6 K�1Þ
Coefficient of thermal

expansion at

B10001C ð10�6 K�1Þ

Thermal conductivity at

251C ðWm�1 K�1Þ

Unidirectional

-fiber axis � 1–0 1–2 50–800a

-transverse 0–10 0–10 10–200a

2D

-in plane (XY) B0 1.5–2.6 50–250

-z direction 30–100a

3D

Orthogonal 0 2–4 10–250

Actual values depend on exact fiber type and volume fraction in measurement direction, and volume fraction and nature of the carbon

matrix.
aHigh values obtained with graphitized pitch based fibers and matrix.
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until very high temperatures are achieved. Thus, the
creep resistance of C–C composites is very high, there
being virtually no creep below B20001C, but above
this region the creep rate becomes finite and shows a
steady increase as the temperature rises to 30001C.

The fatigue resistance of C–C composites is also
good. Studies in flexure and in torsion have shown

that the opening and closing of slit-like fissures
(pores) in the structure is a significant feature. At
stresses greater than about 1/3 the fracture stress,
microcracks are formed and internal damage to
the matrix can lead to the loss of small particles, a
so-called ‘‘dusting out’’ process.

Friction and Wear

The tribological properties are critical in the major
commercial application of C–C composites, in air-
craft brake linings. The friction coefficient increases
with temperature to a value as high as 0.6 at the
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Figure 14 Tensile behavior of 1D carbon composites. (a) A surface-treated intermediate modulus PAN-based fiber (SMS-PP) com-

posite is compared with one of the similar fiber volume fractions using high modulus carbon fibers. The former has an active surface

whilst the latter has an inert, largely basal, surface. In both cases, the matrix is derived from pitch and the carbonization temperature is in

the region of 10001C. The fracture is catastrophic at the failure strain of the resin for the surface-treated fiber composite, due to a strong

interfacial bond, whilst in the latter case multiple matrix fracture occurs around the same value of strain and the ultimate fracture stress is

determined by the fibers, giving strength greater than 1 GPa. (b) The behavior of the surface-treated fiber composite is displayed after

graphitization. The matrix has now pulled away from the fiber weakening the interface and dramatically increasing the strength and the

strain at ultimate failure. During this heat treatment the Young modulus of the fiber increases as well. (b) Also shows the acoustic

emission accompanying the test, indicating some subcritical events prior to fracture.

(b)

(a)

Figure 15 Schematic representation of the preferred orienta-

tion of graphene layers with fiber surface in C–C composites. (a)

Carbonized matrix and (b) after graphitization.
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Figure 16 Schematic representation of the different general

stress–strain behavior of C–C composites of different fiber ar-

chitecture.
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same time as the wear resistance increases. The key
factor is the structure of the film of wear debris at the
interface which may take on different structures in
different wear regimes, that is, low temperature,
during taxi-ing or high temperatures during landing
and aborted take off.

Thermal and Electrical Properties

Thermal Expansion

Carbon–carbon composites are extremely dimension-
ally stable over very wide temperature ranges. The
thermal expansion in fiber directions is controlled by

the values of the fibers themselves, which for high-
modulus fibers and fibers that have been heat-treated
to graphitizing temperatures during the composite
processing is initially negative rising to a small po-
sitive value above 1501C. The result is that over a
temperature range of 28001C, the linear expansion
is only B0.7%. This value prevails more or less
within the plane of laminates and in fiber directions in
multi-D composites. In transverse directions, the sit-
uation is more complicated, the expansion coefficient
being determined by the extent to which the large
‘‘c-axis’’ expansion of the graphite crystal is accom-
modated in microcracks, and the orientation of the
lamellar regions and the associated cracks to the
direction of measurement. Some typical values are
listed in Table 4.

Figure 17 Nails driven through a C–C composite, illustrating

the general toughness (damage tolerance) of this material.
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Figure 18 Comparison of the temperature dependence of

strength of C–C composites with other advanced materials.
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Figure 19 Schematic representation of the effect of tempera-

ture on the stress–strain behavior of a 3D orthogonal C–C

composite.
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Thermal and Electrical Conductivity

Thermal and electrical conductivity both increase
with the degree of order of the graphene layers and
also with the extent of preferred orientation of the
layers with respect to the thermal or potential gra-
dient. Both parameters increase with the a-axis co-
herence length, La. The thermal transport in graphite
is dominated by lattice vibrations (phonons). Only
near 0K is the electronic contribution to heat
conduction significant. The thermal conductivity is
highly temperature and structure dependent. Pho-
non–phonon interaction (Umklapp scattering) and
scattering at boundaries between ordered regions are
the principal processes controlling the conductivity
at elevated temperatures and the relative effects of

these two mechanisms depends on the coherence
length, La. When La is large (graphitized materials),
the phonon scattering mechanism is dominant, but
when it is small, as in nongraphitizable carbons and
materials heat treated only to modest temperatures,
the Umklapp mechanism is significant only when
the phonon mean free path becomes smaller than the
coherence length, that is, at high temperatures. The
result is that thermal conductivity–temperature
curves for carbons of varying structural perfection
show maxima at different temperatures, the value of
the maximum increasing with the degree of grap-
hitization, Figure 20. The maximum for graphite and
highly graphitized fibers and matrices is below room
temperature, but for poorly graphitized materials
it may be as high as 500–10001C. At very high
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Figure 21 Thermal conductivity data for 1D model laminates measured (a) in the longitudinal and (b) in the transverse directions. The

composites all comprise high modulus PAN-based carbon fibers with a pitch-based matrix, heat treated to temperatures in the range

1000–24001C.
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temperatures, the curves tend to come together re-
sulting in very little difference in thermal transport of
different forms of carbon in this region. Table 4 lists
thermal conductivities of various types of composites
and Figure 21 shows data for a graphitized series of
1D laminates, showing the increase in thermal con-
ductivity as the matrix is progressively improved in
order. PAN-based carbon fibers are nongraphitizing
and display limited thermal conductivities even for
the high-modulus forms that have been heat treated
to near 30001C. Thus, pitch- and CVD-derived ma-
trices, after graphitization, may have significantly
higher conductivities than PAN-based fibers. Grap-
hitized MP fibers, on the other hand, have high con-
ductivities. Figure 22 illustrates these trends. When
mesophase pitch-based fibers are combined with

these two types of matrix and graphitized, then ex-
tremely high thermal conductivities may be obtained.

The electrical conductivity of composites will
generally vary in the same way as thermal con-
ductivities. An empirical relationship between the
two properties has been developed for carbon fibers.
It is possible that a similar relationship may prevail
for 1D materials, in the fiber direction. This arises
because both properties vary with structure in the
same way.

Thermal Shock

The combination of low expansion coefficient with
high thermal conductivity, high strength at elevated
temperatures and very high work of fracture result in
exceptional thermal shock resistance of C–C com-
posites, a critical factor in refractory applications,
such as furnace parts, first wall materials in fusion
reactors, rocket nozzles, and shielding (e.g., shuttle
nose cone and leading edges of wing tips).

Oxidation

Because of the oxidation of graphite, that is prevalent
above B5001C, the exceptional properties can only
be achieved at high temperatures in inert atmos-
pheres or for limited periods of time in oxidizing
ones. There have been many attempts to protect car-
bon against oxidation. The main approaches are:

* incorporation of various glassy phases in the pore
structure to reduce oxygen transport to the inter-
nal structure,

* inclusion of carbide-forming elements during fab-
rication. The carbides oxidize to protective oxides,

* coating the outer surface with refractory carbides.
Thermal expansion mismatch may lead to crac-
king of the layer on cooling, but the internal glassy
phases are designed to help seal these cracks on
reheating.

Concluding Remarks

The properties of C–C composites can vary over a
vast range due to the variety of carbon structures that
may be engineered within the fibers and the carbon
matrices, and the variety of fiber architectures that
exist. The carbon structures may change dramatical-
ly during thermal processing. This variation enables
materials to be designed with properties that may
approach those intrinsic to the graphite crystal in 1D
materials which are highly anisotropic, or may have
almost isotropic properties in multi-D materials
with properties in specific directions that reflect the
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Figure 22 Thermal micrograph of transverse sections of (a) a

PAN fiber-based composite with a CVD matrix and (b) a high

thermal conductivity mesophase pitch-based fiber composite with

a resin-derived matrix. The brightness reflects the relative ther-

mal conductivity, which in (a) is greatest in the graphitizable ma-

trix, but in (b) is greatest in the graphitized fiber.
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amount of fiber so oriented. The materials may be
the most refractory and dimensionally stable of all in
inert atmospheres or for limited periods in oxidizing
ones. The technology is fairly mature, the most active
field currently being to reduce processing costs and
time, and to develop C–C–SiC composites with im-
proved wear for terrestrial braking systems.

See also: Composites: Overview; Composites: Polymer–
Polymer; Mechanical Properties: Elastic Behavior; Me-
chanical Properties: Tensile Properties; Scattering, Elas-
tic (General); Shubnikov–de Haas and de Haas–van
Alphen Techniques; Transmission Electron Microscopy;
van der Waals Bonding and Inert Gases; Vapor Transport
Processing: Mechanisms.

PACS: 61; 61.43Er; 61.66Bi; 61.72Nn; 62; 62.20.� x;
65; 65.40.�b; 65.40.De
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Introduction

A composite material is two or more materials bond-
ed together. This definition distinguishes composite
materials (composites) from materials such as alloys.
The most important composites consist of matrices
reinforced with various types of fibers, whiskers, or
particles. Using composites technology, it is possible
to design new, multifunctional materials with unique
properties and combinations of properties that can-
not be obtained with any monolithic material.

Many widely used materials are composites, but
not generally recognized as such. For example,
tungsten carbide cutting tools are actually compos-
ites consisting of tungsten carbide particles bound
together with a cobalt matrix, rather than monolithic
tungsten carbide. The reason for using the composite

is that it has a much higher fracture-toughness than
monolithic tungsten carbide, a brittle ceramic.

Composites are material systems. Their properties
depend on those of the constituents (reinforcement
and matrix), reinforcement coating, if any, and the
process by which they are made. All of these have
pronounced effects, and altering any of these can
greatly affect their properties.

The development of composites and the related
design and manufacturing technologies is one of the
most important advances in the history of materials.
Composites are widely used, and are enabling mate-
rials in many applications. For example, Voyager,
which was in effect an all-composite aircraft, was
the first to fly around the world without refueling.
However, it is emphasized that modern composites
technology is only about five decades old. In the his-
tory of materials, this is hardly the blink of an eye.

Composite materials are considered primarily as
structural materials. However, there are numerous
examples of applications for which nonmechanical
properties, such as thermal, electrical, magnetic, and
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piezoelectric, are of primary interest. Important ap-
plications based on nonmechanical properties in-
clude glass–fiber-reinforced polymer printed circuit
boards, magnetic particle-reinforced polymer audio
and video recording tape, and ceramic particle-rein-
forced polymer sensors.

Another unique characteristic of composites is that
many are made with processes that have advantages
over those used for monolithic materials. To cite one
example, manufacturing methods for fiber-reinforced
polymers allow fabrication of aircraft structures
having shapes that are aerodynamically superior to
those made from metals. Another illustration is
the magnetic particle-reinforced polymer permanent
magnets that can easily be made into complex shapes
by processes such as injection molding.

Composites are usually categorized by the type of
material used for the matrix. The primary classes are
polymer matrix composites (PMCs), metal matrix
composites (MMCs), intermetallic matrix compos-
ites (IMCs), ceramic matrix composites (CMCs),
and carbon matrix composites (CAMCs). The last
category, CAMCs, includes carbon–carbon compos-
ites (CCCs), which consist of carbon matrices rein-
forced with carbon fibers. Currently, PMCs are the
most widely used.

It is worth noting that biological structural mate-
rials occurring in nature are typically composites.
Common examples are wood, bamboo, bone, teeth,
and shell. Further, use of artificial composite mate-
rials is not new. Bricks made from straw-reinforced
mud were employed in biblical times. This material
has also been widely used in the American Southwest

for centuries, where it is known as adobe. In current
terminology, it would be described as an organic
fiber-reinforced ceramic matrix composite.

As discussed earlier, there are many types of com-
posites. This article concentrates on those that are
used primarily because of their mechanical and ther-
mal properties.

Overview of Composite Materials and
Applications

For the purposes of this article, solid materials are
divided into four categories: polymers, metals, ce-
ramics, and carbon. Carbon as a separate class is
considered because of its many unique forms and
characteristics. There are reinforcements and matrix
materials in all four categories of solids. This results
in the potential for a limitless number of new ma-
terial systems having unique properties that cannot
be obtained with any single monolithic material.
Composites consisting of all possible combinations
of matrix materials and reinforcements have been
produced (see Table 1).

For decades, CCCs were the only significant type
of CAMCs. However, there are now other types
of composites utilizing a carbon matrix. Notable
among these is silicon carbide fiber-reinforced carbon,
which is being used in military aircraft gas turbine
engine components.

Table 2 shows the radical differences in the char-
acteristics of the four classes of matrix materials used
in composites. This is reflected in the properties of
the resulting composites.

Composites are now important commercial and
aerospace materials. Currently, PMCs are the most
widely used. MMCs are employed in a significant
and increasing number of commercial and aerospace
applications, such as automobile engines, electronic
packaging, cutting tools, circuit breakers, contact
pads, high-speed and precision machinery, and air-
craft structures. CCCs are used in high temperature,
lightly loaded applications, such as aircraft brakes,
rocket nozzles, glass processing equipment, and heat

Table 2 Properties of selected matrix materials

Material Class Density

ðg cm�3Þ
Modulus

ðGPaÞ
Tensile strength

ðMPaÞ
Tensile failure

strain ð%Þ
Thermal conductivity

ðW m�1 K�1Þ
CTE ð10�6 K�1Þ

Epoxy Polymer 1.8 3.5 70 3 0.1 60

Aluminum (6061) Metal 2.7 69 300 10 180 23

Titanium (6A1-4 V) Metal 4.4 105 1100 10 16 9.5

Silicon carbide Ceramic 2.9 520 o 0.1 81 4.9

Alumina Ceramic 3.9 380 o 0.1 20 6.7

Glass (borosilicate) Ceramic 2.2 63 o 0.1 2 5

Amorphous carbon Carbon 1.8 20 o 0.1 5–9 2

Table 1 Types of composite materials

Matrix Reinforcement

Polymer Metal Ceramic Carbon

Polymer X X X X

Metal X X X X

Ceramic X X X X

Carbon X X X X
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treatment furnaces. The space shuttle ‘‘Orbiter’’ has
CCC leading edges. Although CMCs are not as
widely used at present, there are notable production
and developmental applications that are indicative of
their potential.

Composites technology makes possible the use of
an entire class of solid materials, for example, ce-
ramics, in applications for which monolithic versions
are unsuited because of their great strength scatter
and poor resistance to mechanical and thermal
shock. Further, some manufacturing processes for
CAMCs are well adapted to the fabrication of large,
complex structures. This allows consolidation of
parts, which can reduce the manufacturing costs.

In addition to their excellent structural properties,
composites have unique physical properties that are
of great interest in applications such as thermal
management and packaging of microelectronic,
optoelectronic, and microelectromechanical (MEMS)
devices. For example, carbon fibers with thermal con-
ductivities much greater than that of copper are
now commercially available. These reinforcements are
being used in polymer, metal, and carbon matrices to
create composites with high thermal conductivities
that are being used in applications for which thermal
management is important. Discontinuous versions of
these fibers are also being incorporated in thermo-
plastic injection molding compounds, improving their
thermal conductivity by as much as two orders of
magnitude or more. This greatly expands the range
of products for which injection-molded polymers can
be used. In addition, there are an increasing number
of composites reinforced with diamond particles,
which impart very high thermal conductivities and
low coefficients of thermal expansion (CTEs). Ther-
mal management materials are covered in a separate
section later.

Composites are now used in a wide and increasing
range of important commercial and aerospace appli-
cations, including

* internal combustion engines;
* machine components;
* thermal management;
* electronic, optoelectronic, and MEMS packaging;
* automobile, train, ship, spacecraft, launch vehicle,

and aircraft structures;
* aircraft and commercial gas turbine engines;
* mechanical components, such as brakes, drive

shafts, and flywheels;
* tanks and pressure vessels;
* dimensionally stable components;
* process industries equipment requiring resistance

to high-temperature corrosion, oxidation, and
wear;

* offshore and onshore oil exploration and produc-
tion;

* sports and leisure equipment;
* biomedical devices;
* civil engineering structures;
* instrument structures; and
* antennas.

Over the years, increasing production volumes have
helped to reduce material prices, increasing their at-
tractiveness in cost-sensitive applications.

As mentioned earlier, composites technology is in
its infancy. It is anticipated that new and greatly im-
proved materials are likely to emerge. It is also ex-
pected that new concepts will emerge, such as ‘‘smart
materials’’ that incorporate greater functionality, in-
cluding the integration of electronics, sensors, and
actuators.

Reinforcements

The main types of reinforcements used in composite
materials include continuous (cont.) fibers, discon-
tinuous (disc.) fibers, whiskers (elongated single crys-
tals), particles (including flakes), and numerous
forms of fibrous architectures produced by textile
technology, such as fabrics and braids. In addition,
there is an increasing interest in composites rein-
forced with various types of nanoparticles, such as
carbon nanotubes, graphite nanoplatelets, and silica
(clay) nanoparticles.

As mentioned earlier, use of natural fiber-rein-
forcement is far from a new idea. However, in recent
years there has been considerable work on compos-
ites reinforced with a variety of naturally occurring
fibrous materials, including wood fiber, kenaf, hemp,
flax, jute, sisal, banana leaf, china reed, and rice
hulls. Matrices include thermoplastic and thermoset
polymers and Portland cement. A number of material
systems have been used in production applications,
such as construction and automobile parts.

Increasingly, designers are using hybrid composites
that combine different types of reinforcements and
reinforcement forms to achieve greater efficiency and
reduce cost. For example, fabrics and unidirectional
tapes are often used together in structural compo-
nents. In addition, carbon fibers are combined with
glass or aramid to improve impact resistance. Lam-
inates combining composites and metals, such as
‘‘Glare,’’ which consists of layers of aluminum and
glass fiber-reinforced epoxy, are being used in aircraft
structures to improve fatigue resistance. There are
also examples of composites reinforced with combi-
nations of fibers and particles.

The great importance of composites and the
revolutionary improvements in properties they offer
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are derived to a great extent from the development of
synthetic fibers with unprecedented properties. The
key synthetic fibers are made from glass, carbon
(sometimes called graphite), ceramics, and high-
modulus organics, such as aramids. Most fibers are
produced in the form of multifilament bundles called
strands or ends in untwisted forms, and yarns when
twisted. Some fibers are produced as monofilaments,
which generally have much larger diameters than
strand filaments. Table 3 presents typical properties
of key fibers, which are discussed in the following
subsections.

Fiber strength requires some discussion. Most
of the key fibrous reinforcements are made of brittle
ceramics or carbon. It is well known that the
strengths of monolithic ceramics decrease with inc-
reasing material volume because of the increasing
probability of finding strength-limiting flaws. This is
called size effect. As a result of size effect, fiber
strength typically decreases monotonically with
increasing guage length and diameter. Flaw sen-
sitivity also results in considerable strength scatter
at a fixed test length. Consequently, there is no
single value that characterizes fiber strength. This is
also true of key organic reinforcements, such as ar-
amid fibers. Consequently, the values presented in
Table 3 should be considered as approximate val-
ues, and are useful primarily for comparative pur-
poses. It is to be noted that because unsupported
fibers buckle under very low stresses, it is very dif-
ficult to measure their inherent compression
strength, and these properties are almost never re-
ported. Instead, composite compression strength is
measured directly.

Glass Fibers

Glass fibers are used primarily to reinforce poly-
mers. The leading types of glass fibers are E-glass,
high-strength (HS)-glass, and corrosion resistant
(CR)-glass. E-glass fibers, the first major synthetic
composite reinforcement, was originally developed
for electrical insulation applications (that is the
origin of the ‘‘E’’). E-glass fibers are, by many or-
ders of magnitude, the most widely used of all fibrous
reinforcements. The primary reasons for this are
their low cost and early development compared to
other fibers. Glass fibers are produced as multifila-
ment bundles. Filament diameters range from 3 to
20 mm. Table 3 presents the representative properties
of E- and HS-glass fibers.

E-glass fibers have relatively low elastic moduli
when compared to other reinforcements. In addition,
E-glass fibers are susceptible to creep and creep
(stress) rupture. HS-glass is stiffer and stronger than
E-glass, and has better resistance to fatigue and
creep.

The thermal and electrical conductivities of glass
fibers are low, and glass fiber-reinforced PMCs are
often used as thermal and electrical insulators. The
CTE of glass fibers is also low when compared to
most metals.

Carbon (Graphite) Fibers

Carbon fibers, often called graphite fibers in the US,
are used to reinforce polymer-, metal-, ceramic-, and
carbon matrices. There are dozens of commercial
carbon fibers, with a wide range of strengths and
moduli. As a class of reinforcement, carbon fibers are

Table 3 Properties of key reinforcing fibers

Fiber Density

ðg cm�3Þ
Axial modulus

ðGPaÞ
Axial tensile

strength ðMPaÞ
Axial CTE

ð10�6 K�1Þ
Axial thermal

conductivity

ðW m�1 K�1Þ

E-glass 2.6 70 2000 5 0.9

HS glass 2.5 83 4200 4.1 0.9

Aramid 1.4 124 3200 � 5.2 0.04

Boron 2.6 400 3600 4.5

SM carbon (PAN) 1.7 235 3200 � 0.5 9

UHM carbon (PAN) 1.9 590 3800 � 1 18

UHS (IM) carbon (PAN) 1.8 290 7000 � 1.5 160

UHM carbon (pitch) 2.2 895 2200 � 1.6 640

UHK carbon (pitch) 2.2 830 2200 � 1.6 1100

SiC monofilament 3.0 400 3600 4.9

SiC multifilament 3.0 400 3100

Si–C–O 2.6 190 2900 3.9 1.4

Si–Ti–C–O 2.4 190 3300 3.1

Aluminum oxide 3.9 370 1900 7.9

High density polyethylene 0.97 172 3000

High-modulus PBO 1.58 270 5800 � 6.0
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characterized by high stiffness and strength and low
density and CTE. Fibers with nominal tensile moduli
as high as 895GPa and with tensile strengths of
7000MPa are commercially available. Carbon fibers
have excellent resistance to creep, stress rupture,
fatigue, and corrosive environments, although they
oxidize at high temperatures. Some types of carbon
fibers also have extremely high thermal conductivities
– many times that of copper. This characteristic is of
considerable interest in electronic packaging and
other applications, where temperature control is im-
portant. Carbon fibers are workhorse reinforcements
in high-performance aerospace and commercial PMCs
and some CMCs. Of course, as the name suggests,
carbon fibers are also reinforcements in carbon–
carbon composites.

Most carbon fibers are highly anisotropic. Axial
modulus, tension and compression strength, and
thermal conductivity are typically much greater than
the corresponding properties in the radial direction.
Carbon fibers generally have small, negative axial
CTEs (which means that they get shorter when heat-
ed) and positive radial CTEs. Diameters of common
reinforcing fibers, which are produced in the form of
multifilament bundles, range from 4 to 10 mm. Car-
bon fiber stress–strain curves tend to be nonlinear.
The modulus increases with increasing tensile strain,
and decreases with increasing compressive strain.

The three key precursor materials for carbon fibers
are polyacrylonitrile (PAN), petroleum pitch, and
coal tar pitch. Rayon-based fibers, once the primary
CCC reinforcement, are far less common in new
applications. Another type of carbon fiber, referred
to as ‘‘vapor grown’’ by its manufacturer is made by
a chemical vapor deposition (CVD) process. Some of
the latter have exhibited axial thermal conductivities
as high as 2000Wm–1K–1, five times that of copper.

Carbon fibers made from PAN are the most widely
used. There are dozens available in the market. Fiber
axial moduli range from B235–590GPa. They gene-
rally provide composites with excellent tensile and
compressive strengths, although strength properties
tend to drop off as the modulus increases. Fibers
having nominal tensile strengths, as high as 7Gpa,
are available. Table 3 presents properties of three
types of PAN-based carbon fibers and two types of
pitch-based carbon fibers. The PAN-based fibers are
standard modulus (SM), ultrahigh strength (UHS),
and ultrahigh modulus (UHM). SM PAN fibers are
the most widely used type of carbon fiber reinforce-
ment. They are one of the first types commercialized,
and tend to be the least expensive. UHS PAN carbon
fibers are the strongest type of another widely used
class of carbon fiber called intermediate modulus
(IM), because of the fact that their axial modulus

falls between those of SM and UHM carbon fibers.
IM fibers are also widely used in aircraft and other
aerospace structural applications. PAN fibers have
relatively low thermal axial and transverse thermal
conductivities.

A key advantage of pitch-based fibers is that they
can be produced with much higher axial moduli and
thermal conductivities than those made from PAN
precursors. For example, UHM pitch fibers with
nominal moduli as high as 895GPa are available.
In addition, some pitch fibers, designated as ultra-
high thermal conductivity (UHK), have extremely
high axial thermal conductivities. For example, there
are commercial UHK fibers with a nominal axial
thermal conductivity of 1100Wm–1K–1, almost
three times that of copper. However, composites
made from pitch-based carbon fibers are generally
somewhat weaker in tension and shear, and much
weaker in compression than those using PAN-based
reinforcements.

As mentioned earlier, carbon fibers display non-
linear stress–strain behavior, making the method of
calculating the modulus critical. Various tangent and
secant definitions are used throughout the industry,
resulting in confusion in reported properties. The
moduli presented in Table 3 are based on tangents to
the stress–strain curves at the origin.

Boron Fibers

Boron fibers are primarily used to reinforce PMCs
and, to a lesser extent, MMCs. Boron fibers are pro-
duced as monofilaments (single filaments) by CVD of
boron on a tungsten wire or carbon filament, the
former being the most widely used. They have re-
latively large diameters (100–140mm) compared to
most other reinforcements. Table 3 presents repre-
sentative properties of boron fibers having a tungsten
core and diameter of 140 mm. The ratio of overall
fiber diameter to that of the tungsten core influences
effective fiber properties. For example, fiber specific
gravity is 2.57 for 100 mm fibers and 2.49 for 140 mm
fibers. Because boron fibers are more expensive than
many types of carbon fibers, their use is much more
restricted.

Fibers Based on Silicon Carbide

Silicon carbide-based fibers are primarily used to re-
inforce metals and ceramics. There are a number of
commercial fibers based on silicon carbide, one of
which, a monofilament, is produced by CVD of high-
purity silicon carbide on a carbon monofilament
core. Some versions use a carbon-rich surface layer
that serves as a reaction barrier in MMCs and
CMCs.
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There are a number of muitifilament silicon car-
bide-based fibers made by pyrolysis of polymers.
Some of these contain varying amounts of silicon,
carbon, oxygen, titanium, nitrogen, zirconium, and
hydrogen. Table 3 presents properties of selected
silicon carbide-based fibers.

Fibers Based on Alumina

Alumina-based fibers are primarily used to reinforce
metals and ceramics. As for silicon carbide-based
fibers, they have a number of different chemical for-
mulations. The primary constituents, in addition to
alumina, are boria, silica, and zirconia. Table 3
presents properties of high-purity alumina fibers.

Aramid Fibers

Aramid, or aromatic polyamide fibers are high-mod-
ulus organic reinforcements, primarily used in PMCs
and for ballistic protection. There are a number of
commercial aramid fibers produced by several man-
ufacturers. As for other reinforcements, they are pro-
prietary materials with differing properties. Table 3
presents properties of one widely used aramid fiber,
‘‘Kevlar 49.’’ As for carbon fibers, aramid fibers have
nonlinear stress–strain curves.

High-Density Polyethylene Fibers

High-density polyethylene fibers are primarily used
to reinforce polymers and for ballistic protection.
Table 3 presents properties of one such type. The
properties of high-density polyethylene tend to de-
crease significantly with increasing temperature, and
they are susceptible to creep deformation (time-
dependent deformation under constant stress), even
at low temperatures.

PBO Fibers

Many polymeric fibers have been developed over the
years. One that appears to be making successful in-
roads is poly-p-phenylenebenzobisoxazole (PBO).
There are two versions, regular and high modulus
(HM). Table 3 presents properties of the latter, which
has the highest modulus of any commercial organic
fiber. Applications of this type include aerospace
components, sports equipment, and audio speaker
cones.

Characteristics and Properties of
Composite Materials

Composites are strongly heterogeneous materials.
That is, the properties of a composite material vary
considerably from point to point in the material. For
example, the properties of a point located in the

matrix are typically much different from one in the
reinforcement phase. Most monolithic polymers, ce-
ramics, metallic alloys, and intermetallic compounds
are usually considered as homogeneous materials, to
a first approximation.

Many artificial composites, especially those rein-
forced with fibers, are anisotropic, which means that
their properties vary with direction (the properties of
isotropic materials are the same in every direction).
They share this characteristic with a widely used
natural fibrous composite, wood. As for wood, when
structures made from artificial fibrous composites are
required to carry loads in more than one direction,
they are typically used in a laminated form known as
plywood. It is to be noted that the strength properties
of some metals also vary with direction. This is typ-
ically related to manufacturing processes, such as
rolling. In addition, all single crystals are anisotropic.

With the exception of MMCs, composites do not
display plastic behavior as monolithic metals do,
which makes composites more sensitive to stress con-
centrations. However, the absence of plastic deforma-
tion does not mean that composites should be
considered brittle like monolithic ceramics. The he-
terogeneous nature of composites results in complex
failure mechanisms that impart an effective toughness.

Fiber-reinforced materials have been found to pro-
duce durable and reliable structural components in
countless applications. For example, PMCs have
been used in production boats, electrical equipment,
and solid rocket motors since the 1950s, and ex-
tensively in aircraft since the early 1970s. Tech-
nology has progressed to the point where the entire
empennages (tail sections) of commercial aircraft
are made of carbon–epoxy. Passenger planes under
development are scheduled to have virtually all-com-
posite structures, including wings and fuselages.

There are a large and increasing number of mate-
rials that fall in each of the four types of composites,
which makes generalization difficult. However, as
a class of materials, composites tend to have the
following characteristics: tailorable mechanical and
physical properties, high strength, high modulus, low
density, low CTE, excellent resistance to fatigue,
creep, creep rupture, corrosion, and wear. Compos-
ites are available with tailorable thermal and electri-
cal conductivities that range from very low to very
high.

As for monolithic materials, each of the four class-
es of composites has its own particular attributes.
For example, CMCs tend to have particularly good
resistance to corrosion, oxidation, and wear, along
with high-temperature capability.

The outstanding mechanical properties of com-
posite materials has been a key reason for their
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extensive use in structures. However, composites also
have important physical properties, especially low,
tailorable CTE and high thermal conductivity, re-
sulting in the use of an increasing number of appli-
cations. Key examples are electronic packaging and
thermal management, as discussed later.

Many composites, such as PMCs reinforced with
carbon and aramid fibers, and silicon carbide parti-
cle-reinforced aluminum, have low CTEs, which are
advantageous in applications requiring dimensional
stability. Examples include spacecraft structures,
instrument structures, optical benches, and opto-
electronic packaging. By appropriate selection of re-
inforcements and matrix materials, it is possible to
produce composites with near-zero CTEs.

CTE tailorability provides a way to minimize ther-
mal stresses and distortions that often arise when dis-
similar materials are joined. For example, the CTE of
silicon carbide particle-reinforced aluminum depends
on particle content. By varying the amount of rein-
forcement, it is possible to match the CTEs of a variety
of key engineering materials, such as steel, titanium,
and alumina (aluminum oxide). This characteristic of
composites has particular value in electronic packa-
ging, because thermal stresses can cause failure of
ceramic substrates, semiconductors, and solder joints.

There are a large and increasing number of ther-
mally conductive PMCs, MMCs, and CAMCs. One
of the most important types of reinforcements for
these materials is pitch fibers. As discussed earlier,
PAN-based fibers have relatively low thermal con-
ductivities. However, pitch-based fibers with thermal
conductivities more than twice that of copper are
commercially available. These UHK reinforcements
also have very high stiffnesses and low densities. As
pointed out earlier, fibers made by CVD exhibit
thermal conductivities as high as 2000Wm–1K–1,
about five times that of copper. Fibers made from an-
other form of carbon, diamond, also have the poten-
tial for thermal conductivities in this range. PMCs and
CCCs reinforced with UHK carbon fibers are being
used in a wide range of applications, including space-
craft radiators, battery sleeves, electronic packaging,
and motor enclosures. MMCs reinforced with dia-
mond particles have reported thermal conductivities
as high as 1200Wm–1K–1, three times that of copper.
The latter materials are of great interest in electronic
and optoelectronic packaging.

Overview of Mechanical and Physical
Properties

As discussed earlier, initially, the excellent mechanical
properties of composites were the main reason for

their use. Today, however, there are an increasing
number of applications for which the unique and
tailorable physical properties of composites are key
considerations. For example, the extremely high ther-
mal conductivity and tailorable CTEs of some com-
posite material systems are leading to their increased
use in electronic packaging. Similarly, the extremely
high stiffness, near-zero CTE, and low density of
carbon fiber-reinforced polymers have made these
composites the materials of choice in a variety of ap-
plications, including spacecraft structures, antennas,
and optomechanical system components such as tel-
escope metering structures and optical benches.

As stated before, composites are complex, he-
terogeneous, and often anisotropic material systems.
Their properties are affected by many variables, in-
cluding, in situ constituent properties such as rein-
forcement form, volume fraction, and geometry;
properties of the interphase, the region where the
reinforcement and matrix are joined (also called the
interface); and void content. The process by which
the composite is made affects many of these
variables. Composites containing the same matrix
material and reinforcements, when combined by dif-
ferent processes, may have very different properties.

It is important to keep several other important
things in mind when considering composite proper-
ties. First, most composites are proprietary material
systems made by proprietary processes. There are
few industry or government standards for composites
and reinforcements, as there are for many structural
metals. However, this limitation also applies to many
monolithic ceramics and polymers, which are widely
used engineering materials. Despite their inherently
proprietary nature, there are some widely used com-
posite materials made by a number of manufacturers
which have similar properties. Notable examples
are standard-modulus- and intermediate-modulus
carbon fiber-reinforced epoxy.

Another critical issue is that properties are sen-
sitive to the test methods by which they are meas-
ured, and there are many different test methods used
throughout the industry. Further, test results are
very sensitive to the skill of the technician perfor-
ming them. As a consequence of these factors, it is
very common to find significant differences in
the reported properties of what is nominally the
same composite material. Because of these consid-
erations, the properties of composite materials in
this article should be considered as approximate
values. As for all materials, composite properties
depend on temperature.

There is often a great deal of confusion among
those unfamiliar with composites, about the effect of
reinforcement form. The properties of composites
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are very sensitive to reinforcement form, reinforce-
ment volume fraction, and internal reinforcement
geometry.

It is important to keep in mind that a key problem
with disc. fiber–reinforcement is the difficulty to
control fiber orientation. For example, material flow
during processing can significantly align fibers in
some regions. This affects all mechanical and phys-
ical properties, including modulus, strength, CTE,
thermal conductivity, etc. This has been a frequent
source of failures.

Traditional fabric reinforcements have fibers ori-
ented at 01 and 901. For the sake of completeness, it is
noted that triaxial fabrics, which have fibers at 01,
þ 601, and –601, are now commercially available.
Composites using a single layer of this type of rein-
forcement are approximately quasi-isotropic, which
means that they have the same inplane elastic (but not
strength) properties in every direction. Their thermal
conductivity and CTEs are also approximately iso-
tropic in the plane of the fabric. ‘‘Perfect’’ fabrics
would have exactly isotropic thermal properties.

Overview of Manufacturing Processes

Manufacturing processes for some composites have
significant advantages over those used for monolithic
metals and ceramics. For example, fiber-reinforced
polymers and ceramics can be fabricated in large,
complex shapes that would be difficult or impossible
to make with other materials. The ability to fabricate
complex shapes allows consolidation of parts, which
reduces machining and assembly costs. For example,
one-piece PMC grill opening panels are widely used
in automobiles, replacing as many as 12 metal parts
that have to be joined by welding or bolting.

Some processes allow fabrication of parts in their
final shape (net shape) or close to their final shape
(near-net shape), which can also reduce manufactu-
ring costs. The relative ease with which smooth
shapes can be made is a significant factor in the use
of composites in boats, aircraft, and other applica-
tions for which fluid dynamic and aerodynamic con-
siderations are important. The manufacturing
methods for the key composites are discussed in the
respective sections.

Polymer Matrix Composites

PMCs are the most efficient structural materials that
have ever been developed for moderate-temperature
applications. As a result, they are now used as base-
line materials in numerous applications, including
aircraft, spacecraft, boats, solid-fuel launch vehicles,
industrial equipment, and sports equipment. At

present, thermosetting polymers are the key matrix
materials for structural applications, but use of ther-
moplastics is gradually increasing.

The high thermal conductivities of some PMCs
have led to their increasing use in applications such
as spacecraft structures and electronic packaging
components, such as printed circuit boards, heat
sinks, heat spreaders, and heat sinks used to cool
microprocessors. The addition of disc. thermally
conductive carbon fibers and ceramic particles to
thermoplastics significantly increases thermal con-
ductivity, opening the door for the use of injection
molded parts in an increasing number of applica-
tions, such as heat sinks and motor covers.

Polymers have low-stiffness and are relatively
weak, viscoelastic materials with low thermal con-
ductivities and high CTE. In order to obtain mate-
rials with mechanical properties that are acceptable
for structural applications, it is necessary to reinforce
them with cont. or disc. fibers. The addition of ce-
ramic or metallic particles to polymers results in
materials that have an increased modulus. However,
as a rule, strength typically does not increase signi-
ficantly, and may actually decrease.

There are many particle-reinforced polymers used
in electronic packaging, primarily because of their
physical properties. For these applications, ceramic
particles, such as alumina, aluminum nitride, boron
nitride, and even diamond are added to obtain elec-
trically insulating materials with higher thermal con-
ductivities and lower CTEs than those of the base
polymer. Metallic particles such as silver, copper, and
aluminum are added to create materials that are both
electrically and thermally conductive. These materi-
als have replaced solders in some applications.
Magnetic composites are made by incorporating
ferrous or magnetic ceramic particles in various
polymers.

As stated earlier, for a wide range of applications,
composites reinforced with cont. fibers are the most
efficient structural materials at low to moderate tem-
peratures. Consequently, the focus is on them. Table 4
presents room temperature mechanical properties of
unidirectional polymer matrix composites reinforced
with key fibers: E-glass, aramid, boron, SM PAN car-
bon, IM PAN carbon, UHM PAN carbon, UHM
pitch carbon, and UHK pitch carbon. The fiber
volume fraction is 60%, which is a typical value.

The properties presented in Table 4 are represen-
tative of what can be obtained with a well-made
PMC employing an epoxy matrix. Epoxies are wide-
ly used, provide good mechanical properties, and can
be considered as a reference matrix material. Prop-
erties of composites using other resins may differ
from these.
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The properties of PMCs, especially strength, de-
pend strongly on temperature. The temperature de-
pendence of polymer properties differs considerably.
This is also true for different epoxy formulations,
which have various glass transition temperatures.

The properties shown in Table 4 are axial,
transverse and shear moduli, Poisson’s ratio, tensile
and compressive strengths in the axial and transverse
directions, and inplane shear strength. The Poisson’s
ratio presented is called the major Poisson’s ratio. It
is defined as the ratio of the magnitude of transverse
strain to the axial strain when the composite is load-
ed in the axial direction. It is to be noted that
transverse moduli and strengths are much lower than
corresponding axial values. Unidirectional compos-
ites share this characteristic with wood, which is
stronger and stiffer along the grain than perpendic-
ular to it.

Elastic moduli are based on tangents to the stress–
strain curves at the origin. Using this definition, ten-
sile and compressive moduli are usually very similar.
However, this is not the case for moduli which are
computed using various secants. These typically pro-
duce compression moduli that are significantly lower
than tensile moduli because the stress–strain curves
are nonlinear.

Due to the low transverse strengths of unidirec-
tional laminates, they are rarely used in structural
applications. The design engineer selects laminates
with layers in several directions to meet requirements
for strength, stiffness, buckling, etc. There are an in-
finite number of laminate geometries that can be se-
lected. For comparative purposes, it is useful to
consider quasi-isotropic laminates, which have the
same elastic properties in all directions in the plane
of the fibers. It is to be noted that through-thickness
properties of quasi-isotropic laminates are somewhat
similar to the transverse properties of unidirectional
composites.

Laminates have quasi-isotropic elastic properties
when they have the same percentage of layers every
1801/n, where nX3. The most common quasi-
isotropic laminates have layers that repeat every
601, 451, or 301. It is to be noted, however, that
strength properties in the plane are not isotropic for
these laminates, although they tend to become more
uniform as the angle of repetition becomes smaller.
Laminates have quasi-isotropic CTEs and CTEs,
when they have the same percentage of layers in
every 1801/m, where mX2. For example, laminates
with equal numbers of layers at 01 and 901 have
quasi-isotropic thermal properties.

Table 5 presents the mechanical properties of qua-
si-isotropic laminates having equal numbers of layers
at 01, þ 451, –451 and 901. The elastic moduli of all

quasi-isotropic laminates are the same for a given
material. It is worth noting that the moduli and
strengths are much lower than the axial properties of
unidirectional laminates made of the same material.
In many applications, laminate geometry is such that
the maximum axial modulus and tensile and com-
pressive strengths fall somewhere between axial uni-
directional and quasi-isotropic values.

Table 6 presents physical properties of selected
unidirectional composite materials having a typical
fiber volume fraction of 60%. The densities of all of
the materials are considerably lower than that of al-
uminum, while some are lower than that of magne-
sium. This reflects the low densities of both fibers and
matrix materials. The low densities of most polymers
give PMCs a significant advantage over most MMCs
and CMCs at low-to-moderate temperatures, all oth-
er things being equal.

As Table 6 shows, all of the composites have re-
latively low axial CTEs. This results from the com-
bination of low fiber axial CTE, high fiber stiffness,
and low matrix stiffness. The CTE of most polymers
is very high. It is noteworthy that the axial CTEs of
PMCs reinforced with aramid fibers and some car-
bon fibers are negative. This means that, contrary to
the general behavior of most monolithic materials,
they contract in the axial direction, when heated.

The transverse CTEs of the composites are all po-
sitive, and their magnitudes are much larger than the
magnitudes of the corresponding axial CTEs. This
results from the high CTE of the matrix and a
Poisson effect caused by a constraint of the matrix in
the axial direction and lack of constraint in the
transverse direction. The transverse CTE of aramid
composites is particularly high, in part, because the
fibers have a relatively high, positive radial CTE.

It is to be noted that PMCs also undergo dimen-
sional changes due to moisture absorption and des-
orption. These changes are usually described by
coefficients of moisture expansion, which are analo-
gous to CTEs. This subject is beyond the scope of the
current article.

The axial thermal conductivities of composites re-
inforced with glass, aramid, boron, and a number of
the carbon fibers are relatively low. In fact, E-glass
and aramid PMCs are often used as thermal insula-
tors. As Table 6 shows, most PMCs have low thermal
conductivities in the transverse direction as a result
of the low thermal conductivities of the matrices and
the fibers in the radial direction. Through-thickness
conductivities of laminates tend to be similar to the
transverse thermal conductivities of unidirectional
composites.

Table 7 presents the inplane thermal conductivities
and CTEs of quasi-isotropic laminates made from
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Table 5 Mechanical properties of selected quasi-isotropic polymer matrix composites (fiber volume fraction¼ 60%)

Fiber Axial modulus

ðGPaÞ
Transverse

modulus

ðGPaÞ

Inplane shear

modulus

ðGPaÞ

Poisson’s ratio Axial tensile

strength

ðMPaÞ

Tranverse

tensile

strength

ðMPaÞ

Axial

compressive

strength

ðMPaÞ

Tranverse

compressive

strength

ðMPaÞ

Inplane shear

strength

ðMPaÞ

E-glass 23 23 9.0 0.28 550 550 330 330 250

Aramid 29 29 11 0.32 460 460 190 190 65

Boron 80 80 30 0.33 480 480 1100 1100 360

SM carbon

(PAN)

54 54 21 0.31 580 580 580 580 410

IM carbon

(PAN)

63 63 21 0.31 1350 1350 580 580 410

UHM carbon

(PAN)

110 110 41 0.32 490 490 270 270 205

UHM carbon

(pitch)

165 165 63 0.32 310 310 96 96 73

UHK carbon

(pitch)

165 165 63 0.32 310 310 96 96 73

Table 4 Representative mechanical properties at room temperature of selected unidirectional polymer matrix composites (nominal fiber volume fraction¼ 60%)

Fiber Axial modulus

ðGPaÞ
Transverse

modulus

ðGPaÞ

Inplane shear

modulus

ðGPaÞ

Poisson’s ratio Axial tensile

strength

ðMPaÞ

Tranverse

tensile

strength

ðMPaÞ

Axial

compressive

strength

ðMPaÞ

Tranverse

compressive

strength

ðMPaÞ

Inplane shear

strength

ðMPaÞ

E-glass 45 12 5.5 0.28 1020 40 620 140 70

Aramid 76 5.5 2.1 0.34 1240 30 280 140 60

Boron 210 19 4.8 0.25 1240 70 3310 280 90

SM carbon

(PAN)

145 10 4.1 0.25 1520 41 1380 170 80

UHM carbon

(PAN)

310 9 4.1 0.20 1380 41 760 170 80

UHM carbon

(pitch)

480 9 4.1 0.25 900 20 280 100 41



the same materials as in Table 6. Here again, a fiber
volume fraction of 60% is assumed.

It is to be noted that the CTEs of the quasi-iso-
tropic composites are higher than the axial values of
the corresponding unidirectional composites. How-
ever, the CTEs of quasi-isotropic composites rein-
forced with aramid and carbon fibers are still very
small. By appropriate selection of fiber, matrix, and
fiber volume fraction, it is possible to obtain quasi-
isotropic materials with CTEs very close to zero. The
through-thickness CTEs of these laminates are po-
sitive and relatively large. However, this is not a
significant issue for most applications. One exception
is optical mirrors, for which through-thickness CTE
is an important issue.

The inplane thermal conductivity of quasi-isotrop-
ic laminates reinforced with UHM pitch carbon fib-
ers is similar to that of aluminum alloys, while UHK
pitch carbon fibers provide laminates with a con-
ductivity over 50% higher. Both materials have den-
sities B35% lower than that of aluminum.

As mentioned earlier, through-thickness thermal
conductivities of laminates tend to be similar to
the transverse thermal conductivities of unidirec-
tional composites, which are relatively low. If lam-
inate thickness is small, this may not be a severe
limitation. However, low through-thickness thermal

conductivity can be a significant issue for thick
laminates and for very high thermal loads. Through-
thickness conductivity can be increased by addition
of thermally conductive reinforcements, such as
disc. carbon fibers, and ceramic particles, such as
boron nitride or carbon nanotubes. Fiber-reinforced
thermoset PMCs are made by a wide variety of
processes, many of which are highly automated, in-
cluding hand lay-up, filament winding, tape place-
ment, fiber placement, and various types of resin
transfer molding.

A significant recent advance in PMC technology is
the development of injection moldable carbon fiber-
reinforced thermoplastics with much higher thermal
conductivities than those available in the past.
Unreinforced polymers have thermal conductivities
B0.2Wm–1K–1. A number of commercially avail-
able PMCs consisting of thermoplastic matrices re-
inforced with disc. carbon fibers have reported
thermal conductivities ranging from 2Wm–1K–1 to
as high as 100Wm–1K–1. Matrices include PPS, ny-
lon 6, polycarbonate, and liquid crystal polymers.
These composites are also electrically conductive.
Electrically insulating PMCs reinforced with ther-
mally conductive disc. ceramic particles, such as bo-
ron nitride, have reported thermal conductivities of
up to 15Wm–1K–1.

Table 7 Physical properties of selected unidirectional quasi-isotropic polymer matrix composites (fiber volume fraction¼60%)

Fiber Density

ðg cm�3Þ
Axia CTE

ð10�6 K�1Þ
Transverse CTE

ð10�6 K�1Þ
Axia thermal

conductivity

ðW m�1 K�1Þ

Transverse thermal

conductivity

ðW m�1 K�1Þ

E-Glass 2.1 10 10 0.9 0.9

Aramid 1.38 1.4 1.4 0.9 0.9

Boron 2.0 6.5 6.5 1.4 1.4

SM carbon (PAN) 1.58 3.1 3.1 2.8 2.8

IM carbon (PAN) 1.61 2.3 2.3 6 6

UHM carbon (PAN) 1.66 0.4 0.4 23 23

UHM carbon (pitch) 1.80 �0.4 �0.4 195 195

UHK carbon (pitch) 1.80 �0.4 �0.4 335 335

Table 6 Physical properties of selected unidirectional polymer matrix composites (fiber volume fraction¼ 60%)

Fiber Density

ðg cm�3Þ
Axial CTE

ð10�6 K�1Þ
Transverse CTE

ð10�6 K�1Þ
Axial thermal

conductivity

ðW m�1 K�1Þ

Transverse thermal

conductivity

ðW m�1 K�1Þ

E-glass 2.1 6.3 22 1.2 0.6

Aramid 1.38 �4.0 58 1.7 0.1

Boron 2.0 4.5 23 2.2 0.7

SM carbon (PAN) 1.58 0.9 27 5 0.5

IM carbon (PAN) 1.61 0.5 27 10 0.5

UHM carbon (PAN) 1.66 �0.9 40 45 0.5

UHM carbon (pitch) 1.80 �1.1 27 380 10

UHK carbon (pitch) 1.80 �1.1 27 660 10
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Metal Matrix Composites

MMCs consist of metals reinforced with a variety of
ceramic fibers, carbon fibers, whiskers, and particles.
There are wide ranges of materials that fall in this
category. An important example cited earlier is a
material consisting of tungsten carbide particles em-
bedded in a cobalt matrix, which is used extensively
in cutting tools and dies. This composite (often re-
ferred to as cermet, cemented carbide or simply, but
incorrectly as ‘‘tungsten carbide’’) has much better
fracture toughness than monolithic tungsten carbide,
which is a brittle ceramic material.

Another interesting MMC, tungsten carbide par-
ticle-reinforced silver, is a key circuit breaker contact
pad material. Here, the composite provides good
electrical conductivity and much greater hardness
and wear resistance than monolithic silver, which is
too soft to be used in this application. Ferrous alloys
reinforced with titanium carbide particles have been
used for many years in numerous aerospace and
commercial production applications, including dies,
engine valves, and aircraft fuel pumps. Compared to
the monolithic base metals, they offer better wear
resistance, higher stiffness, and lower density.

MMCs are also used in automobile engine blocks.
In one design, the cylinder walls of an aluminum
engine block are reinforced with a combination of
disc. aluminum oxide (alumina) and carbon fibers,
enabling elimination of cast iron cylinder liners.
MMCs have also been used in high-speed electronics
manufacturing equipment and in the equipment used
for production of microprocessor chips, such as pho-
tolithography tables. Other applications include die-
sel engine pistons, aircraft structures, exit-guide
vanes of aircraft engine fan, actuators, and automo-
bile and train brake rotors.

The most important uses for MMCs is in elec-
tronic packaging and thermal management. For ex-
ample, silicon carbide particle-reinforced aluminum,
often called Al–SiC in the electronics industry, is
being used in high volume production parts, such as
microprocessor lids and power modules for hybrid
electric vehicles. Other MMCs used in packaging are
carbon fiber-reinforced aluminum, beryllium oxide
(beryllia) particle-reinforced beryllium and silicon–
aluminum. Here, the advantages are high stiffness,
high thermal conductivity and low density, and CTE.
Two traditional packaging materials, copper–tung-
sten and copper–molybdenum, are also MMCs. The
CTEs of all of these composites can be tailored by
varying the ratio of the two constituents. Another
major advantage of the newer composites is that they
have relatively low densities.

Monolithic metallic alloys are among the most
widely used structural materials. By reinforcing them
with cont. fibers, disc. fibers, whiskers, and particles,
new materials are created with enhanced or modified
properties, such as higher strength and stiffness, bet-
ter wear resistance, and lower CTE. In some cases,
the improvements are dramatic.

The greatest increases in strength and modulus are
achieved with cont. fibers, at least in the direction
parallel to the fibers, called the axial or longitudinal
direction. As for PMCs, transverse properties are dom-
inated by the properties of the matrix and interface.
However, because the metal matrices are in themselves
structural materials, transverse strength properties are
frequently great enough to permit use of unidirectional
MMCs in some structural applications. This is usually
not possible for PMCs. The boron fiber-reinforced
aluminum struts used on space shuttle ‘‘Orbiter’’ are a
good example. Other keyMMCs reinforced with cont.
fibers include silicon carbide-reinforced titanium and
carbon fiber-reinforced aluminum. The key particle-
reinforced MMCs, include titanium carbide-reinforced
steel, aluminum reinforced with silicon carbide and
alumina particles, titanium carbide particle-reinforced
titanium, and titanium boride-reinforced titanium.

Aluminum reinforced with silicon carbide particles
is arguably the most important of the newer types
of structural MMCs. The low cost of the aluminum
matrix and silicon carbide particles makes these
composites particularly interesting. There is a wide
range of materials falling into this category. They are
made by a variety of processes. Properties depend on
the type of particle, particle volume fraction, matrix
alloy, and the process used to make them. Table 8
presents representative composite properties for
three particle volume fractions, 25%, 55%, and
70%. Properties of common steel, aluminum, and
titanium alloys are shown for comparison.

It is seen that as particle volume fraction increases,
modulus and yield strength increase, and fracture
toughness, tensile ultimate strain, and CTE of particle-
reinforced composites decrease. Particulate reinforce-
ment also improves the elevated temperature strength
properties and, perhaps surprisingly, the fatigue re-
sistance. The ability to tailor CTE by varying particle
volume fraction is a key attribute of these materials.

There are a variety of processes to make silicon
carbide particle-reinforced aluminum, including pow-
der metallurgy, stir casting, and pressure and pres-
sureless infiltration. The last two, as well as remelt
casting can make net shape or near-net shape parts.
Fiber-reinforced MMCs are made by a variety of
processes, including pressure infiltration and diffu-
sion bonding.
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Carbon Matrix Composites

CAMCs consist of a carbon matrix reinforced with
any combination of fibers, whiskers, or particles. For
many years, the only significant CAMCs were CCCs,
in which the reinforcements are disc. or cont. carbon
fibers. In the last few years, a new proprietary carbon
matrix material system has been developed which
has a silicon carbide fiber-reinforcement. This mate-
rial is now being used for engine flaps on a military
aircraft engine. One of the key reported advantages
of this new material is that it has a higher CTE than
CCCs, reducing the tendency of protective ceramic
coatings to crack. The focus of this section is on
CCCs.

CCCs are used in a variety of applications, inclu-
ding electronic packaging, spacecraft radiator panels,
rocket nozzles, reentry vehicle nose tips, the space
shuttle ‘‘Orbiter’’ leading edges and nose cap, aircraft
brakes, heat treating furnaces, and glass making
equipment.

As for PMCs, there are many different CCC ma-
terials having widely different mechanical and phys-
ical properties. The primary advantages of CCCs are:
(1) high strength compared to competing materials at
very high temperatures, (2) high stiffness, (3) abla-
tion resistance, (4) high thermal conductivity (some
systems), (5) low CTEs, (6) low density, and (7) ab-
sence of outgassing. In addition, CCCs are less brittle
than monolithic carbon.

The primary disadvantages are: (1) Susceptibility
to oxidation at temperatures above B37–5001C
(700–9301F), (2) low interlaminar (through-thick-
ness) tensile and shear strengths for materials with
2D reinforcement, (3) microcracking at low stresses
in some directions for 3D composites, and (4) high
cost of many systems. Because of the low interlam-
inar strength properties of CCCs, many applications,
particularly those with thick walls, often use 3D
reinforcement.

As mentioned earlier, one of the most significant
limitations of CCCs is oxidation. Addition of oxida-
tion inhibitors to the matrix and protective coatings

raises the threshold substantially. In inert atmos-
pheres, CCCs retain their properties to temperatures
as high as 24001C (43001F).

The combination of high thermal conductivity and
low density makes CCCs attractive candidates for
thermal management and electronic packaging. In
addition, CCCs have very low CTEs, leading to their
use as thermal doublers with carbon fiber-reinforced
PMC structures. The unique combination of proper-
ties possessed by CCCs, combined with a lack of
outgassing, also makes them attractive for optical
systems.

Two leading types of processes are used to make
CAMCs. The first type is the chemical vapor infil-
tration (CVI) which is a process in which gaseous
chemicals are reacted or decomposed, depositing a
solid material on a fibrous preform. In the case of
CAMCs, hydrocarbon gases such as methane and
propane are broken down, and the material depos-
ited is the carbon matrix. The second type of process
involves infiltration of a preform with polymers or
pitches, which is then converted to carbon by
pyrolysis, (heating in an inert atmosphere). After
pyrolysis, the composite is sometimes heated to high
temperatures to graphitize the matrix. To minimize
porosity, the process is repeated until a satisfactory
density is achieved. This is called densification. Com-
mon matrix precursors are phenolic and furan resins,
and pitches derived from coal tar and petroleum.

Ceramic Matrix Composites

As a class of materials, monolithic ceramics are char-
acterized by high stiffness and hardness, resistance to
wear, corrosion and oxidation, and high-temperature
operational capability. However, they also have se-
rious deficiencies, which have severely limited their
use in applications that are subjected to significant
tensile stresses.

A fundamental problem is that ceramics have very
low fracture-toughnesses, which makes them very
sensitive to the presence of small flaws. This results in

Table 8 Properties of silicon carbide particle-reinforced aluminum, aluminum, titanium and steel

Property Aluminum 6061-T6 Titanium 6Al-4V Steel 4340 Composite particle volume fraction ð%Þ

25 55 70

Modulus (GPa) 69 113 200 114 186 265

Tensile yield strength (MPa) 275 1000 1480 400 495

Tensile ultimate strength (MPa) 310 1100 1790 485 530 225

Elongation (%) 15 5 10 3.8 0.6 0.1

Specific modulus (GPa) 5 26 26 40 63 88

CTE (10–6 K–1) 23 9.5 12 16.4 10.4 6.2

Density (g cm� 3) 2.77 4.43 7.76 2.88 2.96 3.00
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great strength scatter and poor resistance to thermal
and mechanical shock. Civil engineers recognized
this deficiency long ago, and do not use ceramic ma-
terials such as stone and concrete to carry tensile
loads. In the latter, this function has been relegated to
reinforcing bars or prestressing cables made of steel
or, more recently, PMCs. An important exception has
been in lightly loaded structures where dispersed
reinforcing fibers of asbestos, steel, glass, and carbon
allow modest tensile stresses to be supported.

CMCs can be thought of as an improved form of
CAMCs in which the carbon matrix is replaced with
ceramics that are stronger and much more resistant
to oxidation. CMCs employ a variety of reinforce-
ments including cont. fibers, disc. fibers, whiskers,
and particles. Cont. fibers provide the best proper-
ties. There are many different types of CMCs, which
are at various stages of development. As discussed
earlier, straw-reinforced mud is an ancient CMC, as
is concrete, which consists of a cement matrix rein-
forced with stone and sand.

The key advantage of CMCs is that, when prop-
erly designed and manufactured, they have many of
the advantages of monolithic ceramics, such as much
lower density than high-temperature metals, but with
greater durability. That is, CMCs have higher ef-
fective fracture-toughnesses, so that they are less
susceptible to failure when subjected to mechanical
and thermal shock. As a consequence, it is possible to
consider CMCs for applications where they are sub-
jected to moderate tensile loads. However, CMCs are
the most complex of all types of composites, and
CMC technology is less developed than that of
PMCs, MMCs and CAMCs.

CMCs are being used in a number of commercial
production applications. One of the most successful is
silicon carbide whisker-reinforced alumina cutting
tool inserts, which have greater fracture-toughness,
and are, therefore, more durable than monolithic
alumina. Another application is silicon carbide
whisker-reinforced aluminum nitride crucibles, which
are used for casting molten aluminum. In this appli-
cation, the key advantage of the CMC over mono-
lithic ceramics is thermal shock resistance. Silicon
carbide particle-reinforced alumina is being used in
slurry pumps because of its good durability and wear
resistance. In this application, the process makes it
possible to fabricate reliable, complex parts that
would be hard to make out of monolithic ceramics.
Other high-temperature CMC applications include
coal-fired power plant candle filters used for partic-
ulate removal, natural gas burner elements, and
U-tubes. In addition, there are a wide variety of
candidate applications including stationary gas tur-
bine combustor liners and shrouds, abradable rim

seals, reverberatory screens, particle separators, tube
shields, recuperators, turbine tip shoes, pipe hangers,
heat treating furnace fans, hot gas filters, and natural
gas burner elements.

Aerospace applications of ceramic matrix com-
posites to date have been limited. Perhaps, the most
significant are fighter aircraft engine flaps. There are
two types, both using silicon carbide matrices. One is
reinforced with carbon fibers, and the other a mul-
tifilament silicon carbide fiber. Another application is
a missile diverter thruster made of carbon fiber-rein-
forced silicon carbide. Again, the process used to
make this part is CVI. The space shuttle ‘‘Orbiter’’
thermal protection system (TPS) makes extensive use
of tiles composed of a 3D network of disc. oxide
fibers with silicate surface layers. While there is no
continuous matrix for most of the tile, the surface
region is a form of CMC. In a sense, this can be
considered as a type of functionally graded material.

The addition of cont. fibers to a ceramic matrix
can significantly change failure modes. Monolithic
ceramics have linear stress–strain curves, and fail
catastrophically at low strain levels. However, well-
designed and fabricated CMCs display nonlinear
stress–strain behavior with much more area under
the curve, indicating that more energy is absorbed
during failure, and that the material has a less
catastrophic failure mode.

Reinforcements that have been used for CMCs in-
clude cont. fibers, disc. fibers, whiskers, and parti-
cles. Key cont. fibers used in CMCs include carbon,
silicon carbide-based, alumina-based, alumina-boria-
silica, quartz, and alkali-resistant glass. Steel wires
are also used. Disc. CMC fibers are primarily silica-
based. Silicon carbide is the key whisker reinforce-
ment. Particulate reinforcements include silicon
carbide, zirconium carbide, hafnium carbide, haf-
nium diboride, and zirconium diboride.

A large number of ceramics have been considered
for matrix materials, including alumina, glass, glass-
ceramic, mullite (aluminum silicate), cordierite (mag-
nesium aluminosilicate), yttrium alumina garnet
(YAG), barium aluminosilicate (BAS), barium magne-
sium aluminosilicate (BMAS), calcium aluminosili-
cate (CAS), barium and strontium aluminosilicate
(BSAS, or celsian), ‘‘Blackglas’’ (silicon oxycarbide or
Si–O–C), silicon nitride, silicon carbide, silicon ni-
tride-bonded silicon carbide, silicon carbide and sil-
icon, hafnium carbide, tantalum carbide, zirconium
carbide, hafnium diboride, zirconium diboride, and
molybdenum disilicide.

The most mature CMCs consist of silicon carbide
matrices reinforced with silicon carbide-based fibers
(SiC–SiC) and silicon carbide reinforced with carbon
fibers (C–SiC).
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As for other classes of composite materials, there
are many processes that can be used to make CMCs.
Key considerations in process selection are porosity
and reactions between reinforcements, reinforcement
coatings, and matrices. The most important processes
for making CMCs at this time are CVI, melt infiltra-
tion, preceramic polymer infiltration and pyrolysis
(PIP), slurry infiltration, sol-gel, hot pressing, and hot
isostatic pressing. In addition, there are a number of
reaction based processes, which include reaction
bonding and direct metal oxidation (‘‘Dimox’’).

Thermal Management Materials

One of the most significant new areas for composites
is in thermal management. There are many engin-
eering uses of these materials, but perhaps, the most
important is in the packaging of microelectronics,
optoelectronics, and MEMS. Packaging provides
support and protection to semiconductors and ce-
ramics, which typically have low CTEs, and removes
heat by conduction. The material requirements for
these applications are high thermal conductivity, low
CTE to minimize thermal stresses, and low density to
minimize weight. Composites offer advantages in all
the three areas.

Table 9 presents properties of traditional packa-
ging materials, including thermal conductivity, CTE,
density, and specific thermal conductivity, which is
defined as the ratio of density to specific gravity.
Specific thermal conductivity is a useful figure of
merit where both thermal conductivity and weight
are important. It is seen that, aside from CVD dia-
mond (diamond produced by chemical vapor depo-
sition), the maximum thermal conductivity is for
copper, which has a high CTE. All materials with low
CTEs have thermal conductivities that are no better

than that of aluminum. In addition, all of them have
relatively high densities. These are all significant de-
ficiencies. Increasing heat fluxes has resulted in a
need for improved materials.

Table 10 shows properties of some of the increa-
sing number of new monolithic and composite
packaging materials that have been developed in
response to the universally recognized, thermal
management problems. A number of these materials
are being used in production applications. Reinforce-
ments include cont. and disc. thermally conductive
carbon fibers, and a variety of particles, including
diamond, silicon carbide, and beryllia. Monolithic
materials, all of which are carbonaceous, include
carbon foam, natural graphite, and highly oriented
pyrolytic graphite (HOPG). It is seen that these ma-
terials offer great advantages over traditional packa-
ging materials.

The Future of Composite Materials

Composites are now baseline materials in countless
applications. However, the technology, which is only
several decades old, is still in its infancy. In the future,
significant improvements in properties of existing
fibers, matrices and processes, and development of
new composites are likely to be seen. So far, com-
posites have been used primarily for their excellent
mechanical properties, environmental resistance, and
durability. This is likely to continue. In addition, an
increasing use in applications for which nonmechan-
ical properties, such as thermal conductivity and CTE
are important is foreseen. Among these are packaging
of microelectronics, optoelectronics, and MEMS.
These are extremely large and growing markets.

Development is under way on multifunctional and
smart composites, which incorporate electronics,

Table 9 Properties of traditional packaging materials

Reinforcement Matrix Thermal cond.

ðW m�1 K�1Þ
CTE ðppm K�1Þ Specific gravity Specific thermal

cond.

ðW m�1 K�1Þ

Aluminum 218 23 2.7 81

Copper 400 17 8.9 45

CVD Diamond 1100–1800 1–2 3.52 310–510

Invar 11 1.3 8.1 1.4

Kovar 17 5.9 8.3 2.0

C-I-C 164 8.4 8.4 20

C-Mo-C 182 6.0 9.9 18

Titanium 7.2 9.5 4.4 1.6

Copper Tungsten 157–190 5.7–8.3 15–17 9–13

Copper Molybdenum 184–197 7.0–7.1 9.9–10.0 18–20

Solder – Sn63/

Pb37

50 25 8.4 6.0

Epoxy 1.7 54 1.2 1.4

E-glass fibers Epoxy 0.16–0.26 11–20 2.1 0.1
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sensors, actuators, and microprocessors. Potential
applications include everything from spacecraft to
cell phones.

Nanotechnology is one of the most exciting and
challenging areas for composites. Polymers reinforced
with low cost silicate (clay) nanoparticles are already
being used in commercial production applications.
Carbon nanotubes and graphite nanoplatelets have
impressive mechanical, thermal, and electrical prop-
erties that make them attractive candidate reinforce-
ments. In addition to these trends, it is likely that
important new materials and applications will emerge.

See also: Alloys: Aluminum; Alloys: Copper; Alloys:
Overview; Alloys: Titanium; Ceramic Materials; Ceram-
ics, History of; Composites: Carbon Matrix Composites;
Composites: Polymer–Polymer; Conductivity, Thermal;
Glasses; Highly Porous Metals and Ceramics; Mechan-
ical Properties: Elastic Behavior; Mechanical Properties:
Tensile Properties; Meso- and Nanostructures; Polymer
Structures; Powder Processing: Models and Simulations;
Semiconductor Nanostructures; Thermal Conductivity at
Low Temperatures; Vapor Transport Processing: Mech-
anisms.

PACS: 81.05.Ni; 81.05.Pj; 81.05.Qk
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Introduction

Alongside metals and ceramics, polymers form a
main class of materials that offer a range of interes-
ting properties for many engineering applications.
Polymers in a monolithic or single-phase form may
not possess the desired properties for a given appli-
cation. They can be modified to have two phases or
combined with other polymers to construct compos-
ites. Usually, the term polymer–polymer composite
(PPC) refers to the case of rigid, rod-like polymer
molecules dispersed at a molecular level in a flexible
coil-like polymer. The rigid part is thus viewed as
reinforcement and the flexible part as matrix. This
article also includes the class of composites where
polymer fibers are combined with a polymer matrix.
Such composites are designated as fiber-reinforced
polymer–polymer composites (FRPPC). To begin
with, the polymer microstructure is briefly reviewed.

The Polymer Microstructure

A polymer is composed of molecules consisting of
long sequences of atoms linked by covalent bonds.
Most polymers have a linear skeletal structure, which
may be represented by a chain with two ends. This
gives the name ‘‘linear polymers.’’ However, many
polymers have a branched structure in which the
main chain has side chains, or branches, or a three-
dimensional network structure, in which the
individual chains are connected to other chains at
junction points. The network polymers are said to be
cross-linked, and such nonlinear polymers can be

formed by polymerization. The skeletal structure de-
termines the properties of a polymer.

The polymers are commonly classified as thermo-
sets, thermoplastics, and elastomers. Thermosets are
normally rigid network polymers in which the chain
motion is restricted by a high degree of cross-linking.
Heating normally activates the cross-linking agent,
which is the reason for calling them thermosets.
Once formed, the thermosets tend to degrade rather
than melt on application of heat. Thermoplastics are
linear or branched polymers, which can be melted by
application of heat. On cooling they solidify, allo-
wing molding and remolding to different shapes. The
cool-down from the molten state does not always
cause crystallization in thermoplastics. In cases
where crystallization occurs, it is often partial, giving
the name ‘‘semicrystalline thermoplastics.’’ The
amorphous structure transition from a glassy (hard)
state to a rubbery (soft) state occurs at the glass
transition temperature (Tg). Elastomers are cross-
linked polymers in a rubbery state. They are charac-
terized by large, rapidly recoverable deformation.
Elastomers, like thermosets, are intractable once
formed and degrade rather than melt on heating.

Other variations of polymers exist. ‘‘Liquid crys-
talline polymers’’ have molecular alignment in one
direction, but not a three-dimensional crystalline or-
der. In recent years, such polymers have been
developed with distinct regions of straight and rigid
molecular chains. ‘‘Blends’’ are physical mixtures of
two or more polymers, while ‘‘grafts’’ are formed by
chemically attaching long side chains of a second
polymer to the molecular chains of the base polymer.
Copolymers have chemical combinations of molecules
in the main chain. The set of molecules that repeat in
the chain can be arranged in blocks, giving the
designation ‘‘block copolymers,’’ or be randomly dis-
tributed in a ‘‘random copolymer.’’
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PPC Systems – Processing, Structure,
and Properties

The rod-like molecules in PPC systems have high
melting point, which makes it difficult to use melt
processing for producing a single-phase material
with a homogeneous dispersion of rigid molecules.
Ternary solutions (a solvent, a rod-like solute, and a
random-coil chain) have been shown theoretically to
be good means of achieving this. This process re-
quires a high degree of molecular orientation of the
rod-like molecules in the random-coil matrix. Since
the concentration of rod-like molecules needed is at
or near the critical value to form anisotropic do-
mains, the resulting viscosity of the solution is high,
which makes orientation of the molecules by external
shear suitable. Alternatives to physical blending are
possible, for example, synthesis of block copolymers
composed of flexible-coil segments and rigid-rod
block segments.

The intended microstructure of aligned rigid rod-
like molecules within the amorphous flexible coil-like
matrix has been achieved in some PPC systems. For
instance, a blend of a rod-like poly(p-phenylene ben-
zobisthiazole) (PBT) and coil-like poly(2-5(6)-ben-
zimidizole) (ABPBI) vacuum-cast from solution with
up to 50wt.% of PBT typically shows 3mm long el-
lipsoids composed mainly of 10 nm PBT crystallites
moderately well-aligned with the long axis. Similar
morphology results in a triblock copolymer of AB-
PBI/PBT/ABPBI, but with smaller ellipsoids.

The rod-like molecules of polymers can potentially
provide higher stiffness and strength than fibers that
tend to have imperfect alignment and flaws. Further-
more, in an FRPPC imperfect adhesion between fibers
and matrix can be a source of reduced properties.
Table 1 illustrates the tensile properties of PBT and
ABPBI fibers and composites of these polymers. As
shown in the data, better modulus and strength values
are achieved in copolymers than in blends due to the
smaller size of the PBT ellipsoids, leading to higher
reinforcement efficiency. The fracture studies show
that the PBT fiber fibrillates extensively upon fracture,
while the PBT/ABPBI blend fibrillates moderately and
the copolymer shows no evidence of fibrillation.

FRPPCs

Using polymer fibers as reinforcement in polymer
matrix develops a wide range of polymer composites.
Several high-strength polymer fibers have been
developed for this purpose in recent years. The most
widely used FRPPCs are aramid fibers in epoxy,
polyethylene fibers in epoxy, and high-density poly-
ethylene fibers in polyethylene.

Processing of polymers to produce high-modulus
and high-strength fibers has two generic routes: (1)
spinning of stiff, nematogenic polymers to form ori-
ented structures in solid state, and (2) morphological
manipulation of flexible polymers into highly orient-
ed extended-chain fibers through complex processing.
Aramid fibers are examples of the first processing
route. They are spun from liquid-crystal dopes
through a dry-jet wet-spinning process. Polyethylene
fibers are produced by a gel-spinning process in
which a low-concentration solution of ultrahigh
molecular weight polyethylene is extruded to form
a gel precursor fiber, which is then hot-drawn to draw
ratios of 20 or more to produce a very high-oriented
fiber with an extended-chain fibrillar structure. Other
linear polymers such as polypropylene, polyoxymeth-
ylene, and aliphatic polyamides, nylon 6, and nylon
66, have also been used to produce high-modulus,
high-strength fibers. These polymers have melt tem-
peratures higher than polyethylene. The molten pol-
ymer is spun into filaments, which are then drawn to
fibers of 1.5–6 times their undrawn length. Poly(eth-
ylene terephthalate) (PET) fibers are also produced by
this process. To improve properties, modification to
PET is done by synthesizing copolyesters, which con-
tain typically 90mol.% PET and small amounts of
ester-forming ingredients such as glycols and di-
carboxylic acids.

The high degree of molecular orientation in the
axial direction of polymer fibers produces high ten-
sile modulus and strength in that direction. Typical
values for some fibers are listed in Table 2. As shown
in the table, the transverse strength values are low.
The tensile transverse modulus is also low, typically
less than 10% of the fiber-axis tensile modulus. The
axial compressive strength is also much lower than

Table 1 Properties of PBT and ABPBI fibers and composites

Material Tensile modulus ðGPaÞ Tensile strength ðMPaÞ Strain to fracture ð%Þ

PBT fiber 320 3100 1.1

ABPBI fiber 36 1100 5.2

30%PBT/70% ABPBI blend film 1.1 35 5.6

30%PBT/70% ABPBI blend fiber 120 1300 1.4

30%PBT/70% ABPBI copolymer film 2.4 220 43

30%PBT/70% ABPBI copolymer fiber 100 1700 2.4
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the axial tensile strength. This limits the use of
FRPPC in applications where compression and/or
bending are involved. The molecular orientation in
polymer fibers is also the cause of poor abrasion re-
sistance.

Aramid fibers have a characteristic fibrillar struc-
ture. The Kevlar fibers exhibit a skin-core configura-
tion with skin displaying a higher degree of fibrillar
orientation than the core. This structure yields high
tensile properties due to the axial fibrillar orientation
but is not capable of sustaining large compressive
stress due to buckling of the fibrils.

Polymer Fiber–Polymer Matrix Interfaces

One way to achieve good bonding at a polymer–pol-
ymer interface is by interdiffusion of molecular
chains to develop entanglements of the two poly-
mers. Due to the high molecular orientation along
the axis of the polymer fiber, however, this is usually
difficult to achieve. Heating the fiber to increase the
polymer chain mobility often results in relaxation of
the oriented molecules leading to degradation of fib-
er-axis properties. An alternative way is to use
covalent, hydrogen and van der Waals interactions,
or mechanical interlocking at the fiber–matrix inter-
face. Effective bonding requires good wetting of the
fiber surface by the matrix polymer during the com-
posite processing. The surface energy of the matrix
polymer should be lower than that of the fiber pol-
ymer to achieve good wetting. As examples, the sur-
face energies of epoxy, polyethylene, polypropylene,
and polyamide are 43, 33, 35, and 39mJm�2, re-
spectively. Another way of improving the interfacial
bonding is by surface treatment of fibers. Typical
surface treatments are plasma oxidation, fluorina-
tion, and acid or alkali wash. The plasma oxidation
treatment of polyethylene fibers has shown an im-
provement of the interlaminar shear strength of
epoxy reinforced with these fibers from 10MPa in
untreated state to 27MPa. The accompanying re-
duction of tensile strength is found to be small. Still
another way to improve fiber–matrix bonding in
FRPPCs is by creating an interfacial region (inter-
phase) of good properties. It is, for instance, possible

in semicrystalline thermoplastic matrix composites
to nucleate crystallization from the fiber surface. The
transcrystalline layer formed tends to have laminae
oriented normal to the fiber axis, resulting in good
transverse strength.

Processing of FRPPCs

A common way to produce FRPPCs is by impregna-
tion of fibers with the polymer matrix. The objectives
of impregnation are to wet all fibers by the matrix
and distribute the fibers uniformly in the matrix. If
fiber bundles are used, the matrix should penetrate
into the bundles and wet all fibers. Incomplete or
imperfect impregnation causes dry fibers, resin-rich
areas, and uneven distribution of fibers, leading to
lower composite properties. Three common methods
of impregnation exist, viz., by using melt, powder, or
solution. In melt impregnation, the fibers (or fiber
bundles) are fixed in a mold and the molten resin is
transferred to the mold, often under pressure. Alter-
natively, the matrix polymer is used as a film, which
is interspersed with layers or bundles of fibers. In this
case, the mold is heated to melt the matrix polymer.
The melt impregnation is not very effective in pen-
etrating fiber bundles and wetting fibers if the melt
viscosity is high. In powder impregnation, the matrix
polymer is used as a fine powder. The particle size of
the powder should be in the range of fiber diameter,
that is 10–25 mm. This method works better at lower
fiber volume fraction since at high fiber volume frac-
tion it is difficult to uniformly distribute the powder
between fibers. The third method is solution im-
pregnation where the matrix polymer is dissolved in
a liquid. For example, for polyethylene (PE) matrix a
xylene solution with 5wt.% PE is used. The im-
pregnated fiber bundles are consolidated into a uni-
directional prepreg, which is then laminated to
produce a composite laminate. The deficiencies of
this method are segregation and crystallization of
matrix on fiber surfaces. These deficiencies can be
partly overcome by using suspension impregnation
where particles of matrix polymer are suspended in a
solution. The solution is stirred during impregnation
to prevent particle segregation.

Table 2 Typical modulus and strength values of high-modulus, high-strength organic fibers

Fiber Tensile modulus ðGPaÞ Tensile strength ðGPaÞ Transverse strength ðGPaÞ

Gel PE 140 2.7 0.1

Kevlar 49 120 3.4 0.6

Kevlar 29 60 3.4 0.6

Thermotropic copolyester 60 3.0 0.1

Ordered polymer 265 3.0 1.5

Cellulose 25 1.5 N/A
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Properties of FRPPCs

The mechanical properties of polymers reinforced
with carbon or glass fibers are generally superior to
FRPPC systems. A comparison of typical values ob-
tained in a 60% fiber volume fraction unidirectional
lamina for a high-strength carbon fiber-reinforced
epoxy, an E-glass fiber-reinforced epoxy, and two ar-
amid FRPPCs (Kevlar 29 and Kevlar 49) is shown in
Table 3. As illustrated by these values, the inferior
compressive strength of aramid fiber-reinforced com-
posites limits their use in some structural applica-
tions. On the other hand, these composites possess
high ductility and toughness, which makes them at-
tractive for structures subjected to impact. Increa-
singly, hybrid composites, combining aramid and
carbon (and/or glass) fibers, are being used to achieve
good stiffness, strength, and toughness properties.

For PE fiber-reinforced composites the main draw-
back is the temperature-dependent degradation of
properties. Typically, the PE fibers display unstable
properties beyond 1301C, and have significant creep
at lower temperatures. When combined with a pol-
ymer matrix, for example epoxy, the composite shows
strain rate dependent behavior. Consequently, in cy-
clic stressing a hysteresis heat accumulation occurs,
which reduces the stiffness and strength properties.

In PE fiber-reinforced composites the stiffness and
strength properties depend on the temperature at

which the composite is processed by impregnation.
For instance, if processing temperature is 120–1301C,
the tensile modulus has a value in a relatively high
range of 30–35GPa, which comes down to 20GPa at
1401C processing temperature. The tensile strength
shows less sensitivity to the processing temperature.
The compressive behavior is affected by the process-
ing temperature similarly as in tension.

See also: Biological Structures; Composites: Carbon Ma-
trix; Composites: Overview; Liquid Crystals; Polymers,
History of; Polymer Structures.

PACS: 81.05.Lg; 81.05.Qk; 82.35.Ab; 82.35.Lr
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Introduction

Computer simulation techniques in condensed mat-
ter physics aim to compute the structure and the

physical properties (including also dynamic response
functions and transport) from atomistic input. The
theoretical basis of these approaches are quantum
mechanics and statistical thermodynamics. There
exist many variants of these methods, and it depends
on the nature of the problem to find out which
variant is most appropriate. Such simulations can
complement both analytical theory and experiment,
and due to the availability of cheap computing power

Table 3 Typical properties of unidirectional glass fiber-reinforced epoxy (GFRP), carbon fiber-reinforced epoxy (CFRP), and two

aramid fiber-reinforced epoxies (AFRP). The designation 29 and 49 are for Kevlar 29 and Kevlar 49 fibers, respectively. Fiber volume

fraction is 60% in all cases.

Material Density

ð�103 Kg m�3Þ
Axial tensile

modulus

ðGPaÞ

Trans. tensile

modulus

ðGPaÞ

Shear

modulus

ðGPaÞ

Axial tensile

strength

ðMPaÞ

Trans. tensile

strength

ðMPaÞ

Axial compr.

strength

ðMPaÞ

Inter-laminar

shear strength

ðMPaÞ

GFRP 2.0 40 10 4.5 780 28 480 40

CFRP 1.5 140 6.9 5.0 1620 34 1200 80

AFRP-29 1.4 50 5.0 3.0 1350 30 238 44

AFRP-49 1.4 76 5.6 2.8 1380 30 276 60
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simulations have become an extremely widespread
tool of research.

The conceptually simplest approach is the classical
molecular dynamics (MD) method: one simply solves
Newton’s equations of motion numerically for the
many-particle system (assuming that the N atoms or
molecules in a volume V interact with effective po-
tentials that are either phenomenologically assumed
or fitted to electronic structure calculations). The
basis of this method thus is classical mechanics, and
one creates a deterministic trajectory in the phase
space of the system. The idea is to take time averages
of the observables of interest along this trajectory.
The ergodicity hypothesis of statistical mechanics
asserts that these time averages are equivalent to en-
semble averages of the appropriate microcanonical
(NVE) ensemble. Of course, Newton’s equations of
motion conserve the total energy E, and hence the
conjugate intensive thermodynamic variables (tem-
perature T, pressure p) can only be indirectly inferred
and they exhibit statistical fluctuations. Since N is
finite and sometimes even fairly small, such fluctu-
ations cannot be neglected and need to be considered
with care.

Sometimes one desires to directly realize other en-
sembles of statistical mechanics with a simulation,
for example, the NVT or NpT ensemble. This is pos-
sible by introducing a coupling to suitable ‘‘thermo-
stats’’ or ‘‘barostats.’’

An alternative way to carry out an MD simulation
with T ¼ const introduces a weak friction force,
together with random forces whose strengths are
controlled by the fluctuation dissipation theorem.
This method is closely related to the ‘‘Brownian Dy-
namics’’ (BD) method where one simulates Langevin
equations (the inertial terms in the equations of mo-
tion being omitted). Clearly, this is a coarse-grained
description of a physical system as only a subset of
the degrees of freedom is explicitly considered, the
remaining ones form the ‘‘heat bath.’’ While this is
not always a good description of the physical dy-
namics, such methods can be advantageous for the
computation of static properties from averages along
the stochastic trajectory in phase space.

A similar description applies to the importance sa-
mpling Monte Carlo (MC) method, where one cre-
ates a random walk-like trajectory in configuration
space, controlled by transition probabilities that en-
sure the approach to thermal equilibrium through the
detailed balance condition. Many of the practical
limitations of simulations, such as ‘‘statistical errors,’’
as well as systematic errors due to the finite size of the
simulated system or the finite ‘‘length’’ of the simu-
lated trajectory (or observation time, respectively) are
common to all these simulation methods.

Of course, it is quantum mechanics and not clas-
sical mechanics that describes the basic physics of
condensed matter. But attempting a numerical solu-
tion of the Schrödinger equation for a system of
many nuclei and electrons is premature and still not
feasible even with the fastest computers. Thus, ap-
proximations are needed: one very popular approach
is the ‘‘ab initio MD’’ or ‘‘Car–Parrinello method’’
(CP), where some electronic degrees of freedom are
included in MD via the density-functional theory
(DFT). The huge advantage of this technique is that
one no longer relies on effective interatomic poten-
tials, which often are only phenomenologically cho-
sen ad hoc assumptions, lacking any firm foundation
in quantum chemistry. However, the disadvantage of
this technique is that it is several orders of magnitude
slower than classical MD, and hence only very short
timescales and very small systems are accessible.
Furthermore, the method cannot handle van der
Waals-like forces well (e.g., in noble gases, one is still
better off with the simple Lennard–Jones potential,
amended by three-body forces).

In the standard CP method, the ionic motion is still
treated classically. Alternatively, one can still use ef-
fective potentials between ions and/or neutral atoms
as in classical MD or MC, but rely on quantum sta-
tistical mechanics for the ionic degrees of freedom.
This is achieved by the path integral Monte Carlo
(PIMC) or path integral molecular dynamics (PIMD).
Such techniques are indeed crucial for a study of solids
at low temperatures, to ensure that their thermal
properties are compatible with the third law of ther-
modynamics. For most fluids, however, classical MD
is sufficient (of course, quantum liquids such as helium
are an exception).

Other variants of quantum Monte Carlo (QMC)
have been developed in order to deal with electronic
degrees of freedom on rigid lattices, desiring to de-
scribe magnetic systems (e.g., via the Heisenberg mod-
el where spin operators at neighboring lattice sites are
coupled by exchange interactions), models for high Tc

superconductors (e.g., using the Hubbard Hamilton-
ian, describing a hopping of electrons from site to site,
and an on-site Coulomb repulsion), etc. These tech-
niques (‘‘diffusion Monte Carlo,’’ ‘‘Green’s function
Monte Carlo,’’ ‘‘variational Monte Carlo,’’ ‘‘worldline
Monte Carlo,’’ etc.) are fairly specialized and compli-
cated, and hence are not treated further here.

What information does one then wish to extract
from the simulations? When systems in thermal equi-
librium are considered, the first task is to calculate
static properties. For example, in a fluid a basic
property is the static structure factor SðkÞ; SðkÞ ¼
/jdrðkÞj2ST; drðkÞ being a spatial Fourier transform
of density fluctuations, k being the wave vector of a
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scattering experiment. In addition, one may want to
calculate time-dependent correlation functions that
describe the decay of small thermal fluctuations in
equilibrium systems with time. A quantity of this
type is the intermediate scattering function Sðk; tÞ ¼
/drð�k; 0Þdrðk; tÞS or its Fourier transform with
respect to time, Sðk;oÞ. This ‘‘dynamic structure fac-
tor’’ is accessible to inelastic scattering of neutrons,
X-rays, or light (with energy transfer _o).

It is also possible to consider systems out of ther-
mal equilibrium; for example, in solids under strong
mechanical deformation, a crack may form and
propagate. An important application of MD for flu-
ids also is the study of systems exhibiting a steady
state flow under shear deformation. The purpose of
such nonequilibrium molecular dynamics (NEMD)
work can be the estimation of transport coefficients
(e.g., the shear viscosity) if the deformation is weak
enough so that the system is still in the regime of
linear response. However, the study of nonlinear
phenomena also (‘‘shear thinning,’’ a decrease of
the effective viscosity with increasing shear rate, or
‘‘shear melting’’ of colloidal crystals, etc.) may be
of interest. In addition, one can study nonsteady
state transient behavior, as it occurs, for example,
after a sudden change from one thermodynamic
state to another, and one wishes to study the ap-
proach of the system to its new thermal equilibrium.
Classical examples of this problem are nucleation of
fluid droplets in a supersaturated gas, or the kinetics
of phase separation in a binary mixture (‘‘spinodal
decomposition’’) after a temperature quench. How-
ever, such processes are often too slow, and cannot
be studied by NEMD, and one has to resort to a
simulation of a coarse-grained model by nonequi-
librium Monte Carlo (NEMC). This approach is
suitable to deal also with irreversible growth proc-
esses far from equilibrium, such as diffusion-limited
aggregation (DLA). This is an example of a mech-
anism of structure formation on mesoscopic scales of
length and time that was discovered by simulations,
and still lacks a good understanding in terms of the
analytical theory.

In the following, the salient features of a few
important simulation methods (classical MD, MC,
PIMC) are briefly described. Also, limitations of
simulations (e.g., due to the small size of the simu-
lated system) are mentioned, and the extent to which
these limitations can be overcome are discussed.

MD Algorithms

Consider a system of N particles (atoms) with Car-
tesian coordinates, X ¼fr ig; i ¼ 1;y;N, in a d-di-
mensional space. The dynamics then is described by

Newton’s equations of motion, mir̈i¼ f i ¼
�@Upot=@r i;mi being the mass of the ith particle, f i

the force acting on it. This force is assumed to be
entirely due to interactions with other particles:
UpotðXÞ ¼ Upotðr1;y; rNÞ ¼

P
uðjr i � r jjÞ; where

the sum extends once over each pair i, j of particles,
and it has been assumed for simplicity that Upot is
pairwise additive. Then f i ¼ �

P
j @uðjr i � r jjÞ=@r i.

Note that E ¼ Ekin þ Upot ¼
P

i mi ’r
2
i =2þ Upot is a

constant of motion ð ’E ¼ dE=dt ¼ 0Þ.
MD now means that Newton’s equations of mo-

tion are integrated numerically, by a computationally
efficient scheme, such as Verlet’s algorithm

r iðt þ dtÞ ¼ 2r iðtÞ � r iðt � dtÞ

þ 1

mi
ðdtÞ2f iðtÞ þ 0fðdtÞ4g ½1�

where dt is the MD time step, and the velocity viðtÞ is
updated similarly,

viðtÞ ¼ ½r iðt þ dtÞ � r iðt � dtÞ�=½2ðdtÞ� þ 0fðdtÞ3g ½2�

This algorithm is manifestly time-reversible and
in spite of inevitable errors due to the discreteness of
the time step dt, it keeps an important symmetry
property of Newton’s equations. To understand
how large dt can be chosen, consider argon as an
example, where atoms interact with a Lennard–Jones
potential, uLJ ¼ 4e½ðs=rÞ12 � ðs=rÞ6�, with sE3.4 Å,
e/kBE120K ðkB ¼ Boltzmann’s constantÞ, and mE
6:6� 10�23 g. Rescaling coordinates ðr� � r=sÞ
yields ðr�ij � r�i � r�j Þ

r�ðt þ dtÞ ¼ 2r�ðtÞ � r�ðt � dtÞ � ðdt=t0Þ2
r�ij
jr�ijj

�
X
jðaiÞ

½ðr�ijÞ
�13 � ðr�ijÞ

�7=2� ½3�

where the natural time unit t0 of MD was defined
as t0 ¼ ðms2=48eÞ1=2 which is roughly t0E3:1�
10�13 s for argon. In order to keep numerical errors
small, one needs to choose dt ¼ 0:03 t0 (or smaller),
that is, dtE10�14 s. So even with a million time steps,
one only reaches a real time of B10 ns.

As mentioned above, from a statistical mechanics
point of view this algorithm realizes the micro-
canonical NVE ensemble. Temperature T is then in-
ferred from the kinetic energy,

T ¼/T̂SNVE;

T̂ ¼ 2Ekin=ð3kBNÞ

¼
XN
i¼1

miv
2
i =ð3kBNÞ ½4�

Note that N is finite (typically 102pNp106) and
hence temperature fluctuations are non-negligible.
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These fluctuations contain information on the spe-
cific heat CV, since ½/T̂2S�/T̂S2�=/T̂S2 ¼ 2ð1�
3kB=2CVÞ=ð3NÞ. Since the ‘‘length’’ of an MD run
(i.e., its number of time steps) is finite, these fluctu-
ations of T cause a statistical error in the estimation
of temperature.

The pressure p can be estimated using the virial
theorem,

p ¼ /P̂SNVE; P̂ ¼ 2Ekin þ
X

i

r i � f i

 !
=3V ½5�

and again statistical fluctuations need to be consi-
dered.

It is often desirable to realize the canonical (NVT)
rather than the microcanonical (NVE) ensemble. In
an MD framework, this can be done by extending the
Lagrangian of the system by a variable, representing
the thermostat which has a fictitious ‘‘mass’’ Q. This
yields the Nose–Hoover algorithm, where Newton’s
equations of motion are extended by a ‘‘friction’’-like
term,

r̈i ¼ f i=mi � zðtÞ’r i; ’z ¼
X

i

miv
2
i � 3NkBT

" #
=Q ½6�

Thus the ‘‘friction coefficient’’ zðtÞ fluctuates
around zero, responding to the imbalance between
the instantaneous kinetic energy and the intended
canonical average. The total energy no longer is
conserved, and energy fluctuations are linked to the
specific heat as (Ĥ is the Hamiltonian)

NCV=kB ¼ ½/Ĥ2SNVT �/ĤS2
NVT�=ðkBTÞ2 ½7�

It is important to note, however, that dynamical
correlation functions between observables such as
/Að0ÞAðtÞS, where A is the observable of interest,
are not precisely identical to the microcanonical
ones. This is even more true for MD runs that realize
the isothermal–isobaric (NpT) ensemble, where the
pressure is given and the volume V rather fluctuates,
by coupling to the so-called ‘‘Andersen barostat.’’
Therefore, one often uses MD in NVT or NpT en-
sembles for equilibration (and the computations of
static averages) only, generating a set of well-equil-
ibrated system configurations, which are then used
as initial states for runs where thermostats and/or
barostats are switched off, realizing the runs in the
NVE ensemble, where /Að0ÞAðtÞS is computed as a
time average,

R tobs�t
0 dt0½Aðt0ÞAðt0 þ tÞ�=ðtobs � tÞ; tobs

being the total ‘‘observation time’’ over which the
run is extended.

In order to judge whether tobs is large enough, it is
important to know what the slow observables in the
system are. A typical reason for slow relaxation is
the presence of large ‘‘objects’’ of correlated sets of

particles in the systems, which show slow motions.
An example is ‘‘critical slowing down’’ near second-
order phase transitions, where large ‘‘clusters’’ of the
variable representing the local order parameter oc-
cur. For example, near the liquid–gas critical point,
large density fluctuations occur which are correlated
over a correlation length x which diverges at critica-
lity in the thermodynamic limit ðN-NÞ, and then
also the corresponding relaxation time t diverges.
Another example are polymer chains in solution or
melt – a flexible polymer consisting of N monomers
relaxes in the melt on a timescale tEN2 in the Rouse
limit (unentangled chains) or even tpN3 in the rep-
tation limit of entangled chains (i.e., a snakelike mo-
tion of the chains along their own contour). Thus,
MD simulations of critical phenomena as well as of
polymeric systems or other soft matter systems with
objects containing many subunits (membranes, mi-
croemulsions, etc.) are intrinsically difficult.

However, it should also be noted that another
reason for slow relaxation are conservation laws. In
the NVE and NVT ensembles, the average density
/rS ¼ N=V is strictly conserved. Assuming for local
fluctuations in density drðr; tÞ �/rS that Fick’s law
holds, a gradient rðdrðr; tÞÞ causes a density current
jðr; tÞ; D being a diffusion coefficient, jðr; tÞ ¼ �Dr
ðdrðr; tÞÞ. The conservation law implies the continu-
ity equation @rðr; tÞ=@t þr � jðr; tÞ ¼ 0, and hence a
diffusion equation for drðr; tÞ results, @ðdrðr; tÞÞ=
@t ¼ Dr2ðdqðr; tÞÞ. The Fourier components drkðtÞ
of drðr; tÞ then satisfy the equation

d

dt
drkðtÞ ¼ �Dk2drk;

drkðtÞ ¼ drkð0Þ expð�Dk2tÞ ½8�

Therefore, the dynamic correlation function of
density fluctuations at long wavelengths decays very
slowly,

Srðk; tÞ �/drð�k; 0Þdrðk; 0ÞS
¼ SðkÞ expð�t=tkÞ; tk ¼ ðDk2Þ�1 ½9�

Equation [9] demonstrates the ‘‘hydrodynamic
slowing down’’ tk-N for k-0. Of course, due to
finite size effects, this divergence of the relaxation
time is cut off; in a (hyper)cubic system of linear
dimension L with periodic boundary conditions, the
smallest wave number is kmin ¼ ð2pÞ=L, and hence
the largest relaxation time is tmax ¼ L2=ð4p2DÞ.
Clearly, this phenomenon makes the equilibration
of very large systems difficult.

A brief mention is made of the way transport
coefficients are estimated from simulations. The sim-
plest case are self-diffusion coefficients, where one can
apply the Einstein relation, following the mean square
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displacements of ‘‘tagged’’ particles,/½rðtÞ� rð0Þ�2S¼
2dDt, t-N. Transport coefficients relating to col-
lective properties can be extracted from Green–Kubo
relations, for example, the shear viscosity is related to
time correlations of the off-diagonal components of
the pressure tensor sxy,

Z ¼
Z

N

0

dt/sxyð0ÞsxyðtÞS=ðVkBTÞ ½10�

where

sxy ¼
XN
i¼1

miv
x
i v

y
i þ

1

2

X
jðaiÞ

xijf
y
i ðrijÞ

8<
:

9=
; ½11�

Similar relations can be written down for thermal
conductivity, electrical conductivity, interdiffusion co-
efficient in mixtures, etc. Alternatively, transport coef-
ficients can be estimated from NEMD, creating via
suitable boundary conditions, a steady state of the ap-
propriate quantity (mass density of a particle species,
heat, momentum density) through the system.

Importance Sampling Monte Carlo
Methods

Most MC calculations aim at the estimation of ther-
modynamic averages by importance sampling meth-
ods. Considering a variable AðXÞ where ðXÞ denotes
a point in phase space, such averages are defined in
classical statistical mechanics by

/AS ¼
Z

dXPeqðXÞAðXÞ;

PeqðXÞ ¼ ð1=ZÞ exp½�ĤðXÞ=kBT� ½12�

where ĤðXÞ is the Hamiltonian of the system, and Z
is the partition function

Z ¼
Z

dX exp½�ĤðXÞ=kBT� ½13�

Note that when one deals with the simulation of a
fluid, momenta of the particles need not be included
in X since they cancel out from all averages. In ad-
dition, X may denote any subset of variables only, for
the problem of interest. For example, dealing with
the phase transition of an anisotropic magnet, one
may approximate the crystal lattice as rigid, and then
each lattice site i carries as single degree of freedom
an Ising spin, Si ¼ 71. The Ising model Hamiltonian
then is

ĤIsing ¼ �J
X

/iajS

SiSj � h
X

i

Si ½14�

assuming a nearest neighbor pairwise exchange energy
J and a coupling to a magnetic field h (choosing units

such that the magnetic moment per spin is unity).
Here X stands for S1; S2;y; SN, that is, the phase
space is discrete, and

R
dX stands symbolically for

summation over all 2N microstates of the system.
Now the basic idea of MC sampling is to consider

the task of computing /AS as a problem of numer-
ical integration over the phase space, where one
would approximate /AS by an average %A over M
points only,

%A ¼ 1

M

XM
n¼1

PeqðXnÞAðXnÞ ½15�

The difficulty, of course, is that the integration
space is very high dimensional, and it is a problem to
choose the sample of M points Xn appropriately. It is
easy to see that a regular grid of points Xn does not
work, but a uniform random sampling of phase space
(‘‘simple sampling’’) does not work either in most
cases. A notable exception, of course, is the sampling
of nonthermal random distributions, for example,
the random occupation of lattice sites in a mixed
crystal AxB1�x by A and B atoms can be simulated
straightforwardly. Choosing random numbers Z uni-
formly distributed between zero and unity, an A-atom
is assigned to the considered lattice site if Zox, while
otherwise the site is taken to be occupied by a B-atom.
This straightforward use of MC sampling works only
if the occupation probabilities of neighboring lattice
sites are independent of each other, however. Other
physically relevant problems where simple sampling
works are the generation of random walks and (short)
self-avoiding walks, the bond percolation problem
(nearest neighbor links connecting lattice sites are
chosen at random conducting or isolating, to under-
stand the electrical conductivity of disordered solids),
etc. However, simple sampling is not useful for the
estimation of thermal averages when N is large. The
reason is that it is only a very small region of phase
space where the important contributions come from,
and via simple sampling only very few points Xn

would be drawn from this important region. This is
seen when one considers the reduced distribution
function PNðmÞ of the density m of some extensive
variable, for example, the magnetization of the Ising
magnet, m ¼ ð1=NÞ

P
Si, where the sum runs over

all lattice sites, or the internal energy, etc.,
PNðmÞ ¼

R
dXdðm � ð1=NÞ

P
SiÞPeqðXÞ. Such distri-

butions exhibit sharp peaks at the (a priori unknown)
average value /mS, of width proportional to 1=

ffiffiffiffiffi
N

p
.

It is clear, however, that from simple sampling for
large N, almost no states would be generated in the
region where PNðmÞ has its peak; most of the com-
putational effort would be wasted for exploring a
completely uninteresting part of the phase space.
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Thus a method is needed that leads one automat-
ically to the important region of the phase space.
Such a method is provided by the Metropolis impor-
tance sampling algorithm, which yields states Xn,
with a probability proportional to the Boltzmann
factor. This is achieved by generating a Markov chain
of states recursively one from the other, Xn-
Xnþ1-Xnþ2-y; using a properly chosen transition
probability. For a fluid, the move from X to X 0 may
mean a random displacement of a single randomly
chosen particle; for an Ising model, it may mean a
single spin is chosen at random and considered for a
spin flip, or for exchange with one of its neighbors;
but also flips of large clusters of spins in one move
together may be carried out. Also moves that have no
counterpart in reality are conceivable (e.g., in a dense
polymer melt, one may select a pair of long chains
that are close by each other, cut them in the middle,
and reconnect the parts differently than previously).
Even though such moves need not represent any
physically plausible dynamics, they may provide an
efficient sampling of the phase space. The great flex-
ibility in the choice of such moves, adapted to the
problem one wishes to study, is one of the particular
strengths of the MC methods.

The states Xv are distributed according to the
Boltzmann factor PeqðXÞ if the transition probability
WðX � X 0Þ satisfies the condition of detailed balance

PeqðXÞWðX-X 0Þ ¼ PeqðX 0ÞWðX 0-XÞ ½16�

For instance, a choice that satisfies eqn [16] is
simply

WðX-X 0Þ ¼
t�1
0 ; if dĤ � ĤðX 0Þ � ĤðXÞo0

t�1
0 expð�dĤ=kBTÞ; if dĤX0

(

Here, a constant t0 has been arbitrarily introduced
to set a timescale, so that W gets the meaning of a
transition probability per unit time (but one may
choose t0 ¼ 1, of course, and normally one considers
one Monte Carlo step (MCS) per degree of freedom
as the natural unit of the MC ‘‘time’’). This notion is
useful, since MC sampling can be interpreted as
‘‘time averaging’’ along stochastic trajectories in
phase space, described by a master equation for the
probability PðX ; tÞ that a state X occurs at time t,

d

dt
PðX ; tÞ ¼ �

X
X 0

WðX-X 0ÞPðX ; tÞ

þ
X
X 0

WðX 0-XÞPðX 0; tÞ ½17�

This rate equation describes the balance between
the loss of probability by all processes X-X 0 that
lead away from the considered state and the gain of

probability due to the inverse process. Obviously,
dP=dt ¼ 0 if P ¼ PeqðXÞ; due to the detailed balance
principle, eqn [16].

Of course, the dynamical properties of a system
described by such a stochastic trajectory through
phase space generated via MC will differ in general
from dynamic properties deduced from the deter-
ministic MD trajectories. In fact, the MC dynamics is
of physical significance only when one deals with
systems for which the considered degrees of freedom
are a (slow!) subset weakly coupled to the remaining
(fast!) degrees of freedom, that behave like a heat
bath. This is the case for the Ising magnet and for
diffusion in solid alloys AxB1�x, for instance. In both
cases the phonons of the crystal act like a heat bath,
causing random spin flips or random jumps of A or B
atoms to vacant sites, respectively. Often the MC
dynamics is considered as fairly realistic for random
growth or aggregation phenomena on mesoscopic
scales, such as diffusion-limited aggregation (DLA).

The dynamic interpretation of MC sampling in
terms of a stochastic trajectory in phase space is im-
portant for the understanding of ‘‘statistical error,’’
since the subsequently generated states fXng are
highly correlated with each other. In fact, one can
show that the expected mean square statistical error
becomes

/ðdAÞ2S ¼ 1

n
½/A2S�/AS2�ð1þ 2tAA=dtÞ ½18�

where

tAA ¼
Z

N

0

FAAðtÞdt; FAAðtÞ � ½/Að0ÞAðtÞS

�/AS2�=½/A2S�/AS2� ½19�

if n observations fAmg of the observable A separated
by time increment dt are taken. If these n observa-
tions were statistically independent, the enhancement
by the ‘‘dynamic factor’’ ð1þ 2tAA=dtÞ would be ab-
sent. As noted in the discussion of MD methods, re-
laxation times tAA get large near critical points, or
when one considers long wavelength Fourier com-
ponents of a conserved quantity (‘‘critical slowing
down,’’ ‘‘hydrodynamic slowing down,’’ also hamper
MC!). Also the questions of whether or not an algor-
ithm is ergodic, and how fast equilibrium is reached
or whether hysteresis may occur, etc., are important
for both MD and MC.

A further limitation of simulations that may need
consideration are finite size effects. Considering Four-
ier components such as drk (eqns [8] and [9]), one
must note that in a finite system with periodic bound-
ary conditions k-space is quantized. For example, if
one has a cubic simulation cell L � L � L, the allowed
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wave vectors are kn ¼ ð2p=LÞðnx; ny; nzÞ where na are
integers. With respect to static phenomena, the gap in
the spectrum of long wavelength modes affects phys-
ical properties for which these modes are important
(e.g., long wavelength phonons cause the T3 law for
specific heats, if the crystal is treated by quantum
statistical mechanics; long wavelength magnons in
a Heisenberg ferromagnet cause a divergence of the
longitudinal and transverse susceptibilities; capillary
waves cause a divergence of interfacial widths, etc.).
Thus for many physical properties, it is advisable to
repeat the simulation for a range of values of L, and
carry out a suitable extrapolation of the results to the
thermodynamic limit, L-N.

The problem of finite size effects is particularly
cumbersome when one deals with phase transitions.
However, the study of phase transitions is a problem
for which simulations are often necessary, and, in fact,
useful! One approach to overcome the limitation of
finite size for such problems relies on the concept of
finite size scaling. Consider, as a simple example, the
transition of the Ising model {eqn [14]} from the
paramagnetic phase at T4Tc to a ferromagnetic state
at ToTc. Near the critical temperature Tc, spontane-
ous magnetization msp and susceptibility w are singular
in the thermodynamic limit, msppð1� T=TcÞb;
wpj1� T=Tcj�g, where b; g are ‘‘critical exponents.’’
Varying H for ToTc, however, m at H ¼ 0 has a jump
singularity from �msp to þmsp, w then has a delta-
function singularity: this is a special case of a first-
order transition.

In a finite system, however, these singularities are
always rounded. For example, w for H ¼ 0 as a
function of T does not diverge, there is a peak of
finite height only, which also is shifted away from Tc.
Thus, it is a nontrivial problem to estimate both Tc

and other critical properties (such as exponents) with
sufficient accuracy.

For critical phenomena, finite size scaling rests on
a comparison of lengths: the linear dimension L
scales with the correlation length xpj1� T=Tcj�n of
the system. As a consequence, near Tc moments of
the order parameter distribution depend on L and x
basically via a scaling function of the ratio L=x, apart
from a power-law prefactor /jmjkS ¼ L�kb=nM̃k

ðL=xÞ, L-N; k integer, M̃k being a ‘‘scaling func-
tion’’! Particularly useful are, thus, suitable ratios of
moments where the power law prefactors cancel out,
such as the reduced fourth-order cumulant

ULðTÞ ¼ 1�/m4S=½3/m2S2�
¼ ŨðL=xÞ; L-N ½20�

Since x-N as T-Tc, all curves ULðTÞ must in-
tersect at T ¼ Tc in a universal value Ũð0Þ; note that

ULðTÞ-2=3 for ToTc as L-N, while ULðTÞ-0
for T4Tc. If such a unique intersection point is
found, it thus serves to find the location of Tc. If the
intersections of different pairs ULðTÞ; UL0 ðTÞ scat-
ter, on the other hand, one can conclude that cor-
rections to scaling are still pronounced, and the study
of larger systems is required. At Tc, one also finds
that /jmjSpL�b=n; wpLg=n, and thus one can esti-
mate critical exponents.

Also, first-order transitions are rounded; while in
the Ising model for ToTc, two phases with 7msp

occur precisely at H ¼ 0, the distribution function of
the magnetization simply is PNðmÞ ¼ ½dðm � mspÞþ
dðm þ mspÞ�=2, and for finite L, one observes two
broadened peaks not only at H ¼ 0 but over a range
DH of fields, with DHpL�d, inversely proportional
to the volume of the system. But the location of the
first-order transition is found accurately from the
‘‘equal weight rule’’ for the two peaks.

The sampling of PLðmÞ is very useful since one can
show that for ToTc, one has PLð0Þ=PLðmspÞp
expð�2Ld�1s=kBTÞ, s being the interfacial tension
between the coexisting phases. Use of this formula, in
fact, is one of the most powerful recipes to estimate
interfacial free energies from simulations. Of course,
PLð0Þ=PLðmspÞ for large L is extremely small, and
thus this ratio cannot be sampled directly, but needs
more advanced schemes that are not described here
due to lack of space, such as ‘‘umbrella sampling’’ or
‘‘multicanonical MC.’’

Of course, the above comments discuss the study
of phase transitions by simulations only in a nutshell,
and the reader is directed to the ‘‘Further reading’’
section for further details.

Path-Integral Monte Carlo (PIMC)

Thermal averages for a quantum system are calcu-
lated, and thus eqns [12] and [13] are rewritten ap-
propriately

/ÂS ¼ Z�1 Tr expð�Ĥ=kBTÞÂ;

Z ¼ Tr expð�Ĥ=kBTÞ ½21�

using a notation that emphasizes the operator char-
acter of the Hamiltonian Ĥ and observable Â. For
simplicity, consider first the case of one particle in a
potential VðxÞ in one dimension, where Ĥ ¼
�ð_2=2mÞd2=dx2 þ VðxÞ, m being the mass of the
particle. In position representation Z ¼

R
dx/xj exp

ð�Ĥ= kBTÞjxS; jxS being an eigenvector of the po-
sition operator. The problem now is that Ĥ ¼ Êkinþ
V̂ðxÞ, where Êkin and V̂ðxÞ do not commute. Apply-
ing the Suzuki–Trotter formula, P being a positive
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integer

exp½�ðÊkin þ V̂Þ=kBT�
¼ lim

P-N

½expð�Êkin=kBTPÞ expð�V̂=kBTPÞ�P ½22�

one can reduce Z to ðxPþ1 ¼ x1Þ

Z ¼ lim
P-N

kBTmP

2p_2

� �P=2Z
dx1y

Z
dxP

� exp �k
2

XP

S¼1

ðxs � xsþ1Þ2
" 

�P�1
XP

S¼1

VðxsÞ
#
=kBTP

!
½23�

where k � ðkBT=_Þ2mP. Apart from the prefactor,
eqn [23] is the configurational partition function of a
ring polymer within the framework of classical sta-
tistical mechanics: P beads are coupled by harmonic
springs with spring constant k, and are exposed to a
potential VðxÞ=P.

This approach is straightforwardly generalized to a
system of N interacting quantum particles, if the
quantum mechanical exchange is neglected: one ends
up with a system of N classical cyclic ‘‘polymer
chains.’’ As a result of this isomorphism, methods for
simulating classical systems (MC, MD) can be carried
over to such quantum-mechanical problems, too. At
high temperatures, k gets very large, the cyclic chain
contracts essentially to a point, while at low T the
chains are spread out, representing zero-point mo-
tions. The lower the T is, the larger the P has to be: if
s is a characteristic distance over which the potential
V(x) changes, one must have _2=ms2{kBTP so that
two neighbors along the ‘‘polymer chain’’ are at a
distance much smaller than s. The typical size of the
ring polymer, of course, is of the order of the thermal
de Broglie wavelength lT: at very low temperatures
(or for very light particles such as He atoms) lT be-
comes comparable to the interparticle spacing, and
the precise formulation of the problem requires the
correct incorporation of the statistics of the particles
(Bose–Einstein versus Fermi–Dirac) into the formal-
ism. For fermions, this leads to the famous difficulty
known as ‘‘minus sign problem’’ – the distribution to
be sampled loses its interpretation as a probability
distribution, because it is no longer non-negative
everywhere. Thus the study of systems such as liquid
3He (or fermions on a lattice, a problem to which a
similar formulation based on the Suzuki–Trotter de-
composition is applicable) is still an active area of
research. However, one may stress that the simplified
formulation of PIMC (or PIMD, respectively) that
ignores the statistics of the particles is useful (and
indispensable!) to study the thermal properties of

crystals (such as solid Ne or Ar, SiO2, polyethylene
etc.) at low temperatures (and obtain temperature
dependences of lattice parameters, elastic constants
etc., that are compatible with the third law of ther-
modynamics).

Concluding Remarks

In this article, the basic foundations of three impor-
tant simulation methods (classical MD and MC,
PIMC) have been briefly described, and some tech-
nical limitations as well as recipes of how they can be
overcome have also been mentioned. However, there
are many ‘‘tricks of the trade’’ that could not be de-
scribed, due to lack of space: for example, one can
switch on or off arbitrary perturbations or parts of
the interparticle forces, and combine this with suit-
able thermodynamic integration methods to gain in-
formation on thermodynamic excess potentials, etc.
Very important variations are also possible by a suit-
able choice of various boundary conditions (e.g., a
combination of ‘‘tilted periodic’’ with ‘‘antiperiodic’’
boundary conditions allows the study of tilted inter-
faces in Ising systems). An important aspect also is
that an analysis of conceptually important quantities
(e.g., Voronoi polyhedra distributions in amorphous
solids, ring statistics in molten silica, orientational
order parameters in two-dimensional melting, etc.) is
readily possible with simulations, while one can infer
these quantities from experiment at best indirectly.
Many such extensions of the techniques described
here, as well as further simulation methods, and last
but not the least, numerous application examples can
be found in the ‘‘Further reading’’ section.

See also: Molecular Dynamics Calculations; Molecular
Dynamics, Car–Parrinello.
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Introduction

One important way to characterize a material is in
terms of its electrical conductivity (or the inverse, its
electrical resistivity). A metal conducts electricity
well, and its resistivity usually increases with increa-
sing temperature. Most elements (82 of the 104 nat-
urally occurring ones) are metals. A semiconductor
conducts electricity less well, and its resistivity usu-
ally decreases with increasing temperature. An insu-
lator hardly conducts electricity at all; its resistivity
is very large. This article deals with the electrical
resistivity of pure metals and alloys. The focus is
mainly on nonmagnetic metals – magnetic metals are
covered elsewhere. References to both the theory of
the electrical resistivity of metals, and to data on the
resistivities of pure metals and alloys, are given in the
Further Reading section.

Formally, the electrical conductivity tensor r (and
its inverse – the resistivity tensor q) are defined by
Ohms law:

J ¼ r � E ½1�

and

E ¼ q � J ½2�

where J is the current density and E is the electric field
(both vectors). In the general case, q is the inverse of
the tensor r. However, if no magnetic field is present,
and if the crystal structure of the metal is cubic –
simple cubic (s.c.), face-centered cubic (f.c.c.), or
body-centered cubic (b.c.c.) – then r and q reduce to
scalars, and r ¼ 1=s. Since many of the most com-
mon metals have cubic structures, the focus is on the
case where r and s are scalars, in which case it suf-
fices to consider r, because s is simply its inverse.
Where appropriate, noncubic metals are discussed.

Near room temperature (B295K), convenient
units for r are micro-ohm cm (mO cm), since the
resistivities of all pure elemental metals at 295K
range from B1.6 mO cm for Ag to somewhat over
100 mO cm for Mn, Gd, and Tb.

Measurements

The resistivity r at temperature T, r(T), of a given
metal or alloy is derived from a ‘‘four-probe’’ meas-
urement of the electrical resistance R ¼ V=I of a long
thin wire of known cross-sectional area A ¼ pr2,
or a long, narrow film of area A ¼ Wt, as shown in
Figure 1. Here r is the radius of the wire, W and t are
the width and thickness of the film, and the voltage
leads are made long and thin to minimize perturbing
the current flow. These geometries minimize ‘‘end ef-
fects,’’ thereby ensuring that the current density J ¼
I=A is uniform across A, and contact effects by elimi-
nating current flow into the voltage contacts. In such a
case, measuring the voltage V across a well-defined
length L of the sample gives r ¼ RA=L ¼ VA=IL.

L

L

Vx

Vx

Ix

Ix

Bz

Bz

t

W

Foil

Wire(a)

(b)

A = �r 2

r

Vy

Figure 1 (a) Wire and (b) film geometries for measuring re-

sistivities so that complications due to nonuniform current flow

and contact resistances are minimal.
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Strictly, as noted above, a unique value of r(T) can be
determined for either a single crystal or a polycrystal-
line sample of a cubic metal, but only for a single
crystal of a noncubic metal that is oriented along a
symmetry axis. Even in these cases, it will be seen be-
low that r(T) can depend upon the size of the sample if
r or t are very small, and upon the content of impu-
rities or other defects such as grain boundaries or dis-
locations, especially at low temperatures.

Theoretical Background

The first derivation of Ohm’s law and s was made by
Drude in 1900, who used the classical kinetic theory
to treat an assumed gas of free electrons in a metal.
His result can be obtained by assuming that an elec-
tron of charge e and mass m is accelerated by an
electric field E and is subject to a frictional retarding
force proportional to its velocity v and inversely
proportional to a relaxation time t (a measure of the
average time between scattering events). Then, at
steady state, the electron is not accelerated, and

m dv=dt ¼ 0 ¼ eE � mv=t - v ¼ eEt=m ½3�

Taking

J ¼ nev ½4�

(where e is the electron’s charge and n is the number
of electrons per unit volume), Ohm’s law is obtained:

J ¼ nev ¼ ðne2t=mÞE ½5�

with

s ¼ ne2t=m ½6�

The Bohr–Sommerfeld analysis of a quantum free-
electron gas gives a similar expression, but with t
evaluated at the Fermi energy. If a mean free path l
between scattering events is defined as l ¼ vFt, eqn
[6] can be rewritten as

s ¼ ne2l=mvF ½7�

Inverting eqn [7] then gives

rl ¼ mvF=ne2 ½8�

For a given metal or alloy at temperature T, eqn [7]
shows that spl, and eqn [8] shows that the product
rl is a constant for a given metal, depending upon
the particular metal only through n and vF. Equation
[8] can be used to estimate l for a given value of r.

To generalize eqns [7] and [8] to real (as opposed
to free-electron) metals, with real Fermi surfaces, one
must turn to a more general analysis, such as the
Boltzmann transport equation. Here, one defines an
electron distribution function f ðk; r; tÞ such that

(4p3)� 1 f ðk; r; tÞ dk dr gives the number of electrons
of wave vector k (or crystal momentum _k, where _
is Planck’s constant divided by 2p) at point r within
an element dr in real space and dk in wave vector
space at time t. f ðk; r; tÞ ¼ 1 if all states with k and r
are filled and 0 if all such states are empty. If the
electron gas is at thermal equilibrium at a tempera-
ture T,

f0 ¼ 1=ðeðe�eFÞ=kBT þ 1Þ ½9�

is the usual Fermi–Dirac distribution function. The
Boltzmann transport equation for f ðk; r; tÞ is then

@f=@t þ ð@f=@rÞð@r=@tÞ þ ð@f=@kÞð@k=@tÞ
¼ ð@f=@tÞscatt ½10a�

where ð@f=@tÞscatt is the rate of change of f due to
scattering from defects, quantized lattice vibrations
(phonons), or the sample surface. Since @r=@t ¼ v,
and _ð@k=@tÞ ¼ F, any external force F, eqn [10a]
may be rewritten as

@f=@t þ vðkÞð@f=@rÞ þ ð1=_ÞFð@f=@kÞ
¼ ð@f=@tÞscatt ½10b�

If both an electric field E and a magnetic field B are
present, F ¼ eEþ v�B. In the absence of a magnetic
field, eqn [10b] can be rewritten as

@f=@t þ vðkÞð@f=@rÞ þ ðe=_ÞEð@f=@kÞ
¼ ð@f=@tÞscatt ½10c�

If the focus is only upon the electrical conductivity s
of the bulk material, the temperature can be taken as
constant across the sample, any changes in f with r
can be neglected, and only the steady-state solution
can be considered. Equation [10c] then reduces to

ðe=_ÞEð@f=@kÞ ¼ ð@f=@tÞscatt ½10d�

Because changes in f with r are neglected, this equa-
tion will not allow one to treat scattering at the
sample surface (size effects). Such effects are dis-
cussed briefly below.

Finally, for the physics of present interest, the
deviations of f(k) from f0(k) will be small. These
deviations can be considered by writing f ðkÞ ¼
f0ðkÞþgðkÞ. In order to obtain Ohm’s law, eqn
[10d] must then be linearized (i.e., drop terms of
higher order in E), giving

ðe=_ÞEð@f0=@kÞ ¼ ð@f=@tÞscatt ½11�

Equation [11] is the linearized Boltzmann transport
equation in the absence of temperature gradients,
magnetic fields, and size effects. In introductory and
intermediate texts, it is usually simplified one more
time by making the ‘‘relaxation time approximation,’’
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that is by taking

ð@f=@tÞscatt ¼ �gk=tk ½12�

where tk is called the relaxation time. Since f0 (see
eqn [9]) is only a function of the energy ek, and
v ¼ ð1=_Þ@e=@k, eqn [11] can be rewritten in the final
form

eEvkð@f0=@ekÞ ¼ �gk=tk ½13�

Generalizing eqn [4] gives J ¼
R
dk3egkvk and

some manipulation of eqn [13] leads to the relation

s ¼ ð1=12pÞðe2=_Þ
Z

lkdSk ½14�

where lk is the mean free path of electrons of wave
vector k, and dSk is a differential area on the Fermi
surface around wave vector k. Equation [14] is the
generalization of eqn [7].

For the present purposes, only one more result (the
Bloch–Grüneisen equation for the temperature-de-
pendent electrical resistivity of a free-electron gas
(i.e., a spherical Fermi surface), in which the elec-
trons are scattered only by phonons and with no
participation of reciprocal lattice vectors (i.e., no
Umklapp scattering)) is needed. The result, taken as
their approximation for the resistivity of an ideally
pure metal, rP, is

rP ¼ ðK=WÞðT=WÞðT=WÞ4
Z W=T

0

4z4 dz=ðez � 1Þ ½15�

Since the interest here is only in the Bloch–Gruneisen
prediction for the temperature dependence of rP,
several constants and parameters have been collected
together into K, and only scaling parameter, W, is left
with the units of temperature.

At high temperatures, where TcW, the term ez� 1
in the denominator of the integral reduces to just z,
leaving four powers of z inside the integral. The
lower limit of the integral then gives zero, and the
upper limit is proportional to (W/T)4, which cancels
the (T/W)4 outside the integral, leaving just (T/W). In
this limit, rP is proportional to T.

At low temperatures, where T{W, the upper limit
can be approximated as infinity, turning the integral
into just a number. The temperature dependence in
this limit is then just that outside the integral, or T 5.

The Bloch–Gruneisen calculation thus predicts
that rP should be proportional to T at high T, and
to T 5 at low T. A linear variation with T is often seen
at high T (but not necessarily extrapolating to rP ¼ 0
at T ¼ 0 as would be predicted by Bloch–Gruneisen).
A strict T 5 variation is rarely, if ever, seen at low T.
Deviations from the simple prediction occur for a
variety of reasons, including: real Fermi surface

effects such as Umklapp scattering; electron–electron
scattering (which can give a T2 variation); deviations
from Matthiessen’s rule; and the onset of supercon-
ductivity.

Experimental Temperature and
Impurity-Concentration Dependence

From Bloch’s theorem, the resistivity of a perfectly
periodic metal should be zero. Resistivity results
from scattering of conduction electrons by deviations
from perfect periodicity, either due to the presence of
defects at atomic sites (e.g., impurities, vacancies,
dislocations, grain boundaries) or due to vibrations
of the atoms of the lattice away from their equilib-
rium sites (quantized lattice vibrations are called
phonons).

In a high-purity metal, scattering by phonons dom-
inates at all but the lowest temperatures. As noted
above, for a free-electron metal, the Bloch–Gruneisen
model of r(T) predicts a linear dependence upon T at
high temperatures, and a more rapid decrease at low-
er temperatures, eventually reaching T 5 at cryogenic
temperatures. Figures 2–4 illustrate some of the
behaviors of r(T) at higher temperatures, using data
for the simple f.c.c. metal Cu, which looks quali-
tatively like the expectation from Bloch–Gruneisen,
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Figure 2 Resistivity as a function of temperature for Cu, a
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the f.c.c. metal Ni, which undergoes a ferromagnetic
phase transition at 630K, and the hexagonal close-
packed (h.c.p.) metal Gd, which undergoes magnetic
phase transitions at 240 and 293K. In the simplest
case, Cu, at temperatures above B100K, r(T) is ap-
proximately linear in T. At cryogenic temperatures,
r(T) decreases more rapidly than linearly with T. If
the metal was perfectly pure, r(T) would approach 0
as T-0K, either smoothly if the metal remains ‘‘nor-
mal’’ (i.e., nonsuperconducting), or abruptly at a
characteristic temperature, Tc, if the metal becomes
superconducting. Figure 5 shows an example of a su-
perconductor, Pb, both in the zero magnetic field

(open circles) where it becomes superconducting (re-
sistance drops to zero) at Tc ¼ 7:2K and in magnetic
fields (triangles and filled circles) large enough to keep
it normal down to at least 2K. In this article, the
concentration is on nonsuperconducting behavior.
Below B8K, the normal resistivity of Pb in a magne-
tic field decreases more rapidly than linearly with
temperature, and then saturates to a constant value at
the lowest temperatures. Figure 6 shows, in Pd, a
more complex low-temperature resistivity than just
the Bloch–Gruneisen form; here r(T) contains two
terms, a T2 term arising from electron–electron scat-
tering, plus an approximately T5 Bloch–Gruneisen-
like term. As T decreases, Figures 5 and 6 show that
the temperature-dependent part of r(T) eventually
becomes smaller than the resistivity due to residual
defects, and the measured resistivity (designated as
residual resistivity, r0) becomes closely independent
of temperature (constant) at a value determined by
the nature and concentration of these defects.

If a concentration c of a given defect is added to a
‘‘pure’’ metal, the resulting total resistivity rT(c,T)
can often be approximated by simply summing the
temperature-dependent resistivity, rP(T), of the ide-
ally pure host metal and a temperature-independent
term, r0(c), due to the presence of the defect. This
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result is called Matthiessen’s rule:

rTðc;TÞEr0ðcÞ þ rPðTÞ ½16�

The content of eqn [16] is twofold: (1) the most im-
portant feature of the defects is simply their presence,
rather than that they vibrate differently from the host
atoms; and (2) scattering of electrons from the de-
fects is independent of scattering from the phonons.
In practice, eqn [3] is used to define rP(T), by subt-
racting the low temperature constant limit of the
data, r0, from the measured r(T) for the highest-
purity samples available.

For small c, r0(c) is proportional to c, r0ðcÞ ¼ Kc.
The scale for K is mO cmat.%� 1, with values ranging
from 0.1mO cm (at.%)� 1 to 10mO cm (at.%)� 1 for
different impurities in different host metals. Figure 7
shows examples of linear variations of r0(c) with c for
dilute Ag-based alloys. Note that K increases with
increasing difference between the number of ‘‘con-
duction electrons’’ for the impurity (Au ¼ 1, Hg ¼ 2,
Tl ¼ 3, Pb ¼ 4, and Bi ¼ 5) and for the host metal,
Ag ¼ 1. If the values of K for impurity A in host B
and for impurity B in host A are closely the same, then
the relation between r0(c) and c can be approximated
over the whole range of alloy concentrations as

r0ðcÞ ¼ Kcð1� cÞ ½17�

In practice, the K values for different pairs of metals
are usually different enough that eqn [17] is only a
very rough approximation to reality. Figure 8 shows
an example of experimental data for PdAu alloys.

Careful measurements of rT(c,T) show that Matt-
hiessen’s rule is never exact. The resulting deviations
from Matthiessen’s rule (DMR) are defined by the

relation

Dðc;TÞ ¼ rTðc;TÞ � r0ðcÞ � rPðTÞ ½18�

Such deviations have been studied for a variety of
impurities and host metals. D(c,T) usually consists of
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a low-temperature peak followed by a linear com-
ponent at high T that can have positive, negative, or
zero slope. Figures 9 and 10 illustrate the forms seen.

Pressure

Measurements of r are almost invariably made at
constant pressure P, usually at atmospheric pressure
or in vacuum. Calculations of r, in contrast, are
normally made by assuming constant volume V.
Thus, to compare measurements and calculations,
knowledge of how r changes with P is required.
Studies of r(P) are useful for providing such correc-
tions (which are usually small) and also because
measuring R is often the easiest way to study phe-
nomena induced by an application of pressure, such
as pressure-induced phase transitions. The relative
ease of measuring R also makes it one of the prop-
erties of choice for studying phase transitions in-
duced by temperature.

Size Effects (Mean Free Path)

If a sample wire or film is made so thin that there is a
significant probability of electrons being scattered by
the sample surface, and if such scattering is at least
partly diffuse (i.e., with the final momentum of the
scattered electron randomized in direction), then the
resistance of the sample will increase due to such
scattering. In the simplest case of a thin cylindrical
wire of a free-electron metal of diameter d and com-
pletely diffuse scattering (i.e., the component of the
electron’s momentum along the wire or film is ran-
domized by each collision), the total resistance rT(d)
can be approximated by the relation

rTðdÞ ¼ rB þ ðrlÞ=d ½19�

Here, rB is the resistivity of the bulk material, and rl
is a constant representative of the particular metal
involved, as shown in eqn [8]. If one replaces r by the
experimental resistivity of the metal at a particular
temperature, then l would be the experimental
‘‘mean free path’’ for free electrons in that metal at
that temperature – that is, l is the typical distance
moved between scattering events that significantly
change the direction of the electron’s momentum. A
qualitative insight into eqn [19] can be obtained by
analogy with Matthiessen’s rule, wherein the second
term of eqn [19] represents the increase in resistivity
when the sample diameter is equal to its mean free
path. For partially specular scattering (mirror-like, in
which the momentum component along the wire or
film remains unchanged), or for the different geome-
try of a film, the equations are more complex, and
the interested reader is referred to the Further Rea-
ding section. Figure 11 shows examples of the ap-
plicability of eqn [19] for samples with different
amounts of surface specularity.

Some Related Phenomena Outside
the Purview of This Article

Magnetoresistance

The standard quasiclassical treatment of electrical
conduction in metals outlined above can also be used
to describe the phenomenon of magnetoresistance in
nonmagnetic metals and alloys, as well as the
changes in electrical resistivity that occur upon ap-
plication of an external magnetic field.

Kondo Effect

In contrast, this standard quasiclassical analysis al-
ways yields, as a low-temperature limit, a constant
resistivity, corresponding to the scattering of the
conduction electrons by residual impurities. It could,
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thus, not explain observed deviations from this pre-
diction for some magnetic impurities in nonmagnetic
hosts, where the resistivity increases with decreasing
temperature. This phenomenon was dubbed the
‘‘Kondo effect’’ when it was explained many years
later by Kondo as arising from an anomalous scat-
tering by a dilute concentration of localized magnetic
moments in a metallic host. This phenomenon is de-
scribed elsewhere in this encyclopedia.

Mesoscopic Effects

The standard quasiclassical analysis of metallic trans-
port is also unable to explain mesoscopic effects in
metallic samples with at least one dimension less than
the phase coherence (or dephasing) length, which can
be microns or more at cryogenic temperatures. These

effects include weak localization in highly disordered
metals, and oscillations with the magnetic field
in multiply connected samples of size comparable
to the dephasing length. To properly treat both the
temperature dependence of transport in highly disor-
dered metals, and the oscillatory response to magne-
tic fields of metallic rings with dimensions smaller
than the dephasing length, one must take account of
the interference between waves of electrons that fol-
low different trajectories between two points in the
sample.

See also: Ionic and Mixed Conductivity in Condensed
Phases.
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Definition

Heat travels inside solids due to a property called
thermal conductivity. The magnitude of thermal
conductivity is specific to each element, alloy, or
compound and is defined by the equation relating
the heat flow to the thermal gradient produced by

this flow:

Jq ¼ �k=T ½1�

Here, Jq and =T are vectors representing respectively
heat current density and temperature gradient. Ther-
mal conductivity k is, in general, a second-rank tensor.
However, when heat flows along a high-symmetry
axis, the temperature gradient created is parallel to
the axis and the thermal conductivity along that par-
ticular axis may be treated as a scalar. In SI units, Jq is
expressed in Wm�2 and =T in Km�1. The SI unit of
thermal conductivity is therefore W(Km)�1.
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Equation [1] is reminiscent of Ohm’s law defining
the electrical conductivity as the quantity relating
the electric field to current density J ¼ �s=V. In-
deed, there are a number of analogies between the
two transport properties. There is a big difference
however: to conduct electric charge, a solid should
host itinerant electrons. Otherwise, it would qualify
as an (electric) insulator. In the world of heat con-
duction, such a sharp distinction between conductors
and insulators does not exist. The fundamental rea-
son behind this resides in the existence of phonons,
which can carry heat even in the absence of any
electronic heat conductivity.

Thermal Conductivity and Thermal
Diffusivity

Equation [1] is relevant in the case of thermal equi-
librium. In general, the exchange of heat implies a
variation of temperature with time. Conservation of
energy implies

c
@T

@t
¼ �rJq ½2�

where c is the heat capacity per unit volume of the
compound. Since the specific heat of various com-
pounds is usually expressed as heat capacity per unit
mass (or molar mass), it should be multiplied by the
density (or the molar density) of the compound to
yield the c used here. A finite Jq means that the bal-
ance of heat entering to and exiting out of a volume
element is not zero and the energy surplus (or deficit)
changes the local temperature.

The combination of eqns [1] and [2] yields the
so-called equation of heat, also called the Fourier
equation:

@T

@t
¼ Dr2T ½3�

where D ¼ k=c is called the thermal diffusivity. It has
the dimensions of an area divided by time (m2 s� 1 in
SI units). Thermal diffusivity is thus thermal con-
ductivity divided by specific heat.

Kinetic Theory of Heat Carriers

Electrons and phonons are the principal carriers of
heat in a solid. Phonons are the elementary excita-
tions of a vibrating crystal. In terms of solid-state
physics, it is a particle with a definite energy and
wave vector. Electrons here mean itinerant electrons
capable of moving from one atom to the other. In
order to grasp the basic differences between these
two types of carriers, it is instructive to focus on a
formula derived from the kinetic theory of gases. In

this picture, the thermal conductivity is expressed as

k ¼ 1=3cvl ½4�

where c is the specific heat per volume, v is the
average velocity of the particles composing the gas,
and l is the mean free path.

Phonons are bosonic quasiparticles with a specific
heat displaying a T3 temperature dependence at low
temperature and then saturating to a constant value
at temperatures of the order of the Debye tempera-
ture, YD. The relevant velocity is the speed of sound
(of the order of several km s� 1 in a solid) and does
not change much with temperature. Finally, the mean
free path of phonons is limited by whatever impedes
their free propagation in a crystal. At sufficiently low
temperatures, nothing can scatter extended phonons
of long wavelength. In this so-called ‘‘ballistic’’
regime, the mean free path of the phonon becomes
comparable to the sample’s dimensions.

Electrons are fermions. Their specific heat is a lin-
ear function of temperature in ordinary tempera-
tures, which remain much smaller than the Fermi
temperature of most metals. The relevant velocity for
them is the Fermi velocity (of the order of several
hundreds of km s� 1 in common metals). Finally,
even in the cleanest samples and at low temperatures,
their mean free path seldom exceeds a micrometer.

Thermal Transport in Insulating Crystals

The case of insulators is simpler as there are no elec-
trons to conduct or to scatter, and their thermal con-
ductivity reflects the capacity of the lattice alone to
conduct heat.

The Debye temperature sets the most important
energy scale in this context, YD. The thermal con-
ductivity of an insulator peaks at a temperature,
which is a fraction (often one-tenth) of YD. This
maximum marks the border between the two regimes:
while at higher temperatures it is a phonon–phonon
scattering which determines the phonon mean free
path, lph, at lower temperatures, collision with defects
becomes the predominant limit on lph. These two
regimes are considered here separately:

1. Low temperature (below TpeakB0:1YD). At this
temperature range, the T3 specific heat dominates
the temperature dependence of thermal con-
ductivity since lph displays a weak temperature
dependence. With increasing temperature, lph de-
creases from the maximum attained in the T ¼ 0
limit. Its temperature dependence is governed by
the presence of defects in the crystal which scatter
phonons in various ways. The cross section of a

226 Conductivity, Thermal



phonon with a specific scattering center (such as a
point defect, a line defect, a planar defect, or a
dislocation) is a function of the phonon wave-
length lph. As the temperature rises, the dominant
wavelength in the phonon population increases
(lphpkBT). Therefore, the relative importance of
different scattering mechanisms is shifted with the
change in temperature.

2. High temperature (above TpeakB0:1YD). The
maximum is related to the inflection in the tem-
perature dependence of Cph and lph. It marks the
beginning of the predominance of the phonon–
phonon scattering, which leads to a sharper de-
crease in lph. This is a consequence of the rise in
the phonon population with increasing tempera-
ture. On the other hand, the specific heat increases
less rapidly and eventually saturates to a constant
value. Therefore, the temperature dependence of k
is governed by lph(T). The expected temperature
dependence of the latter is T –1. The minimum
thermal conductivity at high temperature is im-
posed by the lattice spacing. Indeed, lph cannot
become significantly lower than the latter.

The Case of Glasses

In amorphous solids, the mean free path of the pho-
non, even at low temperatures, does not exceed a few
lattice constants. Therefore, the magnitude of ther-
mal conductivity is drastically reduced. A generic
feature of glasses is the absence of a maximum in the
temperature dependence of thermal conductivity.
Since lph presents a weak temperature dependence,
the overall behavior is governed by the variation of
the specific heat. The difference of conductivities be-
tween a glass and a crystal is largely reduced at high
temperatures, because of the short lph for traveling
phonons in both cases. In the intermediate temper-
ature range, the peak is often replaced with a plateau
(Figure 1).

Thermal Conductivity of Metals and
the Wiedemann–Franz Law

In metals, heat is carried both by phonons and elec-
trons. Lattice conductivity in metals suffers from the
presence of electrons as additional scattering centers.
In the peak region of thermal conductivity (around
0.1YD), clean insulators can surpass clean metals as
the best thermal conductors. In other words, the ad-
ditional electronic thermal conductivity cannot com-
pensate the loss in lattice thermal conductivity. The
latter is proportional to the strength of electron–
phonon coupling and introduces a T-square term to

the temperature dependence of the phonon thermal
conductivity.

In most cases, the predominant contribution to
heat transport in a metal is of electronic origin. The
application of eqn [2] to electrons yields:

kel ¼ 1=3CelvFlel ¼ 1=3Celv
2
Ft ½5�

where t is the scattering time. This equation has a
parenthood with the classical expression for electric
conductivity:

s ¼ ne2t
m

½6�

with e and m representing the charge and the mass of
electron, and n the carrier density. In both expres-
sions, the conductivity is proportional to the scatter-
ing time. Thus, the ratio of the two conductivities is
expected to be independent of scattering. Divided by
temperature, this ratio yields the Lorentz number:
L ¼ kel=sT. The Wiedemann–Franz law which es-
tablishes an intimate relationship between thermal
conductivity and electric conductivity of a given
metal, states that the Lorentz number is equal to a
universal constant:

kel
sT

¼ p2

3

kB

e

� �2

¼ L0 ½7�

where kB is the Boltzmann constant and L0 is the
Sommerfeld number. Wiedemann and Franz formu-
lated their empirical law in 1853 after measuring the
conductivities of various metals at room tempera-
ture. The quantum theory of metals gave a solid
foundation to this law which is expected to hold in
the T ¼ 0 limit irrespective of almost any particu-
larity of any known metal. The fundamental reason
behind its universality is easy to grasp. Whatever
impedes the transport of charge by electrons would
also affect the transport of entropy by them. The
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ratio of the two conductivities, therefore, does not
depend on the specific electronic properties of the
metal.

The argument remains rigorously valid in the ab-
sence of inelastic collisions, that is, scattering events
which do not imply a transfer of energy during the
scattering. Such events occur at finite temperatures
when electrons are scattered by phonons and disturb
the transport of heat more efficiently. Indeed, such a
collision may lead to a partial loss of the electron’s
energy (i.e., heat) without affecting its momentum
producing a thermal resistance with no counterpart
in the charge channel. At high temperatures, how-
ever, the loss of energy during inelastic collisions be-
comes negligible compared to the thermal energy,
and the validity of the Wiedemann–Franz law is
more or less restored (see Figure 2).

Superconductivity and Heat Transport

Many metals become superconductors below a crit-
ical temperature, Tc. The transition has drastic con-
sequences on heat transport both by electrons and by
phonons. At the onset of superconductivity, a gap
opens up in the energy spectrum of the electronic
spectrum and individual electrons end up in a super-
conducting condensate. This condensate lacks any
degree of freedom in order to qualify as a carrier of
entropy. Therefore, in the superconducting state, only
the ‘‘normal fluid,’’ that is, electronic excitations
which happen to exist due to their thermal energy at
finite temperature, can carry heat. The number of
such excitations decreases exponentially with tem-
perature and at sufficiently low temperature, they
cease to play any significant role in thermal transport.

Phonon heat transport is also affected by the
superconducting transition. At the onset of

superconductivity in many metals, electrons are a
principal source of scattering for phonons. When this
is the case, the condensation of electrons leads to a
sharp enhancement in the phonon mean free path
and the phonon thermal conductivity. At very low
temperatures, an ordinary superconductor conducts
heat in a manner analogous to an insulator.

The other consequences of the superconducting
transition on the thermal conductivity of electrons
and phonons generate a wide variety of behaviors in
real superconductors. If the electrons are the domi-
nant heat carriers at the onset of superconductivity,
then the superconducting transition is accompanied
by a rapid decrease in the thermal conductivity of the
system. On the other hand, if for any reason (a low
carrier density, a low mean-free path, a high critical
temperature, etc.) the lattice contribution happens
to be significant in the normal state, the thermal
conductivity can increase below Tc reflecting the
enhancement of lph. The superconductor should
be clean enough for this to happen, otherwise the
impurity scattering of phonons is such that the dis-
appearance of electrons would not present any signi-
ficant change in phonon scattering. Thus, according
to the numerous relevant parameters of each case,
the superconducting transition can lead to a reduc-
tion, to an enhancement, or to no change in the ther-
mal conductivity of the system.

The picture of heat transport in superconduc-
tors in this article has been somewhat modified
by the results of the last two decades of research
on unconventional superconductors. In high-Tc

cuprates, the entry of the system into the super-
conducting state is accompanied with an upturn in
thermal conductivity. It is now generally believed
that part of this enhancement is due to an increase in
the electronic component of thermal conductivity.
While there is still no microscopic understanding of
what happens, this extraordinary situation is inter-
preted as a signature of strong electron–electron
scattering present in the normal state of the cuprates.
In other words, the suppression of electrons leads
to a lower number of heat carriers with a longer
mean-free path in such a way that the overall result is
a significant enhancement of thermal conductivity.
A second feature of interest is the complex structure
of the superconducting gap in unconventional
superconductors. Since their gap is anisotropic with
a magnitude which becomes zero along definite
orientations, low-energy electronic excitations can
survive down to T ¼ 0. The electronic thermal con-
ductivity is not expected to be an exponentially dec-
reasing function of temperature. This has been
confirmed by experiments probing heat transport
by these ‘‘nodal’’ quasiparticles.
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Magnetic Excitations as Heat Carriers

In a magnetically ordered solid, a new type of heat
carriers appear. The elementary excitations of a
magnetic lattice are called spin waves or magnons
and can transport heat in a manner analogous to
phonons. Most of the considerations regarding phon-
ons are relevant for magnon heat transport with
Curie or Néel temperature replacing the Debye tem-
perature as the relevant energy scale. A quantitative
isolation of the magnon contribution to heat trans-
port is, however, a difficult experimental task as the
deconvolution of various terms in their presence is
far from obvious.

Entropy carriers associated with spin degrees of
freedom are also expected in metals close to a
magnetic stability. Such excitations, often called spin
fluctuations or paramagnons, are reported to pro-
duce a substantial enhancement of thermal con-
ductivity in a number of exotic metals.

Thermal Magnetoresistivity and
the Righi–Leduc Effect

A magnetic field has no direct effect on heat trans-
port by phonons. Electronic thermal conductivity, on
the other hand, is affected by a magnetic field in a
manner analogous to the electric conductivity. Usu-
ally, it is diminished as the magnetic field disfavors
transport by charged particles.

In type II superconductors, a magnetic field pen-
etrates the solid in the shape of mesoscopic filaments
called vortices. These superconducting vortices con-
stitute a new type of scattering centers for heat car-
riers. The contribution of their own movement to
heat transport is often negligible.

In the presence of a magnetic field, the electronic
thermal conductivity tensor presents a nondiagonal

term, kxy. The trajectory of charged carriers is skewed
under the influence of the Lorentz force (or magne-
tically aligned scattering centers). This creates a
transverse heat current, which is balanced by a
transverse thermal gradient. This is the Righi–Leduc
effect, sometimes dubbed the thermal Hall effect in
analogy to the famous electric one.

Measuring Thermal Conductivity

Experimental methods to determine thermal con-
ductivity fall into two broad groups. Steady state or
‘‘static’’ methods study a sample time-independent
temperature profile and measure k using eqn [1]. In
contrast, non-steady-state or ‘‘dynamic’’ methods
work with a time-dependent temperature. They of-
ten yield a quantity akin to thermal diffusivity.

Measuring the thermal conductivity of a solid im-
plies a reliable determination of the temperature gra-
dient produced by a heat current, and the quality of
an experimental setup depends on its ability to yield
accurate values of these two quantities. This proves
to be more difficult than the analogous case of elec-
trical conductivity since charge can only travel
through conductors but heat can be transmitted by
conductors, insulators, and even vacuum.

See also: Magnetoresistance Techniques Applied to
Fermi Surfaces.

PACS: 72.15.Eb; 66.70.þ f; 72.15.Cz
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Introduction

Confocal optical microscopy is a direct visualization
method that is increasingly applied in condensed
matter physics to study the structure and dynamics of

complex fluids. The focus of this article is the theory
and practice of confocal microscopy as it relates to
the areas of colloid physics, experimental statistical
mechanics, and microrheology. Available instrumen-
tation and methods are classified and their limita-
tions discussed. Auxiliary methods, such as
fluorescent particle synthesis and quantitative image
processing, are also summarized. Finally, current ap-
plications of confocal optical microscopy in con-
densed matter physics are discussed.

Confocal Optical Microscopy 229



Principle of Confocal Optical Microscopy

Standard optical microscopy techniques, including
microscopy by bright field and epifluorescence illumi-
nation, fail for the optically dense specimens that are
typical of applications in materials science and con-
densed matter physics. The origin of the optical den-
sity is often a combination of scattering due to strong
refractive index contrast, emission due to high fluor-
ophore density, or attenuation due to the long optical
path of an object plane located deep in the specimen.
This problem was first encountered and addressed in
the life sciences. There, methods were sought to image
deep into cellular tissue without the need for laborious
sectioning. The technology developed, called confocal
optical microscopy, combines optical components
typical of microscopy and scattering devices. In par-
ticular, the detection path typical of optical micros-
copy is modified by the addition of a confocal pinhole
at the image plane. This pinhole arrangement is typ-
ical of light scattering detection optics in that the ap-
erture rejects light not originating from the vicinity of
the object plane. The rejection renders an image of the
object plane detectable that would otherwise be over-
whelmed by unfocused out-of-plane emission. When
the confocal detection scheme is combined with the
capability to actuate the object plane through the
specimen, a powerful technique for the imaging of
three-dimensional (3D) volumes is realized. While flu-
orescence imaging is the most common application of
confocal microscopy, visualization of structure by
scattered or reflected light is also feasible. Figure 1
shows the difference in image forming capability for a
gelled colloidal suspension (volume fraction of 10%)
imaged by confocal and epifluorescence microscopy.

The direct visualization of image volumes by con-
focal microscopy has been fruitfully applied in many
areas of condensed matter physics. In experimental
statistical mechanics, application of quantitative
image processing to 3D intensity maps generated by
confocal microscopy has been used to quantify the
thermodynamic and structural properties of glasses
and gels comprised of colloidal particles. The field-
induced and template-induced crystallization of
novel colloidal phases has been observed and quan-
tified. The 3D structure of mesoporous phases has
been discovered. The diffusivity of fluorescent probes
in polymer networks has been quantified. Particle
tracking routines applied to time series of confocal
image volumes have observed cooperative motion
in colloidal suspensions. These observations can be
used to understand the fundamental origins of the
glass transition.

These aforementioned applications require unders-
tanding of the spatial and temporal resolution of
confocal microscopy, application of image processing
tools to quantify acquired image volumes, and syn-
thesis of model materials suitable for confocal
imaging. These issues are discussed in subsequent
sections. First, the device configurations commonly
used in confocal microscopy are classified.

Confocal Laser Scanning Microscopy

The conceptual idea of rejecting out-of-focus emis-
sion from the detector by adding an aperture to the
detection system has been implemented in two prin-
cipal ways. Figure 2a shows the confocal laser scan-
ning microscope (CLSM). The confocal aperture is

Figure 1 A depletion gel of fluorescent poly(methyl methacrylate) colloids B1.9 mm in diameter dispersed in a refractive index and

density-matched solvent imaged with a 1.4 NA objective by (a) confocal fluorescence and (b) epifluorescence microscopy. The com-

parison demonstrates the image-forming capability of confocal microscopy for the optically dense specimens that are characteristic of

condensed matter physics and materials science.
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adjusted to accomodate the emission wavelength and
to optimize the trade-off between axial resolution and
emission collection efficiency inherent to confocal
microscopy. In this configuration, the image is col-
lected pointwise with a single detector, usually a pho-
todiode or photomultiplier tube. In order to ensure
sufficient emission from the excitation point in the
objective plane, laser illumination is typical. Scanning
mirrors manipulate the path of an expanded, spatially
filtered source so that the illuminated point is rastered
across the object plane. The speed of the galvano-
metrically actuated scanning mirrors determines the
acquisition rate of a 2D image. At current capabilities
a line scan can be executed at rates up to B1kHz.
Thus, a 512� 512 pixel scan can be accomplished in
less than 1 s. 3D image volumes are acquired by
piezoelectric actuation of the specimen relative to the
objective. This actuation can be conducted with
nanoscale resolution and micrometer-scale repeat-
ability. A 512� 512� 200 3D scan, a typical resolu-
tion, requires a few minutes with a best available
CLSM.

Just as in the epifluorescence technique, in CLSM
the excitation and emission illumination traverse the
microscope objective in reverse directions. Typically, a
dichroic beam splitter ensures that only emission from
the specimen passes to the detector optics. Alter-
natively, an acoustooptic beam splitter provides flex-
ibility in selecting transmission bands. CLSM is
commonly used in fluorescence mode, and in some
applications, it is of interest to monitor the emission of
multiple fluorophores. Such detection is accomplished

by excitation with multiple laser sources. The detec-
tion system must then separate the emission spectrum
into bands corresponding to the wavelength ranges
relevant to the multiple fluorophores. This decompo-
sition can be accomplished with a cascade of dichroic
filters. Alternatively, after the confocal pinhole, the
emission can be spectrally resolved with a prism and
adjustably filtered with mechanical slits before detec-
tion with a photomultiplier tube. Detection of up to
four spectral regions is common. While fluorescence
visualization is a frequent application of CLSM, some
situations require analysis of reflected or scattered
light. This method, called reflection CLSM, is of par-
ticular interest for measurements of topography in
materials science and solid-state electronics.

The confocal imaging system is used in conjunc-
tion with the components of a standard optical mi-
croscope. In particular, the microscope objectives
and specimen preparation for CLSM and optical mi-
croscopy are identical.

Variations on the design of Figure 2a include sub-
stitution of the confocal pinhole for a confocal slit.
This configuration allows faster scanning with re-
duced resolution.

Nipkow Disk Confocal Microscopy

The pointwise scanning of CLSM imposes a signifi-
cant limitation on the image acquisition speed of this
method. The Nipkow disk confocal microscope,
shown in Figure 2b, is an alternate method that can
achieve video rate imaging. Current configurations

PMT

Laser
Laser

Camera

Confocal
pinhole

Dichroic
beamsplitter

Dichroic
beamsplitter

Scanner

Objective Objective

Optical
section

Optical
sectionSample

volume
Sample
volume

Excitation pinhole

z-axis displacement z-axis displacement

Rotating
microlens

array

Rotating
pinhole
array
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use two synchronized disks rotating at a rate that
scans the image at 360 frames s� 1. One disk is pat-
terned with an array of many thousands of pinholes.
The pinhole diameter is optimized for high numerical
aperture (NA) objective microscopy (optimization
for NA¼ 1.4 is typical). The excitation illumination
is chopped by the pinhole array. A second rotating
disk, located prior to the pinhole disk, consists of a
microlens array. Each microlens focuses excitation
light onto a corresponding pinhole, thereby signi-
ficantly increasing the excitation intensity supplied to
the specimen. That is, the pinhole spacing must be
significant relative to its diameter to reduce collection
of defocused emission from one pinhole by a
neighboring one. Thus, the pinhole disk has inher-
ently low transmission efficiency without incorpora-
tion of the microlens array.

Emission from the specimen propagates through
the rotating pinhole array in the reverse sense. In this
case, each pinhole serves as the confocal aperture.
The emission paths are diverted to the detection sys-
tem by a dichroic beamsplitter. A photodiode array
images the emission paths. Because the primary ex-
citation is subdivided into a number of sources by the
pinhole disk, multiple points of the objective plane
are simultaneously interrogated. The read-out rate of
the digital camera detector is currently the limiting
step in the time required to acquire a 2D image. 3D
image volumes are acquired by relative actuation of
specimen and objective, just as for CLSM.

At full frame resolution, image acquisition rates
for Nipkow disk confocal microscopy are about an
order of magnitude faster than CLSM. However, be-
cause the primary incident laser source is subdivided
into a number of beams, the excitation supplied to a
particular point in the object plane is typically less
than CLSM. In addition, the confocal aperture is not
adjustable as is usually the case in CLSM.

Limits of Optical Resolution

Confocal microscopy presents unique opportunities
for 3D imaging of microstructure; however, the meth-
od is an optical one and thus resolution limits are
dictated by the wavelength of light. Here, two limits
of optical resolution are considered. The first, reso-
lution in the object plane (lateral optical resolution),
is governed by the Rayleigh criterion. The second,
resolution perpendicular to the object plane (axial
optical resolution or optical section thickness), is dic-
tated by the point spread function. The effect of con-
focal aperture diameter on resolution is also assessed.

The Rayleigh criterion labels two adjacent points
in the object plane distinguishable if their airy dif-
fraction disks (due to the finite aperture of objective)

are resolved in the image plane. For unpolarized
light, this lateral optical resolution is 0.61l/NA
where l is the wavelength of light and NA is the
numerical aperture of the objective. For NA¼ 1.4,
lateral resolution is B0.2 mm and this is the best res-
olution currently possible for optical microscopy.
The Rayleigh criterion is a useful estimate of lateral
resolution in confocal microscopy.

In confocal microscopy, the criterion for axial ob-
ject resolution commonly adopted is that two points
oriented perpendicular to the object plane can be re-
solved if the first minima in their point spread func-
tions (evaluated along the optical axis) are distinct.
This criterion has the same physical basis as the one
for the Rayleigh resolution and leads to a character-
istic axial optical resolution of 2l/(NA)2. For NA¼
1.4, axial resolution isB0.5 mm, slightly greater than
twice the lateral object resolution.

These resolution criteria are lower bounds. Actual
devices achieve lower resolution due to polarization
effects and nonidealities. For example, the confocal
aperture diameter has a profound effect on optical
section thickness. In scanning devices, this diameter
is adjusted to optimize the trade-off between image
intensity and axial resolution. Units scaled on char-
acteristics of the diffraction point spread function are
a convenient basis to specify the aperture diameter
and its performance. The dimensionless lateral scale
in the image plane is then (2p/l)(NA/M)ra, where M
is the magnification in the image plane and ra is a
particular image plane dimension such as the aper-
ture radius.

Calculations and experiments for confocal vis-
ualization of well-defined geometries show that op-
tical section thickness within a few percent of
minimum is attained with a confocal aperture di-
mension that corresponds to one airy diffraction disk
(cf. dimensional scaling above). Aperture reduction
below this value yields only small improvement in
resolution at the expense of reduced image intensity.
As the confocal aperture is opened, progressively
greater amounts of out-of-focus emission are admit-
ted to the detector; however, resolution deteriorates.
One way in which this effect has been quantified is
by imaging a plane reflective coating. In this exper-
iment, the half-width at half maximum of the axial
intensity, a measure of the optical thickness, doubles
as the aperture is increased from one airy disk to two.
This experiment demonstrates that axial resolution is
a severe function of the confocal aperture. Figure 3
displays images that show the qualitative effect of
confocal aperture on image intensity and resolution
as the aperture is opened for a colloidal crystal of
interest to soft condensed matter physics and mate-
rials science.
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The resolution of scanning confocal microscopes
with slit apertures, developed for fast imaging, has
also been studied by imaging a plane reflective mir-
ror. In this case, the minimum axial thickness in the
specimen achieved by a slit is B25% greater than for
a pinhole. In addition, in optical units, the half-width
of the slit must be about a factor of 3 smaller than
the pinhole radius to realize such a minimum axial
resolution. This slit width reduces the intensity of the
image received at the detector.

Model Materials for Confocal Imaging

Most applications of confocal microscopy in con-
densed matter physics have used fluorescent imaging.
The need to incorporate fluorophores into structures
to be imaged imposes a constraint on materials that
can be studied. Thus, studies of experimental statis-
tical mechanics and self-assembly using colloidal
models require methods for syntheses of mono-
disperse colloidal particles. Determination of bulk
behavior requires imaging deep within the sample,
where effects of the sample boundary are minimized.
To accomplish such imaging, the particle and sus-
pending medium must be at least approximately
refractive index matched; otherwise scattering re-
duces the intensity and image-forming quality of
light returned to the detector.

A common approach to this challenge is to syn-
thesize monodisperse colloids to which an oligomeric
stabilizing layer is grafted to the particle surface.
This steric layer ensures colloid stability in mixtures
of organic solvents that match the refractive index of
the colloid. A number of strategies exist to incorpo-
rate fluorescent dyes into silica or poly(methyl met-
hacrylate) colloids during particle syntheses. For
polymer colloids, the postsynthesis method of col-
loid swelling and dye absorption is also possible;

however, these processes change the potential inter-
actions between the colloids in ways that are poorly
understood.

In addition to refractive index matching, solvent
mixtures are often selected to match the density of
particle and solvent so as to minimize colloid sedi-
mentation (or flotation). Such particle motion, even
when small, can destroy fragile gel or crystalline
structures that arise due to the physical interactions
between particles. Sedimentation also interferes with
the study of Brownian and cooperative particle mo-
tion by particle tracking.

Long duration kinetic and dynamic studies require
fluorescent dyes that are resistant to photobleaching.
In the life sciences, the limitation of cytotoxity on
dye concentration means that photobleaching is an
important factor in dye selection. While the situation
is less severe in condensed matter physics (because
cytotoxic effects are absent), recent work has favored
more photostable dyes over traditional ones such as
fluorescein and rhodamine.

Quantitative Image Processing for
Confocal Microscopy

The 3D map of fluorescent intensity provided by
confocal microscopy is a powerful qualitative indi-
cator of complex fluid behavior. An even more fruit-
ful approach is to use image processing to extract
quantitative measures of structure and dynamics
from the fluorescence maps. In 2D microscopy, a
number of approaches for the interrogation of par-
ticle locations using edge detection and thresholding
have been developed. Alternatively, particles can be
identified from local intensity maxima and their lo-
cations then refined to subpixel resolution according
to the distribution of brightness in the vicinity of the

Figure 3 The effect of pinhole aperture on the image-forming capability of confocal laser scanning microscopy. In optical units

nondimensionalized on the size of the airy diffraction disk, the images are for confocal apertures of 0.5, 1.0, and 2.0 (from left to right).

The specimen is a colloidal crystal of colloidal poly(methyl methacrylate), diameter B1.9 mm, in a refractive index and density-matched

solvent for which electrostatic interactions between the colloids have been screened by the addition of an organic salt.
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maxima. This latter approach, although computa-
tionally intensive, is readily extendable to the 3D
particle location problem and has thus found wide
application in confocal microscopy of colloidal
systems. While estimates of the errors in particle
location for these routines vary widely, the most
significant determinant of the precision and accuracy
of particle location is the delocalizing effect of
Brownian motion on the timescale of image volume
acquisition. For time series acquired at a rate such
that the typical particle displacement is much less
than the mean separation between particles, algorit-
hms have been developed that reliably link particle
locations in each frame into trajectories. This trajec-
tory analysis yields dynamical information about
Brownian and cooperative motion of the particles.

Once particle centroids and trajectories have been
located, the information contained in the confocal
image volumes has been transformed into output in
the same format that would result from a computer
simulation of a corresponding model system. (In a
typical image volume of 40� 40� 20mm3 resolved
by a high-resolution objective, the number of mi-
crometer-sized particles is of order 104. This number
is not too different from the state-of-the-art compu-
ter simulation.) Thus, all the tools of statistical me-
chanics developed for the analysis of molecular,
Brownian, and Stokesian dynamics simulations can
be applied to the experimental results. This formal
correspondence between experiment and simulation
offers an unusually rich avenue for direct comparison
between the two. Figure 4 displays the results of
quantitative image processing of a depletion colloidal
gel comprised of monodisperse fluorescent poly(me-
thyl methacrylate) colloids of diameter B1.9 mm.
The projections of the confocal image volume in two

orthogonal planes qualitatively demonstrate the
degree to which image processing methods locate
the imaged particles.

Applications in Condensed Matter
Physics

The qualitative fluorescence imaging and 3D sec-
tioning capability of confocal microscopy have found
wide application in the qualitative characterization
of microstructure in colloidal suspensions, polymer
gels, immiscible blends, and composites. Recently,
the additional step of generating quantitative meas-
ures of complex fluid structure and dynamics from
confocal microscopy has been taken. In this brief
summary, the focus is on these new developments.
These advances have been driven by three recent
steps forward: (1) methods to synthesize monodis-
perse fluorescent colloidal particles have been dis-
covered; (2) confocal microscopy, borrowed from the
life sciences, has been applied to image materials
comprised of colloidal particles; (3) techniques of
quantitative image processing have been developed
to extract the locations and trajectories of the col-
loidal particles.

Confocal microscopy has been used to interrogate
the phase behavior of concentrated colloidal suspen-
sions interacting through screened electrostatic forc-
es. The self-assembly of colloidal particles into
ordered crystals is a step in one method to produce
photonic materials. The effect of an applied electric
field on colloidal crystal structure has also been dis-
covered. The nucleation and growth of crystal nuclei
in colloidal suspensions has been directly visualized.
The particle correlation function and coordination

Figure 4 Illustration of methods for quantitative image processing. Image (a) is a representative 2D slice from a 3D image volume of a

depletion gel of poly(methyl methacrylate) colloids (volume fraction of 10%, diameter 1.9mm) imaged by CLSM. Image (b) shows a

projection of B20 2D lateral slices with an overlay of particle locations found within that volume by quantitative image processing. Image

(c) shows a similar projection, but now in a plane that includes the axial direction of the microscope. Note that the optical resolution in the

axial direction is reduced relative to the lateral direction because of the different characteristics of the 3D point spread function along the

optical axis and in the objective plane.
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number of hard-sphere glasses have also been quan-
tified by direct visualization with confocal micros-
copy. Short-range attractive forces, included by
conformational changes of grafted steric layers or
by the depletion interactions induced by nonadsor-
bing polymer, lead to the assembly of amorphous gel
structures. The clusters and voids that comprise these
structures have been directly visualized with CLSM.
Cooperative particle dynamics in the vicinity of the
colloidal hard-sphere glass transition have been vis-
ualized by time-resolved confocal microscopy. The
thermal fluctuations of gel backbone segments have
likewise been quantified as have the flow-induced
structures of colloidal gels as they are subjected
to shear and compressional flow. These direct vis-
ualization studies of structure and dynamics in col-
loidal systems by confocal optical microscopy
represent a new and fruitful approach to understand
the behaviors of complex fluids that are of broad
interest in soft condensed matter physics and mate-
rials science.

See also: Crystal Optics; Geometrical Optics; Imaging
and Optical Processing; Interaction of Light and Matter;
Optical Microscopy.

PACS: 87.64.Tt; 87.64.Rr; 42.30.Va; 82.70.Dd
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Introduction

Polymers and copolymers are macromolecular com-
pounds. Polymers (homopolymers) are macromole-
cules with a uniform structure. Copolymers show
heterogeneous compositions. Copolymer synthesis is
a key to understanding the structure and properties of
copolymers. Many organic compounds could be labe-
led as ‘‘monomers.’’ However, despite the diversity
of potential monomers, the number of industrially
developed homopolymers is rather small. There are
some applications, which demand a combination of
physical and mechanical properties not available in
any single polymer. It might seem possible to develop
new materials showing a combination of properties
by blending different homopolymers. Unfortunately,
the mixing together of two dissimilar homopolymers
usually does not result in a single compatible material,
but rather in a biphasic mixture. Properties of phys-
ical blends are strongly dependent upon the degree
of compatibility of the components. A very small
number of high-molecular-weight amorphous poly-
mer pairs are thermodynamically compatible, that is,

truly soluble in each other. Incompatibility is observed
in diluted solutions as well. This is a direct conse-
quence of the well-known relationship for free energy
(DG), given in the equation: DG¼DH�TDS. Due to
their high molecular weight, polymers have very small
entropies of mixing (DS). Therefore, even a slightly
positive enthalpy (DH), generated by endothermic
mixing, is sufficient to produce a positive free energy,
thus resulting in incompatibility.

The incompatibility of the polymer blend provides
a driving force for each to aggregate in separate
phases. These two-phase morphological systems are
coarse dispersions in which the particles are usually
(a) large, (b) inhomogeneous, and (c) characterized
by poor interphase adhesion. The poor interphase
adhesion results in very poor mechanical properties.
The properties of such mixtures are frequently un-
attractive because of defects arising from weakness,
opacity, etc. It is possible to overcome these short-
comings by polymerizing a mixture of the two dif-
ferent monomers and obtain a mixture of the
functional groups along the polymer chain.

The chain polymerization process in which two (or
more) monomers are simultaneously polymerized is
termed a copolymerization; its product is a copolymer.

During the copolymerization process, the macro-
molecular chain dimension depends on three statistic
processes: initiation, propagation, and termination,
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which are basically the same as those involved in po-
lymerization processes. Different molecular chains will
have different numbers of monomer units. A copoly-
mer is a mixture of macromolecules having different
lengths. Thus, a copolymer is always associated with
an ‘‘average’’ molecular weight and with a molecular
weight distribution. In the copolymer case, a new
source of diversity is added to the molecular weight
distribution: the chemical composition distribution.
In terms of chemical composition distribution, two
different aspects are recognized: on the one hand, there
is a chemical distribution within a macromolecule
(random or statistical, alternating, block copolymers),
and on the other hand a difference in chemical
composition between two molecules (e.g., molecules
obtained at different conversions). This complexity
can be further enhanced by changing the number of
comonomers involved in copolymerization: two co-
monomers (binary copolymers), three comonomers
(ternary copolymers), and so on. Very complex copol-
ymer compositions are difficult to study but involve an
immense potential for a large number of applications.

Almost all monomers with a carbon–carbon dou-
ble bond undergo free-radical copolymerization. Ion-
ic polymerization can be developed only on a limited
number of monomers: monomers with electron-re-
leasing substituents undergo cationic polymerization.
Anionic polymerization occurs when electron-with-
drawing groups are present.

Binary Copolymerization

Copolymerization reactions have been under
investigation ever since the systematic study of pol-
ymer science began in the 1930s. Copolymers could
not necessarily be expected to have the same com-
position as the mole ratio of the monomers in the
feed mixture, but this was more likely to drift as the
reaction progressed (conversion effect on copolymer
composition). In binary copolymerizations, four
chain-growth reactions [1]–[4] take place instead of
a single chain growth in homopolymerization reac-
tions. The rate of addition of a monomer to a radical
(kii and kij) is assumed to be independent of the size
and nature of the radical chain and is influenced only
by the nature of the radical end group:

�M1dþ M1 -
k11 �M1d ½1�

�M1dþ M2 -
k12 �M2d ½2�

�M2dþ M2 -
k22 �M2d ½3�

�M2dþ M1 -
k21 �M1d ½4�

The assumption of a steady-state condition –
kij½Mid�½Mj� ¼ kji½Mjd�½Mi� – for the elementary re-
action leads to an equation for instantaneous (mi)
copolymer composition

dM1

dM2
¼ m1

m2
¼ M1

M2

r1M1 þ M2

M1 þ r2M2
½5�

The parameters r1 and r2 are the monomer re-
activity ratios and provide a measure of the prefer-
ence a free radical has for reacting with its own
monomer rather than with the comonomer in the
mixture: r1¼ k11/k12 and r2¼ k22/k21. The reactivity
ratios express the monomer relative reactivity with a
copolymerization process. They are always positive.
Any negative value is a miscalculation. Equation [5]
shows that the copolymer composition depends on
the comonomers (feed) composition and on the re-
activity ratios. If ri o 1.0, then the cross-propagation
reactions – [2] and [4] – are faster than the homo-
propagation reactions – [1] and, respectively, [3].
Large values of ri will then be indicative of a tendency
to form long homopolymer sequences, whereas small
values of ri imply rapid cross-propagation reactions
and represent a tendency towards alternation.

Styrene is the most used comonomer in copolym-
erization studies. An empirical scheme (Q–e scheme,
where Q is the resonance stabilization parameter and
e is the electronegativity parameter) was developed in
order to characterize the monomer capabilities to be
involved in a copolymerization process. In that em-
pirical scheme, styrene was chosen as the standard
(‘‘reference monomer’’). Table 1 shows the copoly-
mer composition (obtained at a very low conversion,
o1.0%) calculated by using eqn [5], for styrene co-
polymerization with different comonomers. For a
given styrene concentration in the feed, the resultant
copolymer will have different compositions: 24.6%
styrene in the copolymer with p-methylstyrene, 35%
styrene in the copolymer with vinyl methyl ketone,
50% in the copolymer with maleic anhydride, and
95% in the copolymer with vinyl acetate. When
r1Br2B1 (styrene/p-methyl styrene copolymeriza-
tion), the copolymer composition is almost identical
to the feed composition for the entire range of the
feed composition (‘‘ideal’’ copolymerization). That is
a rare case. When r1{1.0 and r2{1.0 (styrene/
maleic anhydride copolymerization), the comonomer
ratio is B1.0 (alternating copolymer) regardless of
the feed composition. Due to a much more reactive
styrene monomer (r1cr2), the copolymer with vinyl
acetate is very rich in styrene even at low styrene
concentrations in feed.

Within a copolymer macromolecule, the prob-
ability that a monomer M1 will add onto a radical
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chain terminating in its own species, thereby forming
an –M1–M1dsequence is

p11 ¼
r1

r1 þ ðM2=M1Þ

In a similar way,

p22 ¼ r2M2

r2M2 þ M1
; p12 ¼ M2

r1M1 þ M2

p21 ¼ M1

r2M2 þ M1

(also P12¼ 1�P11 and P21¼ 1�P22). The copoly-
mer composition shows a statistical distribution of
monomer units. Therefore, the sequence length re-
ciprocals of conditional probabilities could be ex-
pressed as a number-average: %N1 ¼ r1ðM10=M20Þ þ 1
and %N2 ¼ r2ðM20=M10Þ þ 1. For alternating copoly-
mers, r1{1.0 and r2{1.0 and %N1 ¼ 1 and %N2 ¼ 1.

This type of copolymer characterization is valid at
very low conversion values only. Due to the differ-
ences in comonomer reactivity (r1ar2), the unreacted
comonomer composition (instantaneous ‘‘feed’’ com-
position, Mi and Mj) and the instantaneous copoly-
mer composition (mi¼ (Mi0�Mi)/(1�Mi�Mj)) may
drift with conversion (C) during batch copolymer-
ization (eqn [6]).

C ¼ 1� M1

M10

� �r2=ð1�r2Þ M2

M20

� �r1=ð1�r1Þ

�
M10 � 1�r2

2�r1�r2

M1 � 1�r2
2�r1�r2

 !ð1�r1r2Þ=ð1�r1Þð1�r2Þ

½6�

For styrene-vinyl-acetate copolymerization, Figure 1
shows the unreacted styrene concentration (calculated

with eqn [6]), which decreases (from the initial value
of 0.25 mole fraction) as the conversion increases.
Consequently, a greater amount of the other co-
monomer (vinyl acetate) is incorporated in the instan-
taneous copolymer. At B30% conversion, there is no
styrene left and a vinyl acetate homopolymerization
starts.

The final material is a blend of a styrene–vinyl ac-
etate copolymer having a styrene content ranging
from 0.95 to 0 mole fraction. About 70% of that
material is polyvinylacetate. That can result in less
valuable heterogeneous products. By controlled fee-
ding of the monomers into the polymerization reac-
tor, it is possible to regulate the sequence distribution
in random copolymers and obtain homogeneous
copolymers up to high conversions.

Ternary Copolymers

The relative ratio between two comonomers is dif-
ferent in ternary copolymerization from that in the
corresponding binary copolymerization. For styrene-
p-methyl styrene copolymerization (almost an ‘‘ide-
al’’ copolymerization case – see Table 1), the
presence of a third comonomer (acrylonitrile, see
Figure 2) will change the ratio between styrene and
p-methyl styrene in the copolymer. This change is
more important at higher acrylonitrile concentra-
tions and higher conversions.

Block Copolymers

Block copolymers are macromolecules of two or more
chemically different chains joined together by cova-
lent bonds. A variety of molecular architectures are
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reacted comonomer composition as a function of conversion.
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possible, for example, AB diblock, ABA triblock, and
starblock copolymers. A block may have just one or a
maximum of two covalent bonds with other blocks.
The bonds are located at the ends of the blocks. There
is an extreme case of statistical copolymers obtained
through free-radical copolymerization (r1c1.0 and
r2{1.0) when long sequences of –M1– units (blocks)
are obtained. After the M1 block, only one unit of M2

can be inserted. For styrene (M1) copolymerization
with vinyl acetate (r1¼ 56 and r2¼ 0.01), and a molar
ratio of monomers in feed of 1:1, the styrene block
length will be of 57 units ( %NSt ¼ 57 and %NVAc ¼ 1): –
[–A–]57–[–B–]–[–A–]57–[–B–]–. This type of copoly-
mer is not yet a block copolymer.

Block copolymers may be synthesized by a special
technique, which represents somehow a limitation in
the final block copolymer structures. Special mon-
omer structures and special catalysts are required
in order to get a desired block copolymer structure.
In ionic polymerization, monomers show a different
reactivity as compared to the free-radical mecha-
nism. In anionic copolymerization with butadiene,
styrene has a reactivity (0.02orSto0.04) of B10

times lower than in free-radical copolymerization
(0.4orSto0.6). With the same type of process, but-
adiene is 10 times more reactive in anionic copo-
lymerization (11orBuo14) than in free-radical
copolymerization with styrene (1.3orBuo1.5).
When styrene and butadiene (1:1 molar ratio) are
charged together with the lithium alkyl catalyst so-
lution into a batch reactor, the butadiene molecules
polymerize first and with almost total exclusion of
any styrene present: a long block of butadiene units is
developed ð %NBu ¼ 15Þ before a styrene unit is incor-
porated. Only when all the butadiene monomers are
consumed does styrene enter the polymer chain.

Living anionic copolymerization provides the
maximum degree of control for the synthesis of
copolymers with predictable well-defined structures.
In order to retain the growing free-radical activity
and for a narrow-molecular-weight distribution
of polymers, living polymerization requires the ab-
sence of chain transfer and termination reaction.
Block copolymers can be prepared by sequential
monomer addition. Living cationic polymerizations
are much more difficult to achieve. It is possible

Table 1 Styrene copolymerization

Styrene in feed (mole fraction) Styrene (M1) in copolymer (mole fraction) for different copolymerizations

M2: p-methyl styrene M2: maleic anhydride M2: vinyl acetate

r1 ¼ 0:89 r2 ¼ 0:99 r2 ¼ 0:05 r1 ¼ 0:005 r2 ¼ 56:0 r2 ¼ 0:01

0.05 0.050 0.478 0.768

0.25 0.246 0.500 0.950

0.50 0.487 0.511 0.983

0.75 0.735 0.536 0.994
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Figure 2 Ternary copolymerization of styrene (M1) with p-methyl styrene (M2) and acrylonitrile (M3): the change in copolymer
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238 Copolymers



to obtain block copolymers by a free-radical mech-
anism by reversible addition–fragmentation transfer
(RAFT).

Much of the interest in block copolymers has aris-
en because of their remarkable microphase morph-
ology. Block copolymers show properties quite
different from either a random copolymer or a
macroscopic blend of the corresponding two homo-
polymers. The component blocks are usually thermo-
dynamically incompatible. That is why one of the
characteristic features of block copolymers is the
tendency for microphase separation to occur in
the solid. This separation imparts many of the int-
eresting and desirable properties displayed by block
copolymers. The morphology of such multiphase
systems influences their behavior and can be con-
trolled by altering the ratio of block lengths, the
molecular weight distribution, and the nature of the
comonomers. The phase separation occurs in a block
copolymer when the block molecular weights are
higher than those required to produce phase separa-
tion in a blend of the corresponding homopolymers.
The increasing tendency for segregation is stronger
as the temperature decreases. In the majority of cas-
es, the two types of polymer chains are not thermo-
dynamically compatible but they are constrained to
coexist at a molecular level by the bonds between
them. In an AB poly(styrene-b-butadiene), up to a
polystyrene content of B65% the polystyrene is in
the dispersed phase. At higher polystyrene contents,
phase inversion takes place. In the presence of a
solvent, as individual blocks are mutually incompat-
ible, there is a ternary system in which the compo-
nent blocks may interact with the solvent to different
degrees. When a solvent is ‘‘good’’ for one block but
‘‘poor’’ for the other, anomalies in intrinsic viscosity–
molecular-weight relations were observed. These
anomalies are due to the tendency of the blocks with
poor solvation to aggregate and form a micellar
structure. The phase separation in the solution looks
like the solid-state microstructure.

Graft Copolymers

Graft copolymers are macromolecules of two or more
different chemical chains in which a chain (named
backbone) has multiple branches formed from macro-
molecular chains with a chemical composition differ-
ent from that of the backbone. The covalent bonds are
randomly distributed along the backbone chain and
are located at the end of the grafted branch. Unlike
block copolymers, the graft copolymer can be synthe-
sized more easily. Any macromolecular compound and
almost any comonomer can be involved in a grafting
process. Acrylonitrile–styrene–butadiene (ABS) grafted

copolymers are synthesized by styrene–acrylonit-
rile copolymerization in the presence of the poly-
butadiene homopolymer. The grafted branches are
formed through a chain transfer to polybutadiene, or
by copolymerization of the vinyl double bond from
polybutadiene. Macromonomers copolymerization is
an elegant way to synthesize a graft copolymer. Poly-
ethyleneoxide acrylate can be copolymerized with an-
other acrylic ester, and a polyacrylate grafted with
polyethylene-oxide will result.

The chemical structure of cellulose (poor solubility
in common solvents, lack of thermoplasticity, etc.)
can be modified by preparing a graft copolymer of
cellulose, a process in which attempts have been
made to combine synthetic polymers with natural
polymers to produce materials with the best proper-
ties of both. Cellulose molecules are modified through
the creation of branches of synthetic polymer that
confer certain desirable properties to cellulose with-
out destroying its intrinsic properties.

Copolymers in Blends

Many copolymers obtained at high conversion are
blends. Their behavior in a complex mixture is of
great interest. The compatible blends are character-
ized by a single-phase morphology. In the case of a
homogeneous blend of two homopolymers, the glass
transition temperature (Tg) will follow the simple
additive rule (Fox equation): 1/Tg¼ (W1/Tg1)þ
(W2/Tg2). An inhomogeneous blend will display at
least two major glass transitions. A free-radical
copolymer with a narrow chemical composition dis-
tribution has only one glass transition temperature.
It has been shown that the Tg of a copolymer does
not always obey the Fox equation. It is better
described by the equation below, which takes into
account the two consecutive monomer units
(DYAD) distribution (AA, BB, AB, BA linkages on
the chain backbone):

Mcop

Tg
¼ ½AA�Ma

Tgaa
þ ½BB�Mb

Tgbb
þ ½AB�Ma þ ½BA�Mb

Tgab

Most of the copolymers are actually blends of
various copolymers with different chemical compo-
sitions. Styrene–methyl methacrylate copolymers
with only a difference of 5% in styrene content be-
come incompatible. They are blends and the
‘‘blends’’ issue is open to many choices. At similar
compositions, both block copolymers and graft co-
polymers should be subjected to similar thermody-
namic driving forces for phase separation, phase-size
constraint, and compatibility with homopolymer
mixture.
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Block and graft copolymers are amphiphilic mole-
cules because they may have affinity for two different
types of environments. In a dispersed system, the graft
and/or block copolymers self-organize at the interface
and modify interfacial properties to a great extent,
thus enhancing phase compatibility. In order to do so,
their blocks or branches should be different enough
and with a real affinity for those phases. Block and
graft copolymers act as oil in oil emulsifiers. They may
be absorbed at various surfaces: liquid/gas, liquid/liq-
uid, solid/liquid, etc. The surface-active properties of
block and graft copolymers have made them useful as
dispersants, emulsifiers, foam stabilizers, and wetting
agents. A large class of compatibilizers has been
developed. Very attractive blends have been envi-
saged: inorganic fillers dispersed in rubber of plastic
materials, wood flower dispersed in polyolefines, and
glass fibers as reinforcement for tires. ABS copolymers
consist of a dispersion of polybutadiene rubber par-
ticles in a matrix of styrene–acrylonitrile copolymer.
Some of the styrene–acrylonitrile–copolymer (SAN)
copolymer molecules are grafted to the rubber during
polymerization. The grafted SAN acts as a dispersing
agent.

See also: Polymer Structures; Polymers, History of.

PACS: 61.41.þ e; 82.35 Gh; 82.35 Jk
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Introduction

The photoemission technique is based on the extrac-
tion of an electron from a system (atoms, molecules,
and solids) by a photon of energy hn. In core photo-
emission spectroscopy (CPS), the photon energy is
sufficient to excite the electron from the core level
into the vacuum. The first applications of CPS, also
known as electron spectroscopy for chemical analysis
(ESCA), used Mgka(1254 eV) and Alka(1486.6 eV)
photons emitted by conventional X-ray sources.
ESCA made it possible to study core levels and
opened up an extraordinary as well as prolific field of
research in physical chemistry. This kind of spectros-
copy benefited from the advent of synchrotron radi-
ation (SR), which is a brilliant, continuous radiation
ranging from the infrared to X-rays. The electrons

circulating at relativistic energy in a storage ring emit
SR. The photon energy tunability of SR and the high-
energy resolving power of the monochromators (E/
DEE10000, from vacuum ultraviolet to X-rays) of
third-generation SR machines have increased the ac-
curacy of spectroscopic data. Thus, it is now possible
to explore with more details the physical phenomena
related to clean reconstructed surfaces and to the for-
mation of adsorbate/substrate systems and band dis-
continuity at interfaces. Since the escape depth of
electrons from a solid can be varied by an appropriate
choice of the photon energy, it is also easier to sep-
arate bulk from surface effects and thereby improve
the agreement between experiments and theory.

Here, the basic principles of core-level photo-
electron spectroscopy are presented first and the
origin of core-level lineshape broadening is then
reviewed with the help of some experimental exam-
ples. Later, the concept of core-level binding energy
is analyzed, taking into account all the possible
mechanisms responsible for core-level chemical
shifts, and some ad hoc experimental results are
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illustrated. Finally, photoelectron diffraction for the
determination of the surface/interface geometry and
Schottky barrier height are examined, with the use of
a few examples of CPS applications.

Basic Principles

In photoemission, a system containing N electrons in
the initial state is left, after excitation, in a final state
with N� 1 electrons and one hole. The energy of the
outgoing electron is influenced by the interaction be-
tween the photoelectron itself and the ionized system
that is left behind. If the interaction is negligible (the
so-called sudden approximation) and the photoelec-
tron kinetic energy (Ek) is high, one can derive Ek

(see Figure 1a), using Einstein’s argument (proposed
in 1905) to explain the photoelectric effect

Ek ¼ hn� jEBj � F

where hn is the energy of the incoming photon, F the
work function of the emitting material, and EB the
one-electron binding energy (BE) of the core-level.

In the one-electron approximation, it is as-
sumed that the (N� 1) electron orbitals will be the
same in the final state as they were in the initial state.
This is the so-called ‘‘frozen-orbital approximation.’’
Figure 1a is an energy diagram of the photoexcita-
tion of electrons in a solid; the vacuum energy EVac

represents the zero of energy. In a solid, the core-level
binding energy usually refers to the Fermi level, EF.
By measuring the kinetic energies of the photoelec-
trons emitted in the vacuum, it is possible to probe
the occupied electron states of the system. Since
every element has its own characteristic core-level
spectrum, irrespective of the material it belongs to,
CPS analysis is an extraordinary tool for identifying
different atomic species in a chemical compound. An
example of CPS analysis is the photoelectron spec-
trum of the indium arsenide clean surface shown in
Figure 1b. In addition to the valence band emission
at high kinetic energy, and secondary contribution
peaked at low kinetic energy, two doublets are clear-
ly visible. They have the binding energies character-
istic of indium (In) 4d shells and arsenic (As) 3d
shells, with angular momentum 5/2 and 3/2, re-
spectively. Each level is separated by the spin–orbit
interaction, which gives rise to the formation of a
doublet. The spectrum in Figure 1b distinctly shows
the In and As atomic species.

When there is strong interaction between the elec-
trons and the potential of the photohole, the valence
electrons get rearranged, with subsequent excitation
of the rest of the system. This process costs energy
and, as a result, the excited photoelectrons will

appear at a lower binding energy (main line) than in
the case of no interaction; the main line will be ac-
companied by extra lines, called ‘‘satellite lines,’’ at
higher binding energy (Figure 1a).

In a metal, the relaxation process can be due to
electron–hole pair excitations at the Fermi level
giving rise to an asymmetric core lineshape, or to
collective electron oscillations related to the positive
lattice ions (plasmons). Note that this phenomenon is
intrinsic to the photoemission process and should be
distinguished from extrinsic interaction of the pho-
toexcited electrons with the other electrons of the
system, along their path to the vacuum. Extrinsic
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interactions can be simply described as scattering
events that give rise to a smooth background of sec-
ondary electrons superimposed on the intrinsic pri-
mary photoelectron contribution and on a huge
structure at very low kinetic energy (see Figure 1b).

Here, the expression of the photocurrent detected
in a CPS experiment, with some approximations, is
given

Ip
X
f ;i;k

j/ff ;Ekjrjfi;kSj2
X

s

jcsj2 � dðEf ;k

þ EsðN � 1Þ � E0ðNÞ � hnÞ

It is assumed that the final state, with N� 1 elec-
trons, has s excited states with energy Es(N� 1); E0

is the ground-state energy of the N electrons and Ef,k

is the kinetic energy of the photoelectron promoted
from the initial state fi,k to the final state ff ;Ek. jcsj2
is the probability that the removal of one electron
from the ground-state orbital fk is accompanied by
the excitation of s states in the N� 1 electron system.
The energy conservation derived from the delta func-
tion in the relation tells one that, in addition to the
main peak, a certain number of satellite structures
due to the excitation of the system are left after the
creation of a hole.

In a CPS experiment, the photoelectron intensity
measured by the detector is the result of three sep-
arate processes: (1) the optical excitation of an elec-
tron, viewed as a purely bulk transition between the
initial and final Bloch states of the crystal, (2) the
propagation of the excited electron toward the sur-
face, and (3) the escape of the photoelectron from the
solid into the vacuum. This representation is known
as the ‘‘three-step model’’ (Figure 2) and is most
commonly used for interpreting CPS spectra because
it is simple and the photoemission results are directly
comprehensible.

Escape Depth and Surface Sensitivity

It has been seen that the photoelectrons lose energy
while they travel to the surface and that many of
them are unable to escape into the vacuum. The
probability S(Ek,x) that an electron with kinetic
energy Ek, photoexcited at a distance x from the sur-
face, will escape is given, in a first approximation, by

SðEk; xÞpexp½�x=lðEkÞ�

where lðEkÞ is the escape depth. Figure 3 shows the
so-called universal curve for the excited electrons
escape-depth dependence on the kinetic energy. This
curve, which is an average of measurements made on
several different materials, establishes the dependence
of l on the kinetic energy of the emitted electrons.

One can see from the figure that l varies from tens of
angstroms at low kinetic energy to a minimum of
B3 Å for Ek¼ 50 eV and then again up to E40–50 Å
for E¼ 1000 eV. An interesting aspect of this
behavior is that the photon energy can be chosen
such that the surface or the bulk contribution shows
up clearly in the CPS spectrum. It is to be noted that
these contributions have different core-level binding
energies because the surface and bulk atoms are not
equivalent owing to the different chemical environ-
ments. However, this concept is explained in detail in
the section on Si. For most of the elements, surface
sensitivity is obtained for electron kinetic energies
ranging between 20 and 50 eV. For Si, this minimum
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corresponds to two layers (the Si lattice parameter is
a¼ 5.43 Å). This small escape depth makes it possible
to detect below one monolayer (ML) of chemically
altered atoms at the surface or at an interface. (One
ML is defined as the number of deposited atoms that
equals the number of surface atoms of the substrate.)
If it is impossible to exploit a tunable photon energy
source, the surface effect can be enhanced by
changing either the light incidence angle or the elec-
tron emission angle, or by taking advantage of the
selection rules that support surface excitation proc-
esses. Figure 4 shows the surface- and bulk-sensitive
Si 2p core levels taken on the Sb/Si(1 1 1)O3�O3
interface using SR. The spectra were collected at dif-
ferent surface sensitivities with emission angles
Y¼ 701 (Y¼ 01) and photon energies of hn 139 eV
(107 eV). Convolution of the spectra will give rise to
different components (for the convolution procedure,
see the following section). To the left of the figure, the

surface S contribution, due to interaction between Sb
and Si atoms, dominates the spectrum because the
escape depth parameter is minimum. On the other
hand, the spectrum taken at lower photon energy and
Y¼ 01 shows a dominant bulk contribution because
of the increased escape depth l.

Core-Level Lineshapes

In a core-level spectrum, three main contributions
affect the lineshape:

1. Core-hole lifetime. The hole does not live infinite-
ly. It can recombine with one of the outer elec-
trons and the recombination energy can be
released, with the emission of a photon (fluores-
cence), or transferred to an electron residing in
another shell. The electron is then excited into the
vacuum, and this is known as the Auger process
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(see Figure 5). The Heisenberg uncertainty prin-
ciple states that the shorter the recombination
time, the larger the uncertainty in one’s knowledge
of the energy of the emitted core electron, and
hence one gets a wider lineshape. The intensity of
the fluorescence and Auger processes depends on
the atomic number Z of the atomic species con-
sidered, and the fluorescence channel is dominant
for a high Z value. Both processes are responsible
for the so-called intrinsic core-level lifetime.

2. Phonon broadening. This is a final-state effect and
is due to the excitation of very low energy phon-
ons (quantum lattice vibrations).

3. Instrumental resolution. This mainly depends on
the monochromator and electron-energy analyzer
and is usually calculated by a convolution of the
two contributions.

The three sources of core-level broadening are
generally well described by a Lorentzian and two
Gaussian lineshapes. The Lorentzian function is char-
acterized by a very sharp, narrow peak with most of
its intensity located in the tails and is given by

FLðEÞpG2
L=½ðE � E0Þ2 þ G2

L�

where E0 is the peak energy position and GL is the full
width half maximum (FWHM). The broadened line-
shape, termed Gaussian, tends to have much smaller
wings and greater intensity under the center peak
than the Lorentzian lineshape and is given by

FGpexpðE � E0Þ2=G2
G

where E0 is the peak energy position and GG is the
FWHM. A best fit to the experimental data is usually
performed with a theoretical Voigt function, which is a
convolution between a Lorentzian and a Gaussian
function. In a CPS spectrum, this analysis applies both
to the surface and to the bulk contributions. The pho-
non broadening is easily derived from the Gaussian
width once the experimental resolution is known.

Other possible sources of broadening are imperfections
in the crystal, such as defects, surface reconstructions,
and inhomogeneous strains, which are generally con-
sidered to affect the Gaussian width. Since these con-
tributions are difficult to quantify, it is practically
impossible to determine the intrinsic core-level lifetime.
One of the goals of experimentalists is to reduce sam-
ple imperfections so as to obtain from the fitting pro-
cedure, the best upper limit for the core-level intrinsic
lifetime. In metals, the intrinsic lifetime of the core hole
is affected by the formation of electron–hole pairs,
whose excitation energy is reflected in the low kinetic-
energy part of the detected core-level spectrum. This
phenomenon gives rise to an asymmetric lineshape. In
this case a Doniach–Sunjic function is used for the fit-
ting procedure, as reported in Figure 6 for the asym-
metric lineshape of the 3d5/2 peak of rhodium (Rh).

The Case of Si

Figure 7 shows an example of analysis of high-reso-
lution CPS of Si 2p collected on the Ge/Sb/Si(0 01)
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system. This interface was artificially created to organ-
ize the last silicon layer in a geometrical configuration
very much like the bulk structure. The system was
prepared by depositing 2.5MLs of Ge on the interface
formed of 1ML of Sb on Si(0 01). This is an epitaxial
growth, where the process of surface-energy minimi-
zation leads to an Sb–Ge site exchange process that
segregates the antimony at the top of the surface and
traps the Ge atoms between the Sb adlayer and the Si
substrate. Antimony acts as a surfactant, and the in-
sertion of the epitaxial layers of Ge leaves the inter-
facial Si atoms arranged in an almost perfect bulk-like
(1� 1) configuration. The final result of this process is
shown schematically in Figure 7a. The system is char-
acterized by high homogeneity and atomic order. The
bulk-like atomic arrangement of the top silicon layers

can be verified by convoluting the Si 2p core level with
the use of the spin–orbit split Voigt functions. One can
clearly see from Figure 7 that the lineshape is com-
pletely dominated by the ‘‘bulk’’ component, and a
comparison with Figure 10 emphasizes the effect of the
different atomic arrangement of the last silicon layers;
here, indeed, the Si 2p lineshape contains many core-
level components due to surface reconstruction.

The peak fit of the Si 2p core level on the Ge/Sb/Si
system gives a Lorentzian FWHM GL¼ 20meV.
This is one of the lower Lorentzian width values
found for silicon. Higher gamma values have been
found in other high-resolution results for a clean Si
(1 1 1) surface with a complicated 7� 7 reconstruc-
tion. The gamma value is an indication of the core-
hole lifetime, and the above reported value of
20meV can be considered as an upper limit of the
intrinsic lifetime for silicon.

Binding Energy, Surface Core-Level Shift,
and Chemical Shift

The binding energy EB of a core level can be defined
as the difference between the total energy of the
unperturbed state with N electrons in its ground state
E0(N) and the energy of the state formed by the hole
and the N� 1 remaining electrons after photoexci-
tation, Ef(N� 1)

EB ¼ EfðN � 1Þ � E0ðNÞ

The absolute value of the measured core-level bin-
ding energy is influenced by several factors that can
affect either E0(N) or Ef(N� 1). To explain the
physical origin of the variation in the binding energy,
one can define DEB as the difference between the
measured binding energy and the binding energy of
an electron in its fundamental state in an isolated
atom. From the preceding equation, one obtains

DEB ¼ DE0 þ DEf

Initial-State Effects

Initial-state effects in the binding energy of core elec-
trons ðDE0Þ originate mainly from a change in the
electrostatic interaction between the core electrons
and the outer electrons. The change is determined by
the variation in the charge distribution on the emit-
ting atom and by the different physical situations.
Consequently, the following can contribute to the
variation in DE0:

1. The charge transfer, which is due to the chemical
bonds formed by the same atomic species in dif-
ferent chemical compounds.
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Figure 7 Side view of ball-and-stick model of (a) Sb surfactant
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structure. (Reproduced with permission from De Padova P, La-

rciprete R, Quaresima C, Ottaviani C, Ressel B, and Perfetti P

(1998) Identification of the Si 2p surface core level shifts on the

Sb/Si(0 0 1)� (2�1) interface. Physical Review Letters 81:

2320–2323; & American Physical Society.)
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2. The kind of atomic-species configuration, which
depends on whether an atom is isolated or ar-
ranged in a molecule or a solid. For example, in a
solid the atoms can exist either in a surface or in a
bulk configuration; accordingly, on the emitting
atom, the valence-electron distribution changes
and, as a consequence, also the measured electron
binding energy.

3. The ‘‘Madelung contribution,’’ which is due to
charge transfer between the emitter and the
neighbor atoms, could be important in ionic com-
pounds.

For surface atoms, a charge transfer causes binding
energy shifts, called surface core-level shifts (SCLS).
Contributions (1) and (2) are only schematic, since
each change in configuration is always accompanied
by bond modification; this is what happens to an
atom that exists in different chemical compounds.

Core photoemission spectroscopy studies do not
usually deal with evaluation of the absolute binding
energy of a particular core-level but with the binding
energy changes between two different chemical
forms of the same atom. This energy difference is
known as a ‘‘chemical shift.’’

Chemical shifts are quite important in identifying
the chemical compounds present in a system and can
also be extremely helpful in determining the struc-
tural properties by, for example, the surface diffrac-
tion technique. In a chemical bond between two
different atoms, there is a charge transfer from the
more electropositive atom to the more electro-
negative one. Recall that electronegativity is a meas-
ure of the attraction of an atom for electrons. Due to
a Coulomb interaction between core and valence
electrons, the charge transfer results in a more or less
effective screening of the core hole, which affects the
photoelectron kinetic energy. Consequently, if the
CPS spectra of different compounds are compared,
one sees that photoelectrons emitted from atoms in a
higher oxidation state display higher kinetic energy
(lower binding energy) and vice versa.

The Case of the Trans-Dinitrobis (Ethylene-
Diamine) Cobalt(III) Nitrate Compound

The N1s core-level photoemission spectrum in the
[Co(NH2CH2CH2NH2)2(NO2)2]NO3 compound,
where the chemical shift concept is applied to iden-
tify nonequivalent nitrogen atoms in different com-
pounds, is shown in Figure 8. The chemical shift
is roughly proportional to the charge transfer and
can be used to follow the chemical reactions of each
N atom in different molecules. The binding energy
of the core-level N1s increases with increasing ‘‘ox-
idation’’ number of the nitrogen atoms. This is the

case of NH2, NO2, and NO3 in [Co(NH2CH2CH2-
NH2)2(NO2)2]NO3.

The Case of a Clean Si(0 01)2�1 Surface

The Si(0 0 1)2� 1 surface can be considered as a
pedagogical example to show the SCLSs. An ideal
surface, considered as a truncation of the bulk lattice,
for instance a covalent semiconductor of the IV
group, is formed of a large number of broken bonds
pointing out of the surface. These broken bonds, or
dangling bonds, are energetically unstable, so the
surface atoms reorganize to minimize the total
energy at the surface, thus reducing the number of
dangling bonds. The electronic properties of a clean
reconstructed surface are different from those of an
ideal surface due to the new type of bonds created.
Several reconstructions can be induced on a surface
sample as a function of parameters such as tem-
perature, surface and bulk strains, crystallographic
orientation, atomic species, and adsorbates. A sche-
matic representation of the Si(0 0 1) (1� 1) and
(2� 1) reconstructions is shown in Figure 9. The
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(2� 1) reconstruction is formed of buckled dimers.
At liquid nitrogen temperature, the surface recon-
struction changes again, forming a larger c(4� 2)
unit cell consisting of buckled dimers with up-
and-down opposite orientation in the [1 1 0] and
[1� 10] directions. Various surface components as-
sociated with the reconstruction of clean Si(0 0 1)
have been reported for the Si 2p core level, and
attributed to nonequivalent dimer atoms and to
the subsurface layer in contact with the dimers.
Figure 10 shows surface-sensitive, high-resolution
photoemission spectroscopy of the Si 2p core level of
clean Si(0 0 1)c(4� 2). Many peaks are well resolved
in the CPS spectrum. By convoluting the Si 2p spec-
trum with spin–orbit split Voigt functions, four com-
ponents related to the c(4� 2) reconstruction can be
identified, in addition to the bulk component B. The
four surface contributions U, D, S, and C are inter-
preted as ‘‘up’’ and ‘‘down’’ dimer atoms, second
layer atoms, and subsurface layers or defects. The
energy shifts with respect to the B component are
U¼ � 498meV, C¼ � 200meV, D¼ þ 60meV, and
S¼ þ 200meV. The up-and-down dimer atom con-
tributions, at higher and lower binding energy
relative to the bulk silicon B, are easily identified
since, in the reconstruction process, there is a charge
transfer from down to up atoms. A similar argument
can be applied to the chemically shifted peak S. More
uncertain is the interpretation of the C component.

Final-State Effects

Final-state effects influence the variation DEB through
DEf. In a CPS process, the outer electrons probe a
higher effective charge of the nucleus because of the
creation of the hole. Thus, they relax and decrease
both the total final energy and the photoelectron bin-
ding energy. DEf is zero when the relaxation energy of
the remaining electrons in the photoemission process

is negligible; this is called the Koopmans’ approxi-
mation, and the photoelectron binding energy is that
of the orbital from which it is removed. Finally, one
may have two contributions to the relaxation process,
one intra-atomic and the other extra-atomic.

Intra-atomic relaxation is practically independent
of the neighbor atoms of the emitter (unless the
emitter changes its valence electrons because of a
charge transfer) and is typical of isolated atoms. It is
already seen that the relaxation process often leaves
the system in an excited state, which gives rise to
extra ‘‘satellite lines,’’ also called ‘‘shake-up lines,’’ in
the photoemission spectra.
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Extra-atomic relaxation takes into account the ef-
fect of the relaxation energy of the valence electrons
on the binding energy of the core orbital of the ex-
cited atom. This effect could be strongly influenced
by the type of bonds that the emitting atom forms
with the neighbor atoms. Note that the binding
energy shifts depend on the more or less effective
screening of the core hole, which is induced by the
relaxing electrons. The shifts will be higher for s or p
electrons than the more localized d electrons.

The Case of Ni

Figure 11 shows the CPS spectra of the 3d, 3p, 3s,
2p3/2, and 2p1/2 levels of Ni metal. In each case
the spectrum consists of a main line accompanied by
a satellite line, at about 6 eV higher binding energy.
The main lines are aligned to demonstrate the con-
stant distance of the satellite position. The origin
of the 6 eV satellite can be explained in terms of
final-state effects. In Figure 12, the basic physical
model is summarized to illustrate the problem. The

representation of the band structure of the Ni metal
in the initial and final states shown in the figure
indicates the origin of the main line and the satellite
for the core ionization (c�1). In the initial state
c(3d94s), the 3d9 state is degenerate with the 4s band
(left in the figure). In the final state, the electronic
Coulomb attraction, due to the core hole created, pulls
the unoccupied states below EF, and the electron
screening of the hole produces two effects. Consequent
to the first effect, the 3d9 level gets filled and the elec-
tronic configuration c� 1(3d104s) (right in the figure) is
produced. This is responsible for the main line visible
in Figure 11. In the second effect, the d electrons at
the Fermi level are scattered from the Ni ion on
which the core hole resides, and a two-hole state
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Figure 11 X-ray photoelectron spectroscopy spectra of the 3d,

3p, 3s, 2p3/2, and 2p1/2 core levels of Ni metal. The main lines are

aligned. (Reproduced from Hüffner, et al. (1975) Multielectron

effects in the XPS spectra on Nickel. Physics Letters 51A:
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is created (center in the figure). This state is lower in
energy than the one-hole state by about 6 eV (satellite
line in Figure 11).

Photoelectron Diffraction

It has been already mentioned that CPS data can be
used to give structural information about surfaces or
interfaces by analyzing the diffraction pattern of the
electrons emitted by a particular core level. Figure 13
shows a schematic representation of photoelectron
diffraction. The photoelectron, excited by a photon
of energy, hn can be directly revealed by a detector as
a primary beam, or scattered by the neighbor atoms.
The elastically scattered waves form secondary
beams, which can reach the detector and interfere
with each other and with the primary beam, giving
rise to an interference pattern. By measuring the
photoelectron intensity as a function of the electron
wavelength and/or crystal orientation, one can derive
structural information. The diffraction pattern must
be compared with calculations performed with the
use of a hypothetical crystallographic model for the
structure considered.

An example of a photoelectron diffraction experi-
ment on an interface is reported in Figure 14. The
system is formed of one ML of copper embedded be-
tween the Ni substrate and a nickel overlayer of inc-
reasing thickness. The photoelectron intensity of the
Cu 2p3/2 core level, excited by photons of 1254 eV, is
detected as a function of the polar angle W and the Ni
overlayer coverage. Note that at high photoelectron
energy the forward scattering is dominant, and one
expects high photoelectron intensities in the direction
connecting the emitting atom and the scatterer. As one
can presume from Figure 14, the maximum intensity

of the Cu 2p3/2 core level will be reached at W ¼ 45�,
for two MLs of Ni; in this case, the two Ni atoms are
aligned in the forward direction. For a Ni coverage of
four MLs, the maximum is attenuated because of de-
focusing effects.
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Figure 14 Photoelectron diffraction patterns obtained by scan-

ning the intensity of Cu 2p3/2 in the (0 1 0) plane as a function of

the polar angle W. Inset: schematic diagram of 1 ML of Cu em-

bedded between the Ni bulk and 2 MLs of Ni overlayers. (Repro-

duced with permission from Egelhoff F, Jr. (1987) Role of multiple

scattering in X-ray photoelectron spectroscopy and Auger-elec-

tron diffraction in crystals. Physical Review Letters 59: 559–562;

& American Physical Society.)
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How to Measure the Schottky Barrier by
Core-level Photoemission: The Case of
Cs/GaSb(110)

Core-level analysis can provide a lot of information
about the first stages of the formation of a metal–
semiconductor interface and about the physics of

the process. Here a useful application of the CPS
technique through the measurement of the Schottky
barrier height at a metal–semiconductor junction is
illustrated. Figure 15a shows the band diagram of a
metal and an n-type semiconductor before they come
into contact. The bands are aligned to the vacuum
level and, in the semiconductor, a flat band situation
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is assumed, neglecting any possible band-bending
due to the presence of surface states. The valence
band and the core levels have well-defined binding
energies relative to the vacuum level. fm and fs are
the work functions, with fm4fs. When the two
systems come into contact, as in Figure 15b, a ther-
modynamic equilibrium is reached by aligning the
Fermi levels, with a subsequent charge transfer from
the semiconductor to the metal. Band-bending forms
at the interface, together with a charge depletion
layer that extends some hundred Å inside the sem-
iconductor, depending on the doping concentration.
The Schottky barrier is proportional to the built-in
potential VB at the junction; it is given by qVB ¼
ðfm � fsÞ and is formed entirely after the deposition
of a very small amount (a few MLs) of metal. A CPS
spectrum, taken from the side of the metal, explores
only the first layers of the semiconductor at the
interface, picking up the binding energy of the core-
level when it has reached the maximum band-
bending. The measurement of the binding energy
difference of the core levels EB2�EB1 before and
after the interface growth provides the Schottky bar-
rier height, once the position of the Fermi level on the
clean semiconductor surface is known. The position
can be found from the Fermi-level measurement on
the gold sample in contact with the system under
analysis. The Schottky barrier height can also be
evaluated by measuring the shift of the top of the
valence band as a function of metal coverage. This
procedure is affected by an uncertainty in the meas-
urement of the valence-band edge, due to the possible
presence of adsorbate states. In Figure 15a, a flat-
band semiconductor has been hypothesized, which is
only an exception. A clean semiconductor surface
usually has its own band-bending because of the
presence of surface states in the bandgap, which pin
the Fermi level. EF can be obtained from knowledge
of the doping concentration, and the photoemission
valence band edge is measured with respect to EF.

The photovoltage effect, which is an accumulation
of positive charge in the depletion layer, can lead to
additional band-bending. It is induced by incident
light creating electron–hole mobile pairs that move in
opposite directions in the electric field at the junc-
tion. As a result, a charge accumulation takes place
at the interface, thereby reducing the band-bending.
The photovoltage effect is strongly dependent on
temperature, photon flux, and doping concentration
and must be taken into account when performing a
Schottky-barrier measurement by photoemission
spectroscopy.

An example of an application of the Schottky-bar-
rier height measurement is given in Figure 16 for a

Cs/GaSb(1 1 0) metal–semiconductor interface. Fig-
ure 16a shows the evolution of the Sb 4d core-level
spectra for different Cs metal deposition thicknesses.
The movement of the core-level doublet as a function
of the cesium coverage gives an indication of band-
bending formation. For a correct evaluation of the
band-bending, the bulk contribution is obtained
from a best fit to the experimental data (see Figure
16a). The position of the surface Fermi level, derived
from the energy shift of the bulk peak as a function
of Cs coverage, is plotted in Figure 16c. Here, one
can note that the built-in potential at the junction is
completed for a very small quantity of metal
(B1ML) and that the Schottky-barrier height is
B0.5 eV. This value is not affected by the pho-
tovoltage effect, since GaSb is a small-gap semicon-
ductor and heavily n-doped.

See also: Interaction of Light and Matter; Luminescence;
Optical Absorption and Reflectance; Optical Properties of
Materials; Semiconductor Optics; Time-Resolved Optical
Spectroscopies; X-Ray Absorption Spectroscopy.

PACS: 79.60.� i; 82.80.�d; 68.35.Bs
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Nomenclature

e 1 elementary charge (C)
EB binding energy (eV)
EF Fermi level (eV)
Ek kinetic energy (eV)
h Planck constant (eV)
qVB Schottky barrier (eV)
GG gammaG (eV)
GL gammaL (eV)
l escape depth (A)
F work function (eV)

Core Photoemission 251



Creep See Mechanical Properties: Creep.

Crystal Field Splitting
I B Bersuker, University of Texas at Austin, Austin,
TX, USA

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The basis of the crystal field theory (CFT) was created
by Bethe in 1929 in his classical work ‘‘Term splitting
in crystals.’’ This publication contains, in essence, all
the main elements of the modern theory. In the 1930s,
some important results illustrating the efficiency of
the CFT were obtained, including explanation of
magnetic behavior of ions in weak and strong crystal
fields, in particular, the reduction of the orbital
magnetic moment, temperature dependence of the
magnetic susceptibility, and the Jahn–Teller effect.
More intensive development of CFT began in the
1950s when it was shown that this theory successfully
explains the origin of absorption spectra in the visible
and related regions, as well as a series of other
optical, electric, magnetic, thermodynamic, and elec-
tron spin resonance properties of impurity centers in
crystals and molecular coordination systems.

The main assumption of CFT is that while the
impurity center (IC) or the central atom in clusters or
molecular coordination compounds (hereafter denot-
ed as IC) is considered with its detailed electronic
structure, the atoms (ions) of the environment are
implied to be ‘‘structureless’’ sources of electrostatic
fields (sometimes allowing for their polarization in
the field of the IC and other atoms). This assumption
allows one to consider phenomena that take place
mainly within the electronic shell of the IC, but do
not involve the electronic structure of the environm-
ent explicitly. In spite of this significant limitation,
the CFT, within the limits of its applicability, is a
rather efficient means to investigate the many aspects
of the electronic structure and properties of impurity
centers in crystals and other local properties of po-
lyatomic systems.

In accordance with the basic statements of the CFT,
the electronic structure of the IC system is deter-
mined by the Schrödinger equation with the Hamil-
tonian H:

H ¼ H0 þ V þW ½1�

where H0 includes all the interactions in the IC:
the kinetic energy of its n electrons, the interaction

between them and with the nucleus; V is the interac-
tion between the IC electrons with the atoms of the
environment taken as point charges qi or dipoles mi;
and W is the electrostatic interaction of the positive
charge Ze of the IC nucleus with the crystal field
charges or dipoles. Taking the origin of the polar
coordinate system at the nucleus, the N ligand coor-
dinates are denoted as RðRi; Wi;fiÞ; i ¼ 1; 2;y;N.
Then

V ¼ �
XN
i¼1

Xn
j¼1

eqi

j~rj � ~Rij
½2�

and

W ¼
XN
i¼1

Zeqi
Ri

½3�

If qio0, the value of V in [2] is positive, and hence the
electron–ligand interaction destabilizes the IC; for
qi40, V is negative. The term W in [3] is usually
not explicitly considered in the CFT, since it is inde-
pendent of the electron coordinates and does not in-
fluence the electronic properties considered in CFT.
Usually, the valence electrons of the IC are most im-
portant in CFT, so the number of terms in the first sum
of eqn [2] equals the number of the valence electrons,
while Ze is the effective charge of the remaining core.

Crystal Field Splitting (CFS) of
the Energy Levels of One d Electron

Qualitative Aspects and Visual Interpretation

In accordance with the assumptions of the CFT, the
crystal field influences the IC properties by changing
its electronic structure. The main crystal field effect
on the states of the IC is the splitting of its energy
levels. The origin of this splitting is known in quan-
tum mechanics as the Stark effect.

Consider the simplest (from the point of view of the
CFT) case when the central ion of the IC in an oc-
tahedral environment contains only one d electron
over the closed shell, for instance, in the TiCl3�6 clus-
ter. The ground state of the Ti3þ ion is 2D with an
orbital momentum L¼ 2 (orbital degeneracy 2Lþ
1¼ 5) and a spin S¼ 1/2 (doublet state). The five or-
bital states are just the five possible angular states of
the only d electron with identical radial parts. The real
functions representating the three orbitals dxy; dxz; dyz
(known as t2g orbitals) are oriented in space in such a
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way that their distribution maxima (lobes) lie in the
region between the coordinate axes. The remaining
two orbitals dz2 and dx2�y2 (known as eg orbitals) have
their lobes oriented exactly along the axes.

Compare the electron distributions in the two
types of d states, eg and t2g, say dx2�y2ðegÞ and
dxyðt2gÞ, illustrated in Figure 1. Taking into account
that the Cl� ions have negative charges, it can be
easily concluded that in octahedral complexes the
dx2�y2 electron is subject to a stronger electrostatic
repulsion from the chlorines, than the dxy one.
Hence, the electron energies of these two states
(which are equal in the free ion), under the electro-
static influence of the ligands, become different: the
dx2�y2 energy level is higher than the dxy one. All the
three t2g states ðdxy; dxz; dyzÞ are fully equivalent with
respect to the six ligands, and therefore they have the
same (lower) energy forming a threefold degenerate
term. It can be shown that the two eg states also have
equal energies, forming a twofold degenerate term.

Thus, the five d states that have the same energy in
the free ion are divided into two groups of states with
different energies under the octahedral field of the
ligands. In other words, the fivefold degenerate D
term of the free ion is split in the field of the ligands
of an octahedral complex into two terms: threefold
degenerate 2T2g and twofold degenerate 2Eg:

2D-2T2g þ2 Eg ½4�

It follows from this consideration that the CFS
occurs as a result of the smaller repulsion (from the
environment) of the t2g states, than eg states, but all

the five states are equally destabilized in the field of
the chlorine ions by an amount of E0. This is illus-
trated in Figure 2.

For a tetrahedral complex, the qualitative picture of
the term splitting is inverse to that of the octahedral
case. Indeed, in the tetrahedral environment of four
ligands, the t2g orbitals are oriented with their lobes
much closer to the ligands than the eg orbitals; hence,
the former are subject to stronger repulsion than the
latter. Therefore, the energy levels of the t2g orbitals
are higher than those of eg. Symmetry considerations
and the calculations, given below, show that even in
the tetrahedral system, the three t2g states, as well as
the two eg states, remain degenerate forming the T2

and E terms, respectively. Hence in a tetrahedral
complex the splitting of the D term is (Figure 3b)

D-T2 þ E ½5�

which is very similar to that in an octahedral field, eqn
[4]. But unlike the octahedral case, the T2 has greater
energy when compared to E, and the splitting magnit-
ude, as well as the destabilization energy, is smaller.

Both the octahedral and tetrahedral symmetries ap-
pertain to the cubic groups of symmetry. In Figure 3,
the splitting of the atomic D term in the field of eight
ligands at the corners of a cube is also shown. If the
symmetry of the ligand field is lowered, the terms T2

and E may be subject to further splitting. Figure 4
illustrates the expected CFS pattern for different
symmetry environments of a d electron IC.

If the number of d electrons above the closed shell
equals 9, the visual interpretation of the splitting be-
comes possible again; the d9 configuration can be
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Figure 1 Comparison of electron distributions in the two d

states, dx2�y2 (solid line) and dxy (dashed line) with respect to the

four ligands in the xy-plane.
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formally presented as one positive electronic charge
above the closed-shell d10 configuration, that is, a d
hole in the d10 shell. The ground state of the d hole is
also 2D, as for the d1 configuration, and its splitting
in crystal fields of different symmetries has the same
components as d1, but with their mutual arrangement
inverse to that of d1 (repulsion changed to attraction).
This rule of inverse term splitting for complimentary
electron configurations is valid for any pair of elec-
tronic configuration, dn and d10� n (n¼ 1, 2, 3, 4), in
which the number of, respectively, d electrons and d
holes over the closed shell d10 is the same.

Qualitatively, the expected CFS can be obtained
directly from a group-theoretical analysis without
solving eqn [6] below. Table 1 illustrates the expected
CFS of different atomic states in crystal fields of dif-
ferent symmetry.

Calculation of CFS Magnitudes

Assume first that the term V in eqn [1] is much smaller
than the interatomic interactions H0, and hence V can
be considered as a perturbation to the solutions of H0.
This assumption is valid if the resulting term splitting
obtained in this way is smaller than the energy gap
between the terms of the free atom (or ion), solutions

of H0. Consider the case of one d electron above the
closed shell, that is, the electron configuration of the IC
[A]d1, where [A] is a closed shell. The solution for the
free ion with the Hamiltonian H0 yields the fivefold
orbitally degenerate 2D term. To reveal the modifica-
tions of this term under the perturbation V from [2],
one has to solve the perturbation theory problem,
which for fivefold degeneracy reduces to the secular
equation of the fifth order with respect to the energy
level corrections e (m is the magnetic quantum number
of the atomic d functions clm with l¼ 2):

8Vmm0 � edmm08 ¼ 0; m; m0 ¼ 2; 1; 0;�1;�2 ½6�

where, in accordance with [2],

Vmm0 ¼
X
i

eqi

Z
c�
mcm0=jr � Rij dt ½7�

The general expression for Vmm0 can be evaluated
directly:

Vmm0 ¼
X
i

eqi ½Amm0F4ðRiÞYm�m0

4 ðWi;fiÞ

þ Bmm0F2ðRiÞYm�m0

2 ðWi;fiÞ
þDmm0F0ðRiÞYm�m0

0 ðWi;fiÞ

½8�

where Amm0 ; Bmm0 , and Dmm0 are numerical con-
stants, determined by corresponding Clebsh–Gordan
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Figure 3 Splitting of the D term in (a) cubic, (b) tetrahedral, and (c) octahedral crystal fields. (Reprinted with permission from Bersuker

IB (1996) Electronic Structure and Properties of Transition Metal Compounds. Introduction to the Theory. New York: Wiley; & Wiley.
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coefficients, while the functions FkðRÞ are

FkðRÞ ¼R�ðkþ1Þ
Z R

0

rkR2
nlðrÞr2 dr

þ Rk

Z
N

R

r�ðkþ1ÞR2
nlðrÞr2 dr ½9�

with Rn2ðrÞ as the radial function of the d electrons
with l ¼ 2.

As an example, one can calculate the splitting of a
d electron term in an octahedral crystal field of six
identical ions at the corners of a regular octahedron.
The ligand charges and coordinates are

qi ¼ q; Ri ¼ R; i ¼ 1; 2;y; 6

W1 ¼ 0; W2 ¼ W3 ¼ W5 ¼ W6 ¼ p=2; W4 ¼ p

f2 ¼ 0; f3 ¼ p=2; f5 ¼ p; f6 ¼ 3p=2 ½10�

Table 1 Types of symmetry (irreducible representations) to which the atomic states with given quantum numbers L(l) or J(j) belong in

point groups of different symmetrya

L or J Oh Td D3 D4h C4v C2v

0 A1g A1 A1 A1g A1 A1

1 T1u T2 A2 þ E A2u þ Eu A1 þ E A1 þ B1 þ B2

2 Eg E E A1g þ B1g A1 þ B1 2A1

T2g T2 A1 þ E B2g þ Eg B2 þ E A2 þ B1 þ B2

3 A2u A1 A2 B1u B2 A2

T1u T2 A2 þ E A2u þ Eu A1 þ E A1 þ B1 þ B2

T2u T1 A1 þ E B2u þ Eu B1 þ E A1 þ B1 þ B2

4 A1g A1 A1 A1g A1 A1

Eg E E A1g þ B1g A1 þ B1 2A1

T1g T1 A2 þ E A2g þ Eg A2 þ E A2 þ B1 þ B2

T2g T2 A1 þ E B2g þ Eg B2 þ E A2 þ B1 þ B2

5 Eu E E A1u þ B1u A2 þ B2 2A2

T1u T2 A2 þ E A2u þ Eu A1 þ E A1 þ B1 þ B2

T2u T1 A1 þ E B2u þ Eu B1 þ E A1 þ B1 þ B2

aBelonging to several types of symmetry means corresponding splitting.
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Substituting these values into eqn [8] and solving
eqn [6], the following result is obtained:

e1 ¼ e2 ¼ eðEgÞ ¼ E0 þ ð3=5ÞD
e3 ¼ e4 ¼ e5 ¼ eðT2gÞ ¼ E0 � ð2=5ÞD

½11�

with

D ¼ eðEgÞ � eðT2gÞ ¼ ð5=3ÞeqF4ðRÞ ½12�

and

E0 ¼ 6eqF0ðRÞ ½13�

Thus, in accordance with the above described quali-
tative results, the d electron energy levels (2D term)
are split by the octahedral ligand field into a twofold
ðEgÞ and threefold ðT2gÞ degenerate terms. Since
Fk40, the twofold degenerate Eg term has higher
energy than the T2g term. The splitting magnitude D
is the main CFS parameter. Note that the CFS pre-
serves the center of gravity: the sum of the energy
level displacements (from the E0 value) multiplied by
their degeneracies equals zero.

As compared to the octahedral crystal field, the
corresponding splitting in the tetrahedral ones is
inverted and smaller (Figure 3). Calculations yield

eðT2Þ ¼ET
0 þ ð2=5ÞDT

eðEÞ ¼ET
0 � ð3=5ÞDT

½14�

where the splitting parameter DT and destabilization
energy ET

0 are

DT ¼ ð20=27ÞeqF4ðRÞ ½15�

ET
0 ¼ 4eqF0ðRÞ ½16�

It is observed that with the same R and q,
DT ¼ �ð4=9ÞD, that is, the splitting magnitude in
tetrahedral symmetry ‘‘ceteris paribus’’ is 4/9 times
the octahedral splitting. In the cubic coordinate sys-
tem (eight ligands at the corners of a cube), the
splitting and destabilization energy are qualitatively
similar to the tetrahedral case, but two times larger
in magnitude:

DC ¼ ð40=27ÞeqF4ðRÞ ¼ 2DT ½17�

EC
0 ¼ 8eqF0ðRÞ ¼ 2ET

0 ½18�

If the ligand is a point dipole, the term splitting is
qualitatively the same, as in the case of point charges.
Assuming that the dimensions of the dipole with the
dipole moment mi are much smaller than the distance
to the IC, one can obtain the following expression for
the splitting magnitude in the octahedral case:

D ¼ �ð5=3ÞmiF0
4ðRÞ ½19�

where the prime at F means its derivative; note that
F0
4o0.
For lower symmetry fields, the calculations can be

carried out in a similar way.

CFS for Configurations with Several d
Electrons

The Case of Weak Crystal Field

If the electronic configuration of the IC contains
more than one d electron above the closed shell, the
picture of possible energy terms and their splitting in
the ligand fields is significantly complicated by the
interaction between the d electrons. If the ligand field
is not very strong, the atomic terms can still be clas-
sified by the quantum number of the total atomic
momentum L, and the influence of the ligands can be
taken as a perturbation of the atomic terms.

For the electronic configuration of the IC [A](nd)2,
the possible atomic terms are 3F; 3P; 1G; 1D; and
1S, the 3F term belonging to the ground state. The
perturbation operator, following eqn [2], has two
terms and the calculation of its matrix elements is
similar to the d1 case. For instance, for the ground-
state term 3F of the d2 configuration in the octahedral
field of Oh symmetry, the sevenfold orbital degeneracy
ðL ¼ 3; 2Lþ 1 ¼ 7Þ splits into three terms; 3F-
3Agþ 3T2g þ3 T1g, with energies:

eð3A2gÞ ¼ 2E0 þ ð6=5ÞD
eð3T2gÞ ¼ 2E0 þ ð1=5ÞD
eð3T1gÞ ¼ 2E0 � ð3=5ÞD

½20�

Since D and E0 are positive,
3T1g is the ground term,

and 3T2g and 3A2g follow consecutively (Figure 5).
Their wave functions can be obtained as solutions of
the secular equation [6] in the form of linear combi-
nations of the atomic functions.

The splitting of other terms of the ½A�ðndÞ2 con-
figuration in obtained similarly (Figure 5):

1D term:

eð1EgÞ ¼ 2E0 þ ð12=35ÞD
eð1T2gÞ ¼ 2E0 � ð8=35ÞD

½21�

3P term:

eð3T2gÞ ¼ 2E0 ½22�
1G term:

eð1A1gÞ ¼ 2E0 þ ð2=5ÞD
eð1EgÞ ¼ 2E0 þ ð2=35ÞD
eð1T2gÞ ¼ 2E0 � ð13=35ÞD
eð1T1gÞ ¼ 2E0 þ ð1=5ÞD

½23�
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1S term:

eð1A1gÞ ¼ 12eqF0 ¼ 2E0 ½24�

The criterion of validity of the weak field approxi-
mations is that the term splitting is much smaller
than the energy gap between the terms. As seen from
Figure 5, for large D values, the components of the
split terms even cross each other making the approx-
imation of the weak field invalid.

As with one d electron, the tetrahedral splitting is
similar to the octahedral one, but with the inverse
order of the energy levels: eð3A2Þoeð3T2Þoeð3T1Þ.
Again, ET

0 ¼ ð2=3ÞE0 and DT ¼ �ð4=9ÞD, provided
the ligand charges q and their distances R to the IC
are the same, as in the octahedron. For systems with
lower symmetries the calculations are more difficult,
but they can be reduced by using the method of
equivalent operators or irreducible tensor operators.

The qualitative picture of term splitting for elec-
tronic configurations ½A�ðndÞn with n42 in fields of
lower symmetry can be found directly by using the
complimentary rule: the configurations dn and d10�n

have mutually inverted schemes of term splitting. In

the case of weak fields, this rule is also valid for the
pairs of configurations dn and d5�n.

Strong Fields. Low-Spin and High-Spin Centers

In the other limit case, opposite to the weak field one,
the effect of the ligand field on the states of the IC is
strong; it surpasses the electrostatic interaction be-
tween the electrons. In this case, the orbital coupling
between the electrons is broken and, in fact, the
states with a definitive total momentum quantum
numbers, L (S, P, D, states etc.) cease to exist. In
other words, each d electron chooses its orientation
in space under the influence of the ligand field rather
than the other d electrons. A formally similar situ-
ation occurs when the orbital coupling between the
electrons is broken by the spin–orbital interaction
(cf. the jj-coupling scheme). This is the so-called
‘‘strong ligand field limit.’’

It follows that when the ligand field is strong,
atomic term splitting cannot occur since the terms
themselves are destroyed. To determine the states in
this case, one should first find out the orientations of
each of the d states in the ligand field, neglecting the
electron interaction, and then evaluate the possible
terms of the system taking into account the interac-
tion of the electrons in these crystal-field-oriented
electronic states. For one d electron in the octahedral
field of the ligands, there are two nonequivalent or-
bital states: the more stable t2g state ðdxy; dxz; dyzÞ in
which the electrostatic repulsion from the six ligands
is smaller, and the less stable (higher in energy by n)
state eg ðdx2�y2; dz2Þ in which the repulsion from the
ligands is larger. Hence in the strong ligand field,
neglecting the electron interaction, the d electrons
first occupy the t2g orbitals (maximum six electrons)
and then the eg orbitals (four electrons); the electron
configuration is ðt2gÞn for no6, and ðt2gÞ6ðegÞn�6 for
n46. The energy terms can be obtained from these
configurations by including the electron interaction.

Consider the case of the atomic electron configura-
tion ½A�ðndÞ2. The two d electrons in the ground state
of an octahedral complex occupy two t2g orbitals
(the state with two electrons in one orbital is higher
in energy) forming the ðt2gÞ2 configuration. In the
excited states, one of the two d electrons can occupy
the eg orbital and form the ðt2gÞ1ðegÞ1 configuration,
which has higher (by n) energy than ðt2gÞ2; the two
electrons can occupy the eg orbitals, resulting in the
excited (eg)

2 configuration, which has high energy
compared to ðt2gÞ1ðegÞ1 (by n) and also compared to
ðt2gÞ2 (by 2n).

Thus, the d2 configuration in the strong octahedral
field forms three configurations ðt2gÞ2; ðt2gÞ1ðegÞ1,
and ðegÞ2 – situated consecutively with an energy
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Figure 5 Splitting of the terms of the electronic d 2 configuration

in octahedral crystal field (weak field limit): (a) d electron energy

level, (b) electron interaction – spherical averaged part, (c) elec-

tron interaction – formation of atomic terms, (d) crystal field des-

tabilization, (e) ligand field splitting as a function of n. (Reprinted

with permission from Bersuker IB (1996) Electronic Structure and

Properties of Transition Metal Compounds. Introduction to the

Theory. New York: Wiley; & Wiley. This material is used by per-

mission of John Wiley & Sons, Inc.)
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spacing n (Figure 6c). In each of these configura-
tions, the electron interaction yields several terms,
similar to the term formation in the free atom. The
resulting terms for the ðt2gÞ2 configuration expressed
by atomic Racah parameters A, B and C (obtainable
from spectroscopic data) are as follows:

eð3T1gÞ ¼A� 5B

eð1T2gÞ ¼Aþ Bþ 2C

eð1EgÞ ¼Aþ Bþ 2C

eð1A1gÞ ¼Aþ 10Bþ 5C

½25�

The splitting of all the above configurations that
emerge from d2 is shown in Figure 6e. In particular,
the ground state of the ðt2gÞ2 configuration 3T1g is the
same as in the weak field limit. However, the sequ-
ence and spacing of the excited states is essentially
different. The differences occur for n ¼ 4; 5; 6; 7 in
octahedral symmetry, and for n ¼ 3;4; 5; 6 in tetra-
hedral systems. It is important that in these cases, the
spin multiplicity of the ground state is always lower
in the strong field limit than in the weak field. There-
fore, the centers with strong ligand fields are called

low-spin centers, as distinct from complexes with
weak ligand fields known as high-spin centers.

The criterion of validity for the strong field limit
requires that the CFS is smaller than the energy gapn

between the three configurations: ðt2gÞ2; ðt2gÞ1 ðegÞ1,
and ðegÞ2. For the splitting of the ðt2gÞ2 configuration
the largest distance between its components in [25] is
15Bþ 5C; hence, the condition of validity of the
strong field approach is 15Bþ 15C{n. Otherwise
the terms of the same symmetry from different con-
figurations become strongly mixed (e.g., 1T2g from
ðt2gÞ2 with 1T2g from ðt2gÞ1ðegÞ1); this is known as
‘‘configuration interaction.’’

For more than two d electrons, the criterion of val-
idity of the strong field approximation can be estab-
lished similarly. Of special interest are the cases of
d4; d5; d6, and d7 in octahedral complexes and
d3; d4; d5, and d6 in tetrahedral systems, for which
the two-limit cases differ by the spin of the ground
state. The pairing energy P is defined as the difference
between the energies of interelectron interactions in
the low-spin and high-spin complexes, respectively,
divided by the number of pairings destroyed by the
low-spin - high-spin transition. It is obvious that the
low-spin state is preferable if

Pon ½26�
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Figure 6 Splitting of the terms of the d2 configuration in strong

fields of octahedral symmetry: (a) d electron energy level, (b)

crystal field destabilization, (c) crystal field splitting as a function

of n, (d) electron interaction destabilization, (e) electron interac-

tion splitting. (Reprinted with permission from Bersuker IB (1996)

Electronic Structure and Properties of Transition Metal Com-

pounds. Introduction to the Theory. New York: Wiley; & Wiley.
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On the contrary, if

P4n ½27�

the high-spin state is the ground state. The pairing
energy is the lowest for the d6 configuration, and
hence the low-spin state is preferable in octahedral
fields with this configuration as compared with others
ceteris paribus. Since then value in tetrahedral fields is
significantly smaller than that for octahedral systems,
the low-spin configuration for the former is much less
probable than for the latter.

Tanabe–Sugano Diagrams

If the ligand field has intermediate strength for which
neither the criterion of weak field nor of strong field
is realized, the problem should be solved with the
ligand field and electron interactions considered si-
multaneously to account for the configuration inter-
action, which produces repulsion of terms with the
same symmetry (‘‘nonintersection rule’’). Figure 7
illustrates this effect for the 4T1gðFÞ24T1gðPÞ repul-
sion in octahedral (4T1ðFÞ24T1ðPÞ in tetrahedral)
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d3ðd7Þ IC. Energy level diagrams as functions of the
CFT parameter D for all the dn configurations (n¼ 2,
3, 4, 5, 6, 7, 8) were calculated numerically by
Tanabe and Sugano (Figures 8a–8c). In these
diagrams, the energy read off is taken at the ground
state. Therefore, at a certain value of D (more pre-
cisely, D=B), there is a term crossing, the ground state
changes and all the energy levels on the diagram are
subject to a break. Usually at this break the ground-
state multiplicity also changes, and there is a tran-
sition from the weak ligand field to the strong field.
The Tanabe–Sugano diagrams give the most com-
plete information about the electronic structure of
the system in the CFT model.

f-Electron Term Splitting

One of the important features of f electrons is that they
are usually screened from the ligand field by the outer
s, p, d electrons and hence they are less affected by the
ligands than the d electrons. On the other hand, the f
electrons are subject to stronger spin–orbital coupling.
For f electrons in weak fields, the atomic terms should
be characterized (in addition to L and S) by the quan-
tum number J ¼ Lþ S� 1; Lþ S� 2;y; jL� Sj
that takes into account the spin–orbital interaction.
Since the total spin S can be half-integer, J may also be
half-integer. For instance, the states of one f electron
are characterized by L ¼ 3; S ¼ 1=2; J ¼ 7=2 and 5=2,
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and with the spin–orbital interaction included there
are two terms: 2F7=2;

2F5=2. The weak field approxi-
mation here means that the splitting of each of these
terms by the ligand field can be considered separately.

A visual interpretation of the CFS can be obtained
in a simplified model by neglecting the spin–orbital
coupling. In particular, considering the angular dis-
tributions of atomic f electron functions (from the
cubic set) and the corresponding electrostatic repul-
sion of the electron in these states from six point
charges (or dipoles) of an octahedral cluster, one can
conclude that in the three states fx3 ; fy3 , and fz3 , the
repulsion is the greatest (and equal for all of them).
In the other three states fxðy2�z2Þ; fyðz2�x2Þ; fzðx2�y2Þ,
the repulsion is equally strong but smaller than in the
previous three states, and in the fxyz state it is the
smallest. Thus, the sevenfold orbitally degenerate F
term of the free atom (ion) with one f electron is split
by the octahedral crystal field into three terms from
which one is nondegenerate and two are threefold
degenerate, F-A2u þ T2u þ T1u (Figure 9). In tetra-
hedral fields, similarly to d electron states, the CFS
picture is inverted. By way of example, one can also
show the scheme of splitting of the energy levels of
an f electron in the field of a hexagonal biprism with
the sixfold axis along the z-axis (Figure 10), which is
realized, for instance, in uranyl centers (here the low-
symmetry set of one-electron atomic angular f func-
tions is used).

With the spin–orbital interaction included, the f
electron CFS can be determined qualitatively by

symmetry considerations. If J is an integer, the split-
ting coincides completely with that expected for the
corresponding L value given in Table 1. For semi-
integer J values, the double groups of symmetry
should be employed, the terms being classified by
their irreducible representations E

0

1;E
0

2 (twofold
degenerate), G0 (fourfold) or, respectively, G6;G7;G8

in Bethe’s notations (Table 2).

See also: Insulators, Impurity and Defect States in; Metals
and Alloys, Impurity and Defect States in; Semiconduc-
tors, Impurity and Defect States in.

PACS: 71.70.Ch; 71.55.� i
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Table 2 Splitting of atomic terms with semi-integer J values in

crystal fields of different symmetry

J Cubic

symmetry

Tetragonal

symmetry

Hexagonal

symmetry

O 0 D 0
4 D 0

6

1=2 E
0

1 E
0

1 E
0

2

3=2 G0
E

0

1 þ E
0

2 E
0

2 þ E
0

3

5=2 E
0

2 þG0 E
0

1 þ 2E
0

2 E
0

1 þ E
0

2 þ E
0

3

7=2 E
0

1 þ E
0

2 þG0 2E
0

1 þ 2E
0

2 E
0

1 þ 2E
0

2 þ E
0

3

9=2 E
0

1 þ 2G0 3E
0

1 þ 2E
0

2 E
0

1 þ 2E
0

2 þ 2E
0

3

11=2 E
0

1 þ E
0

2 þ 2G0 3E
0

1 þ 3E
0

2 2E
0

1 þ 2E
0

2 þ 2E
0

3
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Introduction

Many modern technological systems would not exist
without the availability of synthetic single crystals.
Therefore, the technology to prepare and to produce
bulk single crystals – which is called ‘‘crystal growth’’ –
is one of the current key technologies.

This article gives a brief overview about the tech-
niques which are used to grow bulk single crystals of
inorganic materials. The fundamental physical and
physicochemical mechanisms which govern the crys-
tal growth processes are treated elsewhere. The
growth of epitaxial films as well as of organic ma-
terials are also not considered.

The structure of the article is sketched in Figure 1.

Melt Growth

The most frequently used and most important meth-
od of producing bulk single crystals is by solidifying

Liquid encapsulated Czochralski

Vapor-controlled Czochralski

Magnetic field Czochralski

Other Czochralski variants

Czochralski technique

Nacken Kyropulous

Shaped crystal growth

Crystal pulling

Heat exchanger method

Skull melting

Detached solidification

Gradient freeze and Bridgman technique

Zone melting

Directional solidification

Floating zone

Verneuil technique

Melt growth

Growth from aqueous solutions

Flux growth

Hydrothermal growth

High pressure synthesis

Solution growth

Physical vapor transport

Chemical vapor transport

Vapor growth

Bulk growth

Figure 1 Overview of methods for bulk crystal growth.
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the material from its melt (melt growth). Only if the
crystal to be grown has no congruent melting point,
or if the melting point or vapor pressure are too high,
the crystals have to be grown either from solutions or
from the vapor phase.

Crystal Pulling

Czochralski technique The Czochralski (Cz) method
is the most important method for the production of
bulk single crystals of a wide range of electronic and
optical materials (Figure 2). At the beginning of the
process, the feed material is put into a cylindrically
shaped crucible and melted by resistance or radio-
frequency heaters. After the feed material is completely
molten, a seed crystal with a diameter of typically a
few millimeters is dipped from the top into the free
melt surface and a melt meniscus is formed. Then,
after re-melting of a small portion of the dipped seed,
the seed is slowly withdrawn from the melt (often
under rotation) and the melt crystallizes at the inter-
face of the seed by forming a new crystal portion.
During the further growth process, the shape of the
crystal, especially the diameter, is controlled by care-
fully adjusting the heating power, the pulling rate, and
the rotation rate of the crystal. Therefore, an auto-
matic diameter control is generally applied. This di-
ameter control is based, either on the control of the

meniscus shape (e.g., for silicon) or on the weighing of
the crystal (e.g., for GaAs, InP) or of the melt (for
oxides).

In order to control the convective heat and species
transport in the melt including the shape of the solid–
liquid interface, which plays one of the most dom-
inant roles in terms of the crystal quality, a proper
combination of crystal and crucible rotation is used
during the whole process.

The most important technical application of the
Cz method is the growth of dislocation – free silicon
crystals with diameters of 300mm and a weight up
to 300 kg (Figure 3). Germanium crystals are also
mainly produced by the Cz method as well as several
technically important oxide and fluoride crystals like

Heater

Crucible

Certain 
atmosphere

Crystal

Melt

Seed

Figure 2 Schematic of the principle of the Cz method.

Figure 3 Silicon crystal with a diameter of 300mm and a weight

exceeding 250 kg, grown by the Cz method. (Reproduced with

permission from Siltronic.)
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garnets, niobates, tantalates, silicates, vanadates,
aluminates, and germanates.

If the material to be grown has a high partial
pressure of one or more components, a modified
Cz-setup is used (Figure 4), which is called the liquid-
encapsulated Czochralski (LEC) method. In the LEC-
setup a liquid, generally boric oxide, is placed at the
top of the melt surface to encapsulate the melt. This
liquid layer prevents the loss of a volatile component
by evaporation from the melt if the pressure in the
growth chamber exceeds the partial pressures of the
components.

Today, the LEC-technique is the most widely used
growth method for the compound semiconductors
GaAs, GaP, InP as well as for PbSe, PbTe. For exam-
ple, GaAs crystals are industrially produced with di-
ameters of 150mm and LEC growth of GaAs crystals
with 200mm in diameter is already demonstrated.

However, the low thermal conductivity of the liq-
uid encapsulant causes large temperature gradients
and large temperature nonlinearities in the growing
crystal. This is unfavorable with respect to the crystal
quality as a relatively large number of structural de-
fects (many dislocations) are generated in the crystal
compared to other growth techniques.

The high-temperature gradients of the Cz/LEC-
method can be reduced by installing an additional

inner growth chamber, with hot walls. In this inner
growth chamber, a vapor pressure is generated by an
extra source to prevent a decomposition of the crys-
tal (the so-called vapor-controlled Czochralski tech-
nique (VCz)).

Although the VCz-method is a rather complex
technique, it is successfully used to grow GaAs, InP,
and BGO crystals with reduced defect densities not
only in R&D, but also in industrial production.

The heat and species transport in the melt has a
very strong influence on the crystal properties as they
are responsible for the uniformity of dopants on the
micro- and macro-scale as well as for the shape of the
solid–liquid interface and, therefore, for the thermal
stress generated in the crystal. During growth, the
use of stationary or time-dependent electromagnetic
fields enables the control of the flow in electrically
conducting melts (e.g., semiconductors). A Lorentz
force is generated in the melt, which depends on the
magnetic field configuration and leads either to a
damping of the flow or to a stimulation of a certain
flow pattern.

Today, magnetic fields (Figure 5) are used in the
industrial production of silicon crystals with 300mm
diameter as well as for growing InP crystals by the
LEC and VCz methods.

In order to improve the axial uniformity of the
dopant distribution in the grown crystal, the crystal
can be grown in such a way that the melt volume is
kept constant by supplying the solidified portion
from a source. Such a source can be realized either by

Heater

Crucible

Crystal

Melt

Liquid 
encapsulant

Inert gas

Figure 4 Schematic of the principle of the LEC method.

Figure 5 Examples of typical configurations for a magnetic field

in the VCz method. (a) Transversal; (b) axial; and (c) cusp. Gray

areas are sections of magnetic coils, the curved lines denote the

magnetic field lines.
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continuously supplying the melt with a feed (contin-
uous Czochralski (CCz) method) or by placing an
inner crucible with holes in a larger outer crucible
(double crucible Czochralski technique). Although
the feasibility of these methods was demonstrated, its
use for production is limited owing to technical and
material problems preventing a high yield.

Nacken Kyropulous The Kyropulous (or Nacken
Kyropulous) method is rather similar to the Cz
method. The main difference is that the crystal is not
growing at the top of the melt as in the Cz method
but is partly immersed in the melt (Figure 6). In order
to extract efficiently the heat from the growing crys-
tal, usually a seed with a large diameter is used.
Growth is achieved by either lowering continuously
the heating power or by pulling out the growing
crystal carefully from the melt.

This method is widely used to produce alkali ha-
lide crystals for optical components (NaCl, KBr) and
alkali iodides for scintillators (NaI, CsI). Crystals
with dimensions over 500mm have been achieved.

Shaped crystal growth For a variety of technological
applications, crystals of specified size and shape such
as plates, rods, tubes, fibers are required. Often it is
more cost efficient to grow shaped crystals instead of
preparing the needed shape from cylindrical boules as
they are grown by, for example, the Cz method.

The diameter of a crystal in the Cz pulling tech-
niques is controlled by the shape and position of the
melt meniscus at the triple point crystal-melt-gas (or
encapsulant). This control can be improved by using

a die which is in contact to the melt. The melt raises
in a narrow channel in the die due to capillary ef-
fects. When the seed crystal is dipped onto the melt
portion at the top of the die, the meniscus is formed.
Liquid solidifies at the seed while the seed is pulled
away (Figure 7). This causes new liquid to raise up in
the die. The heat of crystallization is removed from
the solid–liquid interface very efficiently by conduc-
tion and by radiation.

The method for growing shaped crystals as des-
cribed above is commonly known as the Stepanov
method (nonwetting die-melt system) or edge-defined
film-fed growth (EFG) (wetting die-melt system). In
the case of fiber crystals, the method is also called
micro pulling down method (mPD) because a crystal
fiber with a diameter of only some hundred microns
can be grown from a die by pulling the crystal
downwards (Figure 8). Variants of the EFG method
are the noncapillary shaping (NCS) method where
the diameter of the die channel is greater than the
value of the capillary constant (Figure 8). The NCS
method offers advantages in order to avoid the gene-
ration of bulk micro defects in the growing crystal
caused by gaseous or solid inclusions.

Applying a continuous displacement to the grow-
ing crystal or the die allows one to grow crystals with
more complex shapes (Figure 8), for example, domes
or hollow cones. This method is named growth from
an element of shape (GES).

Meniscus

Crucible

Crystal

Heater

Die

Melt

Seed

Figure 7 Schematic of the principle of the EFG method.

Crucible

HeaterSeed

Crystal

Figure 6 Schematic of the principle of the Nacken–Kyropulous

method.
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Nowadays, shaped crystal growth is mainly used
for production of silicon and sapphire. Sapphire
crystals in the form of ribbons up to 150mm in
width, tubes up to 85mm in diameter, fibers, near-
net-shaped domes (up to 80mm in diameter), rods of
various cross sections, rods with capillary channels,
etc., were grown by the shaped growth techniques
described above (Figure 9).

For photovoltaic applications, the use of near-
net shape silicon substrates reduces material losses
and process costs by minimizing the efforts for
slicing, grinding, and polishing, which is required in

bulk-grown silicon. Therefore, the share of thin sil-
icon ribbons or thin wall (octagonal) tubes grown by
the EFG method (Figure 10) is continuously increa-
sing in the substrate market for solar cells.

Directional Solidification

As against crystal pulling, the growth of single crys-
tals in directional solidification is achieved by mel-
ting a charge in a crucible and by controlled freezing
of the melt from one end (seed) to the other (tail).
Directional solidification is the basic principle of
controlled solidification of a melt. It has been used
for many materials for a long time and has its grea-
test importance in the field of metallurgical casting.

Directional solidification has several advantages
compared to the Cz methods. It operates usually un-
der stable hydrodynamic conditions, it is well suited
for computer modeling and for automatic process
control, the crystal grows under low thermal stress
conditions, cylindrical crystals are grown without any
diameter control, and the equipment is less expensive.

However, a crucial limitation of directional solid-
ification is that a strong interaction between the
growing crystal and the crucible material might
occur, resulting in crystal imperfections which limits
the yield and hence the industrial applicability. Fur-
thermore, the failures generated in the crystal during
growth, for example, by twinning or polycrystal for-
mation cannot be observed in situ during growth. A
correction by re-melting as it is done in the Cz meth-
ods is, therefore, not possible.
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Figure 8 Schematic of the principle of the mPD (a), NCS (b), and GES (c) methods.

Figure 9 Shaped sapphire crystals grown by the EFG, NCS,

and GES techniques. (Reproduced from Kurlov VN (2001) Prop-

erties, growth, and applications. In: Encyclopedia of Materials:

Science and Technology pp. 8259–8265, with permission from

Elsevier.)
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Gradient freeze and Bridgman–Stockbarger tech-
niques The crystal growth configuration consists
typically of a tube furnace which provides a temper-
ature profile with a negative gradient parallel to the
growth direction (Figure 11). The method can be

carried out by moving the growth interface in a hor-
izontal or vertical direction. The single-crystal seed is
positioned at one end of the boat or the lower end of
the vertical crucible. Then, the crystal is directionally
solidified by a controlled shifting of the temperature
profile relative to the solid–liquid interface. Three
possibilities exist: moving the crucible relative to the
fixed furnace (Bridgman–Stockbarger method); mov-
ing the furnace relative to the fixed crucible; and
without any mechanical movement, only shifting the
temperature profile by a controlled change of the
heating powers of the furnace (Tamann–Stoeber or
gradient freeze method).

Based on one of these principles, one calls the
technique the horizontal Bridgman (HB) or the ver-
tical Bridgman (VB) or the vertical gradient freeze
(VGF) method. From an industrial point of view, the
vertical configurations (VGF, VB) are preferred be-
cause they result in a higher yield of round wafers
compared to the HB method.

The increasing interest in the use of the directional
solidification results from the fact that it uses the
simplest principle of melt growth and that the struc-
tural perfection of the single crystals with respect to
thermal stress and dislocation formation is better
than those of crystals produced by Cz methods.

Nowadays, the VGF or VB method is mainly used
for the production of compound semiconductors
such as high-quality GaAs and InP single crystals to
be used as substrates for laser diodes or CdTe crystals
for infrared and X-ray detectors. A variety of oxide
and fluoride crystals are grown by VGF/VB methods
for high-value applications. For example, CaF2 crys-
tals (Figure 12) are utilized as lenses for the deep
ultraviolet wavelength in the semiconductor
lithography technology. In the field of metallurgy,

Figure 10 Silicon octagons grown by the EFG method.

(Reproduced from Kalejs JP (2002) Silicon ribbons and foils –

state of the art. Solar Energy Materials and Solar Cells 72(1–4):

139–153, with permission from Elsevier.)
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Figure 11 Schematic of the principle of directional solidification methods; (a) VGF and (b) VB method.
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directional solidification is used to manufacture
single crystalline turbine blades made from nickel-
based superalloys (Figure 13).

The heat exchanger method (HEM) is a modified
directional solidification technique. The original char-
acteristic of HEM is that a gas-cooled heat exchanger
is placed below the seed-crystal (Figure 14). After
melting and homogenization, growth is initiated and
carried out by increasing the cooling gas flow and
decreasing the furnace temperature.

HEM was developed mainly for the growth of
large sapphire crystals with diameters up to 500mm.
Several tons of solar-grade polycrystalline silicon as
well as CdTe and BGO crystals are also grown by
HEM. For these materials, the HEM technology is
often fluently merged into the VGF/VB technology.

For refractory materials with high chemical re-
activity and melting points above 20001C, often no
suitable crucible material exists. This problem is
overcome by the ‘‘skull melting’’ technique, where the
material to be grown serves as the crucible. RF hea-
ting is used to melt the charge contained in a water-
cooled crucible (e.g., copper). As a result of the water
cooling, a skull of sintered material is formed which
acts as a noncontaminating crucible for the melt.
Crystals are typically grown by directional solidifica-
tion of the molten charge without a seed crystal.

The method is used, for example, to grow 50–100
tons of cubic ZrO2 per month for gemstones. Some-
times this technique is also named ‘‘cold crucible tech-
nology,’’ especially when the melt is levitated by an RF
field in such a way that no contact exists between the
molten charge and the water-cooled crucible.

One interesting variant of the directional solidifi-
cation method is the so-called detached solidification
(Figure 15). In detached solidification, which is also
called the de-wetting growth process, a small gap
between the growing crystal and the crucible wall

Figure 12 CaF2 crystals as lense material for the micro-

lithography are grown by modified Bridgman–Stockbarger meth-

ods. (Source: SCHOTT Lithotec.)

Figure 13 Single crystalline turbine blades made by directional

solidification of nickel-based superalloys. (Reproduced with per-

mission from Institute of Science and Technology of Metals,

University Erlangen-Nuernberg.)

Crucible

Heater

Seed

Crystal

He flow

Melt

Figure 14 Schematic of the principle of the HEM method.
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exists. The formation and stability of such a gap de-
pends on the wetting behavior between the melt and
the crucible material, the contact angle, the growth
angle, and external forces (especially a certain gas
pressure difference between the gap and the top of
the melt).

The experimental results achieved so far for CdTe,
Ge, GeSi, and GaSb on earth and also under mi-
crogravity demonstrate that the structural perfection
of the crystals is generally improved when the de-
wetting effect occurs. However, there still remains a
lot of research to be done until this technology can be
transferred into industrial production.

Zone melting in crucibles In zone melting only a
part of the solid is melted in a crucible or a boat by
using a resistance or induction zone heater (Figure 16).
Growth is achieved by moving the heat source re-
latively to the axis of the container. Nowadays,
the importance of zone melting for bulk crystal
growth is mainly limited to its use for purification
of the feed material. Impurities with a segregation
coefficient k0o1 can be accumulated very efficiently
by multiple passes of melt zones toward the end of
the ingot.

Floating Zone (Crucible-Free Zone Melting)

The floating zone (FZ) technique is a crucible-free
crystal growth method. In FZ growth, the molten
zone is kept between two vertical solid rods by its
own surface tension (Figure 17). A single crystal is
grown by dipping a seed crystal into one end of the
zone and translating the molten zone toward the feed
stock. The main advantage of the FZ technique is the
absence of the container, which precludes a contam-
ination by the crucible material and the generation of
crystal defects caused by the interaction between the
growing crystal and the container. Therefore, the
technique is especially used for highly reactive
materials, intermetallic compounds, and refractory
materials. The heating of the molten zone can be
achieved by several methods including RF induction,
optical, electron beam, laser and resistance heating.
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Crystal
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Wetting
angle 

Growth
angle 
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axis

Figure 15 Schematic of the principle of detached solidification.
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Figure 16 Schematic of the principle of zone melting.
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The industrial application of the FZ technique is
rather limited because the maximum sample diam-
eter is relatively small due to the difficulties in main-
taining a stable molten zone. Usually the maximum
height of the molten zone is a few millimeters, which
is determined by the ratio between the surface ten-
sion and the density of the melt.

These difficulties were overcome in the industrial
FZ growth of silicon by using the needle-eye tech-
nique. In the needle-eye technique, the shape of the
molten zone is stabilized by the electromagnetic
pressure field generated with a specially shaped RF-
induction coil. The silicon crystals produced by this
FZ technique have diameters of up to 200mm and
extremely low oxygen contamination (o1016 cm�3).
Such pure silicon substrates are needed for power
electronic devices.

Crystals of other materials with higher density and
lower surface tension, for example, GaAs can only be
grown with larger diameters under microgravity
conditions (Figure 18).

Verneuil Technique

The Verneuil technique (Figure 19), also called the
flame fusion technique, is one of the oldest methods
for growing refractory oxide crystals. The feed is a
fine powder which is fused by an oxygen–hydrogen

flame burner while falling down toward the growing
crystal. A thin melt film is formed on top of the
growing crystal, which is slowly pulled down. It is
important to balance the rate of powder feed and the
rate of pulling to maintain a constant growth rate

Figure 18 GaAs crystals grown by the FZ technique; left:

sample grown in space under microgravity during the German

Spacelab mission D2, right: sample grown on earth with maxi-

mum size. (Source: Crystal Growth Laboratory, Fraunhofer IISB,

Erlangen.)
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Figure 19 Schematic of the principle of the Verneuil method.
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and crystal diameter. Otherwise, the thermal field in
the vicinity of the solid–liquid interface is changed
which results in poor crystal quality.

The advantage of this process is the low equipment
costs. The main disadvantage is the extremely large
temperature gradient causing a high density of stress-
induced crystal defects. Therefore, often an after
heater is used in order to prevent the crystal from
cracking.

Nowadays, the Verneuil technique is exploited for
the economic mass production of sapphire and ruby
used in jewelry and precision bearings (B700 tons
per year). Most high-melting oxide compounds can
be grown using this technique.

Solution Growth

Opposite to melt growth where the crystal solidifies
from its own melt, in solution growth the elements or
compounds of the material to be crystallized are dis-
solved in a suitable solvent.

Principle

For crystal growth, the solution has to be supersat-
urated. This can be achieved by different means:

1. In the temperature changing technique, the solu-
tion is supersaturated by slow cooling as the sol-
ubility is usually decreasing with decreasing
temperature (supersaturation is achieved by slow
heating, if the solubility decreases with increased
temperature)

2. In the evaporation technique, the supersaturation
is obtained by controlled evaporating of the
solvent at a constant temperature.

3. In the temperature gradient technique, two
regions of different temperatures T1 and T2 are
established. At the higher temperature T1, the
material is dissolved, while at lower temperature
T2 crystal growth takes place.

The growth rate is mostly limited by the transport
rate of the solute to the growth interface. Therefore,
an active mixing by an ‘‘accelerated crucible rotation
technique’’ is used.

An important issue in solution growth is the se-
lection of a suitable solvent. At the growth temper-
ature, the solvent should generally have a sufficient
solubility of the material to be grown as well as a low
vapor pressure and low viscosity.

Low-Temperature Solution Growth

Low-temperature solution growth is one of the sim-
plest methods to grow single crystals especially if

aqueous solutions are used (Figure 20). Industrially
important crystals grown by low-temperature solu-
tion growth are potassium dihydrogen phosphate
(KDP, Figure 21) ammonium dihydrogen phosphate
(ADP), both for electrooptic applications, and, for
example, triglycine sulfate (TGS) for IR imaging ap-
plications.

High-Temperature Solution Growth

Practically any material can be grown by high-tem-
perature solution growth (often also called flux
growth). Mainly low-melting temperature solvents

Immersion heater

Temperature
sensor 

Solution
Stirrer

Stirrer

Fluid bath

Crystals

Figure 20 Apparatus for crystal growth by the temperature

changing method using a fluid bath. (Reproduced from Sangwal K

(2001) Growth from solutions. In: Encyclopedia of Materials:

Science and Technology, pp. 3670–3680, with permission from

Elsevier.)

Figure 21 KDP single crystal grown from aqueous solution.

(Source: CEA.)
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(fluxes), molten salts, and oxides are used. This
method can be applied to congruent and non-
congruent melting materials. Solution growth is
also the preferable growth technique, if the mate-
rial undergoes a destructive solid–solid phase transi-
tion below its melting point. It is also applied as
liquid phase epitaxy to produce epitaxial layers on
substrates. However, the growth rates are small com-
pared to melt growth techniques and sometimes the
solvent contaminates the crystal.

For a variety of technically important materials
such as Sr1�xBaxNb2O6 (SBN), Pb1�xBaxNb2O6

(PBN), LiNbO3, BaTiO3, BBO, the so-called top-
seeded solution growth method (TSSG) is used
(Figure 22). TSSG corresponds to the CZ method;
the only difference is that a solution is used instead of
the melt.

In the field of semiconductor crystals, the use of
solution growth is limited. In research laboratories
the solution growth of ZnSe, ZnS, ZnTe, as well as of
SiC and GaN is investigated.

Hydrothermal Growth

Hydrothermal growth refers usually to heteroge-
neous reactions in aqueous solvents or mineralizers
above 1001C and under high pressure (several kbars).
In hydrothermal growth, the high-pressure condi-
tions are needed to enhance the solubility of the
solute in the solvent. A precisely controlled temper-
ature gradient is used to achieve the crystallization
at the seed location (principle (3.) in the section
‘‘Principle’’).

Hydrothermal growth is extensively exploited to
grow synthetic quartz (SiO2) crystals. It is carried out
in special vessels also called autoclave or bomb under
pressures of typically 170MPa and around 4001C.
This technique has also been used to grow berlinite
(AlPO4), calcite (CaCO3), and zincite (ZnO) crystals.

High-Pressure Synthesis

High-pressure synthesis refers to the growth of dia-
mond crystals. In this method, anvils generate a
pressure of around 60 kbar in the heated growth cell.
The growth cell contains graphite mixed with a met-
al or alloy that serves as a solvent/catalyst. At around
15001C diamond is the stable modification whereas
graphite becomes meta-stable and is partially dis-
solved in the solvent. The solubility difference acts as
a driving force for the conversion of carbon from
graphite to diamond crystals in the solvent.

Vapor Growth

Vapor growth is like solution growth usually applied
when melt growth is impractical. Due to the lower
temperatures as compared to melt growth, many
thermally activated processes like impurity incorpo-
ration, compositional uniformity, structural imper-
fection, are usually decelerated. Therefore, the crystal
quality is enhanced. However, in vapor growth the
growth rates are usually also considerably decreased
due to the low density of crystal material in the gas
phase, the low transport rate of the vapor to the
growth region, and the decreased interface kinetics as
the temperature is decreased.

Sublimation Technique

In physical vapor transport (PVT) often called as
sublimation growth, a source material held at a tem-
perature T1 sublimates, and its vapor is transported
by diffusion and convection to the seed crystal held
at a lower temperature T2 where it can crystallize.
The supersaturation at the crystallization front de-
pends on the difference of the partial pressures of the
sublimated material in the source and growth region
as well as on the total vapor pressure in the system.
The supersaturation has to be precisely controlled in
order to avoid parasitic nucleation.

Nowadays, the sublimation technique is industri-
ally used to produce silicon carbide crystals with
diameters of up to 100mm (Figure 23). Typically,
the growth takes place in an inductively heated gra-
phite crucible at elevated temperatures (T ¼ 2100–
24001C). A transport of Si, Si2C, and SiC2 gas species
is established from the SiC source to the growing SiC
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Figure 22 Typical equipment for the temperature gradient

technique with top seeding (TSSG).
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single crystal in an Argon ambient atmosphere
(p ¼ 10–100mbar).

Also aluminum nitride is grown by PVT methods
at temperatures above 20001C. The PVT method is
also used for II–VI compounds.

Chemical Vapor Transport and Chemical Vapor
Deposition

In the chemical vapor transport (CVT) method, a
reactive gas is used which reacts with the source
material or gaseous chemical compounds containing
the crystal components. This source material is trans-
ported as gaseous species to the growth zone of the
reactor. Here, the reactions take place, forming the
crystal components which are deposited at the grow-
th interface.

CVT has less importance in bulk crystal growth,
but is the dominant method for producing thin films.
In bulk crystal growth, CVT is applied only on a
laboratory level to grow a variety of materials espe-
cially chalcogenides. Nowadays, hydride vapor
phase epitaxy (HVPE) as a variant of the CVT prin-
ciple is used to grow thick free-standing gallium ni-
tride substrates (Figure 24).

Conclusions

Bulk growth of inorganic crystals has become an
important industrial key technology. Although meth-
ods to grow any inorganic crystal material are
known in principle, continuous R&D efforts are
necessary for a further development of the processes

to fulfill the demands on crystal properties coming
from the various fields of application. Among the
most important R&D tasks are:

* up-scaling of the growth systems in order to grow
crystals of larger dimension for higher pro-
ductivity and yield,

* avoiding of crystal defects which are deleterious
for the performance of devices made from the
crystals,

* better control of crucial processing parameters in
order to tailor the physicochemical properties of
the crystals according to the needs of their appli-
cations, and

* an increased uniformity of the relevant crystal
properties in the micro- and macroscale.

See also: Crystal Growth, Bulk: Theory and Models; Film
Growth and Epitaxy: Methods; Solidification: Models and
Simulations; Vapor Transport Processing: Mechanisms;
Vapor Transport Processing: Models and Simulations.

PACS: 02.60.Cb; 02.70.� c; 07.35.þ k, 44.;
47.27.� I; 47.65.þ a; 61.; 61.72.� y; 64.70.�p;
64.75.þg; 68.08.�p; 81.05.� t; 81.10.Aj; 81.10.Bk;
81.10.Dn; 81.10.Fq; 81.10.Jt; 81.10.Mx; 81.30.Fb
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Introduction

The growth of bulk crystalline materials remains one
of the most challenging and astonishing technical
endeavors of materials processing. For example,
electronic-grade silicon grown by the Czochralski
method is one of the purest and most perfect mate-
rials ever produced by mankind. Current production
technology routinely achieves impurity levels of less
than parts per billion in single-crystal ingots of up to
300mm in diameter and over 200 kg in mass, and
these crystals are completely free of dislocations.
Indeed, it is even possible today to control the dis-
tribution of micro-defects, such as voids, in bulk sili-
con crystals. Advances in the production technology
of bulk crystal growth to current levels would have
been impossible without the application of theory
and modeling to understand and improve these pro-
cesses.

While silicon remains the foremost in economic
importance, many other materials are produced in
the form of bulk single crystals. Most of these are
semiconductors or oxides and used as substrates for
the fabrication of electronic, optical, or optoelec-
tronic devices. The most common means for the
production of these bulk crystals are melt-growth
and solution-growth techniques. For more detailed
information, one should consult the excellent over-
view on bulk crystal growth by Müller and Friedrich
in this encyclopedia. Vapor, plasma, or molecular
beam techniques, because of their slower growth
rates, are rarely employed for the production of bulk
crystals, though these methods are extremely impor-
tant for the growth of thin films needed for device
fabrication. Topics of film growth and epitaxy are
covered elsewhere in this encyclopedia.

This article presents an overview of the theory and
modeling of bulk crystal growth. It must be empha-
sized from the start that crystal growth is a fascinating,

yet complex process that depends on a host of coupled
physical phenomena ranging from thermodynamics to
kinetics. While many behaviors can be described by
relatively simple theories, there is still much that
remains to be understood. Modeling, which can be
broadly described as applied theory, is usefully em-
ployed for clarifying many aspects of crystal growth.
However, the extent to which modeling can realisti-
cally represent bulk crystal growth is also limited,
mainly due to the challenges in representing the many
phenomena occurring at disparate length and time-
scales, and the limits of current computers and nu-
merical algorithms. Nevertheless, advances in theory
and modeling will continue to aid important advances
in crystal growth technology.

Crystal Growth Theory

Crystal growth theory consists of mechanistic models
of how and why a crystal grows from a fluid phase
(either liquid or vapor). There are many ways that
crystals of different materials grow under different
conditions, and no single simple theory describes all
of these behaviors. The ensuing discussion highlights
some of the more useful theories for the description of
the growth of bulk single crystals, starting first with
thermodynamic concepts, followed by issues invol-
ving kinetics. Also, since bulk crystals are almost al-
ways grown from an existing seed crystal, crystal
nucleation phenomena will not be addressed here.

Thermodynamics

The formation of a crystalline solid from a fluid is a
first-order phase transformation, accompanied by
discontinuous changes in enthalpy, entropy, and spe-
cific volume. However, under equilibrium conditions,
the Gibbs energy is continuous from the solid to the
fluid phases. Crystal growth occurs under nonequi-
librium conditions, when the thermodynamically sta-
ble crystal phase coexists with a thermodynamically
metastable phase, typically a supersaturated or su-
percooled fluid. The driving force for transition to the
stable, crystalline phase is the difference in Gibbs
energy between the two phases. All crystal growth
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processes are designed to set up and maintain a pre-
cise driving force, DG, for crystallization, where G
denotes the Gibbs energy associated with each phase.
This driving force takes the form of an undercooling
in temperature, DT, in melt growth and a supersat-
uration s, or compositional difference, in solution
growth. At the larger length scales involved with bulk
crystal growth, the crystallization driving force is
strongly impacted by the kinetics associated with
energy and materials transport by diffusion and
convection via fluid flow. The effects of continuum
transport will be discussed in more detail in ensuing
sections.

A solid crystal is separated from the surrounding
fluid phase by a phase boundary or interface. The
ordered crystalline structure of the solid, in contrast
to the nearly disordered structure of the fluid, leads
to interfacial energetic effects which are highly
anisotropic and a function of interface orientation.
Typically, these energetic differences are small com-
pared to the crystallization driving force between the
bulk phases; however, surface effects are important
in many situations. Indeed, it is these energetics that
prescribe the equilibrium shape that a crystal exhibits
(via a shape minimization of the Gibbs energy of the
crystal).

Under many situations, the surface shape which
minimizes the Gibbs energy corresponds to an atom-
ically smooth plane associated with the underlying
crystalline structure and referred to as a singular face
or facet. Under conditions not far from equilibrium,
growth is characterized by how the addition of atoms
to the surface affects the Gibbs energy of the surface.
Often, growth occurs layer by layer, leading to fac-
eted crystal shapes. The kinetics of mechanisms
involved in layer growth are discussed in the ensuing
section.

Some single crystals, especially metals grown form
the melt, do not exhibit faceted interfaces under
equilibrium conditions. This behavior is explained by
a phenomenon known as an interface-roughening
transition. The basic idea involves the change in
Gibbs energy of an initially flat crystal surface with
the addition of atoms during growth. There is an
enthalpic driving force to add atoms to the surface,
as they form new bonds to the surface and to each
other. However, if there is a large change in entropy
between the crystal and fluid phases, the Gibbs
energy is lowest when there are just a few extra
atoms on the surface or a few atoms missing in the
plane below. Under these conditions, the surface is
smooth, and the crystal exhibits a faceted shape;
see Figure 1a. On the other hand, if the change in
entropy between phases is small enough, as is com-
mon for most metals, then the Gibbs energy of the

surface is minimized when half of the available sur-
face sites are filled, resulting in a rough interface and a
crystal shape which may be arbitrary; see Figure 1b.
For melt growth, the Gibbs energy depends only on
the temperature, and the nature of the interface is set
only by the properties of the material. For solution
growth, the Gibbs energy depends on temperature
and composition, so it is possible to change the
interface from smooth to rough, for example, by
increasing the temperature of the system while
maintaining a crystallization driving force in super-
saturation.

A final topic involving the thermodynamics of
crystal growth is that of lattice defects arising during
growth. Again, the basic idea goes back to thermo-
dynamics and the minimization of the Gibbs energy
for a crystalline material. If one considers a perfect
crystal, the process of ordering of the atoms into a
perfect lattice is characterized by a minimization of
the enthalpy of the system. However, the total entro-
py of the system will be increased by disorder, that is,
by defects in the perfect lattice. Since the Gibbs
energy, G, contains both enthalpic and entropic com-
ponents, that is, G¼H�TS, where H is enthalpy, T
is absolute temperature, and S is entropy, a minimi-
zation of G may be accomplished by some amount of
disorder, becoming more important with increasing T.
In a pure material, this disordering is manifested by
the defective incorporation of atoms during growth,
leading to point defects (either vacancies or intersti-
tials) in the resulting crystal. Since the equilibrium of
point defects is strongly dependent upon temperature,
the details of the cool-down process of the crystal is
very important in determining their ultimate fate
during the growth of high-melting-point crystals,
such as silicon. This relationship is much more com-
plicated for multicomponent crystals, such as com-
pound semiconductors. The interested reader is
referred to the ‘‘Further Reading’’ section for more
extensive discussions.

Kinetics

In addition to thermodynamic considerations, kinetic
factors are always important in the growth of bulk
crystals. It is useful to consider two limiting situations

Fluid Fluid

Crystal Crystal

(a) (b)

Figure 1 Schematic diagram of the limiting behaviors of a fluid–

crystal interface: (a) smooth surface and (b) rough surface.
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according to the structure of the crystal surface, as
depicted in Figure 1. If the crystal surface is atomi-
cally smooth, the crystal grows layer by layer and is
limited by interfacial kinetics. On the other hand, if
the surface is atomically rough, the incorporation of
atoms into the crystal is very fast and the growth
behavior is largely determined by the continuum
transport of mass and energy. While real crystalliza-
tion behavior is much more complicated, these two
scenarios can be usefully employed to model the
growth of many bulk crystals.

A simple theoretical model that gives insight to
growth mechanisms is the Kossel–Stranski model,
depicted in Figure 2, which assumes that a crystal is a
simple cubic lattice comprised of atoms, or growth
units. Each lattice site is either empty or occupied,
and empty sites are forbidden below occupied sites.
Growth then occurs by the addition of atoms to pre-
existing surfaces of the crystal. The change in the
Gibbs energy of the surface by the addition of a
growth unit is determined by its position relative to
the other atoms, with the lowest surface energy cor-
responding to an atomically flat, singular surface, or
facet. This is also often referred to as a Terrace–
Ledge–Kink model for crystal growth.

The rate of growth of the crystal is determined by
how fast new layers can be added. For a singular
surface, the rate-determining step is the two-dimen-
sional nucleation of a new layer, which is typically
slow compared to transport. For a surface orienta-
tion far away from a facet direction, there are many
steps along the surface so that the incorporation of
atoms into the available steps is fast, and the growth
of the crystal normal to the surface is limited by the

rate of transport from the fluid phase to the surface.
A general outcome of this mechanism is that the
growth of any crystal is anisotropic and that the
slowest growth will occur in directions normal to
singular faces. If this is true and there are no trans-
port limitations, then a growing crystal will eventu-
ally be bounded by the slowest growing faces,
leading to a crystal with a faceted shape, which is
often referred to as its growth habit.

However, there is a problem with the above theory,.
If two-dimensional nucleation must occur to start a
new layer on a singular surface, far higher driving
forces than observed would be needed to obtain the
growth rates obtained in experiments. Burton and
Cabrera postulated that a near-singular, or vicinal,
surface, such as depicted in Figure 3a, would contain
enough steps to rectify this large discrepancy between
theory and observation. At the same time, Frank not-
ed that dislocations are present in nearly all crystals
and that a screw dislocation intersecting a face would

(a)

(b)

Figure 3 Schematic depictions of (a) steps along a vicinal

surface and (b) steps around a screw dislocation.

Ledge

Kink

Crystal
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Figure 2 The Kossel–Stranski model depicts a crystal as a

simple cubic lattice. Under growth conditions, adatoms adsorb to

a terrace, then diffuse and incorporate into lower-energy ledge or

kink sites.
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act as a continuous source of steps, as indicated in
Figure 3b. Burton–Cabrera–Frank, or BCF, theory
describes the growth of singular crystal faces as a
mechanism of step generation and movement.

The notion of rough versus smooth interfaces must
also be modified to account for kinetic factors. Nota-
bly, if the driving force for crystallization is sufficiently
high, a two-dimensional nucleation of new layers on a
singular surface can occur fast and often enough to
make the surface atomically rough. This phenomenon
is known as kinetic roughening and is observed in
vapor and molecular beam growth. It is much less
likely to be observed during melt growth, because of
the very high undercooling that would be required, or
in bulk solution growth, since there are usually step
sources available to allow the BCF mechanism of
growth.

These theories give a qualitatively correct picture
of the mechanisms behind crystal growth, although
real behavior is much more complicated. The rather
simple theories discussed above do not consider such
effects as clustering of atoms on the surface, roughen-
ing to several layers within the crystal, the ordering of
a liquid preceding the crystal interface, fluctuations,
surface reconstruction, impurities or other chemical
interactions involving noncrystallizing species, along
with many others. There are still challenges for the
theory of crystal growth.

Crystal Growth Modeling

Crystal growth modeling involves the construction of
a mathematical description of a crystal growth sys-
tem, the solution of the governing equations of the
model, and the interpretation of the modeling results.
The challenge for modeling bulk crystal growth is
combining an appropriate description of crystalliza-
tion behavior with a proper description of continuum
transport in the bulk. The crystallization interface is
part of a self-consistent solution to a mathematical
moving-boundary problem, which also poses special
challenges. Below, brief discussions of governing
equations and solution techniques are presented for
modeling continuum transport and the crystal inter-
face in bulk crystal growth.

Continuum Transport

The transport of heat, mass, and momentum is im-
portant in bulk crystal growth processes. Governing
equations are written to describe the conservation of
these quantities within the solid crystal and the ac-
companying fluid phase. A brief accounting of these
phenomena and their governing equations is given
below.

Flow in the fluid phase is especially important for
the transport of heat and mass via convection in bulk
crystal growth systems. For liquids, such as the mol-
ten phase in melt growth or the solution phase in
solution growth, flows are described by conservation
equations written for momentum and continuity of
an incompressible, Newtonian fluid with the appli-
cation of the Boussinesq approximation to describe
fluid density changes:

r
@v

@t
þ v � rv

� �
¼ �rpþ mr2vþ r0g½1� bTðT � T0Þ
� bsðc� c0Þ� þ Fðv; x; tÞ ½1�

where r is the density of the fluid, v is the velocity
field, t is time, r is the gradient operator, p is the
pressure field, m is the fluid viscosity, g is the gravitat-
ional vector, bT and bs are the thermal and solutal
expansivities, respectively, T is temperature, c is con-
centration, the subscript zero denotes the reference
state about which the linear dependence of the den-
sity is approximated, and Fðv; x; tÞ is an additional
body force, for example, that which results from the
application of a magnetic field to a conducting fluid.
The requirement for continuity of the fluid phase
takes on the following form

r � v ¼ 0 ½2�

which states that the divergence of the velocity field
must be zero everywhere. Collectively, these two
expressions constitute the celebrated Navier–Stokes
equations.

Flows driven by buoyancy, referred to as natural
convection, are important in all bulk crystal growth
systems due to thermal or solutal gradients. In ad-
dition, temperature or compositional gradients along
a liquid–gas interface can drive very strong flows
arising from the variation of surface tension along
the surface. Often referred to as Marangoni flows,
these are important in many meniscus-defined melt-
growth systems, such as the Czochralski and floating
zone methods. Forced convection flows are driven by
applied rotation of crystal or crucible or, in solution-
growth systems, by pumping or stirring mechanisms.
Also of great importance in many bulk growth sys-
tems are time-dependent or turbulent flows, which
arise naturally if the driving forces are strong
enough. These flows dramatically affect the nature
of continuum transport to the crystal interface. The
application of strong stationary or rotating magnetic
fields has been applied to electrically-conductive
melts in attempts to control such flows.

The transport of heat and mass can be deter-
mined from the solution of the appropriate governing
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equations. The energy balance equation is given by
the following expression:

rCp
@T

@t
þ rCpv � rT ¼ kr2T ½3�

where Cp is the heat capacity and k is the thermal
conductivity of the fluid. For media which possess
some transparency to infrared radiation, the transport
of energy via internal radiative transport may also be
important in high-temperature crystal growth sys-
tems, and an extra term must be added to the above
equation. The exchange of thermal radiation among
surfaces is also very important in many high-temper-
ature growth systems. These radiative processes are
described by terms which are strongly nonlinear in
temperature, thus posing significant modeling chal-
lenges. Heat transfer is also very strongly influenced
by thermal boundary conditions, that is, the condi-
tions imposed on the crystal and fluid by the system
design. The modeling of heat transfer in high-temper-
ature melt growth furnaces is itself a significant tech-
nical challenge due to complicated geometries and
radiation heat transfer.

The conservation equation for a dilute species in a
fluid is given by

@c

@t
þ v � rc ¼ Dr2c ½4�

where D is the diffusion coefficient of the species.
Mass transfer in bulk crystal growth systems is
largely determined by the interactions of diffusion
and convection near the liquid–crystal interface. At a
growing crystal surface, the equilibrium partitioning
of a solute between solid and fluid phases coupled
with diffusion and convection results in segregation,
that is, the inhomogeneous distribution of a solute in
a grown crystal. These phenomena are discussed in
more detail in ensuing sections.

The Crystal Interface

The manner in which the crystal interface is repre-
sented is a central feature of bulk crystal growth
models. A self-consistent growth model requires that
the interface geometry be computed as part of the
solution to the transport problem, that is, as a free or
moving boundary. For the case of melt growth, a
mathematical expression of the normal growth velo-
city of the interface, Vg is given by

Vg ¼ bDT ½5�

where b denotes a kinetic coefficient and DT is the
driving force for crystallization,

DT ¼ Ti � Tm 1� g
L
H

� �
½6�

where Ti represents the interface temperature, Tm is
the melting temperature of a planar interface, g is a
capillary coefficient, L is the latent heat of solidifi-
cation, and H depicts the local mean curvature
of the interface. For an atomically rough interface,
the kinetic coefficient becomes large enough so that
the undercooling DT goes to zero and Ti ¼ Tm

ð1� gH=LÞ. Here, the rate of interface movement
is controlled by the flow of latent heat away from the
interface. In many bulk melt-growth systems, the in-
terface is flat enough so that capillarity is unimpor-
tant, and the interface is located along the melting
point isotherm of the system, Ti ¼ Tm.

From an algorithmic point of view, two methods
are primarily employed for computing the location of
the crystal interface. Front-tracking methods define a
discrete moving surface to separate the interface be-
tween crystal and melt, and diffuse-interface meth-
ods treat the interface as a region of finite thickness
across which physical properties vary rapidly but
continuously from one bulk value to the other. Both
methods have been used with great success to model
different crystal growth problems. Front-tracking
methods, such as the isotherm method, have an
advantage in accuracy and numerical efficiency, but
their implementation becomes problematic when the
shape of the interface becomes complicated, for ex-
ample, as in representing the shape of a dendrite.
Diffuse-interface methods, such as the phase field
method, come to the fore in such situations; they are
able to compute interface shapes of great complexity,
albeit at a higher computational cost for a given level
of accuracy.

Modeling the growth velocity of a crystalline sur-
face in bulk solution growth is much more problem-
atic than in melt-growth systems, since interfacial
kinetics are much more important. The simplest rep-
resentation of interface velocity and growth is

Vg ¼ bks ½7�

where bk denotes a kinetic coefficient and s is the
supersaturation. The supersaturation is defined as
s � Dmg=kBT ¼ lnðC=CeÞ, where Dmg is the change in
the chemical potential between the crystal and liquid,
kB is the Boltzmann constant, and C and Ce are the
actual and equilibrium molar concentrations. The
kinetic coefficient in this expression varies strongly
as a function of the detailed nature of the surface,
posing great challenges for realistic modeling. Indeed,
predicting the shape of crystals growing from the
solution phase is still a formidable undertaking; see
the ‘‘Further reading’’ section for additional details.

Modern atomistic simulation techniques, such
as molecular dynamics and kinetic Monte Carlo
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methods, are being applied to model crystal inter-
faces. These techniques are showing great promise
for obtaining a deeper understanding of crystal
growth; however, they are typically restricted to des-
cribing systems characterized by very small length
scales over very short time scales (see the ‘‘Further
reading’’ section).

Crystal Growth Analysis

As previously emphasized, bulk crystal growth is
characterized by strongly interacting and often very
nonlinear phenomena. Theory and modeling have
allowed many of these behaviors to be analyzed and
understood; a few examples are discussed below.

Segregation

For a dilute species (often called a dopant) added to a
pure material, the phase behavior of the nearly pure
material can be described by a phase diagram of
temperature plotted as a function of concentration
(at constant pressure), as shown in Figure 4a. The
important behaviors, from the point of view of crys-
tal growth, are that the solid in equilibrium with the

liquid at a fixed temperature differ in composition
and that the equilibrium melting (or freezing) tem-
perature is a function of composition. The first of
these phenomena gives rise to segregation, referring
to the partitioning of a dopant between the solid and
melt which results in a crystal of inhomogeneous
composition, even when grown from an initially uni-
form-composition melt. The second phenomenon,
when coupled with segregation during growth, is re-
sponsible for the morphological instability known as
constitutional supercooling and will be discussed in
the next section.

Classic explanations of dopant segregation involve
directional solidification, where a crystal is growing
into a melt in one direction and both phases initially
have the same solute composition, c0. For the case of
no melt mixing and a partition coefficient, k, less than
unity, the dopant is rejected from the growing crystal
and diffuses away from it. This flux causes the melt-
dopant concentration at the interface to increase in
time, until it is exactly c0/k, as depicted schematically
in Figure 4b. Under these conditions, axial segregation
is said to be diffusion-limited and, barring initial and
final transients, gives rise to a constant composition c0
along the length of the crystal.
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Figure 4 The solidification of a dilute binary alloy: (a) simplified phase diagram, (b) diffusion-limited axial segregation, (c) axial

segregation as depicted by the BPS model, and (d ) conditions leading to constitutional supercooling.
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Convection in the melt disrupts this appealing dif-
fusion-controlled scenario by altering the form of the
concentration profile in the melt. The BPS model of
Burton, Prim, and Schlicter postulates a stagnant film
in front of the interface of thickness d. Transport is
assumed to occur only by diffusion within the film
and by perfect convective mixing beyond the film,
leading to the dopant concentration profile depicted
in Figure 4c. Under this scenario, the axial distribu-
tion of a dopant in the crystal is given by

cs
c0

¼ keffð1� f Þðkeff�1Þ ½8�

where cs is the concentration of dopant in the crystal,
c0 is the initial concentration of solute in the bulk, f is
the fraction of melt solidified, and keff is an ‘‘ef-
fective’’ distribution coefficient given by

keff ¼
k

kþ ð1� kÞ expð�Vgd=DÞ ½9�

where k is the equilibrium distribution coefficient, Vg

is the growth velocity of the crystal, and D is the dif-
fusion coefficient of the dopant in the melt. If d-N,
the effective segregation coefficient approaches unity,
and the constant axial concentration profile for diffu-
sion-controlled growth is obtained. As d-0, complete
mixing of the melt is implied, keff-k, and the Scheil
equation for axial segregation is recovered. The BPS
model is often very effective for fitting experimental
segregation data by suitable choice of the parameter d.

The simplicity and elegance of the BPS expression
is perhaps a bit misleading, since it has virtually no
predictive capabilities. The underlying idea for this
model is too simple; there is no precise physical
meaning of the parameter d, since flows in real sys-
tems are never completely stagnant nor intense
enough to produce perfect mixing. In addition,
segregation across the face of the crystal can be
more important than segregation along its length,
and this effect is ignored in the one-dimensional so-
lidification model discussed above. Numerical mod-
els are required for a more complete analysis of
segregation in crystal growth (see the ‘‘Further rea-
ding’’ section).

Morphological Instability

The one-dimensional directional solidification model
presented above can be used to understand the morph-
ological stability of a crystal interface during growth.
The situation in the melt in front of a growing inter-
face is depicted in Figure 4d. An axial temperature
gradient is applied to the system to maintain growth,
with the interface at Ti and the temperature rising as it
extends into the melt. Typically, thermal diffusion

processes are much faster than mass diffusion, so the
temperature profile is linear over the length scale
characteristic of the dopant diffusion layer in front of
the solidification interface. Also shown in this graph is
a curve that denotes the equilibrium freezing temper-
ature of the melt, or the liquidus temperature, in front
of the interface. This changes with position due to the
compositional profile in the melt set up by segregation
and mass diffusion (see Figure 4c) and the dependence
of the equilibrium freezing temperature on composi-
tion (see Figure 4a). Under the conditions depicted by
temperature profile (1), the growth of the crystalliza-
tion front into the melt is stable, since the actual tem-
perature is always above the freezing temperature.
However, if the thermal gradient is small enough, a
situation depicted by profile (2) can arise. Here, much
of the melt in front of the interface is below its freezing
point, and a perturbation to the interface will grow
rapidly into the supercooled region, resulting in an
unstable growth interface. This situation is known as
constitutional supercooling, and the criterion for it to
arise is,

dTL

dz
o
mc0ð1� kÞVg

kD
½10�

where dTL/dz denotes the axial temperature gradient
of the melt at the interface and m is the slope of the
liquidus curve on the binary phase diagram. The re-
sultant behavior, which is often referred to as the
Mullins–Sekerka instability, is a wavy interface,
which, under larger driving forces, becomes suc-
cessively more unstable in the form of cells and,
eventually, dendrites.

Morphological instability can also arise during the
bulk growth of crystals from a liquid solution; ex-
periments have demonstrated that steps growing
along a vicinal surface can be strongly affected by
solution flowing above the surface. Under certain
conditions, the density of growth steps redistributes
along the surface, giving rise to regions where the
steps are very closely spaced, which are known as step
bunches. This step-bunching morphological instabi-
lity is understood to be driven by the interaction of
solution flow and mass transfer with the underlying
distribution of steps. Flow in the same direction of the
step can drive variations in the solute supersaturaton
field to be out of phase with the distribution of steps,
thereby destabilizing a train of initially evenly spaced
steps. Flows opposite to the direction of step motion
will generally stabilize perturbations to step spacing.
It is postulated that step bunching may be a prelude
to the formation of solvent inclusions during growth,
but the detailed mechanisms involved are not yet well
understood. Chernov provides an excellent overview
of these phenomena.
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Crystal Defects

Modeling has been gainfully employed to understand
the origins of several types of defects in bulk crystals
grown from the melt and to optimize growth con-
ditions to reduce their numbers. During the growth
of semiconductor crystals, a large number of dislo-
cations can be produced via dislocation formation
and multiplication processes driven by thermal
stresses generated during growth and cooling. While
the necking process developed by Dash for Czochral-
ski growth has allowed large elemental semiconduc-
tor crystals (e.g., silicon and germanium) to be grown
dislocation-free, large compound semiconductor
crystals, such as gallium arsenide and cadmium tellu-
ride, are plagued by high levels of dislocations. Mod-
eling heat transfer in growth systems has been
successfully employed to minimize thermal stresses
and dramatically reduce defect densities of bulk
compound semiconductor crystals. Völkl provides an
extensive review of this area.

Intrinsic point defects also arise naturally during the
growth of all bulk crystals, and their fate under grow-
th conditions determines the properties of the result-
ant material. As discussed previously, point defects
arise from their entropic contribution to lowering the
Gibbs energy of the crystal, which varies exponenti-
ally with temperature. Point defects also diffuse
through the lattice via processes which are strongly
thermally activated. There has been much recent
progress in understanding how point defects arise,
move, and interact in silicon to produce microdefects,
such as voids arising from the condensation of excess
vacancies and networks of dislocation loops formed
by excess interstitials. Accurate modeling is required
to predict these effects and optimize growth condi-
tions. Such efforts have been referred to as defect
engineering (see the ‘‘Further reading’’ section).

Process Engineering

Advances in computers and numerical algorithms are
enabling increasingly powerful models for crystal
growth systems to be used for scientific inquiry and
engineering optimization. Modeling is a particularly
powerful tool for obtaining a better understanding of
melt crystal growth, since experimental observations
of growth process are made difficult by high temper-
atures, long process times, and the extreme difficulty
of measuring the state of the growing crystal in situ.
From a technical perspective, the optimization of in-
dustrial-scale crystal growth processes via modeling is
growing more important with each passing day.

An example of what modern process modeling can
do is depicted in Figure 5, where the effects of a
ampoule tilt and rotation are assessed for a Bridgman

growth system. A schematic of the process is shown
in Figure 5a, and a cut-away view of the three-di-
mensional finite element mesh employed by the mod-
el is shown in Figure 5b. This model solves for
continuum transport coupled with the position of the
melt–crystal interface using a front-tracking tech-
nique. Heat transfer boundary conditions are sup-
plied by a furnace thermal analysis code. Figure 5c
shows isoconcentration contours for a dopant in the
melt, and pathlines for the melt flow field are de-
picted in Figure 5d. This information is needed to
understand how operating conditions affect crystal
growth and how the process can be improved.
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Figure 5 Process model for vertical Bridgman crystal growth

system: (a) schematic diagram of process, (b) finite element

mesh used in model, (c) isoconcentration surfaces caused by

segregation, and (d) melt pathlines showing fluid flow in a tilted,

rotated system.
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Matter Physics; Crystal Growth, Bulk: Methods; Film
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Phase Transformations, Mathematical Aspects of; Phases
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Nomenclature

c concentration, mass (kgm� 3)
C concentration, molar (molm� 3)
Cp heat capacity at constant pressure

(J K� 1 kg� 1)
D diffusivity (m s� 2)
f fraction of melt solidified (–)
F body force per unit volume (Nm� 3)
g gravitational constant (m s � 2)
G Gibbs energy (Jmol� 1)
H enthalpy (Jmol� 1)
H mean curvature (m� 2)
k distribution coefficient (–)
kB Boltzmann constant (J K� 1)
L latent heat of solidification (Jm� 3)
m Liquidus curve slope (Km3 kg� 1)
p pressure (Pa)
S entropy (Jmol� 1K� 1)
t time (s)
T temperature (K)
v velocity (m s� 1)
Vg growth velocity (m s� 1)
x position coordinate vector (m)
z axial distance (m)
b kinetic coefficient for melt growth

(m s� 1K� 1)
bk kinetic coefficient for solution growth

(m s� 1)
bs solutal expansivity (m3 kg� 1)
bT thermal expansivity (K� 1)
g capillary coefficient (Jm� 1)
d stagnant film thickness (m)
k thermal conductivity (Wm� 1K� 1)
m dynamic viscosity (Pa s)
mg chemical potential (J)
r density (kgm� 3)
s supersaturation
r gradient operator
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Introduction

Crystal optics describes the optical phenomena in
anisotropic media when light waves may behave dif-
ferently depending on direction propagation and
polarization. This branch of optics is named after
natural crystals that are used in optical devices for
many years. The crystal optics techniques and ap-
proaches can also be employed to describe light
propagation in noncrystalline bulk media (e.g., in an
isotropic liquid) when static external fields induce
optical anisotropy or in artificial structures, which
can be created by recent advances in material science.

Conventionally, crystal optics is restricted to the
investigation of the optical propagation in transparent
dielectric crystals leaving behind the dramatic enrich-
ment of the propagation phenomena in the vicinity of
the absorption resonances in crystalline media where
the frequency and spatial dispersion may play decisive
roles. Also, crystal optics studies the linear optical
phenomena, which are governed by the second-rank
tensor of the dielectric susceptibility. However, it is
necessary to notice here that the nonlinear optical
phenomena, which arise due to dependence of the
light propagation effects on the light wave amplitude
and are governed by the higher-rank tensors of non-
linear susceptibility, are much more sensitive to the
crystal symmetry. Nevertheless, the core part of crys-
tal optics ‘‘crystallized’’ in the pre-laser era and these
intensity-dependent effects are studied in the frame-
work of nonlinear rather than crystal optics. In this
article, major effects in light propagation in aniso-
tropic nonmagnetic media are discussed.

Maxwell Equations

Spatial and temporal evolutions of the electric field E
and magnetic induction B of a light wave in non-
magnetic medium are described by the Maxwell
equations:

curl E ¼ 1

c

@B

@t

div B ¼ 0

curl B ¼ 1

c

@D

@t

div D ¼ 0

½1�

The mutual orientation of the vectors E, B and the
electric displacement D in an electromagnetic wave
propagating in a nonabsorbing anisotropic medium
is determined by the Maxwell equations [1]. In the
plane monochromatic wave with frequency o and
wave vector k,

Eðt; rÞ ¼ E e�iotþikr þ E�eiot�ikr

Bðt; rÞ ¼ B e�iotþikr þ B�eiot�ikr

Dðt; rÞ ¼ D e�iotþikr þD�eiot�ikr

½2�

the vectors D, B, and k are perpendicular to one
another:

k� B ¼ �o
c
D

k� E ¼ o
c
B

½3�

That is, in any anisotropic medium, D>B and E>B.
However, vectors E and D are not necessarily collin-
ear. The plane containing vectors D and B (and per-
pendicular to the wave vector k) is called the wave
front plane, while those containing pair k, H and k,
D are called the polarization plane and vibration
plane, respectively. The plane containing orthogonal
vectors E and B is perpendicular to the energy flux
vector S ¼ ðc=4pÞ½E� B�, which is not necessarily
parallel to the wave vector k and determines the
direction of the ray propagation in the medium (see
Figure 1). Since the number of variables in Maxwell’s
equations is greater than the number of equations, an

S

B

D
E

k

Figure 1 Mutual orientation of vectors E , B, D, k , and S in the

anisotropic medium.
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additional relationship (constitutive equation) is
needed between electric displacement D and the
wave fields. However, the electric and magnetic fields
of the light wave in a nonmagnetic medium are re-
lated by the first Maxwell equation, that is, the
constitutive equation can be reduced down to
D ¼ DðEÞ. This functional relationship between elec-
tric displacement and electric field strength should
account for the material properties of the medium.

Constitutive Equation in Anisotropic
Medium

Constitutive equations of the medium must obey the
causality principle that ensures a retrospective rela-
tionship between D and E: displacement at the mo-
ment is determined by the preceding electric field, but
not by the future one. Similarly, the displacement is
not necessarily local, that is, it could depend on the
electric field not only at the point of observation, but
also in some vicinity around it. With account for the
causality and nonlocality, the constitutive equation
for linear optics can be presented in the following
form:

Diðt; rÞ ¼
X

j¼x;y;z

Z t

�N

dt1

Z
V

dr1

� cijðt � t1; r � r1ÞEjðt1; r1Þ ½4�

Here, the subscripts label the Cartesian axes x, y, z
of the laboratory frame, cijðt � t1; r � r1Þ is the
response function that describes the contribution
into displacement at point r and time t resulting from
the finite electric field at point r1 at time t1. Since E
and D are vector quantities, the response function is
tensorial by nature and relates projections of the dis-
placement and electric filed in the laboratory Carte-
sian frame. The properties of the response function
are determined by the mechanism of the optical re-
sponse in the medium and the medium symmetry. If
the optical response is instantaneous, cijðt � t1; r �
r1Þp dðt � t1Þ, that is, displacement at the moment t
is given by the electric field at the same moment of
time. If the response in a particular location only
depends on excitation at this location, cijðt � t1; r �
r1Þp dðr � r1Þ. In molecular media, the response
function would normally have a maximum at r ¼ r1
and diminish for jr � r1j4a, where a is the typical
size of a molecule. In crystals, the effects of the spa-
tial dispersion are often associated with excitation of
quasiparticles such as excitons, which may have ef-
fective radii of up to hundreds of angstroms.

The constitutive equation can be reduced to a
more familiar form if one considers propagation of a
monochromatic wave with frequency o and wave

vector k (eqn [2]):

Di ¼
X

j¼x;y;z

eijðo; kÞEj ½5�

where

eijðo; kÞ

¼
Z

N

0

dt
Z
V

dqcijðt; qÞeiot�ikq ½6�

is the dielectric tensor that governs the propagation
of the electromagnetic waves in the medium.

In the following, the spatial dispersion effects
(i.e., the dependence of the dielectric tensor on the
wave vector), which in most cases result in minor
correction in the wave propagation in anisotropic
media, are ignored. However, if the spatial dispersion
is the only source of the optical anisotropy (e.g.,
circular birefringence in chiral liquids), it should be
taken into account to describe the light propagation
effects.

Dielectric tensor is symmetric with respect to per-
mutation of its indices, eij ¼ eji. This fundamental
symmetry relation arises from the Onsager principle
of symmetry of kinetic coefficients and holds in
nonmagnetic media at thermal equilibrium. Another
important property of the dielectric tensor is its Her-
micity for nonabsorbing media, that is, eij ¼ ðejiÞ� in
the frequency region where the absorption losses are
negligible. Correspondingly, the energy dissipation
rate in the medium at frequency o is given by the
non-Hermitian part of the dielectric tensor:

Q ¼ io
8p

X
i;k

ðe�ij � ejiÞEiE
�
j ½7�

In the transparent medium the dielectric tensor is
real, eij ¼ ðejiÞ� ¼ ðeijÞ�, and, therefore, there exists a
Cartesian frame in which it can be presented in the
diagonal form:

eij ¼
e1 0 0

0 e2 0

0 0 e3

0
B@

1
CA ½8�

e1; e2, and e3 are called the principal dielectric con-
stants (or principal permittibilities) of the crystal that
are always positive. The coordinate axes of this sys-
tem are called principal dielectric axes of the crystal.
In this coordinate frame, the constitutive equation
[5] reduces down to D1 ¼ e1E1, D2 ¼ e2E2,
D3 ¼ e3E3, that is, displacement and electric field
will not parallel one another unless E coincides with
one of the principal axes or the principal dielectric
constants are equal.

If the optical response is not instantaneous, the
dielectric tensor depends on the frequency, and,
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therefore, both the orientation of the principal axes
and the magnitude of the principal dielectric con-
stants may vary with frequency. On the other hand,
crystal symmetry imposes restrictions on the struc-
ture of the dielectric tensor and, therefore, on the
number of nonequal principal dielectric constants.
The competition between symmetry restrictions and
frequency (also referred to as color) dispersion al-
lows one to introduce three distinct groups in the
optical classification of the crystals.

In cubic crystals, three crystallographically equiva-
lent, mutually orthogonal directions may be chosen.
In crystals of a cubic system, the principal dielectric
constants are equal, e1 ¼ e2 ¼ e3 ¼ e: Therefore, the
constitutive equation in cubic crystals is the same as
that in an isotropic medium, D ¼ eE, that is, cubic
crystals are optically isotropic. In these crystals, the
frequency dispersion may change only the magnitude
of the permittivity.

In crystals of trigonal, tetragonal, and hexa-
gonal systems, the plane containing two equivalent
perpendicular directions is perpendicular to the
three-, four-, or sixfold rotation axis, respectively.
Conventionally, this direction is chosen along the
third principal axis. In these crystals, which are
called uniaxial, relationship e1 ¼ e2ae3 holds at all
frequencies.

In crystals of orthorhombic, monoclinic, and tri-
clinic systems, no two equivalent directions can be
chosen. These crystals in which e1ae2ae3, are called
biaxial. In crystals belonging to the orthorhombic
system, the directions of the principal axes are fixed
and coincide with twofold rotation axes and/or sym-
metry planes. This ensures their independence from
the wave frequency. This situation changes for crys-
tals of the monoclinic system, in which only the
twofold rotation axis exists, and correspondingly,
orientation of just one principal axis does not show
color dispersion. In crystals of the triclinic system,
both the directions of the principal axes and
magnitudes of the principal dielectric indices may
change with frequency.

Fresnel Equation, Wave Vector Surface,
and Ray Surface

Maxwell equations [3] allow one to arrive at the
following equation for displacement:

o2

c2
D ¼ ½k� ½E� k�� ¼ k2E� ðkEÞk ½9�

This gives three linear homogeneous equations for
the Cartesian components of electric field in the

principal crystal frame:

k22 þ k23 �
o2

c2
e1

� �
E1 � k1k2E2 � k1k3E3 ¼ 0

� k1k2E1 þ k21 þ k23 �
o2

c2
e2

� �
E2 � k2k3E3 ¼ 0

� k1k3E1 � k2k3E2

þ k21 þ k22 �
o2

c2
e3

� �
E3 ¼ 0 ½10�

The compatibility condition for these equations is
that the relevant determinant should vanish. This
condition gives the so-called Fresnel’s equation that
defines the frequency dependence of the wave vector
(or dispersion relation). By introducing vector n ¼
ðc=oÞk along the direction of propagation and ef-
fective refraction index n ¼ jnj, the Fresnel equation
is conventionally presented in the following form:

n2ðe1n21 þ e2n22 þ e3n23Þ
� ½n21e1ðe2 þ e3Þ þ n22e2ðe1 þ e3Þ
þ n23e3ðe1 þ e2Þ� þ e1e2e3 ¼ 0 ½11�

When the direction of propagation is given, eqn [11]
gives two different magnitudes of the effective refr-
active index. Fresnel’s equation in coordinates
fn1; n2; n3g defines the so-called wave vector surface.

Normal to the wave vector surface gives the di-
rection of the energy propagation (Poynting vector)
in the medium. Usually, it is described by the so-
called ray vector s, which is introduced by condition
ðnsÞ ¼ 1. Since the Poynting vector is perpendicular
to E and B, one can readily arrive at

s� B ¼ �E

s�D ¼ B
½12�

By replacing E with D and k with �ðo=cÞs and vice
versa in [3], one may arrive at [12]. This corresponds
to the rule of duality in crystal optics. According to
this rule, an equation valid for vectors E, n, and ten-
sor eij is also valid if these variables are replaced with
D, s, and tensor ðeijÞ�1, respectively. For example,
from Fresnel’s equation [11], one can obtain the
equation which defines the ray vector surface:

s2ðe3e2s21 þ e1e3s22 þ e1e2s23Þ
� ½s21ðe2 þ e3Þ þ s22ðe1 þ e3Þ
þ s23ðe1 þ e2Þ� þ 1 ¼ 0 ½13�

One can observe that when the direction of s is given,
two rays with two different wave vectors can
propagate in the crystal.

The above analysis can be visualized by means of
simple geometrical constructions. One may draw the
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ellipsoid that corresponds to the tensor ðeijÞ�1 with
semiaxes equal to the square roots of the princi-
pal dielectric constants. This equation is called the
ellipsoid of wave normals (also known as the index
ellipsoid), and in the Cartesian frame with principal
dielectric axes, it is described by the following
equation:

x2

e1
þ y2

e2
þ z2

e3
¼ 1 ½14�

If the ellipsoid is cut by a plane which is orthogonal
to vector n, the intersection of the plane with the
ellipsoid will be an ellipse (see Figure 2). The length
of its axes determines the two values of the effective
refractive index, while the axes determine the direc-
tions of the relevant vector D. It is necessary to notice
that unit vectors in these two directions and unit
vector along n form Cartesian basis.

In order to find the orientation of the electric field
in the medium, the ellipsoid that corresponds to the
tensor eij with semiaxes equal to the square roots of
the inverse principal dielectric constants (the Fresnel
or ray ellipsoid) is considered:

e1x2 þ e2y2 þ e3z2 ¼ 1 ½15�

If the ellipsoid is cut by a plane with normal s, the
intersection of the plane with the ellipsoid will be an
ellipse, whose axes determine the two values of the

effective refractive index and orientation of the
relevant vector E.

Optical Properties of Uniaxial Crystals

In uniaxial crystals, two principal dielectric constants
are equal to one another ðe1 ¼ e2 ¼ e>; e3 ¼ ejjÞ.
This reduces the Fresnel equation [11] down to the
product of two factors:

ðn2 � e>Þ�
½ejjn23 þ e>ðn21 þ n22Þ � ejje>� ¼ 0 ½16�

This implies that the wave vector surface for uniaxial
crystals consists of two separate surfaces, a sphere
and spheriod, which touch one another at opposite
poles on the n3-axis. Depending on the sign of
e> � ejj, the crystal is said to be a negative or a
positive uniaxial crystal (the sphere lies outside or
inside the spheroid, respectively; see Figure 3).

Correspondingly, there may exist two types of
waves (ordinary and extraordinary waves) that
propagate along a given direction in a uniaxial crys-
tal. The relevant refractive indices are the following:

n0 ¼ ffiffiffiffiffiffi
e>

p

ne ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ejje>
e> sin2 yþ ejj cos2 y

s
½17�

where y is the angle between the optical axis
(the principal axis ‘‘3’’) and the wave normal. Two

D2

D1

k

Figure 2 Ellipsoid of wave normals. The normal to the wave

vector section of the ellipsoid is ellipse (shaded). The length of its

semiaxes determines the values of the refractive index, while the

orthogonal axes determine the directions of oscillations, i.e.,

transverse components D1 and D2 of the electric the displace-

ment vector.

(a)

(b)

�⊥

�⊥
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Figure 3 Orthogonal sections of normal surfaces for uniaxial

crystals: (a) negative crystal – the sphere with radius equal to e>
lies outside the spheroid with main semiaxes e> and ejj. (b) po-
sitive crystal – the sphere with radius equal to e> lies inside the

spheroid with main semiaxes e> and ejj.
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refractive indices are equal only at y ¼ 0 when the
wave normal coincides with the optical axis.

The ray surface can be found by replacing n with s
and e>;jj with ðe>;jjÞ�1 in [16]. For the ordinary wave,
the directions of the wave vector and ray vector are
the same, that is, with respect to ordinary waves the
crystal behaves like an isotropic medium. For the
extraordinary wave, the directions of the ray vector
and wave vector do not coincide; however, they lie in
the plane containing the wave vector and the optical
axis. This plane is called the principal plane. The
angle y0 between the ray vector of the extraordinary
wave and the crystal axes is given by the following
equation: tan y0 ¼ ðe>=ejjÞtan y.

Since the four vectors E, D, s, and n always lie in
the same plane, the extraordinary wave is polarized
so that vector E lies in the principal plane. Therefore,
in the ordinary wave, vector E lies in the plane,
which is perpendicular to the principal one.

Optical Properties of Biaxial Crystals

In biaxial crystals, the three principal values of the
tensor are all different, that is, the wave normally
becomes ellipsoid rather than spheroid as in uniaxial
crystals. The direction of the principal axes may, in
biaxial crystals, depend on frequency. The Fresnel
surface can be obtained by solving eqn [11]. In the
case of e1oe2oe3, the shape of one octant of the
wave vector surface is shown in Figure 4.

The singular point of self-intersection (there are
four such points, one in each quadrant) gives the di-
rection of the optical axes or binormals of the crystal.
The dashed line in Figure 4 passes through two op-
posite singular points and is at the following angle to
the ‘‘3’’-axis:

tan b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e3ðe2 � e1Þ
e1ðe3 � e2Þ

s
½18�

The directions of the optical axes are evidently the
only ones for which the wave vector has only one
magnitude.

The properties of the ray surface are entirely sim-
ilar to those of the wave surface. The directions of
the optical ray axes or biradials can be derived from
[18] by replacing e1;2;3 with ðe1;2;3Þ�1:

tan g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 � e1
e3 � e2

r
½19�

The directions of the wave vector and the ray vector
are the same only for light propagating along one of
the principal axes.

Near a singular point, the inner and outer parts of
the wave vector surface are cones with a common

vertex and, therefore, the direction of the normal to
the surface becomes indeterminate. This implies that
the wave vector along the binormal corresponds to
an infinity of ray vectors, whose directions occupy a
certain conical surface, called the cone of internal
conical refraction. Similar results hold for the wave
vectors corresponding to a given ray vector. The ray
vectors along the biradial correspond to an infinite
number of wave vectors, whose directions occupy the
cone of external conical refraction.

In observations of the internal conical refraction,
one can use a crystal plate cut perpendicular to the
binormal. When monochromatic light wave inci-
dents normally on one of the crystal faces, the wave
vector of the transmitted wave is parallel to the
binormal and so the rays are on the cone of internal
refraction. Therefore, a collimated light beam that
enters the crystal spreads out into a hollow cone
emerging from the crystal as a hollow light cylinder.

In order to observe the external conical refraction,
the crystal plate must be cut perpendicular to the
biradial, and small apertures should be placed in ex-
actly opposite positions on both crystal facets. When
the first aperture is illuminated by a focused beam,
only rays that propagate along the biradial can reach
the second aperture. Therefore, the relevant wave vec-
tors occupy the cone of the external conical refraction.
It is necessary to notice, however, that the cone of light
emerging from the crystal does not exactly coincide

n3

n2

n1

�2

�1

�2

�3

�1 �3

�

Figure 4 One octant of the Fresnel surface of a biaxial crystal

with e1oe2oe3. Dashed line shows the optical axis (binormal) of

the crystal. One can observe that a section of the Fresnel surface

by the plane normal to one of the coordinate axes consists of an

ellipse and a circle. In the plane fn1; n2g, ellipse with semiaxes e1
and e2 lies inside the circle with radius e3, while in the plane

fn2;n3g, the circle with radius e1 lies inside the ellipse with semi-

axes e2 and e3. In the plane fn1; n3g, the ellipse with semiaxes e1
and e3 crosses the circle with radius e2.
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with the cone of external refraction because of the
refraction on crystal-vacuum inteface.

Polarization Devices Based on
the Crystal Optics

Since in the crystal two linear polarized waves with
different wave vectors are allowed along a given di-
rection, one can observe double refraction or bire-
fringence at the vacuum–crystal interface. That is, an
arbitrary polarized light beam entering an anisotropic
crystal is divided into two beams with orthogonal
linear polarizations. The direction of propagation of
the beams is determined by the orientation of the in-
cident wave vector with respect to the principal crys-
tal axes and does not necessarily lie in the incident
plane. These properties of the vacuum–crystal inter-
face have enabled one to develop various devices to
control and to investigate the polarization properties
of light. The polarization devices belonging to two
most common types are discussed below. These are
polarizers that produce linear polarized light by split-
ting an elliptically polarized beam into two linearly
polarized ones, and retarders that control the ellip-
ticity of the light beam by changing the phase differ-
ence between its orthogonally polarized components.

The Nicol prism was invented in the nineteenth
century and consists of a natural rhombic crystal of
calcite, which is cut into two parts along a diagonal
plane, and joined together again with Canada balsam
(see Figure 5). For a given angle of incidence, at the
vacuum–crystal interface a light beam splits into or-
dinary and extraordinary rays with effective refractive
indices n0 ¼ 1:6584 and ne ¼ 1:4864, respectively.
Since the refractive index of the Canada balsam
nbalsam ¼ 1:5260 satisfies the condition neonbalsam
on0, the ordinary ray undergoes total reflection at the
Canada balsam joint while the extraordinary ray
passes through. Therefore, the Nicol prism allows one
to achieve linear polarization with practically no lat-
eral displacement of the incident light beam. It is nec-
essary to notice that a number of polarizing prisms
(e.g., Glan–Foucault polarizer that employs total
internal reflection similar to the Nicol prism and
Wollaston prism that produce two orthogonally
polarized output beams) have been devised.

The difference in the phase velocity of the ordinary
and extraordinary waves in the birefringent crystal
enables one to achieve a desired phase difference be-
tween them by changing the crystal thickness and/or
the relevant refractive indices. Since the directions of
vibrations in these waves are mutually orthogonal,
the total phase difference accumulated between them
determines the polarization of the transmitted light.
Such devices are called compensators because they

enable one to compensate the phase difference be-
tween orthogonal components of the elliptically po-
larized light wave. It is noticed here that these devices
may also be referred to as retarders, because they
introduce a finite retardation of one component with
respect to another.

A compensator is usually made from a parallel
plate of birefringent crystal that cuts so that the optic
axis is parallel to the front and back plates of the
plate. At the vacuum–crystal interface (z¼ 0), the
input wave at normal incidence divides into ordinary
and extraordinary ones that propagate with phase
velocities v0 ¼ c=n0 and ve ¼ c=ne, respectively, and
linearly orthogonally polarized. If the components of
the light field in eqn [2] at z¼ 0 are equal to Ex and
Ey, respectively, those of the light waves emerging
from the plate are given by Ex expf2ipn0d=lg and
Ey expf2ipned=lg, where l is the wavelength in
vacuum. Therefore, the phase difference, which the
plate introduces between the ordinary and extraor-
dinary waves, is given by the following equation:

Df ¼ 2pd
l

ðn0 � neÞ ½20�

The quarter-wave plate has a thickness of d ¼
l=4jn0 � nej and introduces a phase difference Df ¼
7p=2 to the transmitted wave. This wave plate trans-
forms linearly polarized wave into circularly polarized
one and vice versa. In order to obtain circularly po-
larized wave from linearly polarized, the optical
axis of the plate is oriented at 451 to the incident
polarization azimuth so that Exðz ¼ 0Þ ¼ Eyðz ¼ 0Þ.
In such a case, the amplitudes of the transmitted
ordinary and extraordinary polarized waves remain
equal in magnitude. However, they acquire the 7p=2
phase shift, that is, Exðz ¼ 0Þ ¼ 7 iEyðz ¼ 0Þ. This
implies that the wave becomes left- or right-circular
polarized depending on the relationship between n0
and ne.

The wave plate with thickness of d ¼ l=2jn0 � nej
is called the half-wave-plate, which allows one to
rotate the polarization azimuth by 901. If the optical

CaCO3
e

o

Canada balsam

CaCO3

Figure 5 The Nicol prism produces the light beam polarized in

the plane of the picture (e-beam). The orthogonally polarized o-

beam undergoes total internal reflection on the calcite–Canada

balsam interface.
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axis of the plate is oriented at 451 to the incident
polarization azimuth (that is, Exðz ¼ 0Þ ¼ Ey

ðz ¼ 0Þ), in the transmitted wave, the extraordinary
polarized components acquire the p phase shift, that
is, Exðz ¼ dÞ ¼ Exðz ¼ 0Þ while Eyðz ¼ dÞ ¼ �Ey

ðz ¼ 0Þ. One can readily find that this corresponds
to the rotation of the polarization azimuth by 901 or
to the transformation of the left circular polarized
beam to the right circular polarized one.

The frequency dispersion results in color sen-
sitivity of the wave plates. In order to achieve com-
pensation of the phase shift for any wavelength,
devices based on the combination of edges are used.
The most common examples are the Babinet and
Soleil compensators.

See also: Electrodynamics: Continuous Media; Nonlinear
Optics; Optical Instruments; Optical Properties of Materials.
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Introduction

The bulk of our experimental knowledge of chemical
structure, the arrangement of atoms in space, comes
from the study of crystalline solids. This article in-
tends to explain the nature of this chemical infor-
mation, and how it may be extracted from the
experimental results, given the form of the theoret-
ical model used to describe the crystal structure.

This article first discusses some relevant elements of
crystal symmetry and explains how the crystal struc-
ture is coded in a typical theoretical model. The infor-
mation available from experimental techniques are
used to establish crystal structures, especially X-ray
diffraction and also diffraction of neutrons and elec-
trons. A very large number of crystal structures have
now been determined by these methods, and the result-
ing information is held in various crystallographic dat-
abases; these will therefore be described, focusing on
the information they contain on individual determina-
tions, which will typically include lattice parameters
and space group, as well as the details of the unit cell
contents as described by the refinement model used.

It is important to be able to evaluate the reliability
of geometric descriptors derived from such a model,
so refinement models and the published measures of
the quality of the experimental structures determined
are discussed. This is followed by a review of derived
parameters, that is, those geometric descriptors of
chemical interest.

Crystal Symmetry

Ignoring defects, the crystal is a regular arrangement
of identical building blocks, the unit cells, in three
dimensions. The set of points equivalent to each
other by the translation from one unit cell to another
form a quasi-infinite three-dimensional geometric
lattice, and, in order to describe a crystal structure, it
is sufficient to define both this lattice and the struc-
ture or contents of an individual unit cell.

Crystal structures are characterized by their space
group symmetry, that is, each structure falls into one
of the 230 space group types detailed in International
Tables for Crystallography. Each of these space groups
falls into one of each of the broader categories of
crystal system, Bravais lattice and crystal point group
as shown below, that is, it will belong to a Bravais
lattice and a crystal point group within its crystal class.

7 Crystal classes

32 Crystal point groups

14 Bravais lattices

230 Space groups

In general, a space group symmetry operation
consists of a matrix R and a vector t, which generate
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from a position vector x an equivalent point x0 as

x0 ¼ Rxþ t

where R is an operation of the corresponding crystal
point group. When R is the identity operation (100/
010/001) the overall operation is a lattice translation,
and t will be integral unless the lattice is centered in
some way. Other point symmetry operations R may
be combined with fractional translations t to form
alternate space group operations (screw axes and
glide planes). When the possible combinations of
Bravais lattices and crystal point groups are con-
sidered, and include the cases where screw axes and
glide planes replace the pure rotation axes or mirror
planes of the point group, the 230 space groups re-
sult. Table 1 gives the crystal classes, along with, for
each class, the lattice parameters required to define
the unit cell, the possible centerings and the point
groups, classified according to the presence of polar-
ity and chirality. The equivalent points in the various
centered lattices are shown in Table 2.

Unit Cell Contents

The unit cell of the crystal will normally contain
a number of formula units of the constituent

substance. Although the chemical formula may be
easy to define in the case of elements and synthetic
compounds, it may be problematic in the case of
biological materials because of their complexity, and
also for many minerals. Assuming that the formula
mass, M, can be reasonably estimated, the number, z,
of formula units per unit cell can be calculated from
its dimensions, provided the density of the crystal, r,
is known, since

z ¼ rNA U=M

where NA is Avogadro’s number and U the cell
volume.

For macromolecular crystals such as proteins, this
process is complicated by the large and uncertain
amount of solvent generally present in the crystal and
so contributing to M, and by the difficulties in
obtaining accurate density measurements.

Once the number of each type of atom is known,
the next stage is to describe how the mean atomic
positions are distributed within the unit cell. In a
simple case, this merely means describing the con-
tents of that normally smaller volume which may be
used to generate the complete unit cell through the
space group operations. This volume, in mathemat-
ical terms the fundamental domain of the space
group, is referred to as the asymmetric unit. The
asymmetric unit is not normally uniquely defined;
however, when rotation or inversion axes are
present, they must lie at the borders of the asym-
metric unit. (Centers of symmetry %1 and mirror
planes m ¼ %2, are special cases of inversion axes.)

The volume of the asymmetric unit may be calcu-
lated using data from Tables 1 and 2. The number of
equivalent points generated by each crystal point
group is given in parentheses against it in Table 1. The

Table 1 Some properties of the crystal classes

Crystal class Restrictions on lattice

parameters

Possible

lattices

Point groups and their orders (in parentheses)

Nonpolar nonchiral Polar

nonchiral

Nonpolar

chiral

Polar chiral

Cubic a(¼b¼ c)

(a¼ b¼ g¼901)

P,I,F m %3m (48) %43m (24), m %3(24) 432(24),

23(12)

Hexagonal a(¼b)ac (a¼ b¼901,

g¼1201)

P 6/mmm(24), %6m2(12), 6/

m(12), %6(12)

6mm(12) 622(12) 6(6)

Trigonal a(¼b)ac (a¼ b¼901,

g¼1201)

P,R %3m(12), %3(6) 3m(6) 32(6) 3(3)

Tetragonal a(¼b)ac

(a¼ b¼ g¼901)

P,I 4/mmm(16), %42m(16), 4/

m(8), %4(8)

4mm(8) 422(8) 4(4)

Orthorhombic aabac

(a¼ b¼ g¼901)

P,I,C,F mmm(8) mm2(4) 222(4)

Monoclinic aabac

(ba(a¼ g¼901)

P,C 2/m(4) m(2) 2(2)

Triclinic aabac aabag P %1(2) 1(1)

Table 2 Lattice types and their equivalent points under trans-

lation

Lattice

type

No. of

points

Equivalent points under translation

are (x,y,z)þ

P 1 (0, 0, 0)

C 2 (0, 0, 0) (1/2, 1/2, 0)

I 2 (0, 0, 0) (1/2, 1/2, 1/2)

R 3 (0, 0, 0) (2/3, 1/3, 1/3) (1/3, 2/3, 2/3)

F 4 (0, 0, 0) (1/2, 1/2, 0) (1/2, 0, 1/2)

(0, 1/2, 1/2)
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number of points equivalent by translation is given in
Table 2 for each lattice type. Multiplying these two
numbers together will give the factor by which the
asymmetric unit is smaller than the unit cell. For ex-
ample, the trigonal space group R3c has a rho-
mbohedral lattice (triply primitive¼ 3) and belongs to
point group 3m (order 6). The unit cell is therefore 18
times larger than the asymmetric unit. This number is
termed the multiplicity of the general position of the
space group; the explanation of this follows.

We can define another number z0, the number of
formula units in the asymmetric unit. For many
structures z0 ¼ 1, and each of the atoms of the for-
mula unit occupies a so-called general position with-
in the asymmetric unit. In such a case, each atom’s
position is described by three arbitrary fractional co-
ordinates (xi, yi, zi). However, various exceptions
exist. The most common is that z0o1; this normally
means that the positions of at least some of the atoms
must coincide with one or more point symmetry el-
ements (in addition to the identity), so that when the
corresponding transformations are applied, their co-
ordinates are unchanged. These atoms will lie on the
boundaries of the asymmetric unit, and their coor-
dinates will be restricted in some way. Such atoms
are said to lie on special positions of the space group.

The various possible special or ‘‘Wyckoff’’ posi-
tions are listed, together with their multiplicities and
local site symmetries, in International Tables for Cry-
stallography. Where one or two coordinates are con-
stricted, that special position type may be occupied by
more than one type of atom (obviously with different
free coordinates), whereas only one atom may occupy
a special position comprising a set of points.

An example which illustrates many of these points,
and where all the possible Wyckoff positions of the
space group are used, is that of the isostructural
crystals M3As2O8 (M¼Mg, Co). These have z¼ 6 in
space group I %42d. The Wyckoff positions for this
space group are shown in Table 3; the general
position with symbol e has multiplicity 16. This

makes z0 ¼ 3/8 on the basis of the formula, and it
immediately follows that elements M and As at least
must lie on special positions or be disordered. The
number of As atoms in the unit cell (12) cannot be
satisfied by the multiplicity of one special position
alone, and that of M (18) cannot even be satisfied by
any combination of the special positions, which only
have multiplicities of 8 or 4, unless some disorder is
also present. The way in which these restrictions are
resolved in the structure is also shown in Table 3,
where all five Wyckoff position types are used. The
As atoms are tetrahedrally coordinated (site symme-
tries 2 and %4 are subgroups of the tetrahedral group
%43m), and most of the M atoms are octahedrally
coordinated (2 is a subgroup of m %3m ), with one-
ninth of the M atoms disordered among eight coor-
dinate sites of symmetry %4.

On the other hand, for molecular crystals, it is
possible for the molecule (formula unit) to itself have
some internal symmetry, and that z0o1 indicates that
some point symmetry elements of the molecule co-
incide with the site symmetry of a special position.
Depending on the situation, this might not require
any individual atoms to lie in special positions. Also,
for molecular crystals, cases where z041 are not un-
common, and rare cases exist where z0 ¼ 1 does not
correspond to one molecule in a general position, but
more than one in distinct special positions.

Crystallographic Databases

The information on an individual structure will be held
as a record on a crystallographic database. The main
databases are CRYSTMET for metals and minerals,
the Inorganic Crystal Structure Database (ICSD) for
inorganic structures, the Cambridge Structural Data-
base (CSD) for organic and organometallic structures,
and the Protein Data Bank (PDB) for macromolecular
structures. These are augmented by the Powder Dif-
fraction File, the Surface Structure Database, and the
Nucleic Acid Database for special purposes.

Table 3 Distribution of the atoms over the Wyckoff positions of I %42d in the tetragonal M3As2O8 phases

Site

multiplicity

Wyckoff

symbol

Oriented site

symmetry

Representative

coordinates

Atoms Occupancy Contribution to cell contents

M As O

16 e 1 (x,y,z) O(1) 1 16

O(2) 1 16

O(3) 1 16

8 d �2� (x, 1/4, 1/8) M(1) 1 8

As(1) 1 8

8 c 2�� (0, 0, z) M(2) 1 8

4 b %4 (0, 0, 1/2) M(3) 0.5 2

4 a %4 (0, 0, 0) As(2) 1 4

Totals 18 12 48
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The information held in a database record
(individual crystal structure) will include composi-
tion, lattice parameters, and space group, as well as
basic details of the experiment and refinement. Typ-
ically, the databases as a whole are relational, or are
otherwise structured to facilitate a wide range of
possible searches. They are regularly updated with
new crystal structures, but only after each submis-
sion has undergone an extensive validation proce-
dure to ensure consistency and completeness, and to
identify duplicate or related entries. Specialized soft-
ware for search, retrieval, and visualization is made
available to subscribers, along with regular updates
to the databases themselves.

Applications of the databases fall into two main
categories. First, there are searches for a single record
or a limited group of records, as an aid in identifica-
tion, structure description, property prediction, or pos-
sibly even structure determination through structure
type. However, increasingly the databases are resourc-
es for ‘‘data mining’’, the discovery of new information
through statistical analysis of the entire database.

The Refinement Model

How to construct the standard refinement model of
an inorganic or ‘‘small molecule’’ crystal structure is
discussed here. The least-squares refinement, the pre-
dominant method, is assumed here. The mean posi-
tions of the nuclei are defined by their fractional
coordinates – some of which may be constrained for
atoms in special positions – and, for X-ray and elec-
tron diffraction, their surrounding electron density is
assumed to be spherical, and is described by its
Fourier transform, the scattering factor. The distri-
bution of the instantaneous nuclear position about its
mean is described by the Debye–Waller or tempera-
ture factor, either isotropic or anisotropic. The latter
form requires six components for an atom in a gen-
eral position or on a center of symmetry, but will be
constrained for other types of special positions.

There will be an overall scale factor (sometimes
more, depending on the details of the data collection),
in addition to the parameters mentioned above.
Atomic site occupancies may be varied to take ac-
count of disorder or substitution. Modern refine-
ments may also vary the relative contributions from
the various twin orientations which may be present,
or the Flack parameter that describes the absolute
structure (chirality) of a chiral crystal structure.

However, in evaluating the results of a crystal
structure determination, it is important to distinguish
those quantities which are determined in an unbiased
way by the refinement, and those for which pre-
sumed chemical information was applied. In many

cases, any attempt to refine all possible parameters is
doomed to failure; but this does invalidate the results
of a more cautious refinement. In practice, the para-
meters to be refined must be chosen in such a way as
to maintain a well-behaved refinement process. The
inclusion of parameters with little impact on the
agreement between calculation and observation will
produce near-singular least-squares matrices and
hence excessive parameter shifts. For this reason
chemical information is frequently included in the
form of geometric constraints or, increasingly often
these days, restraints. A typical constraint is to refine
a molecule or group as a rigid body. In the case of
restraints, the assumed dimensions of the molecule or
group are treated as additional observations with
appropriate estimated errors.

In X-ray diffraction, the weakly-scattering hydrogen
atoms are normally constrained or restrained in some
way, and their precise positions are usually unreliable.

Because of the limited quality of diffraction data
from macromolecular crystals, it is not possible to
refine such structures using the same sort of least-
squares model as for small molecules, and so con-
straints or restraints are invariably necessary.

An alternative approach to crystal structure deter-
mination that is growing in popularity and reliability
is that of Rietveld analysis of powder diffraction data.

Measures of Quality

The quality of a structure refinement is generally re-
ported as the conventional R-factor

R ¼
P

i jDFijP
i jFo

i j
This quantity is related to the actual measure nor-

mally minimized, the weighted R-factor based on |F|2

2Rw ¼
P

i wijDFij2P
i wijDFo

i j
2

typically being about half. Another measure which
may be reported is the goodness-of-fit S,

S ¼
P

i wijDFij2

n�m

which should be about unity if the standard errors of
the observations are correctly estimated, and the
model used is adequate to fit the observations (i.e.,
the errors in the model are negligible).

The conventional R-factor is a good rough guide to
the quality of a structure determination, but has short-
comings in terms of comparing refinements on differ-
ent crystal structures, because it does not take account
of the distribution of structure factors in each partic-
ular data set. Data sets of high variance (hypercentric
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distributions, superlattices, and other pseudosymmet-
ric structures), tend to refine to higher values of the R-
factor, both because the higher proportion of very
strong and very weak diffraction peaks that cannot be
measured with the same precision as the others, and
because such data sets are more sensitive to limitations
in the model.

Typically, the databases allow some screening of
the quality of the individual structure determinations
in the search process. The CSD, for example, allows
a cut-off maximum to be applied to the conventional
R-factor, as well as the elimination of structures
where disorder is present. It also allows the compar-
ison of structures based on the quality of the derived
geometric descriptors (see next section), in its case
the average standard error in C–C bond lengths.

Derived Geometric Parameters

Much of the importance of crystal structure deter-
mination lies in the information available on bond
lengths (i.e., internuclear distances), bond angles,
and other geometric descriptors. These may be cal-
culated by standard methods; either the fractional
coordinates may be transformed to orthogonal dis-
tance coordinates,

X ¼ ax

Y ¼ ax cos gþ by sin g

Z ¼ ax cos bþ by sin b cos a� þ cz sin b sin a�

where a� is an angle of the reciprocal lattice, or the
calculations may be made using the metric tensor for
the crystal,

G ¼
a � a a � b a � c
b � a b � b b � c
c � a c � b c � c

0
B@

1
CA

The first approach would be more appropriate for
simple hand calculations, whereas the second is that
used in molecular geometry programs.

It is also worthwhile to examine the validity of the
anisotropic temperature factors determined by least-
squares. These parameters may be visualized as el-
lipsoids using the ORTEP program (see Figure 1).
Very large or distorted thermal ellipsoids on indivi-
dual atoms may indicate large amplitude internal
motion or even short-range static disorder. The TLS
(T – translation, L – libration, S – screw correlation)
matrix formalism may be used to test whether
individual atomic displacements within a molecule
or group are consistent with rigid-body motion.

In addition to bond lengths and angles, metal
and inorganic structures are frequently described in
terms of coordination polyhedra. For organic and

organometallic structures, additional descriptors are
required to describe the molecular or group confor-
mation; these include torsion angles and the devia-
tion from planarity of a group of atoms.

The description of protein crystal structures is
somewhat different. Precise bond lengths and angles
are not experimentally accessible, but the various
levels of organization are, these being:

1. primary structure, the sequence of amino acids
present in each chain,

2. secondary structure, the local hydrogen-bonding
patterns and chain torsion angles, which result in
turn in the typical regular structures (helices and
sheets),

3. tertiary structure, the three-dimensional relation-
ships between the secondary structure elements,
and

4. quaternary structure, the combination of protein
chains to form the overall protein molecule.

See also: Biological Structures; Crystal Structure Deter-
mination; Crystal Symmetry; Magnetic Point Groups and
Space Groups; Molecular Crystallography; Periodicity and
Lattices; Point Groups; Polymer Structures; Protein
Folding and Aggregation; Quasicrystals; Structure Types
and Classifications.

PACS: 61.50.Ah; 61.66.� f
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Introduction

X-rays were discovered in 1895 by W C Roentgen. To
ascertain the wave motion of X-rays, M von Laue,
stimulated by Ewald’s thesis, suggested an experiment
where X-rays are made to strike a crystal of copper
sulfate. Since a crystal is an arrangement of atoms that
repeats itself in three dimensions, it should constitute
a three-dimensional diffraction grating. The diffrac-
tion pattern obtained clarified definitively that X-rays
are an electromagnetic radiation having proper wave-
length (in the angstrom range, B10� 10m, like the
interatomic distances). Then, W H Bragg and W L
Bragg determined the first crystal structure, NaCl,
which gave rise to crystallographic studies. The inter-
actions between light and the object to be imaged are
similar in both visible and X-ray cases. The similarities
end when the scattered light is to be combined to form
the image; opticians working with visible light have
lenses to reconstruct the image. Unfortunately, there is
no known way to focus X-rays with a lens. It is only
possible to collect the intensities of the diffracted
beams and the process of combining them must be
done mathematically via Fourier synthesis. Since elec-
trons are the objects that diffract the X-rays, a map of
electronic density can be obtained and because the
electrons are concentrated around the nuclei of atoms,
the maxima indicate the atomic positions. In the Four-
ier synthesis, the coefficients are amplitudes of the
scattered wave which are complex numbers: magnitu-
des and phases. From the experimental data, only the

magnitudes and not the phases can be obtained.
Therefore, it is not possible to calculate the electronic
density map directly from experimental data: phases
must be derived by other means. This is the so-called
phase problem in crystallography.

In the following, the specimens that receive atten-
tion are single crystals, even if recent studies allow
one to determine the crystal structure up to B70
atoms from polycrystalline materials, that is, ensem-
bles of a large number of small crystals.

Crystal Diffraction

A crystal is a periodic arrangement of a motif and it
is convenient to think of a set of imaginary points
which have a fixed relation in space to the atoms of
the crystal. A set of points so formed constitutes a
point lattice, which is defined as an array of points,
each of which has identical surroundings. The unit
cell is the smallest repeating unit that can generate
the crystal with only translation operations. The
space of the crystal is called ‘‘real space’’ (Figure 1).

c
b

a

Figure 1 Perspective view of a crystal lattice.
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Laue applied general wave-optical principles with
a three-dimensional lattice concept to deduce three
equations which must be simultaneously satisfied to
explain the fact that X-rays are scattered selectively
in certain well-defined directions.

The requirement for constructive interference is
that the path length difference (p1� p2) between the
incoming and the outgoing beams should be an
integer number of wavelengths (Figure 2):

aðcos a2 � cos a1Þ ¼ hl

bðcos b2 � cos b1Þ ¼ kl

cðcos g2 � cos g1Þ ¼ ll

where a is the spacing along the crystallographic x
axis, a2 and a1 are the angles of the outgoing and
incoming beams with the x axis respectively, h is an
integer; the other two equations have the same
meaning.

Bragg saw that the conditions for constructive in-
terference of X-rays were equivalent to that of a
family of lattice planes, dh, described by hkl Miller
indices, (h), reflecting the X-rays and considering
spacing between the planes instead of spacing be-
tween atoms (the path length difference ABþBC
should be an integer number n of wavelengths):

nl ¼ 2dh sin y

where y is the angle of reflection and n defines the
order of reflection from that plane, (Bragg’s law)
(Figure 3).

Ewald gave a beautiful geometric interpretation of
the diffraction condition by introducing the concept
of ‘‘reciprocal lattice.’’ Families of planes, h, can be
represented by their normals specified as vectors
having the lengths, d�

h, inversely proportional to the
dh. In doing so, a three-dimensional array of points is
produced having an inverse relation between the
spacing of the points and the planes giving rise to
them (Figure 4).

Then, he drew a sphere with radius 1/l and ima-
gined the crystal to be at C, while the origin of the
corresponding reciprocal lattice was at O (Figure 5).

A set of (hkl) planes perpendicular to the paper
and inclined to the incident X-ray beam XC at the
appropriate Bragg angle y is represented. CP is the
direction of the diffracted beam. The perpendicular
to OP at P intersects the incident beam at X, and the

Outgoing X-ray beam

x axisa

p1

p2

�1

�2

aa

Incoming X-ray beam

Figure 2 Diffraction from a row of lattice points, called x axis,

with spacing a.
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Figure 3 Reflection of X-rays from two lattice planes belonging

to the family h. dh is the interplanar spacing.
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Figure 5 The Bragg equation interpreted in terms of the recip-

rocal lattice by Ewald.
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angle PXO is equal to y, then

PO ¼ 2

k
sin h

PO is normal to the set of h planes, and following the
definition of the reciprocal space:

PO ¼ d� ¼ 1

d

then
1

d
¼ 2

k
sin h

according to Bragg’s law.
To record a diffraction pattern, the crystal at C is

rotated and the reciprocal lattice with its origin at O
moves jointly. The sphere is stationary and each time
a reciprocal lattice point passes through its surface,
the Bragg condition for the corresponding set of
planes is satisfied. A reflected beam is then produced
and its direction is given by the line CP joining the
crystal to where the reciprocal lattice point intersects
the Ewald sphere.

Experimental Methods

In the laboratory sources, X-rays are produced when
a beam of electrons, accelerated by high voltage,
strikes a metal target, fixed or evenly rotating. The
result is a filtered flux of photons, called a mono-
chromatic beam, having a spectral bandpass, d(l)/l,
very small and picked on the value of the character-
istic line of the metal used as a target.

X-rays, as well as other types of electromagnetic
radiation, are also generated by synchrotrons. In
these installations, either electrons or positrons are
accelerated at relativistic velocities and forced by
special insertion devices to oscillate around the mean
orbit. Some important properties of the radiation
produced are the very high flux of photons, a broad
continuous spectral range of energy, the narrow
angular collimation, and a high degree of polariza-
tion. Using particular arrangements, a beam of broad
wavelength bandpass, the polychromatic beam, or a
beam having a narrow wavelength distribution at the
wanted energy, that is, a monochromatic beam, can
be selected. An experimental technique which uses a
polychromatic beam is the Laue method. It was the
first to be used and fell into disuse until a renewed
interest by the advent of synchrotrons.

In a diffraction experiment, a crystal having a di-
mension generally in the range 0.5–0.1mm is attached
to a glass fiber which is fixed onto a pin on a gon-
iometer head (Figure 6). The head is mounted onto a
goniometer which allows one to set the crystal in dif-
ferent orientations in the X-ray beam. The crystal
position is ideally in the center of the Ewald sphere.

The major differences between the experimental
methods reside in the mechanics operating on the
crystal and in the detector type. The film-based cam-
era techniques are rotation/oscillation, Weissenberg
and precession methods; the single counter or CCD
device is used by the single-crystal diffractometer
(Figure 7).

Nowadays, the oscillation method using electronic
area detectors is commonly used in biocrystallogra-
phy (Figure 8), while the diffractometer is widely
used for small–medium size molecules.

Irrespective of the method used, two types of ex-
perimental data may be derived from measurements
of the diffraction pattern: (a) the angles or directions
of scattering, which can be used to measure the size
and shape of the unit cell, and the corresponding
Miller indices of the reflecting planes and (b) the
intensities of the diffracted beams, Ih.

Data Reduction

The amplitude of the scattered wave by a crystal is
called the structure factor, Fh, which is a function of
the scattering atoms:

Fh ¼
XN
j¼1

fj expð2pih � xjÞ

Figure 6 A goniometer head. The arrow shows the location of

the crystal. (Reproduced with permission from Huber Diffrakt-

ionstechnic, Rimsting, Germany.)
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where fj is the scattering factor for the jth atom
having xj coordinates in the unit cell containing N
atoms. The scattering factor gives the amplitude
scattered by an atomic species in terms of the am-
plitude scattered by a free electron. This means that
f depends on the atomic number of the species.

The values of atomic scattering factors for neutral
atoms are listed in the International Tables for Cry-
stallography for values of (sin y)/l. The measured in-
tensity is a function of jFhj2 and the kinematic theory
gives a good approximation of the relationships be-
tween Ih and jFhj2:

Ih ¼ KI0LPTEjFhj2

where I0 is the intensity of the incident beam, K takes
into account universal and experimental dependent
constants, P is the polarization factor, L is the
Lorentz factor, T is the transmission factor, E is the
extinction coefficient.

Lorentz Correction

Diffraction arises whenever reciprocal lattice nodes
cross the Ewald sphere. Depending on the method
used to record the reflection intensity and on the po-
sition of the reciprocal lattice node, the times re-
quired for different nodes to cross the Ewald sphere
are different. The Lorentz correction takes into ac-
count this difference.

Polarization Correction

The intensity of the diffracted beam changes depen-
ding on the state of polarization of the incident beam
and on the scattering angle.

Transmission Correction

This correction is related to the absorption of the
incident and diffracted beams by the crystal, which
depends on the material and the length of the path
traveled by the radiation in it. There are analytical
methods to calculate this correction which require a
precise knowledge of the crystal shape, often very
difficult to obtain. An experimental correction is the
most widely used and it is designed to correct in-
tensities measured with the diffractometer. It is based
on the relative transmission factor plotted as a func-
tion of the scanning angle.

Extinction Coefficient

This coefficient depends on the mosaic structure of
the crystal, that is, a real crystal can be schematized
like a mosaic of very small crystalline blocks tilted
very slightly toward each other at small angles, and
has two components:

1. the primary one takes into account the loss of
intensity due to multiple reflections from different
lattice planes. Each scattering causes a phase lag
of l/4, thus a diffracted radiation is joined by a
double scattered radiation with a phase lag of p,
consequently destructive interference will result.

Figure 8 CCD setup on ELETTRA diffraction beam line.

(Courtesy of Kristina Djinovic, Structural Biology Laboratory,

Sincrotrone Trieste, Italy.)

Figure 7 A single crystal 4-circle diffractometer using a rotating

anodo X-ray source (Istituto di Cristallografia – Sezione di Mon-

terotondo, Rome, Italy). (Reproduced with permission from Huber

Diffraktionstechnic, Rimsting, Germany.)

Crystal Structure Determination 297



2. the secondary one takes into account the fact that
the lattice planes first encountered by the pri-
mary beam will reflect a significant fraction of the
primary intensity so that deeper planes receive less
primary radiation. This causes a weakening of the
diffracted beam observable for high-intensity re-
flections at low siny/l values in sufficiently perfect
crystals.

By applying these coefficients to the measured in-
tensities, jFhj2 is obtained and then:

jFhj ¼ ðjFhj2Þ1=2

Statistical Analysis

Wilson proposed a simple method to put the
observed amplitudes jFhjobs on an absolute scale,
based on a statistical analysis. In fact, he showed that
the average of the squared structure amplitudes
should be

/jFhj2S ¼
XN
j¼1

f 2j ¼ s2

assuming that thermal motion is isotropic and equal
for all the atoms,

/jFhj2Sobs ¼ K/jFhj2Sexpð�Bs2Þ

where K is the scale factor and s is equal to sin y/l. A
plot of the logarithm of the function versus s2 at
some average value of s2 would derive the values of K
and B.

Normalized Structure Factors

Once the intensities have been corrected for thermal
motion and placed on an absolute scale, it is simple to
obtain the normalized structure magnitudes jEhj from

jEhj2 ¼ jFhj2=es2

where e are numbers that vary with the space group
and type of reflections. These quantities are independ-
ent of the scattering angle and correspond to idealized
point atom structures:

Eh ¼
XN
j¼1

expð2pih � xÞ

Owing to this peculiarity, the Eh plays a key role in
direct method procedures (see below).

Probability Distribution

Hughes empirically, and Wilson by taking the
analogy with the random-walk problem found that

the X-ray intensities of a centrosymmetric crystal
obey a Gaussian distribution. Expressed in terms of
|E|, the centric distribution is

P %1ðjEjÞ ¼
ffiffiffi
2

p

r
exp � jEj2

2

 !

In further studies, the acentric distribution was ob-
tained (Figure 9):

P1ðjEjÞ ¼ 2jEj expð�jEj2Þ

These distributions are completely independent of
the structure complexity. Theoretical values of the
moments of higher order and of the percentages of
jEjot (where t¼ 1,2,3y) can be calculated from the
distributions. These values can be compared with the
corresponding experimental values to argue about
the presence or absence of a center of symmetry.

The Patterson Function

Patterson introduced a function which is the
convolution of electron density r(x) with itself:

PðuÞ ¼
Z
V

qðxÞqðuþ xÞ dx

where V is the volume of the unit cell. The Patterson
function can be directly calculated from the set of
squared but not phased reflection amplitudes jFhj2

PðuÞ ¼ 1

V

X
h

jFhj2 cos 2ph � u

The map computed gives a vectorial representation
of the scattering objects. This depends upon the fact
that while Fh is related to the distribution of the
atoms in the crystal, jFhj2 depends on the distribution

0
0

0.2

0.4

0.6

0.8

1

1 2 3

|E |

P
(|

E
|)

1 1

Figure 9 Probability distributions for centro (�1) and for non-

centrosymmetric (1) structures.
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of interatomic distances. In fact,

jFhj2 ¼ Fh � F�
h

¼
XN
j¼1

f 2j þ
XN
iaj¼1

fifj cos½2ph � ðxi � xjÞ�

depends on the distances ðxi � xjÞ between the i and j
atoms.

In Figure 10, a planar structure of N atoms (a) and
the corresponding interatomic vectors (b) are report-
ed. Then this set of vectors has been translated to
the origin (c), corresponding to the distribution of
N(N� 1) peaks in the Patterson function. This higher
density of peaks with respect to the electron density
makes the Patterson map difficult to interpret even
with a moderate number of atoms.

The Heavy Atom Method

Because the density in the Patterson map goes as
squares of the numbers of electrons of the scattering
atoms, Patterson maps of crystals that contain heavy
atoms are dominated by the vectors between them.

Harker noticed that the symmetry of a crystal
might provide particular vectors that would lead to
a direct measure of the coordinates of individual
atoms. For example, if the crystal’s symmetry inclu-
ded an inversion center, there would be equivalent
atoms at positions (x,y,z) and (� x,� y,� z). The
vector between these atoms would be found at
(2x,2y,2z) in the Patterson map, indicating the
original atomic positions. This procedure greatly
simplifies the interpretation of the Patterson map and
allows one to obtain a good initial model; in fact,
the structure factors Fc

h calculated with the heaviest

atoms, f1 and f2, represent the predominant contri-
bution to the structure factors Fh (Figure 11).

The phase jc
h is a good approximation of the true

phase of Fh, and an electron density map using the
observed structure factors and the calculated phases
jc
h as coefficients can be computed. The remaining

atoms will be found following the so-called method
of Fourier synthesis recycling, that is described later.

Direct Methods

Direct methods are those methods that exploit rela-
tionships among the intensities to determine the
crystal structure directly. They are today the most
widely used tool for solving small- and medium-size
crystal structures through powerful and sophisticated
computer programs, such as SIR97, SHELX, SAY-
TAN.

In general, the phase, j, and the amplitude, jFj, of
a wave are independent quantities and only the am-
plitudes are obtainable from experiment. However,
in X-ray diffraction it is possible to relate these
quantities considering two properties of the electron
density: (1) it is positive everywhere and (2) it is
composed of discrete atoms.

The electron density, r(x), expressed in terms of
Fourier synthesis, is

rðxÞ ¼V�1
XN

h¼�N

Fh expð�2pih � xÞ

¼V�1
XN

h¼�N

jFhj expðinÞexpð�2pih � xÞ

(a)

(c)

(b)

Figure 10 (a) Scheme of a five point atoms molecule, (b) dra-

wing all interatomic vectors, (c) the Patterson function shows all

vectors in (b) translated to a common origin.

f1

f2

Fh
c

Fh

Figure 11 Argand diagram in which two heavy atoms (with

atomic scattering factors f1 and f2) and four light atoms contribute

to the structure factor Fh; the resultant of the contributions of the

two heavy atoms (dashed vector) is quite close to Fh.
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To compute, one needs to know the structure factors
Fh:

Fh ¼ jFhj expðiunÞ ¼
XN
j¼1

fj expð2pih � xjÞ

Experimentally, a large number, M, of amplitudes can
be measured and then, a system of simultaneous
equations formed by the definition of crystal structure
factors can be written. The unknown quantities are
the phases jh and the atomic positions xj, the known
quantities are the jFhj obtained from the measured
intensities. Since the equation involves complex quan-
tities, two equations, one for real and one for the
imaginary part, can be considered. Therefore, there
are 2M equations to determine ðMþ 3NÞ unknown
quantities and since the number of equations exceeds,
by far, the number of unknowns, the problem to de-
termine the phases is in principle over-determined.

Sayre derived a basic relationship between struc-
ture factors. Considering the structure composed of
fully resolved and identical atoms, the two functions
r(x) and r2(x) must be very similar and show maxi-
ma at the same position (see the one-dimensional
structure case reported in Figure 12).

The r2(x) can be also expressed in terms of Fourier
synthesis

r2ðxÞ ¼ V�1
XN

h¼�N

Gh expð�2pih � xÞ

The mathematical operation which relates the elec-
tron density and the structure factors is the Fourier
transform, G:

GðrÞ ¼ 1

V
Fh ¼

1

V
f
XN
j¼1

expð2pih � xÞ

Gðr2Þ ¼ 1

V
Gh ¼ 1

V
g
XN
j¼1

expð2pih � xÞ

where g is the scattering factor of the squared atom,
and because of the convolution theorem, the Gðr2Þ
corresponds to the convolution product of ð1=VÞFh �
ð1=VÞFh obtaining

Gh ¼ 1

V

X
k

FkFh�k

From the ratio of the previous equations

Fh ¼ fh
gh

Gh ¼ hhGh

then

Fh ¼ hh

V

X
k

FkFh�k

which is the Sayre’s equation, able to calculate the
value of the structure factor Fh from the sum of the
products FkFh�k. Multiplying both sides by F�h,

jFhj2 ¼ hh

V

X
k

jFhFkFh�kj

exp½iðu�h þ uk þ uh�kÞ�

For large values of jFhj, the left-hand side will be
large, real, and positive. It is therefore likely that the
largest terms in the sum on the right-hand side will
also be real and positive. It follows that, if Fk and
Fh�k also have large moduli, the phases are linked by
the relationship:

Fhk ¼ u�h þ uk þ uh�kD0ðmod 2pÞ

This probabilistic condition for three reflections
with large structure factors has proved to be the
most important original approach for the practical
use of direct methods.

Structure Invariants

A structure invariant (s.i.) is a quantity which remains
unchanged when the origin is arbitrarily shifted. The
intensities are of course the most simple example of
structure invariants while the phases are, in general,
dependent on the choice of the origin. Under cer-
tain conditions, phase relationships between structure

�
(x

)
�

2 (
x

)

x

x

Figure 12 Calculation of rðxÞ and r2ðxÞ from 1D structure

having four equal atoms at equal distance of 2.5 Å along the x

axis. The graphics are not in the same scale and show the same

position of the peaks.
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factors are independent of this choice, since their val-
ues depend only on the structure and can be estimat-
ed. It is easy to show that the most general structure
invariant relationship is represented by:

Fh1Fh2?Fhm
¼ jFh1Fh2?Fhm j exp½iðuh1

þ uh2
þ?þ uhm

Þ�

where

h1 þ h2 þ?þ hm ¼ 0

Since the moduli of the structure factors are invari-
ants themselves, the angular part:

Fm ¼ uh1
þ uh2

þ?þ uhm

is also an s.i.

Probability Methods

Probability methods were introduced by Hauptman
and Karle, and led to the joint probability distribu-
tions of a set of normalized structure factors on the
basis that the atomic coordinates were the primitive
random variables uniformly and independently dis-
tributed, and the reciprocal vectors were assumed to
be fixed. It may also be assumed that the reciprocal
vectors are the primitive random variables while the
crystal structure is fixed. The probabilistic approach
yielded formulas to calculate phases or combination of
phases which are s.i.’s by the jEhj alone. Considering
the most important class of s.i’s, the three-phase s.i.
(triplets), the distribution associated derived by Coch-
ran for a non-centrosymmetric structure is given by:

PðFhkÞ ¼
1

L
expðGhk cosFhkÞ

where L is a normalization factor and for equal atoms

Ghk ¼
2ffiffiffiffiffi
N

p jEhEkE�h�kj

where N is the number of atoms in the unit cell.
In Figure 13, the probability distributions for dif-

ferent values of the parameter Ghk are shown to have
a maximum at Fhk equal to zero, and the variance
decreases as Ghk increases.

In centrosymmetric crystals, the relation becomes:

Sð�hÞSðkÞSðh� kÞDþ

where S(h) stands for the sign of the reflection h and
the symbol D stands for ‘‘probably equal.’’ In this
case, the basic conditional formula for sign determi-
nation is given by Cochran and Woolfson:

Pþ ¼ 1

2
þ 1

2
tanh

1ffiffiffiffiffi
N

p jE�hEkEh�kj
� �

The larger the absolute value of the argument of
tanh, the more reliable is the sign indication.

For fixed h, let the vector k range over the set of
known values EkE�h�k, then the total probability
distribution of jh is given by the product of the single
distributions, increasing the reliability of the esti-
mate, in mathematical terms.

Calculation of the conditional joint probability
distributions for jh, under the condition that several
phases jk and jh�k are known, led to the tangent
formula:

tan uh ¼
P

k jEkEh�kjsinðuk þ uh�kÞP
k jEkEh�kjcosðuk þ uh�kÞ

in which the summations are taken over the same
sample of reciprocal vectors k.

Formulations of the ‘‘nested neighborhood princi-
ple’’ and of the ‘‘representation theory’’ gave the basis
to obtain joint probability distributions which im-
prove the estimates for s.i.’s Furthermore, the latter
formulated precise general rules for identifying the
phasing magnitudes using the space-group symmetry.
More complex formulas derived were also able to
give indication of Fhk away from 01.

Modified tangent techniques are used in almost all
computer programs for the phase determination
process.

Phase Determination

Once the structure factors are normalized, they are
sorted in decreasing order of |E|. The s.i.’s are
searched in the set of reflections with |E| larger than
a given threshold (B1.3). A typical procedure for
phase determination uses a multisolution approach
and for each trial, the following steps are performed:

1. assign random values to the phases of the selected
reflections.

2. cyclically apply the tangent formula. Since this
formula contains information on the positivity of
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Figure 13 Trends of the probability distributions for different

values of the parameter Ghk.
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the electronic density, the phases may converge at
the correct values, so defining the structure.

3. for each trial, compute a figure of merit, to esti-
mate its goodness.

The electron density map corresponding to the trial
with the highest figure of merit is calculated first.

For each electron density map, a procedure for its
interpretation starts involving four steps:

1. peak search;
2. separation of peaks into clusters;
3. application of stereochemical criteria to produce

molecular fragments to be processed in subse-
quent calculations; and

4. labeling of peaks in terms of atomic species. A
cyclic procedure consisting of the structure factor
and the diagonal least-squares calculations to-
gether with a Fourier synthesis provides a way of
refining the structure model.

In Progress

Procedures based on direct methods more or less
similar to those which have been described are able
to solve the crystal structure for small- and medium-
size molecules (up to 200 atoms in the asymmetric
unit) in a routine way, but fail for bigger molecular
structures. An analysis of the problem has been

provided by Giacovazzo et al. Intuitively, it is seen
that the reliability of the probability distributions for
s.i.’s is an inverse function of N and as this number
increases, the reliability of the relationships decreases
whatever the value of the triple product of |E|s. The
result is that the tangent formula is inadequate for
macromolecules.

In spite of this consideration, recent programs –
Shake-and-Bake, SHELX-D, ACORN, SIR2002 –
have enlarged the size of crystal structures solvable
by direct methods. The key to this success is based on
the cyclical use, in both real and reciprocal space, of
the refinement of atomic parameters or phases, inclu-
ding the electron density modification procedure.
Small proteins (up to 2000 atoms in the asymmetric
unit and with data at atomic level resolution) have
been solved ab initio by these new algorithms, rather
expensive in terms of computer time.

Completing the Structure

The model obtained both by Patterson and by direct
methods is often incomplete because not all the
atoms have been localized. Assuming that the phase
uc
h of jFc

hj is a good approximation of the true phase
of Fh, an electron density map, using as coefficients
the observed amplitudes with the corresponding
calculated phases, is computed. This map will reveal

Figure 14 Example of a crystal structure.
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new atoms of the structure and then new structure
factors can be obtained. The new calculated phases
will be used to compute new electron density maps.
Each cycle will reveal new atoms until the structure is
completed.

Difference Fourier Method

The electron density map

rcðxÞ ¼
1

V

X
h

Fc
h expð�2pih � xÞ

shows peaks at the positions of the given atoms,
while

r0ðxÞ ¼
1

V

X
h

F0
h expð�2pih � xÞ

where F0
h ¼ jF0

hj exp iutrue, represents the true struc-
ture. To compute the difference electron density map,
assume utrueEuc

h:

DrðxÞ ¼ r0ðxÞ � rcðxÞ

¼ 1

V

X
h

ðjF0
hj � jFc

hjÞ expð�2pih � xþ ichÞ

If in the model an atom is missing, then rcðxÞ will be
zero at the corresponding position, while r0ðxÞ will
show a maximum. The difference synthesis will also
show a peak at the same position but it will be al-
most zero at the positions of the correct atoms in the
model where r0ðxÞErcðxÞ.

Refining the Structure

Least Squares Method

Structure refinement involves ‘‘improving’’ the pa-
rameters of the model that give the best fit between
the calculated diffraction intensities, Fc, and those
observed in the experiment, F0, to extract precise
information about interatomic distances, bond and
torsion angles, and other geometric features. One of
the most widely applied is the method of least
squares in which a weight wh has to be associated to
each F0

h. According to the theory, the quantity:

S ¼
X
h

whðjF0
hj � jFc

hjÞ
2

has to be minimized. Because the intensities do not
depend linearly on the atomic parameters, the function
|Fc| has to be expanded in a Taylor series and the nor-
mal equations can be derived. The solution of the ma-
trix provides shifts to be applied to the parameters.
The procedure will be carried out until convergence
is reached. To evaluate the average discrepancies

between the calculated model values and the observed
values, several statistical descriptors are computed.
The most common parameter is the R factor:

R ¼
P

hðjF0
hj � jFc

hjÞP
h jF0

h
j

A critical examination of the statistical descriptors
informs the crystallographer on the quality of the
refined model and can reveal the presence of system-
atic errors or model inadequacy. Generally, for small-
or medium-size structures, assuming good quality
crystals, one should expect R values in the range
0.03 – 0.05 (Figure 14).

See also: Crystal Structure; Crystal Structure Determina-
tion, History of.

PACS: 7.85.Jy; 61.10.� i; 61.10.Nz; 61.50.� f
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Introduction

The basic principles for obtaining accurate structural
information from diffraction data have been outlined
elsewhere in this encyclopedia. It has been shown
that X-rays allow one to ‘‘see’’ the electron density
distribution in a crystalline medium when the dif-
fracted amplitudes are properly combined. These
amplitudes, also called ‘‘Structure factors,’’ are com-
plex quantities and must be defined both in magnit-
ude and phase, but unfortunately, because of the high
energy of X-rays, in almost all diffraction experi-
ments the phase information is lost, giving rise to the
‘‘phase problem in crystallography.’’ The whole his-
tory of crystal structure determination is a fascina-
ting account of the different mathematical and
physical attempts at overcoming the phase problem.
The success of these efforts is testified by the signi-
ficant number of Nobel prizes awarded to the scien-
tists who have contributed to this subject.

The main steps of the story will be described and it
will be seen how, from the initial determination of
the crystal structure of NaCl by W H and W L Bragg,
structures of very complex biological assemblies such
as viruses and ribosomes are solved nowadays. The
focus is mainly on the methods concerning single
crystals or polycrystalline materials, but mention will
also be made of less ordered materials, such as fibers
or membranes.

Basic Concepts

From the measured intensities of the beams diffract-
ed by a crystal, what can only be derived are the
magnitudes of the complex ‘‘structure factors,’’
which are related to the atomic positions xj ¼
ðxj; yj; zjÞ of the N atoms in the crystal unit cell

(i.e., to the structure) by the relation

Fh ¼
XN
j¼1

fjexpð2pih � xjÞ ¼ jFhjexpðijhÞ ½1�

where fj is the amplitude scattered by each atom, and
the vector h ¼ ðhklÞ indicates the diffraction direc-
tion in terms of the Miller indices of the crystal
planes originating the corresponding Bragg reflec-
tion. The intensity Ih is related to |Fh|

2 and the phase
jh is lost in the squaring process. For centrosym-
metric structures, the structure factors become real
quantities and the phase reduces to a sign.

The electron density function within the crystal
unit cell is related to the structure factors by the
Fourier synthesis:

rðxÞ ¼ 1

V

X
h

Fhexpð�2pih � xÞ

¼ 1

V

X
h

jFhjexpðijhÞexpð�2pih � xÞ ½2�

where V is the volume of the unit cell.

The Early Times and the Trial and Error
Methods

After Laue’s discovery (in 1912) of diffraction of
X-rays by crystals (for which he was awarded the
Nobel Prize in physics in 1914), in 1913 W L Bragg
reformulated the theory of diffraction in terms of
reflection by crystal planes, and, together with his
father W H Bragg, he initiated the era of crystal
structure determination.

W H and W L Bragg (Figure 1) were awarded the
Nobel prize in physics in 1915, but because of the
war, W L Bragg could only deliver the Nobel lecture
in 1922. The reading of this lecture is fascinating as
one is taken through the simultaneous interpretation
of both X-ray spectra and crystal structures (with al-
most no information on atomic structure and dimen-
sions), using the X-ray spectrometer, the ancestor of
modern diffractometers. ‘‘In this instrument X-rays
coming from a tube are limited to a narrow beam by
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slits, and fall on a crystal at the center of the spec-
trometer table by which they are reflected; the re-
flected beam is received and measured in an
ionization chamber.’’

The steps required to analyze a crystal structure by
X-rays are clearly outlined:

* ‘‘Find the dimensions of the unit cell of the space
lattice.’’

* ‘‘Calculate haw many atoms or molecules are
contained within it, using as data the density of
the crystal and the mass of each molecule.’’

* ‘‘Determination of the manner in which the atoms
are grouped together to form each unit of the struc-
ture. It is here that the principal difficulty is expe-
rienced.’’

In order to overcome this difficulty, which is no-
thing but the phase problem, the essential ingredients
of the so-called ‘‘trial and error’’ methods are out-
lined. ‘‘The structure of the group of atoms which
composes the unit of the crystal grating influences the
strength of the various reflections y. The rays are
diffracted by the electrons grouped around the center
of each atom. In some directions the atoms conspire
to give a strong scattered beam; in others, their ef-
fects almost annul each other by interference. The
exact arrangement of the atoms is to be deduced by
comparing the strength of the reflections from dif-
ferent faces and in different orders.’’

The space group symmetry can be derived from the
diffraction pattern (as is described elsewhere in this
encyclopedia). For the simplest structures belonging to
high symmetry space groups, such as NaCl and KCl,
the atomic positions are uniquely defined by symme-
try. For less simple structures, plausible atomic ar-
rangements can be deduced on the basis of symmetry
and of physical and chemical properties, and then,
each hypothesis tested against the observed intensities:
for each structural hypothesis, |Fh|calc can be calculat-
ed for all measured reflections using eqn [1] and com-
pared with |Fh|obs derived from the corresponding
observed intensities. An overall agreement factor

R ¼
P

h jjFhjobs � jFhjcalcjP
h jFhjobs

½3�

is then evaluated. A low value of R (say Ro 0.4) will
indicate a plausible structural model. This model will
then be further validated by its ability of being com-
pleted and refined by the methods described elsewhere
in this encyclopedia.

A detailed account of the ‘‘trial and error’’ meth-
ods is given in the book by H Lipson and W Coch-
ran. These methods require great effort, ingenuity,
and skill and were only used with simple structures.
They are seldom used today to carry out standard
structure analyses, but may still be used to obtain
structural information when the diffraction pattern is
less well-defined. Here, just two examples will be
given. The first, in the realm of inorganic chemistry,
is the determination of the structure of potassium
alum KAl(SO4)2 � 12H2O by Cork (1927) and C A
Beevers and H Lipson (1934, 1935). As first deter-
mined by RW G Wyckoff (1923), the crystals belong
to the centrosymmetric cubic space group Pa %3ðT6

hÞ,
for which the equivalent positions are

24 d 1

x; y; z; z;x; y; y; z; x
1
2 þ x; 12 � y; %z; 1

2 þ z; 12 � x; %y; 1
2 þ y; 12 � z; %x

%x; 12 þ y; 12 � z; %z; 12 þ x; 12 � y; %y; 12 þ z; 12 � x
1
2 � x; %y; 12 þ z; 1

2 � z; %x; 12 þ y; 1
2 � y; %z; 12 þ x

%x; %y; %z; %z; %x; %y; %y; %z; %x
1
2 � x; 12 þ y; z; 1

2 � z; 12 þ x; y; 1
2 � y; 12 þ z; x

x; 12 � y; 12 þ z; z; 12 � x; 12 þ y; y; 12 � z; 12 þ x
1
2 þ x; y; 12 � z; 1

2 þ z; x; 12 � y; 1
2 þ y; z; 12 � x

8 c :3:
x;x;x; 1

2 þ x; 12 � x; %x; %x; 12 þ x; 12 � x; 1
2 � x; %x; 12 þ x

%x; %x; %x; 1
2 � x; 12 þ x;x; x; 12 � x; 12 þ x; 1

2 þ x;x; 12 � x

4 b : %3: 1
2;

1
2;

1
2;

1
2; 0; 0; 0; 12; 0; 0; 0; 12

4 a : %3: 0;0; 0; 0; 12;
1
2;

1
2; 0;

1
2;

1
2;

1
2; 0

The unit cell contains 4K, 4 Al, 8 S and 32 O atoms
and 48 water molecules. The K and Al atoms should
then be located in the fixed positions on the inversion
centers a and b, with multiplicity 4. Locating the K
atoms in a and the Al atoms in b or vice versa cor-
responds to the choice between two equivalent
origins of the unit cell and is arbitrary. The eight S
atoms must occupy the eightfold position c, but they
are not definitely located since the x parameter
(along the threefold axis) is not defined. The 32 O
atoms cannot all be equivalent, since there is no po-
sition with a 32-fold multiplicity; they must occupy
one general d position and one special c position.
This choice is compatible with the known tetrahedral
stereochemistry of the SO4 group. Similarly, the most
likely position of the 48 oxygen atoms (hydrogen
atoms are not considered) of the water molecules (W)

Figure 1 Swedish postage stamp for the Nobel prize to W H

and W L Bragg.
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is on two sets of general positions d. The most prob-
able arrangement of atoms is thus:

* K and Al atoms on fixed special positions a and b;
* S atoms on special positions c with one parameter;
* O atoms on a set of special positions c with one

parameter and a set of general positions d with
three parameters; and

* W atoms on two sets of general positions d with
six parameters.

This is a striking instance of the usefulness of space-
group symmetry, which allows the simplification of the
problem of determining the position of 96 atoms to
that of determining just 11 parameters. Stereochemical
considerations can further reduce the number of para-
meters, and other considerations, such as atomic radii
and known bond distances and angles can further help
in defining the most likely atomic arrangements to be
tested against the observed diffraction intensities.

The second example, in the realm of organic chem-
istry, describes the structure determination of some
aromatic compounds. As pointed out by W H Bragg
(1929), ‘‘the major interest in the attempt to solve an
organic structure lies in the determination of the po-
sition of the atoms in the molecule. This is a very
difficult problem: but there are clear signs that the
difficulties are yielding.’’ The structure of hexamethyl-
benzene determined by K Lonsdale (1928, 1929) is the
first case of a structure solved ‘‘with satisfactory com-
pleteness and certainty.’’ On the basis of the available
knowledge of the structure of graphite (H Ott, 1928)
and of a careful analysis of the measured intensities, a
good model of the structure was obtained, which gave
a satisfactory agreement between observed and calcu-
lated structure factors. Some preliminary results on the
structure of the aromatic rings had been obtained by
W H Bragg (1921) from the study of the crystals of
naphthalene and anthracene, but their correct struc-
tures were only determined later by K Banerjee (1930).
The solution of the structure of hexamethylbenzene
established that: (1) the molecules exist as separate
entities in the crystalline state, (2) the benzene ring is
hexagonal in shape and is planar, (3) the approximate
ring C–C distance is 1.4270.03Å, and the C–CH3

distance is 1.5470.12Å, (4) the ring possesses a center
of symmetry and so the Kekulé static model with its
three fixed double bonds must be excluded. Only the
determination of the crystal structure could answer
these fundamental questions, which are now basic
concepts in organic chemistry.

Patterson and Fourier Methods

Without the phase information, it is impossible to
calculate the electron density function rðxÞ using eqn

[2]. In order to overcome this difficulty, A L Patter-
son (1934, 1935) proposed to use a Fourier series
similar to eqn [2] in which the coefficients were the
squares of the structure factor moduli, |Fh|

2, direct-
ly derivable from the measured intensities. The
Patterson function is the self-convolution of rðxÞ,
and its maxima give information about the length
and orientation of all the N2 interatomic vectors
linking the N atoms in the unit cell. In his 1935 pa-
per, Patterson proved that some structures (KH2PO4,
C6Cl6, and CuSO4 � 5H2O; Figure 2) could be solved
by his method.

The following step was the discovery by D Harker
(1936) that the space group symmetry was reflected
in the concentration of Patterson peaks on certain
planes or lines. M J Buerger’s (1946) ‘‘implication
diagrams’’ and the ‘‘superposition methods’’ first
proposed by D M Wrinch (1939) are general meth-
ods for recovering the atomic positions from a vector
set and are described in the book by Buerger (1959).
Although several fairly complex structures, com-
posed of almost equal light atoms, have been solved
from their Patterson functions, when the number of
atoms increases, the number of interatomic vectors
becomes very large and the Patterson map be-
comes almost featureless. However, if the structure
contains some heavy atoms, prominent peaks corre-
sponding to vectors between these atoms dominate
the map. This is the basis of the very successful
‘‘heavy atom methods,’’ which have since been used
for the solution of thousands of crystal structures.
One of the first cases is the solution of the structure
of NiSO4 � 7H2O by C A Beevers and C M Schwartz
(1935); the diffraction data from the ‘‘isomorphous’’
MgSO4 � 7H2O crystals were also used to help the
solution. As will be seen, these methods turned out to
be the key to the solution of protein structures. The
great power of the heavy atom methods was shown
by the solution of the large molecule of vitamin B12,
for which D Crowfoot Hodgkin (Figure 3) won the
1964 Nobel prize for chemistry. Another important
effect related to the presence of heavy atoms is that
of ‘‘anomalous dispersion,’’ which can be used not
only to obtain phase information, but also to reveal
the absolute configuration of a chiral compound (J M
Bijvoet 1949).

Fourier methods are generally used for completing
and refining the models obtained in the initial stages
of structure solution, but in some special cases they
can also be used in crystal structure determination.
One of the first examples was the determination of
the rather complex structure of platinum phthalocya-
nine by J M Robertson and I Woodward (1940), in
which, because of symmetry, the heavy Pt atom must
be located at the origin on the inversion center. The
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(010) electron density projection (Figure 4) comput-
ed with all positive signs for the (h0l) reflections, as
implied by the Pt position, revealed the light carbon
and nitrogen atoms of the phthalocyanine molecule.

Direct Methods

Trial and error and Patterson methods require a great
deal of human intervention and a search for more
direct methods to derive the crystal structure from
the diffraction data started quite early on, when H
Ott (1927), K Banerjee (1933), and M Avrami (1938)
proposed some algebraic methods for the solution of

the structure factor equations as given in eqn [1].
Unfortunately these methods were of very limited
practical use because they could only be applied to
very simple cases.

The initial step toward the present direct methods
(DM) is usually regarded as the work of D Harker
and J S Kasper (1948), which appeared on the first
issue of Acta Crystallographica, the journal of the
newly born International Union of Crystallography.
Their inequality relations between structure factors
played an important part in the determination of the
structure of decaborane, B10H14, by J S Kasper, C M
Lucht, and D Harker (1950). J Karle and H A
Hauptman (1950), by imposing the physical condi-
tion that the electron density is positive or zero
everywhere, were able to generalize the inequalities
into a determinantal form. The next step was the
derivation by D Sayre (1952) of an equality relation
between structure factors for structures composed of
equal and fully resolved atoms. In 1953, Hauptman
and Karle established the basic concepts and the
probabilistic foundations of DM and derived formu-
las for the estimate of some linear combinations of
phases called ‘‘structure invariants’’; their results
were collected in a monograph with the far-seeing
and ambitious title Solution of the Phase Problem. I.
The Centrosymmetric Crystal (Figure 5).

The theoretical development of DM continued for
more than ten years, with important contributions
also by other authors (among which W Cochran, W
H Zachariasen, E F Bertaut, M M Woolfson), but the
practical applications were very few. Indeed, until
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1967, less then 10% of the structures were solved by
DM, and only the availability of faster computers and
suitable programs triggered the fast growth of their
use. By the mid-1970s, this exceeded 50%. The the-
oretical work became more strictly linked to the
development of practical procedures. In 1966, J Karle
and I Karle formulated the basic rules for the prac-
tical application of the ‘‘symbolic addition’’ methods,
first proposed by W H Zachariasen (1952), and in
1968 G Germain and M M Woolfson proposed the
‘‘multisolution’’ methods, which were the basis for
the very successful MULTAN program (G Germain,
P Main and M M Woolfson, 1970). The continuous
progress and success of DM in solving increasingly
complex crystal structures was the motivation for

conferring in 1985 the Nobel prize in chemistry on
the mathematician H Hauptman and the physicist
J Karle. The theoretical and practical developments of
DM are still continuing and today they are also ca-
pable of solving small proteins from diffraction data
at atomic resolution.

Polycrystalline Materials

So far only the use of X-ray diffraction by single crys-
tals has been considered, but it is well known that
many materials cannot be easily obtained in this
form, but only as polycrystalline samples composed of
very small crystallites (a powder). Very early on, W
Friedrich (1913), P Debye and P Scherrer (1916), and
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Figure 4 (010) projection of the electron density of Pt-phthalocyanine.
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AW Hull (1917) obtained diffraction diagrams from
powder samples and gave their theoretical interpreta-
tion. The diffraction pattern of every polycrystalline
sample is like its fingerprint, and powder patterns soon
became a widely used analytical method for the iden-
tification of crystalline species. Unfortunately in pow-
der patterns, different reflections tend to overlap and
this problem becomes more severe for more complex
structures. The derivation of the indices and intensity
of the individual reflections, of the cell parameters, and
of the space group symmetry becomes much more
difficult. In more recent years, several algorithms for
the analysis of diffraction patterns were proposed and
implemented in computer programs, but the most
relevant step was the use of the full profile fitting
method proposed by H M Rietveld (1969). These the-
oretical developments, together with the advent of
more accurate instrumentation and the use of syn-
chrotron radiation, have opened the way to the ab
initio solution of fairly complex crystal structures
(both by Patterson and by DMs) of compounds which
cannot be obtained as suitable single crystals.

Impact of the Development of
Experimental and Computational
Techniques

The progress of crystal structure determination was
also marked by the developments in X-ray sources
and detectors. In the early days sealed tubes were
used, and the most common detector was a pho-
tographic film on which intensities were usually es-
timated by a painstaking visual comparison with a
suitable scale. Around the 1960s, diffractometers
with counter detectors appeared and for special ap-
plications, they were equipped with the more intense
X-ray source of a rotating anode generator. The most
recent advances are the advents: (1) of the very in-
tense, collimated, and tuneable synchrotron radia-
tion, (2) of powerful focusing devices, and (3) of
electronic area detectors.

In the early days the computational effort needed to
carry out a crystal structure determination appeared
quite formidable and almost impossible to be carried
out by hand. The summation of a 3D Fourier series
such as eqn [2], involving hundreds or thousands of
terms, could not be conceived. Only 2- and 1D pro-
jections involving fewer terms could be computed by
some ingenious devices such as Lipson and Beevers
(1936) strips or some optical methods. The advent of
punched-card machines in the 1940s and their rapid
development into electronic computers also marked a
breakthrough in crystal structure determination. In the
early 1960s, huge machines using punched cards or
paper tapes and magnetic tapes were employed; their
computing power was less than that of a modern
palm-top computer and the calculation of a 3D elec-
tron density map could take a few hours (a few
seconds on modern PC). As already mentioned, the
advent of faster computers allowed and triggered the
formulation of more demanding algorithms, and of
the corresponding software for the solution and re-
finement of crystal structures of increasing complexity.
Additionally, information technology allowed the set-
ting up of structural databases collecting almost half a
million structures; their search is an invaluable source
of physical, chemical, and biological information.

Solution of Biological Macromolecules

Parallel to the development of the structural cry-
stallography of small and medium size molecules, it
was soon recognized that X-ray diffraction methods
could provide detailed structural information also for
large biological macromolecules. Indeed, globular
proteins can often be crystallized and these crystals,
although usually with a poorer degree of order, have
the same regularities in external form and the same

Figure 5 Cover of the 1953 monograph by H Hauptman and J

Karle.
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optical characteristics as the crystals of simple sub-
stances. In 1934 J D Bernal and D Crowfoot, and in
1935 D Crowfoot obtained the first X-ray single
crystal photographs of pepsin and insulin. The pat-
terns contained thousands of reflections, as expected
for crystals of large molecules. The route was
opened, but these studies also emphasized the diffi-
culty of the task. In 1936 M Perutz joined Bernal’s
lab and was soon inspired by his ‘‘visionary faith in
the power of X-ray diffraction to solve the structures
of molecules as large and complex as enzymes or
viruses at a time when the structure of ordinary sugar
was still unsolved.’’ This was the beginning of his
lifelong dedication to the study of crystalline
hemoglobin. After a long battle in trying some very
ingenious but unsuccessful methods to derive phase
information, in 1953, triggered by the recent suc-
cess in binding mercury to hemoglobin, he was led to
propose the use of the isomorphous replacement
method for the solution of protein structures. The
full success of this idea was only achieved six years
later in 1960, when it led to the determination
of the hemoglobin structure at 5.5 Å resolution.
Meanwhile, J Kendrew had also applied isomor-
phous replacement to the smaller myoglobin mole-
cule and succeeded in building an atomic model of
the structure at 2 Å resolution. In 1962, M Perutz
and J Kendrew were awarded the Nobel prize in
chemistry (Figure 6). The following years were rich
with theoretical, computational, and instrumental
developments, which allowed the solution of more
protein structures. In 1972, the Protein Data Bank
was established and the number of deposited coor-
dinates of macromolecular structures has increased
almost exponentially since then. The improvement of
the isomorphous replacement technique was paral-
leled by new phasing methods, such as anomalous

dispersion and molecular replacement, new refine-
ment algorithms, their automation, and the use of
computer graphic tools for the interpretation of the
electron density maps. There were progresses in in-
strumentation for data collection and synchrotron
radiation became available. Increasingly larger struc-
tures of viruses and other biological assemblies could
be solved: in 1982, A Klug was awarded the Nobel
prize in chemistry for ‘‘his structural elucidation of
biologically important nucleic acid-protein complex-
es,’’ in 1988 J Deisenhofer, R Huber, and H Michel
were awarded the same prize ‘‘for the determination
of the three-dimensional structure of a photosyn-
thetic reaction centre,’’ and in 2003 R MacKinnonn,
together with P Agre, was awarded the prize ‘‘for
structural and mechanistic studies of ion channels.’’

Less Ordered Structures

So far the use of X-ray diffraction from crystals has
been considered, that is, from regular 3D arrange-
ments of atoms or molecules. The contrasting situ-
ation is that of totally amorphous materials with no
long-range order, but rather a continuity of interme-
diate partially ordered states is present in nature. The
‘‘paracrystal’’ model for the general interpretation of
the diffraction patterns of these systems was pro-
posed by R Hosemann (1950).

Already in 1913 W Friedrich had found that par-
affin gives a strong X-ray powder reflection, and be-
tween 1923 and 1929, several diffraction studies
were conducted on long-chain fatty acids.

Several natural substances, such as cellulose, silk,
hair, nerve, sinew, and muscle occur as fibers; X-ray
fiber diagrams were first reported by R O Herzog and
W Jancke (1921). Later the work of W T Astbury
and others (1932, 1934) resulted in a classification of

Figure 6 The Nobel prize winners in 1962: from left M Wilkins, M Perutz, F H C Crick, J Steinbeck, J D Watson, and J Kendrew.
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the fibrous proteins. In particular keratinous pro-
teins, such as those which constitute the skin and
horny structures of mammals, the feathers of birds,
the scales of reptiles, and the flagella of some bac-
teria, were investigated.

The most famous work based on the interpretation
of a fiber diffraction pattern was that on the structure
of DNA by F H C Crick, J D Watson, MWilkins, and
R Franklin. The first paper was published by Watson
and Crick (1953), who, together with M Wilkins,
were awarded the Nobel prize in medicine in 1962
(Figure 6). The essential contribution of Rosalind
Franklin (Figure 7) could not be recognized because
of her death in 1958 at the age of 37, and the story
of DNA turned out to be a tale of competition
and intrigue, told from different points of view by
J Watson (2001), A Sayre (2000), B Maddox (2002),
and M Wilkins (2003) in fascinating books.

Among other paracrystalline systems, liquid crys-
tals were first analyzed in 1922 by G Friedel, who
opened the route to the structural elucidation of the
different types of mesomorphic phases and of natural
and artificial membranes.

Conclusions

Structure determination by X-ray diffraction is one
of the most powerful tools for seeing the arrange-
ment of atoms and molecules in a material and has
greatly contributed to the advances of different
branches of science.

In physics, it contributed to the understanding of
the electronic structure of solids and was the back-
ground for the discovery of new materials such as the
superconducting ceramic materials by J G Bednorz
and K A Müller (Nobel prize in physics in 1987).

In chemistry, it allowed a more profound under-
standing of the nature of the different types of chem-
ical bonds, as was clearly shown by L C Pauling, who
was awarded the Nobel prize in chemistry ‘‘for his
research into the nature of the chemical bond and its
application to the elucidation of the structure of
complex substances.’’ He was the first to show that
polypeptide chains in proteins could form a-helices
and b-pleated sheets (1951), basic information that
was essential in the analysis of the structures of all
biological macromolecules. More recently, the very

Figure 7 Rosalind Franklin and her diffraction pattern of the B form of DNA.

Crystal Structure Determination, History of 311



fruitful concept of supramolecular chemistry was the
motivation of the 1987 Nobel prize in chemistry to
J M Lehn together with D J Cram and C J Pedersen.

In life sciences, knowledge of the ternary and qua-
ternary structure of proteins and biological assem-
blies opened the route to the elucidation of the
molecular bases of biological processes and is an es-
sential part of molecular biology. The 3D structure of
drug molecules and of some of their receptors is the
basis for modern drug design strategies.

Mineral crystals were the first to be discovered and
studied by man, but the advent of X-ray crystallo-
graphy opened a completely new scenario in the field
of earth sciences. For instance, the knowledge of the
structures of the different types of silicates and of
rock-forming minerals allows a better understanding
of petrogenetic processes.

In materials sciences, structural information is the
basis for the tailoring of new materials with specific
properties. An example is the stereospecific poly-
merization and the synthesis of sterically regular
polymers for which K Ziegler and G Natta were
awarded the Nobel prize in chemistry in 1963.

See also: Crystal Structure; Crystal Structure Determina-
tion; Space Groups.

PACS: 01.65.þg; 61.50.� f; 61.66.� f
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Introduction

Among the various states of condensed matter, the
crystalline state is governed by symmetry more than
any other state (e.g., liquids, glasses). This is because
all atoms of one type in a solid compound display the
same structural behavior and adopt, as far as possi-
ble, the same atomic environment around them. This
applies to all kinds of atoms in the compound and
results from the tendency of any system to minimize

its free energy. As a first consequence, this leads to
three-dimensional periodicity (translational symme-
try) of the atoms (ions, molecules) in a crystal struc-
ture. As a second consequence, further symmetries,
such as rotations, reflections, and inversions (through
a point), may occur.

As a rule, symmetry in science is described math-
ematically in terms of the ‘‘group theory.’’ For crys-
tals, the main symmetry groups are point groups,
translation groups, and space groups (these are dis-
cussed elsewhere in this encyclopedia). Group ele-
ments are the symmetry operations discussed in the
section ‘‘Crystallographic symmetry operations and
symmetry elements.’’ Fundamentals of crystallograp-
hy and of crystallographic symmetry groups can be
found in text books of crystallography and in ITA
(2002) (cf. section ‘‘Further reading’’).
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Two levels of crystalline symmetry must be dis-
tinguished:

1. ‘‘Microscopic’’ symmetry of the crystal structure:
this implies a three-dimensional periodicity which
is described by translation groups and their lat-
tices. Furthermore, all permissible combinations
of translations with reflections, rotations and
inversions, including screw rotations and glide re-
flections, can occur as elements of space groups.

2. ‘‘Macroscopic’’ symmetry of the single (bulk) crys-
tal: it is derived from the microscopic symmetry
(space group) of the crystal structure by the
suppression of all translations, both lattice trans-
lations and translation components of screw ro-
tations and glide reflections. This leads to the
point group of the crystal, which represents its
morphological symmetry as manifested by the
general face form, which may develop under ideal
conditions during crystal growth. Furthermore,
the symmetry of physical properties of crystals, in
particular of tensor properties, is also described by
point groups. Note that in this description, the
macroscopic crystal is considered as an anisotrop-
ic homogeneous continuum.

Lattices and Their Symmetries

The symmetry operations of a crystal are ‘‘isome-
tries’’ or ‘‘rigid motions’’, that is, mappings which
preserve distances and, hence, angles and volumes
also. The simplest motion is a translation which is a
parallel displacement of an object by a translation
vector t. The three-dimensional periodicity (transla-
tion symmetry) of the (infinitely extended) crystal
structure is described by the infinite set {t} of all
translation vectors t mapping the structure onto it-
self, that is, by the lattice. It is represented by the
equation

ftg ¼ fm . aþ n . bþ p . cg
ð�Nom; n; poþNÞ ½1�

with a, b, c three linearly independent basis vectors
spanning a three-dimensional parallelepiped called
unit cell. Each translation tmaps the crystal structure
onto itself and is, hence, a symmetry operation of the
crystal.

Equation [1] implies that for a given basis vector
set a, b, c, one unique lattice {t} is defined. On the
other hand, one and the same lattice can be generated
by infinitely many different triplets a0, b0, c 0 of lin-
early independent lattice vectors, each triplet span-
ning a ‘‘primitive’’ (smallest) unit cell (this triplet is
called ‘‘primitive basis’’ here). All these triplets are

equally correct lattice bases. As will be shown below,
one (or at most two) particularly symmetry-adapted
basis vector sets are conventionally accepted by all
scientists.

There exist four different types of lattice symme-
tries in two dimensions and seven in three dimen-
sions. These so-called ‘‘lattice point symmetries’’ are
defined as the symmetries of the infinite surrounding
of each lattice point by the other lattice points. These
lattice symmetries are also called ‘‘holohedries’’ (ho-
lohedral point groups), a term which stems from the
old morphological classification, meaning ‘‘full face
form.’’ These holohedries determine the seven three-
dimensional crystal systems and crystallographic
coordinate systems: triclinic (anorthic), monoclinic,
orthorhombic, tetragonal, trigonal/rhombohedral,
hexagonal, cubic (see Table 1, see footnote there
about trigonal/rhombohedral). Geometrically, these
holohedral lattice symmetries are brought out direct-
ly in the so-called ‘‘Wigner–Seitz cells’’ or ‘‘Dirichlet
domains’’ (see ITA (2002)).

Crystallographic Coordinate Systems

‘‘Primitive’’ Crystallographic Coordinate Systems

Whereas in physics and chemistry normally Carte-
sian coordinate systems are used, in crystallography
quite different systems are applied. Here it is cus-
tomary that every crystal receives its own specific
crystallographic coordinate system, based on the
symmetry of the crystal and characterized as follows:

1. Basis vectors are three linearly independent, short-
est (‘‘primitive’’) translation vectors of the crystal
lattice (see eqn [1]). This implies six lattice pa-
rameters: three axial lengths a, b, c, and three in-
teraxial angles a, b, g. (‘‘Primitive’’ means that the
unit cell spanned by the three basis vectors con-
tains only one lattice point, in contrast to ‘‘cen-
tered cells,’’ see the next section.)

2. The origin of the coordinate system is free in
principle, but for convenience in computation, it is
usually chosen in a center of symmetry (inversion
center), if present, otherwise in a point of high site
symmetry of the space group (e.g., in an intersec-
tion of two or more symmetry axes).

The advantage of such a crystal-specific coordinate
system is that all lattice points receive integer coor-
dinates, and this applies to all choices of a primitive
coordinate system for a given crystal. Note that the
lattice parameters of a crystal vary with temperature
and pressure.
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Conventional Crystallographic Coordinate Systems

In order to define a unique crystallographic coordi-
nate system for each crystal, special conventions have
to be devised. It turns out, however, that the use of a
special primitive coordinate system, as described in
the preceding section, would indeed always charac-
terize the crystal lattice uniquely, but in many cases
would not bring out the symmetry of the crystal.
This, however, is a universally accepted objective for
the definition of the conventional crystallographic
coordinate system in the form of a symmetrical par-
allelepiped as unit cell.

For this reason, the 14 Bravais types of lattices are
considered, with the provision that all Bravais lattices
with the same holohedry should have the same
conventional coordinate system. A consequence of
this procedure is that only for primitive Bravais lattic-
es, all lattice points receive integer coordinates, where-
as for centered lattices of the same lattice, symmetry
points with fractional coordinates 1/2, 1/3, and 2/3

(and no others) appear. In this way, seven conventional
coordinate systems result, which apply to the crystals
of all 14 Bravais lattice types. As a typical example, the
cubic crystal system is considered: for the primitive
cubic lattice cP, the conventional coordinate system
employs the three shortest lattice vectors with right
interaxial angles a ¼ b ¼ g ¼ 90�. In this case, the
conventional coordinate system is at the same time a
primitive crystallographic basis. For the body-centered
and all-face-centered cubic Bravais lattices cI and cF,
however, only a fraction of the lattice points (1/2 for cI
and 1/4 for cF) have integer coordinates represented by
0,0,0, whereas the remaining centering lattice points
have fractional coordinates: 1/2, 1/2, 1/2 for cI, and
1/2, 1/2, 0 & 0, 1/2, 1/2 & 1/2, 0, 1/2 for cF. If only
primitive cells were used, the coordinate system for cP
would remain the same (cube ¼ 90� rhombohedron),
whereas for cI and cF rhombohedral cells with a ¼
109:47� and a ¼ 60�, respectively would result which
would not display the cubic symmetry.

Table 1 Crystal systems, lattice point symmetries, conventional crystallographic coordinate systems and Bravais lattice types in two

and three dimensions. The lattice point symmetries (column 2) are given in Hermann–Mauguin (left) and in Schoenflies symbols (right);

see Section ‘‘Symbols for point groups and space groups’’

Crystal system Lattice point

symmetry

(holohedry)

Conventional coordinate system

(restrictions on cell parameters

a; b; c; a;b; g)

Bravais latticesa

Two dimensions

Oblique (monoclinic) 2 None mp

Rectangular (orthorhombic) 2mm g ¼ 90� op, oc

Square (tetragonal) 4mm a ¼ b; g ¼ 90� tp

Hexagonal 6mm a ¼ b; g ¼ 120� hp

Three dimensions

Triclinic (anorthic) 1 Ci
None aP

Monoclinic 2/m C2h a ¼ g ¼ 90� ðunique axis bÞ mP, mC

mA, mI

a ¼ b ¼ 90� ðunique axis cÞ mP, mA

mB, mI

Orthorhombic 2/m 2/m 2/m D2h a ¼ b ¼ g ¼ 90� oP, oI, oF

oA, oB, oC

Tetragonal 4/m 2/m 2/m D4h a ¼ b; a ¼ b ¼ g ¼ 90� tP, tI

Trigonalb

Rhombohedral lattice 3 2=m D3d
a ¼ b ¼ c; a ¼ b ¼ ga90� hR

Hexagonal lattice 6/m 2/m 2/m D6h a ¼ b; a ¼ b ¼ 90�; g ¼ 120� hP

Hexagonal 6/m 2/m 2/m D6h a ¼ b; a ¼ b ¼ 90�; g ¼ 120� hP

Cubic 4=m 3 2=m Oh
a ¼ b ¼ c; a ¼ b ¼ g ¼ 90� cP, cI, cF

aBravais lattices (column 4): The lower-case first letter of the symbol identifies the crystal system. Note that the trigonal and the

hexagonal system both receive the letter h. Second letter of the symbol: p, c in two dimensions: primitive and centered cell. Three

dimensions: P ¼ primitive cell; A;B;C ¼ one-face centered cell on ðb; cÞ, (a,c) or (a,b) face; I ¼ body centered cell; F ¼ all-face

centered cell ; R ¼ rhombohedral centering of the hexagonal cell.
b In the trigonal crystal system two Bravais lattices, hR and hP, with different holohedries, 3 2=m and 6/m 2/m 2/m, occur. Both are

normally described by ‘‘hexagonal axes.’’
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The conventional crystallographic coordinate sys-
tems are collected in Table 1, which lists the four
plane and the seven spatial lattice symmetries with
their point-group symbols and the restrictions on the
general lattice parameters a; b; c; a; b; g imposed by
the lattice symmetry. The symbols of the Bravais lat-
tices which belong to a given coordinate system are
listed too. These symmetry criteria uniquely deter-
mine five of the seven three-dimensional coordinate
systems because these five exhibit three or more sym-
metry directions (‘‘blickrichtungen’’): orthorhombic,
tetragonal, rhombohedral, hexagonal, cubic. For the
two exceptions, triclinic and monoclinic, no or only
one symmetry direction exists. In these cases, metrical
criteria, such as reduced bases (i.e., choice of the three
(triclinic) or two (monoclinic) shortest lattice trans-
lations as basis vectors), have to be applied. It should
be noted that for historical reasons, in the monoclinic
system two different ‘‘settings’’ are in use, which are
distinguished by the labeling of the unique symmetry
axis: ‘‘unique axis b’’ and ‘‘unique axis c’’ settings.
The b-axis setting is the more frequently used one (see
Part 2 of ITA (2002)).

There is one case in which not one but two dif-
ferent conventional coordinate systems are in use, for
trigonal crystals with a rhombohedral hR lattice.
These crystals are alternatively described by ‘‘rho-
mbohedral axes’’ or, more frequently, by ‘‘hexagonal
axes,’’ whereby the first case corresponds to a prim-
itive rhombohedral unit cell, the second to the triple
R-centered hexagonal unit cell. In contrast, crystals
with a hexagonal hP lattice are always described by
‘‘hexagonal axes.’’

Detailed descriptions of the conventional cry-
stallographic coordinate systems and reduced bases
can be found in sections 1.2, 2.1, 8.3.1, 9.1 and 9.2
of ITA (2002).

Crystallographic Symmetry Operations
and Symmetry Elements

Symmetry Operations

The following types of symmetry operations exist in
crystals and are elements of crystallographic symme-
try groups:

1. Translations (already treated in the section ‘‘Lat-
tices and their symmetries’’).

2. Rotations around an axis, reflections across a
plane and inversions in a point, as well as their
combinations, that is, rotoinversions and rotore-
flections. These operations constitute the so-called
point-group operations, which leave at least one
point of space invariant.

3. Combinations between point-group operations and
translations, leading to screw rotations and glide
reflections. Both types occur only in space groups,
not in point groups. Screw rotations are rotations
by an angle j ¼ 360�=n, followed by a translation
(screw component) parallel to the rotation axis.
Glide reflections are reflections across a plane, fol-
lowed by a translation (glide component) parallel
to the plane. The screw and glide components are
rational fractions of a lattice translation.

An important fact of crystallographic symmetry is
the restriction of the rotation angles j by the trans-
lation lattice to j ¼ 180�; 120�; 90�; 60�, defining
twofold, threefold, fourfold, and sixfold rotations
and screw rotations. This is the consequence of the
three-dimensional periodicity of crystals. Apart from
a simple mathematical proof (see section ‘‘Matrix
representation of symmetry operations’’), this result
is immediately obvious from the fact that a plane can
be covered without gaps and overlaps only by par-
allelograms and their special forms (rectangles,
rhombuses, squares), and by triangles and hexagons,
but not by pentagons (corresponding to a rotation
angle of 721), heptagons, octagons, etc. Hence, ro-
tation axes other than two-, three-, four-, and sixfold
axes are not possible in crystals.

Symmetry Elements

In addition to symmetry operations (which represent
‘‘action’’ on an object), symmetry can also be de-
scribed in (static) geometrical terms, known as sym-
metry elements. They form the geometric locus
(geometric element), oriented in space, at which a
symmetry operation or a cyclic group of operations is
performed (plane for a reflection, line for a rotation,
point for an inversion), together with a description of
these operations. In other words, the symmetry ele-
ment is the ‘‘invariant subspace’’ of a given opera-
tion, that is, the set of fixed points which are
invariant under the operation.

Symmetry elements are reflection (mirror) planes,
glide planes, rotation axes, screw axes and centers of
symmetry. For rotoinversions and rotoreflections, the
symmetry element consists of two items: axis and
inversion point on the axis, or axis and mirror plane
normal to the axis. For screw rotations and glide
reflections, the screw and glide components have to
be removed first in order to obtain the ‘‘fixed points’’
for screw axes and glide reflections.

Note that the group elements of a symmetry group
are the symmetry operations, not the symmetry el-
ements. This discrepancy of nomenclature has his-
torical reasons and is the source of frequent
misunderstandings.
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The crystallographic symmetry elements (reflec-
tion and glide plane, rotation and screw axes, and
rotoinversion axes) are illustrated in Figures 1–3.
Printed and graphical symbols of all symmetry ele-
ments are collected in Table 2. Further details are
given in Parts 1 and 8.1 of ITA (2002) and the ref-
erences quoted therein. Complete ‘‘frameworks of
symmetry elements’’ for the 17 plane groups, the 230
space groups, and the 32 crystallographic point
groups are presented in Parts 6, 7 and 10.1 (and ex-
plained in section 2.2.6) of ITA (2002).

Matrix Representation of Symmetry
Operations

General Relations

In the mathematical treatment of symmetry opera-
tions, normally the coordinate system, that is, the set
of basis vectors a, b, c and the origin, is considered to
be at rest, whereas the object is mapped onto itself
(special affine mapping). (Equivalently, it is equally
correct to transform the coordinate system, whereby
the object is considered to be at rest.) A general
symmetry operation transforms a point X with co-
ordinates x, y, z into a symmetrically equivalent
point X̃, with coordinates x̃, ỹ, z̃ according to

x̃ ¼ W11xþW12yþW13zþw1

ỹ ¼ W21xþW22yþW23zþw2

z̃ ¼ W31xþW32yþW33zþw3

½2�

or, in matrix notation:

x̃

ỹ

z̃

0
B@

1
CA ¼

W11 W12 W13

W21 W22 W23

W31 W32 W33

0
B@

1
CA .

x

y

z

0
B@

1
CAþ

w1

w2

w3

0
B@

1
CA

r̃ ¼ W . r þw ¼ ðW;wÞ . r ½3�

The (3� 3) matrix W is the rotation part, and the
(3� 1) column matrix w, the translation part of the
symmetry operation. The matrices W represent all
point-group operations, rotations, reflections, invers-
ions, and rotoinversions. The two parts W and w can
be assembled into an (augmented) (4� 4) matrix W

according to

1

~

~

~

z

y

x

  =  

  
 
 
 

 

 

1000
3333231

2232221

1131211

wWWW

wWWW

wWWW

1

z

y

x

  =  

 1000

wW

1

z

y

x

   =   

.

. .

½4�

Since every symmetry transformation is a ‘‘rigid-body
motion,’’ the determinant of the matrices W and W is

det W ¼ det W ¼ 71 ½5�

The sequence of two symmetry operations (successive
application) is given by the product of their (4� 4)
matrices W1 and W2:

W 3 ¼ W 2 .W 1 ½6�

whereby, W3 is again a symmetry operation.
The inverse operation W�1 is defined by

W .W�1 ¼ I, whereby I is the (4� 4) unit matrix
representing the identity operation:

1000

= W −1 −W −1  w.−1 ½7�

Finally, the augmented matrix for a translation t is

  
 
 
 

 

 

1000

I

t =

t

t1

t2

t3

, =

½8�

and I the (3� 3) unit matrix.
Note on the matricesW and y � k of eqns [3] and [4]:

The rotation parts W of these matrices leave an atom
located in the origin of the coordinate system invar-
iant, that is, the symmetry element of W intersects the

cm212

Figure 1 Symmetry elements in crystals: twofold rotation and

screw axes 2 and 21 (left pair), and reflection and glide planes m

and c (right pair). The ‘‘objects’’ are polar two-atomic molecules,

in order to bring out the orientational differences between rota-

tions and reflections. Note that each diagram extends over two

translation periods along c. The graphical symbols underneath

the diagrams are explained in Table 2.
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origin. The translation parts w consist of two compo-
nents, first the (intrinsic) ‘‘screw or glide compo-
nent’’ of a screw rotation or glide reflection (if present),
second the ‘‘location parameter,’’ which depends on the
location of the symmetry element with respect to the
origin. Thus, for a pure rotation or reflection through
the origin, w ¼ ðw1;w2;w3Þ ¼ ð0; 0; 0Þ.

Geometric Interpretation of (Crystallographic)
Symmetry Matrices

A (3� 3) matrix W of a rigid motion has two essen-
tial invariants, that is, two quantities which do not
change under a transformation of the coordinate
system and, hence, can serve to identify the ‘‘nature’’
of the motion. These quantities are the determinant,

det W, and the trace, tr W ¼ W11 þW22 þW33.
Their properties are as follows:

1. A rotation by an angle j and its representation in
a Cartesian coordinate system x1, x2, x3 are as-
sumed, whereby the rotation axis intersects the
origin and is parallel to x3. The rotation matrix is

W ¼
cos j sin j 0

�sin j cos j 0

0 0 1

0
B@

1
CA

The trace is tr W ¼ 1þ 2 cos j, valid for any coor-
dinate system. Since this rotation maps a lattice
point with integer coordinates onto another lattice
point, all elements of the matrix, if referred to a cry-
stallographic coordinate system, must be integers,

32313

c

43 (21)42 (2)41 (21)4 (2)

c

65 (32,21)64 (31,2)63 (3,21)62 (32,2)61 (31,21)6 (3,2)

c

Figure 2 Symmetry elements in crystals: threefold rotation and screw axes (top row), fourfold rotation and screw axes (top row), and

sixfold rotation and screw axes (bottom row). Each diagram extends over two translation periods along c. For the screw axes 31 and 32, the

course of the screws (helices) is indicated in order to show the enantiomorphism (mirror images) of the two screw axes. The subelements

(subgroups) of each symmetry element (cyclic group) are given in parentheses. The graphical symbols are explained in Table 2.
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hence tr W ¼ 1þ 2 cos j ¼ m, and cos j ¼ 1=2
ðm� 1Þ ¼ 1=2p (m, p integers). Since cosj is re-
stricted to the range � 1 to þ 1, only the following
values of cosj are compatible with lattice
symmetry: cos j ¼ þ1;þ1=2; 0;�1=2;�1, corre-
sponding to rotation angles of 01� 3601, 601, 901,
1201, and 1801. This is the famous ‘‘crystallogra-
phic restriction,’’ which filters out the five permis-
sible j-angles (and their multiples) from the infinity
of ‘‘n-fold rotations’’ with j ¼ 360�=n.

2. Since symmetry operations are rigid motions which
preserve distances, angles, and volumes, the deter-
minant of their matrices must be þ 1 or � 1:

det W ¼ þ1 : rotation; handedness

ðleft or rightÞ of object retained;

det W ¼ �1 : reflection; inversion;

rotoinversion : handedness of object reversed;

3. By combining the possible values of det W and tr
W, the ‘‘nature’’ of a symmetry operation by
means of its (3� 3) symmetry matrix W is iden-
tified, as shown in Table 3.

4. By more detailed analysis of the (3� 3) ‘‘point-
group’’ matrices W and the augmented (4� 4)
‘‘space-group’’ matrices W, further characteristics
of symmetry operations can be derived, that is, the
orientation of the axis or of the plane in the given
coordinate system, as well as the location of the
symmetry element (plane, axis, point) in the unit
cell relative to the chosen origin (see ITA (2002),
Part 11).

5. In order to illustrate the previous somewhat ab-
stract considerations, some examples of (4� 4)
matrices for (glide) reflections and (screw) rota-
tions, together with their geometric elements, are
given in Table 4. A list of all (3� 3) matrices oc-
curring in crystallographic point and space groups
is available in Part 11 of ITA (2002).

6. It should be noted that in quasicrystals (i.e., forms
of solid matter not based on exact three-dimen-
sional periodicity but rather on ‘‘quasiperiodici-
ty’’), symmetries may occur which go beyond the
‘‘crystallographic restriction’’ discussed above un-
der point 1. For instance, quasicrystals with
icosahedral symmetry (containing fivefold rota-
tions), as well as with tenfold and twelvefold
rotations have been found.

Symbols for Point Groups and
Space Groups

So far, ‘‘individual’’ symmetry operations and symme-
try elements have been treated with their printed and
graphical symbols, see Table 2. In order to combine
these into symbols for crystallographic point and space
groups, rules for the combination have to be specified.
There are two types of group symbols in use: the oldest
are the Schoenflies symbols contained in Schoenflies’
classic work of 1891. The second are the Hermann-
Mauguin symbols, derived around 1928 in several
papers by Hermann and Mauguin. The latter are now
predominantly used in crystallography and crystal-
structure analysis, and are customarily called ‘‘inter-
national symbols.’’ Schoenflies symbols are often
preferred in spectroscopy and in studies of molecules.

Schoenflies Symbols

These symbols are based on group theory and use
capital letters to indicate the major types of symmetry
groups.

C: Cyclic groups C1, C2, C3, C4, C6 of order n ¼ 1;
2; 3; 4 and 6;
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Figure 3 Symmetry elements in crystals: the five crystallographic

rotoinversion axes 1 , 2, 4, 3, 6 (orders 2, 2, 4, 6, 6, resp.), and their

action on a spherical object. Starting from object 1, objects 2, 3, y

are successively generated. The intermediate positions of the

object (between the rotation and the inversion part of the operation)

are labeled by numbers in parentheses. For all groups the first

operation 1-ð20Þ-2 is indicated by dashed arrows. The labels R

and L denote the handedness (right or left), if the object is chiral

(starting object 1: R). All odd powers of rotoinversions are hand-

changing (R2L), even powers hand-preserving ðR-R; L-LÞ.
Note that for axes �n with n odd (i.e., for 1 and 3), the inversion point

is a center of symmetry 1 (i.e., a subelement). For axes %n with

n ¼ 4k þ 2 (i.e., 2 and 6), a mirror plane m normal to the axis and

intersecting the inversion point is a subelement, whereas for n¼4k

(i.e., 4) neither 1 nor m occur as subelements. The subelements of

the rotoinversion axes are noted in parentheses.
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Table 2 Printed and graphical symbols for symmetry elements in two and three dimensions. For glide planes only a few selected

examples are given
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Cs¼ reflection group (s¼ Spiegelsymmetry) of or-
der 2;
Ci ¼ inversion group of order 2;

D: Dihedral groups D2, D3, D4, D6, that is, a cyclic
group C with additional twofold rotation axes
normal to the main symmetry axis. The order m
of these groups is twice that of the corresponding
Cn group: m ¼ 2n.

T: Tetrahedral group (order n ¼ 12);
O: Octahedral group (order n ¼ 24).

Subscripts h, v, and d indicate the presence of mirror
planes perpendicular ðh ¼ horizontalÞ and parallel
(v ¼ vertical, d ¼ diagonal) to the main symmetry
axis, which is considered to be vertical, for example,
C2h;D4h;Th;Oh;C2v;C6v;D3d. The Schoenflies sym-
bols are independent of any coordinate system.

These symbols apply to three-dimensional crystal-
lographic point groups. Space groups are indicated

by superscripts added to the corresponding point-
group symbols, for example, C5

2h;D
4
2;D

16
2h;T

7
h ;O

9
h.

This implies that the Schoenflies symbols carry no
information about the nature of the space group. No
Schoenflies symbols exist for two-dimensional
groups.

Hermann–Mauguin (International) Symbols

These symbols have, as their basis, the seven different
point symmetries of the Bravais lattices. Every lat-
tice, if viewed along a general direction, exhibits only
inversion symmetry 1. There are, however, between
zero (triclinic) and 13 (cubic) specific directions,
along which symmetries above 1 are seen. These so-
called ‘‘lattice symmetry directions’’ (blickrich-
tungen) and the symmetries seen along them are
characteristic for the seven types of lattice symme-
tries (holohedries), see Table 1. They can be grouped

Table 4 Examples of augmented (4�4) matrices of symmetry operations (referred to the appropriate conventional coordinate

system)a

zz

a
The matrices in this table represent the ‘‘first powers’’ of the operations. Higher powers are obtained by repeated multiplication of the

matrix. For point-group operations of order 2 (‘‘binary’’ operations: inversions, twofold rotations, reflections), the second power is the

identity, i.e., binary operations are their own inverses.

(y) Note that p ¼ 0 stands for a normal (nonscrew) rotation.

(#) Cyclic permutation of the coordinates. This matrix also represents the one threefold rotation around x, x, x in the rhombohedral

coordinate system. There are four equivalent cubic body diagonals x, x, x; � x, x, x; x, � x, x and x, x, � x with different cyclic

permutations ofþ1 and �1.

Table 3 Crystallographic symmetry operations as derived from their traces tr W and determinants det W ¼ þ1 and � 1

det W ¼ þ1 det W ¼ �1

tr W þ1 þ1=2 0 �1=2 �1 þ1 þ1=2 0 �1=2 �1

H.-Mauguin symbol of operation 1 6 4 3 2 1 6 � 3=m 4 3 2 � m

Schoenflies symbol of operation C1 C6 C4 C3 C2 Ci C3h S4 C3i Cs

Order n of operationa 1 6 4 3 2 2 6 4 6 2

aThe ‘‘order’’ n of the operation W is the order of the cyclic group generated by W , i.e., the power n of W for which the identity 1 is

reached: W n ¼ 1.
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into none (triclinic), one (monoclinic), two (rho-
mbohedral), and three (all other lattices) classes of
equivalent symmetry directions (e.g., the fourfold
cubic rotation axes [1 0 0], [0 1 0], [0 0 1] form one
class). These classes are arranged in a well-defined
sequence (called ‘‘positions’’), which is again charac-
teristic for each crystal system. They form, thus,
the basis of the Hermann–Mauguin (international)
point-group and space-group symbols.

The representative lattice symmetry directions for
these classes are presented in Table 5, both for two-
and three-dimensional lattices. The three columns
define the ‘‘position’’ of an entry in a Hermann–
Mauguin group symbol (primary, secondary, and
tertiary position). The entries in an actual symbol
are those symmetry axes and symmetry planes,
which are ‘‘observed’’ for the corresponding blick-
richtung. A slash indicates the occurrence of a mirror
(glide) plane perpendicular to an axis (e.g., 4/m,
21/c). In this way, the international point-group sym-
bols are obtained. This process is illustrated, first for
‘‘point groups,’’ by the following examples:

1, 1 triclinic; no symmetry direction, since 1
is a point (Schoenflies symbols C1, Ci);

2, m, 2/m monoclinic; only one symmetry direc-
tion along which is ‘‘seen’’ a twofold
axis, the normal to a mirror plane or the
combination of both (Schoenflies sym-
bols C2, Cs, C2h);

mm2 orthorhombic; three perpendicular sym-
metry directions, two of which carry

normals to mirror planes, the third a
twofold axis (Schoenflies symbol C2v);

4/m tetragonal, short for 4/m11, since only
the primary blickrichtung carries sym-
metry (Schoenflies symbol C4h);

6/m2/m2/
m (short:
6/mmm)

hexagonal holohedry; three classes of
symmetry directions, the primary single
direction is populated by a sixfold rota-
tion axis and a perpendicular mirror
plane: 6/m. The three equivalent second-
ary and three equivalent tertiary direc-
tions are populated by twofold axes with
perpendicular mirror planes, leading to a
total of seven ‘‘occupied’’ blickrich-
tungen (Schoenflies symbol D6h);

4=m32=m
(short:
m3m)

cubic holohedry; point group of highest
crystallographic symmetry; along the
three cube edges of the cubic unit cell,
symmetry axes/planes 4/m occur, the four
body-diagonal directions of the cube are
populated by 3 inversion axes, and the
six face diagonals carry 2/m symmetries.
In total, there are 13 symmetry directions
with 48 symmetry operations (¼ group
order) (Schoenflies symbol Oh).

The space-group symbols are modifications of the
point-group symbols in two ways: first, the letter
with the centering type of the appropriate Bravais
lattice, P, A, B, C, I, F, R is added in front of the
symbol. Second, as appropriate, the symbols for ro-
tation axes are substituted by those of screw axes,

Table 5 Representative lattice symmetry directions for two and three dimensions. The number in parentheses refers to the number of

equivalent symmetry directions of the given set, e.g., cubic [1 0 0] (3) refers to the three equivalent directions [1 00], [0 1 0], [0 0 1]

Lattice Symmetry direction (position in Hermann–Mauguin symbol)

Primary Secondary Tertiary

Two dimensions

Oblique (monoclinic) Rotation - - - - - - - - - - - -

Rectangular (orthorhombic) point [1 0] (1) [0 1] (1)

Square (tetragonal) In [1 0] (2) ½1�1� (2)

Hexagonal plane (1) [1 0] (3) ½1�1� (3)

Three dimensions

Triclinic (anorthic) None

Monoclinic [0 1 0] (1) (unique axis b) - - - - - - - - - - - -

[0 0 1] (1) (unique axis c)

Orthorhombic [1 0 0] (1) [0 1 0] (1) [0 0 1] (1)

Tetragonal [0 0 1] (1) [1 0 0] (2) ½1 �1 0� (2)

Hexagonal [0 0 1] (1) [1 0 0] (3) ½1 �1 0� (3)

Rhombohedral (hexagonal axes) [0 0 1] (1) [1 0 0] (3) - - - - - -

Rhombohedral (rhombohedral axes) [1 1 1] (1) ½1 �1 0� (3) - - - - - -

Cubic [1 0 0] (3) [1 1 1] (4) ½1 �1 0� (6)
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and the symbols of reflection planes by those of glide
planes. Lattice symmetry directions, which do not
carry any symmetry, are represented by the symbol
‘‘1’’, as in P31m and P3m1, or are left empty as in
P63/m, short for P63/m11.

This procedure leads to the following full (and
short) symbols, given as examples:

Monoclinic: P21/c, C2/c (two of the frequently en-
countered space groups);

Orthorhombic: P212121, P21/n 21/m 21/a (Pnma),
C2/m 2/c 21/m (Cmcm), I21/b 21/c 21/a (Ibca);

Trigonal: P31m, P3m1, R3m;
Hexagonal:P63=m; P6522;P62m; P63=m 2=c 2=m

ðP63=mcmÞ;
Cubic: I213; I21=a3ðIa3Þ;P4332; F43c; F4=m3 2=m

ðFm 3mÞ; I41=a3 2=d ðIa3dÞ.

It is not possible to treat here the details of the
derivation and the nomenclature of space groups.
This topic requires a certain amount of practical
acquaintance. The International Tables, Vol. A [ITA
(2002)], contain complete listings and explanations
of the 17 plane (two-dimensional) groups, the 230
space groups and the 32 crystallographic point
groups. The so-called ‘‘subperiodic groups’’ (number
of periodic dimensions lower than the total number
of dimensions of the group), i.e., frieze, layer and rod
groups, are presented in Vol. E (2002) of the Inter-
national Tables. For textbooks, please see ‘‘Further
reading’’ below.
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Nomenclature

a, b, c Basis vectors of a lattice
a, b, c, a, b, g Lattice parameters
t; t Translation; translation vector
P, A, B, C, I, F, R Centering types of lattices
X; X̃ Point; transformed point
x, y, z; x̃, ỹ, z̃ Coordinates of points X and X̃
r; r̃ Location vector; transformed location

vector
W (3� 3) matrix, rotation part of a sym-

metry operation
w (3� 1) column, translation part of a

symmetry operation
Wij; wk Elements of W and w
W,T, (4� 4) augmented matrix; (4� 4)

augmented matrix of pure translation;
(4� 1) augmented vector

(hkl) Miller indices of a crystal face (lattice
plane)

[uvw] Direction indices of a crystal edge (lat-
tice direction)

Schoenflies Symbols

Cn ¼ C1;
C2;C3;C4;C6

Cyclic group of order n ¼ 1; 2; 3; 4; 6

Cs; Ci Reflection group; inversion group (order
2)

S4 Rotoinversion (rotoreflection) group of
order 4

Dn ¼ D2;D3;
D4;D6

Dihedral group of order m ¼ 2n ¼
4; 6; 8; 12
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T Tetrahedral group (order 12)
O Octahedral group (order 24)

Hermann–Mauguin (International) Symbols

n ¼ 1; 2; 3; 4; 6 n-fold rotation axes (order n)
n ¼ 1; 2 � m;
4; 3; 6 � 3=m

n-fold rotoinversion axes
(orders 2, 2, 4, 6, 6, resp.)

np ¼ 21; 31; 32;
41; 42; 43,
61;62; 63; 64; 65

n-fold screw axes (order N)

m ð� �2Þ reflection (mirror) plane (order 2)
a; b; c; n; d glide reflection planes (order N)
g glide line (two dimensions, order N)
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Introduction

The application of crystal tensors to crystals with
different structures and hence different symmetries is
discussed in this article. For most applications, crys-
tals need careful selection to process the appropriate
symmetry for the particular application. Many of the
terms and equations used have been introduced in
this encyclopedia elsewhere to which the reader is
also referred.

Electrical and Thermal Properties

Much of the early applications of tensors to crystal
properties concerned the electrical and thermal re-
sistivities and conductivities of materials and more
complicated effects, such as the Hall effect. The con-
sequence of applying voltages or thermal gradients
across anisotropic crystals in arbitrary directions is
demonstrated in this encyclopedia elsewhere. The
strength of the theory is in suggesting the principal
directions in which measurements should be made.
Resistivity and conductivity are symmetrical second-
rank tensors relating two vector quantities, and for
the majority of crystal systems the maximum number
of independent coefficients is two, although this rises
to three in the orthorhombic system, four in the
monoclinic system, and six in the triclinic system.
Early measured examples of room-temperature coef-
ficients were for metals, such as cadmium (hexagonal
6=mmm) with r1 and r2 having the value 6.80 and r3
having the value 8.30 in units of 10�8O m. Another
example is tin (tetragonal structure, 4=mmm) with
r1, r2 equal to 9.9 and r3 equal to 14.3. These values
show that any measurements off the principal direc-
tions would require interpretation by a tensor theory.
Similarly, notable examples for thermal conductivites
are graphite (hexagonal, 6/mmm) with k1 of 6.5 and

k3 of 11:3 W m�1 �C�1, and quartz (trigonal, 32)
with k1, k2 of 9.24 and k3 of 6.65.

In the Hall effect, a magnetic field is applied per-
pendicular to the electric current flow and a voltage
is established perpendicular to both. It can be ex-
panded from the relationship between electric field
and current, EI ¼ rijJ i, where J is the current density,
E is the electric field, and rij is the resistivity:

rij ¼ rð0Þij þ rijkBk þ rijklBkBl

where rð0Þij represents resistivity as just discussed, rijk
the Hall tensor, and rijkl the longitudinal magnetore-
sistance. rijk is a third-rank axial tensor (i.e., its sign
can be7), but it can be rearranged as a second-rank
antisymmetric tensor. Details are omitted here, but in
the most complex case of a triclinic crystal, there are
up to nine independent values. Most crystals have a
maximum of three independent coefficients.

Elasticity

This is the classic case of a fourth-rank tensor. The
reduction of the number of coefficients is discussed in
this encyclopedia elsewhere and, in addition, there is
an extensive literature regarding relationships be-
tween stiffness (equivalent to Young’s modulus) and
compliance coefficients. Examples of well-estab-
lished values of the compliance matrix (sij) are given
in Table 1 to demonstrate variability.

Optoelectronic Effects and Devices

Currently, the application of crystal tensors is playing
an essential role in the understanding of optoelec-
tronic effects and the setting up of electrooptic devic-
es. The application of an electric field alters the
dielectric constant of many materials and even if a
crystal is anaxial (i.e., it behaves isotropically) with-
out the field, it may become uniaxial and thus double
refracting with the field. In addition, crystals that are
already uniaxial or biaxial usually show a change in
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their refractive index components in the presence of
an appropriate electric field.

The electric displacement D can be written as

D ¼ ee0E ¼ e0ð1þ wÞE ¼ e0Eþ e0wE

where w, the electric susceptibility, represents the way
the material responds to the electric field, e is the
relative electric permittivity, and e0 the permittivity
of free space. Alternatively, P, the polarization term,
can be written as

D ¼ e0Eþ P

In general, the polarization term can be expanded as
a power series in E:

P ¼ aEþ bE� Eþ cE3

þ higher terms

The first term on the right-hand side of the equation
is the linear term, the next term is the nonlinear
quadratic term, and so on. The coefficients a, b, etc.,
are such that the series converges. It is only in some
materials that the coefficients are such that the non-
linear terms are useful. It is common practice to use
the reciprocal dielectric constant, the optical imper-
meability Z, and write out the optical impermeability
in the form of the change that occurs with applica-
tion of the field. Thus,

DZij ¼ ZijðEÞ � ZijðE ¼ 0Þ
¼ rijkEk þ sijklEkEj

The rijk components are the linear electrooptic coef-
ficients and are often called the Pockels coefficients.
They give rise to the linear Pockels effect. The sijkl
components produce the quadratic effect that is often
referred to as the Kerr electrooptic effect. The latter
effect can be expected to be small compared with
the linear effect, but the linear effect cannot be
present in centrosymmetric crystals. Judicious selec-
tion of crystals makes both these effects and further
effects practicable. In general, both the linear and
quadratic coefficients vary with the wavelength of

light. This means that the coefficients need to be
known for different wavelengths but this can have its
advantages; for instance, it can lead to useful phase
matching.

The Pockels Effect

The optical indicatrix can be written in the presence
of an electric field E as ZijðEÞxixj ¼ 1 (where i; j ¼
1; 2; 3 produce the general form for the indicatrix)
and in the absence of a field as Zijxixj ¼ 1. The Z
tensor is symmetric so that i and j can be permuted.
The coefficients can also be reduced into a contracted
form but the contracted forms cannot be transformed
according to the rules for tensors. Equalities for
the contracted subscripts for the linear electrooptic
coefficients become as a consequence r11k ¼ r1k;
r22k ¼ r2k; r33k ¼ r3k; r23k ¼ r32k ¼ r4k; r13k ¼ r31k ¼
r5k, and r12k ¼ r21k ¼ r6k for k ¼ 1;2; 3. If these
subscripts are now used for linear change of the
optical impermeability only, the optical indicatrix
becomes

1

n21
þ r1kEk

� �
x21 þ

1

n22
þ r2kEk

� �

� x22 þ
1

n23
þ r3kEk

� �
x23

þ 2r4kEkx2x3 þ 2r5kEkx3x1

þ 2r6kEkx1x2 ¼ 1

where k ¼ 1; 2; 3. The above equation is a general
form of the ellipsoid with the principal axes not as-
sumed to coincide with the principal Cartesian axes
x1, x2, and x3. If it is possible for them to coincide,
then the equation simplifies and leaves out the
crossed x terms. Crystals that are widely used for
Pockels devices include lithium niobate, ammonium
dihydrogen phosphate (and potassium dihdrogen
phosphate, for which the same arguments apply),
and gallium arsenide. These three cases are examined
to see how the application of crystal tensors leads to
slight differences in their use.

Table 1 Examples of values of compliance at room temperature

Crystal Class s11 s12 s44 s33 s13 s14 s66

Sodium chloride m3m 22.1 � 4.5 78.3

Aluminium m3m 15.9 � 5.8 35.2

Copper m3m 14.9 � 6.3 13.3

Nickel m3m 7.99 � 3.12 8.44

Tungsten m3m 2.57 � 0.73 6.60

Tin 4/mmm 18.5 � 9.9 57.0 11.8 �2.5 135

ADP 4 2m 18 7 113 43 �11 162

Quartz 32 12.7 � 1.7 20.1 9.7 �1.5 � 4.3

Units are given in TPa� 1.

Source: Nye JF (1985) Physical Properties of Crystals. Oxford: Oxford University Press.
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Lithium Niobate

The lithium niobate crystal has a trigonal cell of
crystal symmetry 3m. Although the cell can be rep-
resented in rhombohedral form, it is easier to use a
hexagonal cell (containing six molecules). There is
then a threefold rotational axis, which is parallel to
the [0 0 0 1] direction (using hexagonal indices) and
mirror planes of type ð2 %1 %1 0Þ. The usual configura-
tion is to apply the electric field along the c- (i.e., x3-)
axis. The x1-axis is defined such that one of the mir-
ror planes is perpendicular to it in order to obtain the
electrooptic components. (The components would
come out in a slightly different form if x2 rather than
x1 was defined to have the mirror plane perpendic-
ular to it.) Carrying out the symmetry operations for
3m, the contracted form rmn can be further reduced
to the form

0 �r22 r13

0 r22 r13

0 0 r33

0 r51 0

r51 0 0

�r22 0 0

0
BBBBBBBBB@

1
CCCCCCCCCA

With the electric field along the x3-axis, k ¼ 3, and
cross-product terms in x1, x2, and x3 disappearing,
the general equation becomes

1

n2o
þ r1kEk

� �
x21 þ

1

n2o
þ r2kEk

� �

� x22 þ
1

n2e
þ r3kEk

� �
x23 ¼ 1

In addition to the changes mentioned, n1 and n2 have
been made equal to the ordinary refractive index no
and n3 to the extraordinary refractive index ne. It can
now be seen that when an electric field E is applied,
the semi-axes of the ellipsoid become (see Figure 1)

nx1 ¼ nx2 ¼ no � n3or13E=2

and

nx3 ¼ ne � n3e r33E=2

Consequently, for a light beam passing along the
x1-axis, the birefringence becomes

nx3 � nx2

¼ ðne � noÞ � ðn3e r33 � n3or13ÞE=2

Thus, the birefringence can be written as

Dn ¼ DnE¼0 � aE

where

a ¼ 1
2ðn

3
e r33 � n3or13Þ

For lithium niobate, in this configuration the magnit-
ude of a is 1:1� 10�10 m V�1. By altering the
magnitude of the electric field, any desired state of
polarization can be obtained. Alternatively, by cor-
rectly choosing an initial thickness of the crystal,
using crossed linear polarizers in front and behind
the crystal, and modulating the electric field, the
amplitude of the transmitted light can be modulated.

Ammonium Dihydrogen Phosphate

With ammonium dihydrogen phosphate (ADP), a
similar setup can be used but ADP is uniaxial. ADP
belongs to the crystal class %42m and the higher sym-
metry leads to fewer coefficients:

0 0 0

0 0 0

0 0 0

r41 0 0

0 r41 0

0 0 r63

0
BBBBBBBBB@

1
CCCCCCCCCA

The presence of the r63 terms leads to a modified
indicatrix ellipsoid. The two alternative cases are dis-
cussed. First, an electric field parallel to the x3 (c-axis)
is considered again. The equation for the ellipsoid can
be written as

x21 þ x22
n2o

þ x23
n2e

þ 2r63Ex1x2 ¼ 1

The presence of the electric field means that the
ellipsoid is modified such that it is no longer sym-
metrical about the x3-axis and the material acts
as biaxial. What was a circular cross section
now becomes elliptical with new axes Ox01 and

Initial ellipsoid
Stress ellipsoid (E applied) 

x3 (c - axis)

x1

ne

no

nx3

nx1

Figure 1 Refractive index ellipsoids for lithium niobate with and

without applied electric field.
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Ox02 rotated by 451 from the original axes. The semi-
axes become

nx0
1
¼ no � 1

2n
3
or63E and

nx0
2
¼ no þ 1

2n
3
or63E

As a consequence, a slice of crystal cut perpendicular
to the Ox3-axis will act like a birefringent plate with
a fast axis Ox01 and a slow axis Ox02, and a bire-
fringence of

Dn ¼ nx0
1
� nx0

2
¼ n3or63E

This configuration is useful for switching. With faces
cut perpendicular to Ox3 (perpendicular to the
c-axis) and with no field applied, the crystal appears
isotropic to a beam of light passing through in the
x-direction. Once an electric field is applied, bire-
fringence is established. If a voltage V is applied to a
crystal of thickness L, the electric field is V=L and a
phase difference for the two perpendicular compo-
nents is

d ¼ 2p
l
LDn ¼ 2p

l
n3or63V

With crossed polarizers before and after the crystal, a
sinusoidal form of output is obtained. For no
applied voltage, the transmission is zero; for applied
voltage, it is finite. Alternatively, the applied voltage
can be modulated and a phase modulation produced.

Gallium Arsenide

Gallium arsenide (also indium arsenide, cadmium
telluride, and similar materials) has crystal class
%43m. As this is a high-symmetry class, there is only
one independent term

0 0 0

0 0 0

0 0 0

r41 0 0

0 r41 0

0 0 r41

0
BBBBBBBBB@

1
CCCCCCCCCA

and so r ¼ r41. With n the refractive index before
application of the electric field, the equation appli-
cable in the presence of an electric field becomes

1

n2
ðx21 þ x22 þ x23Þ þ 2r

� ðx2x3E1 þ x1x3E2 þ x1x2E3Þ ¼ 1

It is normal to use a configuration in which the elec-
tric field is in the /10 0S, /1 10S, or /1 11S di-
rection. Again, this has application to optical
modulation.

The Quadratic Electrooptic Effect
(The Kerr Effect)

The effect can occur in crystals of any symmetry. If
the Kerr tensor components are represented by sijkl
(notation can vary), then pairs of i, j and k, l per-
mute, but in the reduced notation it is not necessary
that smn ¼ snm. There is a maximum of 36 compo-
nents, but once again crystal symmetry criteria will
reduce the number.

Barium titanate, BaTiO3, is taken as an example.
Below 1201C, it has a tetragonal structure of class
4mm. A suitable direction in which to apply the
electric field is [1 1 0]. In this case, the electric field E
can be resolved as E=

ffiffiffi
2

p
along x1- and x2-directions

and it is zero in the x3-directions. By applying sym-
metry arguments, it can be shown that the pattern of
components is

s11 s12 s12 0 0 0

s12 s11 s12 0 0 0

s12 s12 s11 0 0 0

0 0 0 s44 0 0

0 0 0 0 s44 0

0 0 0 0 0 s44

0
BBBBBBBBB@

1
CCCCCCCCCA

The indicatrix takes the form

1

n2
þ s11E

2

2
þ s22E

2

2

� �
ðx21 þ x22Þ

þ 1

n2
þ s12E

2

� �
x23 þ 2x1x2s44E

2 ¼ 1

All other terms are zero. However, to get the ellipsoid
into a form related to the principal axes, it is nec-
essary to carry out a 451 rotation so that the prin-
cipal axis is in the same direction as the electric field,
this direction becoming a direction of symmetry. If
this is done, the revised indicatrix takes the form

1

n2
þ s11E

2

2
þ s22E

2

2
þ s44E

2

� �
x021

þ 1

n2
þ s11E

2

2
þ s22E

2

2
� s44E

2

� �

� x022 þ 1

n2
þ s12E

2

� �
x023 ¼ 1

Comparing this equation with the standard equation
for the indicatrix gives

ðnx1Þ
�2 ¼ n�2 þ ðs11 þ s12ÞE2=2

þ s44E
2

ðnx2Þ
�2 ¼ n�2 þ ðs11 þ s12ÞE2=2

� s44E
2

ðnx3Þ
�2 ¼ n�2 þ s12E

2
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Usually, the change in n will be small so that expan-
sion of n to third order gives

nx1 ¼ n� n3ðs11 þ s12ÞE2=4

� n3s44E
2=2

nx2 ¼ n� n3ðs11 þ s12ÞE2=4

þ n3s44E
2=2

nx31 ¼ n� n3s12E
2=2

and the quadratic dependence on the applied electric
field.

It is already indicated that ADP and KDP are of
crystal class %42m and so their Kerr effect matrix is

s11 s12 s13 0 0 0

s12 s11 s13 0 0 0

s31 s131 s33 0 0 0

0 0 0 s44 0 0

0 0 0 0 s44 0

0 0 0 0 0 s66

0
BBBBBBBBB@

1
CCCCCCCCCA

It is common to apply the electric field along the
Ox3 optic axis. The crystal remains uniaxial with the
indicatrix now of the form

1

n2o
þ s13Ek

� �
x21 þ

1

n2o
þ s13Ek

� �
x22

þ 1

n2e
þ s33Ek

� �
x23 ¼ 1

If the birefringence before the application of the
electric field is DnE¼0 and after is Dn, then the change
in birefringence is

DnE¼0 � Dn ¼ 1
2ðn

3
e s33 � n3os13ÞE2

The first-order change in birefringence due to the
Pockels effect was ð1=2Þn3or63E, so that if it is as-
sumed that neEno, the ratio of the second-order
effect to the first-order one is ððs33 � s13Þ=r63ÞE. For
ADP and KDP, the ratio for ðs33 � s13Þ=r63 is
B10�6 m V�1. However, because the constants for
optical effects are very dependent on the frequencies
used (the materials show optical dispersion), it is not
realistic here to give tables of magnitudes for specific
materials for any of the optical coefficients.

Second Harmonic Generation and
Phase Matching

Frequency doubling, also called second harmonic
generation, has had important application for inc-
reasing the frequency range available from lasers.
What is required is nonlinear coupling between

two light beams, normally of the same frequency.
However, it is necessary that the second harmonic
waves generated are all in phase. Birefringent crystals
are normally used and matching of indices of refrac-
tion is required, necessitating the application of crys-
tal tensors.

In an application of nonlinear optics such as this, it
is normal to use polarization P in the formulation.
The change in optical impermeability is written as

DZij ¼ ZijðPÞ � ZijðP ¼ 0Þ
¼ fijkPk þ gijklPkPj

where P has replaced E and the Pockels and Kerr
coefficients are now defined as fij and gijkl. The po-
larization can be expanded in the form

Pi ¼ e0wijEj þ 2dijkEiEk

þ 4wijklEjEkEl

where wij, dijk, and wijkl are the linear, second-order
nonlinear, and third-order nonlinear susceptibilities,
respectively. Third-order effects can lead to Raman
and Brillouin scattering but it is the second-order ef-
fect that can be used for frequency doubling. If the
sinusoidal optical fields associated with the two light
rays are of the form Eo1

j eio1t and Eo2

k eio2t, then
these can give rise to field variations at frequencies
mo1 þ no2, where m and n are integers. Taking m
and n each as 1 to give a variation o3 ¼ o1 þ o2,

Po3

i ¼ 2dijkE
o1

j Eo2

k

and if o1 ¼ o2, then P2o
i ¼ 2dijkE

o
j E

o
k . There will

be no physical difference between the jk and kl
components so that notation suffixes can be once
again replaced with matrix notation suffixes. Similar
symmetry restrictions apply as they do for the elect-
rooptic matrix components rmn and magnitudes are
related but different. Hence, there is a close connec-
tion between the electrooptic effects and second har-
monic generation.

Now it is necessary to match the indices such that
k2o ¼ 2ko or Dk ¼ k2o � 2ko ¼ 0. But Dk ¼ ð2o=cÞ
ðn2o � noÞ, where n2o and no are the refractive indices
at the two frequencies and c the velocity of light in
vacuo. Equal values of n2o and no can be achieved in a
birefringent crystal by a matching between refractive
indices for the ordinary and extraordinary rays by cho-
osing a correct direction Y for the light for Dk to be
zero. This is shown in Figure 2 for a negative uniaxial
crystal, where differences between the surfaces have
been greatly magnified. The condition forY is given by

cos2 Y

ðn2oo Þ2
þ sin2 Y

ðn2oe Þ2
¼ 1

ðnoo Þ
2
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Crystalline materials that are often used for such mat-
ching are KDP and ADP, which have significant dif-
ferences between their ordinary and extraordinary
refractive indices.

Some Further Applications

There are many other applications of tensors to the
interpretation of effects in crystals that have not been
mentioned. For instance, in the pyroelectric effect a
change in temperature leads to a change of electric
dipole moment Dpi that is related to the temperature
change DT by the pyroelectric coefficients pi, which
are vector components. A small change in tempera-
ture DT leads to an electric dipole moment according
to DPi ¼ piDT. A complication is that the size of the
effect also depends on whether the sample is clamped
or not clamped during heating. Only crystals with no
center of symmetry can exhibit the effect. All mate-
rials, which are pyroelectric, must also be piezoelec-
tric. For the latter case, the relationship becomes
Pi ¼ dijksjk, where dijk are the piezoelectric moduli,
which would seem to have 27 components in general
but whose number of components can be reduced to
18 for even the most general (triclinic) case. There is
also the inverse case of a strain produced by an elec-
tric field. As in the case of pyroelectricity, there are
differences for the piezoelectric effect and the
converse effect according to the applied conditions,

for example, whether the sample is under constant
stress or constant strain.

When stress is applied to a crystal, there may not
only be an electric moment produced but the refractive
index may be altered as well. The stress is directional
and so an isotropic crystal may become either uniaxial
or biaxial. This gives rise to the photoelastic effect
(and hence the photoelastic tensor). This effect under-
lies the Perspex modeling of objects and machinery to
study stresses. The application illustrates how even a
noncrystalline material that starts isotropic can be-
come anisotropic under stress.

Rather than applying macroscopic stresses to a
crystal, acoustic waves can be passed through, lea-
ding to another interesting set of applications, name-
ly acoustooptics.

This article has shown the wide range of applica-
tions of crystal tensors and it has demonstrated how,
especially with low-symmetry crystals, the effects can
become complicated and difficult to interpret. Per-
haps the main power of the theory of crystal tensors,
and hence its application, is to predict the best di-
rections in which to cut and use crystals so as to
produce maximized effects and keep the complica-
tions to a minimum.

See also: Crystal Symmetry; Crystal Tensors: Introduction.

PACS: 81.40.Jj

x3 (Optic) axis

no
�(�) = ne

2�(�)

no
2�(�)

no
2�

ne
2�(�)

ne
2�ne

�

ne
�(�)

no
�(�)

no
�

2� Surfaces 

� Surfaces 
Θ

Figure 2 Phase matching between ordinary and extraordinary rays in a negative uniaxial crystal.
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Nomenclature

B magnetic field
c velocity of light in vacuo
D dielectric displacement (electric flux

density)

dijk piezoelectric modulus, second-order
nonlinear susceptibility

E electric field
k wave vector
L thickness
n, ni refractive index
no ordinary refractive index
ne extraordinary refractive index
P, Pi polarization
pi pyroelectric coefficient
rijk, rij Pockels coefficients, reduced matrix co-

efficients
sij elastic compliance (matrix form)
sijkl, sij Kerr electrooptic coefficients, reduced

matrix coefficients
e0, e permittivity of free space, relative per-

mittivity
Zij optical impermeability
l wavelength
r, rij electrical resistivity
rijk, rijkl Hall effect, longitudinal magnetoresist-

ance
w, wijkl electric susceptibility, third-order elec-

tric susceptibility
o angular frequency
Y phase matching angle

Crystal Tensors: Introduction
D R Lovett, University of Essex, Colchester, UK

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

A crystal is inherently symmetrical, hence it presents
the same aspect from a number of different direc-
tions. The properties of a single crystal generally
depend on the direction in which the properties are
measured. However, as a result of the crystal sym-
metry, there are different directions in which the
physical properties of the crystal are the same. What
is needed is a method of exploiting the inherent
symmetry in order to simplify the formulation of
the physical properties. The use of tensors is one
such tool. This article explains what tensors of
different ranks are, and shows how such tensors can
be used to describe the directional variation of the
physical properties within crystals.

Second-Rank Tensor Illustrated by
Electrical Resistivity

The application of the technique and a demonstra-
tion of the symbols used can be shown mostly easily

by looking at electrical resistivity. Assume an electric
current density J passing through a crystalline sample
when an electric field E is established within the
sample. These quantities are related by

E ¼ rJ

where r is the electrical resistivity of the sample. If
the sample is isotropic, that is, its properties are the
same in all directions, then the electric current and
the electric field will be in the same direction and r is
a scalar. This is not necessarily so in a crystal.
Resolving the electric field into components in differ-
ent directions, generally using Cartesian coordinates,
leads to components in high-resistivity and low-re-
sistivity directions, and when combined these pro-
duce an overall current which is rotated compared
with the applied electric field. An everyday analogy is
that when a supermarket trolley is pushed it may not
move off in exactly the direction of the force! Math-
ematically, one can now express the relationship be-
tween current density and electric field in the form:

E1 ¼ r11J1 þ r12J2 þ r13J3
E2 ¼ r21J1 þ r22J2 þ r23J3
E3 ¼ r31J1 þ r32J2 þ r33J3

Crystal Tensors: Introduction 329



Linearity between E and J components has been as-
sumed here, equivalent to assuming Ohm’s law. Al-
ternatively, the three combined equations can be
written in a matrix form or even more simply by:

Ep ¼
X3
q¼1

rpqJq ¼ rpqJq

Here, the convention is that when the dummy suffix
(the repeated q) appears on the right-hand side, then
the summation is assumed with the dummy suffix
taking values of 1, 2, and 3. Resistivity r now has
nine components and the resistivity is in the form of a
so-called second tensor, which is often represented
more generally as Tpq. Not all these components are
necessarily independent, and for instance, by consid-
ering its symmetry, it can be shown (and this is per-
haps fairly obvious) that a crystal with a simple
hexagonal structure has only two independent com-
ponents, r11 ¼ r22 in the hexagonal (basal) plane,
and r33 perpendicular to this plane.

For the above, the Cartesian axes have been se-
lected carefully with axis x3 perpendicular to the ba-
sal plane. However, the axes may be selected
arbitrarily, or alternatively a crystal may have been
cut for physical examination in a different way. A
significant aspect of using tensors to represent phys-
ical quantities is that the tensors can be transformed
for appropriate rotation of the Cartesian axes. Con-
sider as the common origin a point O (Figure 1) and
original axes Ox1, Ox2, and Ox3. One has new axes
Ox01;Ox02, and Ox03, where the superscript 0 is used to

distinguish a new axis from an old axis. Then lip is
used to represent the cosine of the angle between the
old axis Oxp and the new axis Ox0i. A table showing
the so-called direction cosines is now constructed.
For instance, l21 represents the direction cosine of
Ox02 with respect to Ox1 and so on:

x1 x2 x3

x′1 l11 l12 l13

x ′2 l21 l22 l23

x′3 l31 l32 l33

Not all the ls are independent, as the mutual orien-
tation of the two sets of axes can be specified by three
parameters, so the dependence of the ls can be ex-
pressed as:

liklpk ¼ dip

where dip ¼ 1 if i ¼ p; and dip ¼ 0 if iap. The
squares of the direction cosines must add to one
across the rows and down the columns.

Having set up these direction cosines, it can be
shown that the resistivity component d0ij relative to
one set of axes is related to the resistivity component
dpq relative to the other set by:

d0ij ¼ lipljqdpq

and more generally, any second-rank tensor will usu-
ally transform (but see later, the section concerning
axial tensors) as:

T 0
ij ¼ lipljqTpq

The tensor has nine components. Similarly, a vector
has three components (that is, it is a first-rank ten-
sor). A third-rank tensor has 27 components and
transforms according to:

T 0
ijk ¼ lipljqlkrTpqr

and so on.
For the higher-rank tensors, a calculation of phys-

ical effects would become very complex if all the
components were independent. However, Neumann’s
principle, which states that the symmetry elements of
any physical property of a crystal must include the
symmetry elements of the crystal, can be utilized.
The physical properties may and often do include
more symmetry than the point group. Physical prop-
erties that can be characterized by second-rank ten-
sors must be centrosymmetric, whereas the crystal
itself may not be. This may be seen by expressing

pi ¼ Tijqj

Reversing the directions of p and q changes the
sign of each of their components but leaves Tij un-
changed.

o

cos−1 l33

cos−1 l23

cos−1 l22

cos−1 l11

x1

x′1

x′3

x ′2

x2

x3

Figure 1 Rotation of axes.
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Representation Quadric for Symmetrical
Second-Rank Tensor

Second-rank tensors are said to be symmetrical if
Tpq ¼ Tqp. Most common second-rank tensors descri-
bing physical properties are symmetrical although the
thermoelectric tensor is an exception. Alternatively, if
Tpq ¼ �Tqp, the tensor is said to be antisymmetrical.
A quadric can be represented by the equation

S1x
2
1 þ S2x

2
2 þ S3x

2
3 ¼ 1

provided it is described relative to the principal axes.
Similarly, if a symmetrical second-rank tensor of gen-
eral form,

Tpq ¼
T11 T12 T13

T21 T22 T23

T31 T32 T33

2
64

3
75

is described with respect to the principal axes, it be-
comes:

Tpq ¼
T11 0 0

0 T22 0

0 0 T33

2
64

3
75 ¼

T1 0 0

0 T2 0

0 0 T3

2
64

3
75

where T1, T2, and T3 are the principal coefficients of
the tensor Tpq. Further consideration of the condensed
(single subscript) notation for the two subscripts will
come a little later. If T1, T2, and T3 are all positive, the
tensor can be represented by an ellipsoid whose semi-
axes have lengths of 1=OT1; 1=OT2, and 1=OT3. If
two of the principal components are positive and one
is negative, the surface is a hyperboloid of one sheet; if
one is positive and two are negative, it is a hyper-
boloid of two sheets, and if all the three are negative,
the surface is an imaginary ellipsoid. However, for
conductivity and resistivity the coefficients are po-
sitive, thus giving a real ellipsoid. Only three compo-
nents are ever necessary to define a second-rank tensor
referred to as the principal axes. However, if these
axes need to be defined in relation to conventional
crystallographic axes as is required for monoclinic and
triclinic crystals, then up to a further three coefficients
are necessary.

Second-Rank Tensor as Illustrated by
Thermal Conductivity and Resistivity

In order to see easily and visually what happens if a
crystal is not aligned with a principal axis in the same
direction as the driving force within the crystal, it is
advantageous to look at the heat flow. In an isotropic
medium, heat conductance can be represented by the
equation:

h ¼ �k grad T

where k is the thermal conductivity and is a constant
having the same value in any direction in the medi-
um. Also,

grad T ¼ @T=@x1 þ @T=@x2 þ @T=@x3

and this is the temperature gradient. The heat flow h
per unit area is in the direction of the greatest fall of
temperature, that is, in the direction of –gradT. In
suffix notation, the equation for heat conduction
may be written as

hi ¼ �k@T=@xi

But just as in the case of electrical resistivity, thermal
conductivity may vary with crystallographic direc-
tion, and hence the heat flow may not be in the same
direction as the maximum temperature gradient. The
thermal conductivity equation is then written as

hi ¼ �kij@T=@xj

where kij is the second-rank thermal conductivity
tensor. Alternatively, one can use the thermal re-
sistivity tensor rij to obtain

@T=@xi ¼ �rijhj

kij and rij are symmetrical tensors having three com-
ponents when referred to their principal axes. If this
is done, then k1 ¼ 1=r1, etc. Otherwise, in general,
reciprocals cannot be taken.

To show the more general use of tensors, consider
the heat flow in two crystalline samples of different
geometries as shown in Figure 2a. The first example
shows a very thin sample with a large heat source

r Ellipsoid k Ellipsoid k Ellipsoidr Ellipsoid

− gradT

− gradT

− grad T − grad T

h

h

hh
hh

− gradT
− gradT

Crystal sample

Crystal sample

Heat
source

Heat
source

Heat
sink

Heat
sink

(a)

(b)

(c)

Figure 2 (a) A thin wide and a long narrow sample, (b) cross

sections of the conductivity and resistivity ellipsoids, and (c) dis-

tortion of the isothermals.
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and sink on opposite faces in a setup that is similar to
the classical disk experiment for measuring the ther-
mal conductivity of an isotropic sample of poor con-
ductivity. The isothermal surfaces must be parallel to
the end faces and it is easier, when one has an ar-
bitrarily oriented crystal, to represent the setup by
the conductivity equation. Alternatively, if a long
narrow sample is used as in Figure 2b, then the heat
flow is parallel to the sides and the resistivity equa-
tion is preferable. Figures 2c and 2d show the k and r
ellipsoid in each case (cross sections of the three-
dimensional ellipsoids), whereas Figures 2e and 2f
show that some distortion of the isothermals occurs
near the edges. It can be seen from these diagrams
that measurements and their interpretation are easier
if the crystal is aligned with major axes parallel to the
heat source and sink.

Third-Rank Tensors

These arise when a tensor relates a vector to a second-
rank tensor. If no simplification were possible, then
there would be 33, that is, 27, components. In practice,
the largest possible number is 18 in triclinic crystals
without inversion symmetry, but the number reduces
rapidly with crystals showing higher symmetry. Prop-
erties that involve third-rank tensors include the pie-
zoelectric effect, the linear electrooptic (Pockels)
effect, and the Hall effect. However, to demonstrate
the reduction of the number of tensor components
further, consider the fourth-rank tensors.

Fourth-Rank Tensor as Illustrated by
Elasticity

Young’s modulus is given by stress divided by strain
and, as both stress and strain can be represented by
second-rank tensors, the modulus can be represented
by a fourth-rank tensor. Stress is the force acting in
any direction divided by the area. It is easiest to
consider forces acting on a cube of unit dimensions
(Figure 3). Here, it can be seen that s22 is the normal
force acting on one of the faces, and s12 and s32 are
the shear components. For there to be no turning of
the overall cube, sij ¼ sji.

Strain e is the extension divided by the original
length, and can either be tensile of the form e11 or a
shear of the form e12, etc. The problem in defining
the shear strain is that any pure rotation must be
eliminated. Any tensor can be divided into the sum of
a symmetrical and an antisymmetrical tensor. With-
out going into detail here, to remove the rotation, the
symmetrical parts of the shear strain components eij
are taken, and the new tensor is called e. Also, eij ¼ eji
for no overall rotation of the body. The diagonal

components of the tensor are the tensile strains (po-
sitive) or compressive (negative) strains, and the off-
diagonal components are the shear strains.

Strain is the response of the crystal to an influence.
If this influence arises from a change within the crystal
itself, then the resulting tensor will reflect the sym-
metry properties of the crystal. If however, as is more
usual, the strain arises from external forces, then these
will not be related to the crystal properties. The tensor
will not conform to Neumann’s principle and is an
example of a field tensor. Tensors that are governed by
Neumann’s principle are called ‘‘matter’’ tensors.

Having looked at stress and strain, it is possible to
set up the relationship for elasticity. As before, starting
with an isotropic material such as a polycrystalline
sample, Hooke’s law may be expressed in the form:

s ¼ ce

where c is Young’s modulus or the elastic stiffness.
Alternatively,

e ¼ ss

where s is the elastic compliance. The above two
equations become in tensor notation:

sij ¼ cijklekl and eij ¼ sijklskl

where cijkl is the fourth-rank tensor for stiffness, and
sijkl is the fourth-rank tensor for compliance. As one
already has sij ¼ sji and eij ¼ eji, the result obtained is:

cijkl ¼ cjikl ¼ cijlk ¼ cjilk and

sijkl ¼ sjikl ¼ sijlk ¼ sjilk

	31

	21

	11

	32

	22

	12

	33

	23

	13

x1

x3

x2

Figure 3 Normal and shear components of stress on a cubic

element.

332 Crystal Tensors: Introduction



Thus the number of components has been reduced
to 36. These can be represented in a 6� 6 matrix, a
type of representation which is used fairly generally.
What must be remembered is that as soon as com-
ponents are represented in a matrix form, the rules
of transformation cannot be followed for change of
axes.

Making use of the symmetry in the first and last
suffixes and following standard convention:

Tensor notation
suffixes

11 22 33 23 32 31 13 12 21

Matrix notation
suffixes

1 2 3 4 5 6

As a consequence, the relationships are expressed as

sm ¼ cmnen and em ¼ smnsn

where m and n take on the values 1 to 6. Thus, the
principal components of stress take on the notation
s1; s2; and s3. This is a common form of notation
for the principal components of a second-rank tensor.
This is so even if the tensors are not involved in the
setting up of a higher-rank tensor in which a matrix
notation is fully used. However, there is a complica-
tion in that one does not end up with the correct ma-
trix forms of the equations for the relationships
between stress and strain without some modification
of the transformations. There are more pairs of type
23 than of those type 11, for instance. The convent-
ional way around for stress and strain is to transform
as follows:

s11 s12 s13
s21 s22 s23
s31 s32 s33

2
64

3
75-

s1 s6 s5
s6 s2 s4
s5 s4 s3

0
B@

1
CA

e11 e12 e13
e21 e22 e23
e31 e32 e33

2
64

3
75-

e1 e6=2 e5=2

e6=2 e2 e4=2

e5=2 e4=2 e3

0
B@

1
CA

In addition, factors of 2 and 4 are to be introduced as
follows:

sijkl ¼ smn for m ¼ 1; 2; 3 and n ¼ 1; 2; 3

2sijkl ¼ smn for either m or n ¼ 1; 2; 3

4sijkl ¼ smn for both m and n ¼ 1; 2; 3

But

cijkl ¼ cmn for all m and n

The matrix for stiffness becomes:

c11 c12 :: :: :: c16

c21 c22 :: :: :: c26

c31 :: :: :: :: ::

c41 :: :: :: :: ::

c51 :: :: :: :: ::

c61 :: :: :: :: c66

0
BBBBBBBBB@

1
CCCCCCCCCA

and similarly for compliance.
For other conversions of fourth-rank tensors to the

matrix notation, it is necessary to check just how the
transformation has been carried out.

Having reduced the number of components so far,
it can be further shown (by energy considerations
when stresses are applied) that cmn will be the same
as cnm, and smn will be the same as snm. The number
of independent components is then reduced to 21.
This is still a large number but just as with second-
rank tensors, one can look at the effect of different
crystal symmetries. For higher-symmetry crystals,
this can be achieved more easily by inspection to see
how pairs of suffixes transform with a change of axes
as symmetry operations specific to the crystal are
carried out. Table 1 shows the maximum number of
independent components that are left for fourth-rank
tensors and for other tensors for a selection (but only
a selection) of crystal systems. The table gives an idea
of the variation of the number of coefficients. Al-
though, in principle, one can go to higher-rank ten-
sors above the fourth, this is less usual.

Axial Tensors

There are some cases where axes and hence vectors
transform not according to r0i ¼ liprp (i.e., as r01 ¼
l11r1 þ l12r2 þ l13r3; etc.) but according to r0i ¼
7 liprp (i.e., as r01 ¼ 7l11r17l12r27l13r3, etc.),
whereþmeans a transformation that leaves the hand
of the axes unchanged and � changes the hand
(whether left-handed or right-handed). Such vectors
are called axial vectors whereas true vectors are called
polar vectors. A polar vector can be shown to be an
arrow pointing in a specific direction. An axial vector
needs a right-handed or left-handed screw to repre-
sent it. Polar vectors (angular velocity would be such
an example) are referred to as right-handed axes.

Axial tensors can similarly exist and they are
sometimes called pseudotensors. The most common
example is optical activity which is a rotation of the
plane of polarization as light passes through a crystal
and where the property transforms according to
T 0
ij ¼ 7lipljqTpq: In this case, the plus and minus
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signs give rise to positive and negative rotations of
the plane of polarization.

To see what happens in particular crystals for par-
ticular tensor applications, it is necessary to look at
the transformations for different crystal symmetries.
Both rotation planes and mirror planes need to be
considered. Consider first the transformation of an
axial vector. It is necessary to combine the effects of
both the transformation of the coordinate axes and
the sense of rotation. Doing this, it can be shown that
for a diad (twofold rotation) axis and for threefold,
fourfold, and sixfold axes, axial vectors behave in a
similar way to polar tensors. So r0i ¼ liprp for axes of
rotation. On the other hand, when the effect of mir-
ror planes is looked at and also when the effect of a
centre of symmetry is considered, there is a reversal
of sign compared with the situation for a polar ten-
sor. Hence, r0i ¼ 7liprp for planes and centers of
symmetry.

Similarly for an axial tensor, the specific symmetry
needs to be considered. For a second-rank tensor
applied to a crystal having a centre of symmetry, 1
goes to �1, 2 to �2, 3 to �3. In addition, there is a
change of rotation so that with two negative signs for
the change of axes and the additional change for ro-
tation, T 0

ij ¼ Tpq is the result.

Tensors for Crystal Optics

Crystal optics incorporates a more complex situation
than that for physical effects such as electrical and
thermal conductivity. Passage of light involves
propagation of transverse electromagnetic waves.
Unless plane-polarized light is used, there will be
wave vibrations (electric and magnetic vectors) in all
directions orthogonal to the direction of propagation.

If the direction of propagation is taken to be x, then
for a single wave, if the electric vector is varying in
the y direction, the magnetic vector varies in the z
direction. It is the electric vector that is taken as the
defining vector. For nonpolarized light, the electric
vectors for all the waves can be resolved into or-
thogonal y and z directions. It is the interaction of
these electric vector components, with possibly dif-
ferent strengths, with the atoms of the crystal that can
give rise to the light being slowed down by different
amounts for the two components. These two com-
ponents, the component resolved in the y direction
and the component resolved in the z direction, may
each have its own velocity. The crystal in question
exhibits a so-called birefringence or double refrac-
tion. So in understanding what will happen and
making use of the properties of crystal tensors, one
must in general also know about the nature of the
light being used, that is, whether it is polarized (and
in which direction it is polarized) or unpolarized.
Even if a crystal does not exhibit birefringence in its
natural state, it may do so under stress or under the
application of independent electric or magnetic forc-
es. This can lead to a number of interesting and useful
effects (refer to ‘‘See also’’ section).

Here, the main implications for uniaxial and bi-
axial crystals are considered. In an isotropic medium,
the dielectric properties at optical frequencies are
represented by the equation

D ¼ e0KE ¼ eE

E is the electric field, e0 is the permittivity of free
space, K is the dielectric constant for the isotropic
medium, e is the permittivity of the medium, and D
is the dielectric displacement or electric flux density.
The corresponding equation for an anisotropic

Table 1 Maximum number of independent tensor components for a selection of examples

Examples

International

notation/

crystal system

Resistivity

(second-rank

symmetric

(polar))

Hall effect

(second-rank

antisymmetric

(polar))

Linear elect-

rooptic effect

(third-rank

(polar))

Elastic

compliance

(fourth-rank

double

symmetric

(polar))

Piezo-optic

effect (fourth-

rank optical

(polar))

Optical activity

(axial second-

rank

(symmetric))

m3m cubic 1 1 0 3 3 0

432 cubic 1 1 0 3 3 1

23 cubic 1 1 1 3 4 1

6/mmm hexagonal 2 2 0 5 6 0

6 hexagonal 2 3 4 5 8 2

3m trigonal 2 2 4 6 8 0

(rhombohedral)

4/mmm tetragonal 2 2 0 6 7 0

4 tetragonal 2 3 4 7 10 2

1 triclinic 6 9 18 21 36 6
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medium involves K and e becoming symmetrical sec-
ond-rank tensors:

Di ¼ e0KijEj ¼ eijEj

This equation is similar to that for heat flow using the
conductivity tensor. Also, just as the reciprocal tensor
can be used in heat flow, that is the thermal resistivity
tensor, the reciprocal dielectric tensor ðK�1Þij can be
similarly used. It is normally represented by the sym-
bol Zij and is called the optical impermeability. The
ellipsoid is given the special name of the optical in-
dicatrix. If the principal values of the refractive index
are defined as n1; n2; and n3, and x1; x2; and x3 are
used for the principal axes of this representational
ellipsoid, the equation for the ellipsoid is

x21
n21

þ x22
n22

þ x23
n23

¼ 1

The principal values of the refractive index are related
to the principal components of the dielectric tensor
and the optical impermeability tensor by

n1 ¼ OK1 ¼ 1=OZ1
n2 ¼ OK2 ¼ 1=OZ2
n3 ¼ OK3 ¼ 1=OZ3

An alternative way of writing the equation for the
ellipsoid is

Z1x
2
1 þ Z2x

2
2 þ Z3x

2
3 ¼ 1

For cubic crystals the principal refractive indices are
equal, the indicatrix is consequently a sphere, and no
double refraction occurs. For the cases of tetragonal,
hexagonal, and trigonal crystals, the indicatrix be-
comes an ellipsoid of revolution about the principal
symmetry axis. This principal axis is called the optic
axis. There are two principal values of the refractive
index and the crystals are called uniaxial. The ref-
ractive index, as measured in the direction of the
principal axis, would correspond to n1 in the above
equation. In this case it is generally referred to as nE;
the extraordinary refractive index. The other princi-
pal value corresponding to n1 ¼ n2 is referred to as
nO; that is the ordinary refractive index. The electric
vectors of the light rays passing in the direction of the
optic axes lie within this cross-sectional plane with
n1 ¼ n2; and all the rays travel in the direction of the
optic axis with equal speed (there is no birefringence).

For orthorhombic, monoclinic, and triclinic crystal
systems, the ellipsoid for the indicatrix is triaxial.
There are now two circular cross sections (Figure 4),
and the two directions perpendicular to these circular
cross sections are referred to as the optic axes. Op-
tically, the crystals are referred to as biaxial. There is
no birefringence exhibited in these two directions as

the electric vectors for the light lie within one of the
circular planes of the indicatrix.

Wave Surfaces

The wave surface, that is the optical front, for light
passing through a crystal is different from the in-
dicatrix but related to it. Consider a point surface of
light and see where the light gets to over a particular
time. If the light travels outward with the same speed
in all directions, the surface is a sphere. But as has
been seen not only will there be a variation of speed
with direction for many crystals, but the speed will
also vary for variation of orientation of the electric
vectors perpendicular to the direction of passage of the
light. As indicated above, in the direction of the optical
axis in a uniaxial crystal, all the rays proceed with the
same speed and this is determined by the refractive
index nO. Perpendicular to the optic axis, rays move
with the full range of possible velocities determined by
the extreme (principal) values of the refractive index,
nO and nE. Consequently, the wave surfaces for a uni-
axial crystal can take one of the two alternatives
shown in Figure 5. Which alternative applies depends

x3

x1

x2

Optic axisOptic axis

Figure 4 Ellipsoid for the indicatrix in a biaxial crystal.
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on whether nO4nE (positive uniaxial) or nOonE
(negative uniaxial). There is an extra complication in
that surfaces are also often used to show the variation
of the wave vector k with direction. As k ¼ 2p=l, the
wave vector surface gets larger as the wavelength gets
smaller, whereas the distance traveled and hence the
size of the wave surface gets smaller.

The situation is more complicated in biaxial crys-
tals and this is discussed for specific applications

elsewhere in the encyclopedia (refer ‘‘See also’’ sec-
tion). It is the application of crystal tensors to optical
materials as used in electronic devices which has
proved to be of particular importance in recent years.

See also: Conductivity, Electrical; Crystal Tensors: Appli-
cations; Group Theory; Piezoelectricity; Point Groups;
Polarizabilities.

PACS: 81.40.Jj
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Introduction

Organic materials showing high electrical con-
ductivity with a weak temperature dependence are
called organic metals. The number of the charge car-
riers in metals is kept almost constant against tem-
perature variation, in contrast to semiconductors, in
which the number is determined by thermal activat-
ion processes. In the organic conductors, the charge
carriers consist of the delocalized p-electrons at the
highest occupied molecular orbital (HOMO) or the
lowest unoccupied molecular orbital (LUMO), con-
sisting of a 2pz orbital of carbon (C) atom, a 3pz
orbital of sulfur (S) atom, or a 4pz orbital of selenium
(Se) atom. Structurally, organic metals are classified
into two categories. Polymeric materials represented
by polyacetylene and polypyrrole form the first
group. A typical structural motif of these materials
is an assembly of fibrils formed by bundled polymer
chains, which normally cannot be prepared in single
crystalline forms. In most cases, the polymers them-
selves are insulators and the metallic properties are
induced by chemical doping. Crystalline organic ma-
terials, forming the second group, are characterized

by the regular arrays of molecules (TTF, TMTTF,
etc.) as shown in Figure 1.

The vast majority of crystalline organic metals con-
sists of two kinds of molecules combined with
the charge transfer interaction. By transferring the
charge from one type of molecules (donors) to the
other type (acceptors), partial filling of the bands is
achieved, allowing movement of conduction of the
p-electrons. In special cases, however, single molecular
metals can be formed, such as in single crystals of
Ni(tmdt)2. In these materials, the minima of a LUMO
are lower than the maxima of a HOMO so that the
p-electrons are transferred between the orbitals within
the molecule, and the conductance becomes metallic
without the charge transfer. Also, the assembly of C
atoms connected with sp2-bonding and containing de-
localized p-electrons, such as a fullerene C60 molecule,
functions as a metal, when it is combined with an
alkali metal (A) to form A3C60, through a charge
transfer from A to C. Starting with the molecular and
electronic structure, the features of the conducting and
superconducting states are presented in this article.

Molecular Structure and Electronic
Structure

Molecular Structure

The molecules shown in Figure 1 are nearly planar
and can be assembled to form face-to-face stacks so

Optic axis
Optic axis

Positive uniaxial Negative uniaxial

Figure 5 Wave surfaces for uniaxial crystals.
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that the p-electron orbitals overlap on adjacent
molecules. When the donor and acceptor molecules
are stacked separately to form segregated columns,
each column works as a one-dimensional electrical
conductance channel. When the overlap of p-electron
orbitals in the side-by-side direction is not neglig-
ible, the conductivity can be quasi-two-dimensional
(Q2D) or quasi-three-dimensional (Q3D). The pro-
nounced anisotropy in the electron transfer brings
about conductors of a restricted dimensional nature.

In the charge transfer salt TTF .TCNQ, which
triggered an excitement about the organic metal in the
1970s, the electronic charge is transferred from TTF
to TCNQ. Since the charge transfer is incomplete
(0.59 e per molecule, where e is the charge of the
electron), the columns of TTF and TCNQ work as
hole and electron conductors, respectively. Since the

electron transport between the columns is much
weaker than within the columns, the electronic struc-
ture is characterized by two channels of Q1D nature
(Table 1). In the case of (TMTSF)2X and (TMTTF)2X
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Figure 1 Chemical formulas of basic molecules constructing crystalline organic conductors.

Table 1 Material types, their conducting channels and the

conductance dimensionality (Q1D, Q2D, and Q3D)

Materials Conducting channels Dimensionality

(TMTSF)2X TMTSF columns Q1D

TTF .TCNQ TTF columns and TCNQ

columns

Q1D

b-(BEDT-TTF)2X BEDT-TTF columns with

intercolumn coupling

Q2D

k-(BEDT-TTF)2X BEDT-TTF layers Q2D

Ni(tmdt)2 Ni(tmdt)2 columns with

intercolumn coupling

Q3D

A3C60 f.c.c.-packed C60 3D

Crystalline Organic Metals 337



(X¼ PF6, AsF6, ClO4, etc.), the columns of TMTSF
and TMTTF work as Q1D conductors, while the
counter anions X� having a closed electronic shell do
not form a conduction path. For molecules such as
BEDT-TTF and BEDT-TSF (also abbreviated as ET
and BETS, respectively), forming charge transfer salts
(BEDT-TTF)2X (X¼ I3, Cu(NCS)2, Cu[N(CN)2]Cl),
and (BEDT-TSF)2X (X¼GaCl4, FeCl4), the side-by-
side type contacts of the molecules bring about a
p-electron transfer that is as substantial as the face-
to-face type contacts. Consequently, the molecules
form conducting layers separated by the layers of
counter anions of X� . Within the layer plane, BEDT-
TTF and BEDT-TSF molecules can be arranged in
several different patterns and the resulting crystalline
structures are differentiated by Greek letters such as a,
b, k, l, y, etc. The arrangement in the k-type, however,
has no columnar motif but a checkerboard pattern
with pairs of BEDT-TTF molecules. In these cases, the
electronic structure has a Q2D character.

For A3C60 compounds, the spherical C60 mole-
cules form a face-centered-cubic (f.c.c.) lattice, while
the alkali metal atoms occupy the interstitial open-
ings of the cubic lattice regularly. The resultant
structure remains 3D providing the isotropic con-
ductor. The single component conductor Ni(tmdt)2
also shows the quasi-three-dimensionality due to the
intercolumn interaction.

Electronic Structure

The electronic structure of low-dimensional organic
metals, such as (TMTSF)2X, (BEDT-TTF)2X, has
been calculated by the tight-binding band model,
taking into account the electron transfer between the
molecular orbitals, derived by the extended Hückel
method, but neglecting the transfer in the least con-
ductance direction. This relatively simple method has
been applied successfully to derive Fermi surfaces in
these conductors, due to the fact that the HOMO
bands, serving for the charge transport, are energetic-
ally separated from the other bands. In these salts,
according to the chemical formula with the mono-
valent anion X� , the charge per donor molecule is
þ 0.5 e, so that the bands formed by the orbitals of
the donor molecules should be quarter-filled. In
reality, however, the resultant electronic band is
half-filled because of the dimerization of the donor
molecules. The cross sections of the Fermi surfaces
for typical organic metals are illustrated in Figure 2.
To obtain more detailed and a 3D electronic struc-
ture including the least conduction direction, meth-
ods such as the local density-functional calculation
and the first-principles calculation are applied. It is
also important to take into account the electron cor-
relation energy, which can be comparable to the
transfer energy and change the metal to be an insu-
lator for the half-filled case.
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-(BEDT-TTF)2Cu(NCS)2 �-(BEDT-TSF)2GaCl4

Figure 2 Fermi surface cross sections of typical crystalline organic metals.
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Electron Dynamics in Crystalline Organic Metals
under Magnetic Field

For the 2D organic metals, the magnetoquantum
oscillations (the Shubnikov–de Haas and the de
Haas–van Alphen effect) have been observed very
clearly in the resistivity, the magnetization, the heat
capacity and so on, due to the high density of states,
characteristic to the band structure with restricted
dimensionality, and the high-crystalline perfection
of the compounds. From the experimental results,
the cross-sectional areas of the Fermi surface and
the effective mass of the charged carriers have been
derived. The reported effective mass values are list-
ed in Table 2. The larger mass values from the de
Haas effect were obtained in the higher magnetic
field region, associated with the magnetic break-
down phenomena between the adjacent Fermi
surfaces. The cyclotron resonance due to the tran-
sitions of the electrons between the Landau levels
gave lower mass values compared to those obtained
from the de Haas effect. The difference has been
ascribed to the effect of the electron correlation on
the mass derived from the quantum oscillation.
The effective masses derived from the plasma fre-
quency found in the optical spectra are also listed in
Table 2. The difference in the mass values is related
to the electronic polarization within the conducting
plane.

In the Q2Dmetal with a weak interlayer interaction
such as (BEDT-TTF)2X salts, the Fermi surface,

possessing a cylindrical shape in a purely 2D case,
exhibits periodical swelling (warping) along the cyl-
inder axis. The magnetic phenomena such as mag-
netoresistance, magnetization, and magneto-acoustic
absorption exhibit an oscillatory change with the
angle of the magnetic field from the cylinder axis
without showing a shift in the oscillation phase by the
field strength, in contrast to the de Haas effect. This is
called the angle-dependent magnetoresistance oscilla-
tion (AMRO) and is well explained by the semiclas-
sical theory, demonstrating that all of the electron
orbits near the Fermi surface enclose the same cross-
sectional area at certain magnetic field directions.
From the analysis of the oscillation phase, the diam-
eters of the Fermi surface cross section can be derived.

For Q1D metals such as (TMTSF)2X salts, the
electron orbits on the Fermi surface are not closed in
the momentum space (Figure 2), except in a very
limited region. When the magnetic field is applied
almost perpendicular to the most conducting axis,
the electrons near the Fermi surface traverse the Fer-
mi surface, being driven by the Lorentz force. In the
real space, this makes a wavy motion due to a back-
and-forth oscillation corresponding to the Bragg
reflection at the Brillouin zone boundaries. The
angular dependence of the magnetoresistance shows
the extrema at certain crystalline directions, when
the trajectories of the electrons, traversing the mo-
mentum space, satisfy certain commensurability con-
ditions with respect to the geometry of the Brillouin
zone. The observed angle dependence enables one to
derive the transfer integrals and the geometrical pa-
rameters on the Fermi surface of the Q1D metal. The
wavy amplitude decreases inversely proportional to
the magnetic field, resulting in the confinement of the
electron motion within the layer at a very high field.

Ground States in Normal Conductors

Since the low-dimensional metallic state is intrinsical-
ly unstable, organic metals show a variety of specific
types of order at low temperatures as their ground
states such as the Peierls insulator, the spin-density
wave (SDW) state, the spin-Peierls state, the Mott
insulating state, and the Wigner crystalline state.

Peierls Insulator

The 1D metal responds in a divergent way to the ex-
ternal perturbation with 2kF periodicity (kF: Fermi
wave number). This instability of the electron system
is removed by a 2kF periodic modulation of the elec-
tron density as predicted by R E Peierls. Figure 3
shows the interaction of the 2kF phonons with the
electrons near the Fermi level. In this case, through the
electron–phonon interaction, the lattice is modulated

Table 2 Effective masses in units of the free electron mass m0

Materials Effective mass (m0)

bL-(BEDT-TTF)2I3 2.0c

bH-(BEDT-TTF)2I3 4.65a

b-(BEDT-TTF)2IBr2 4.2a

k-(BEDT-TTF)2I3 1.9a 3.9a 2.2c 3.0c

k-(BEDT-TTF)2Cu(NCS)2 3.5a 6.5a 1.18b 4.1c

5.5c

k-(BEDT-TTF)2Cu[N(CN)2]Br under
9 kbar

0.95a 6.4a

k-(BEDT-TTF)2Cu[N(CN)2]Cl under
6 kbar

1.7a 3.5a

y-(BEDT-TTF)2I3 1.8a 3.5a 1.5c

a(BEDT-TTF)2NH4Hg(SCN)4 2.1/2.5a 1.17b

a-(BEDT-TTF)2KHg(SCN)4 1.4a 2.4/2.5a 0.40b

0.94b

a-(BEDT-TTF)2RbHg(SCN)4 1.5a

l-(BEDT-TSF)2GaCl4 3.6a 6.3a

k-(BEDT-TSF)2GaCl4 1.2a 2.4a

k-(BEDT-TSF)2FeBr4 4.7a 8.0a (2.0a

unassigned)

k-(BEDT-TSF)2FeCl4 2.8a 5.3a

K3C60 2.4c

aData were derived from the de Haas effect.
bData were derived from the cyclotron resonance.
cData were derived from the optical reflection spectra.
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with the same wave number and the mixed wave
called a charge-density wave (CDW) is formed. The
resultant electronic state has a gap at the Fermi level
for single electron excitations and hence becomes
insulating. However, the collective CDW excitation
can slide through the crystal if there are no obstacles
to pin it. The corresponding Fröhlich mode was first
introduced to explain the superconductivity mediated
by an electron–phonon interaction. In reality, how-
ever, the free-sliding mode of the CDW is restricted by
defects and by interactions between CDWs on differ-
ent chains. As a result, the CDWs are pinned to form
the static lattice deformation and thereby the insulat-
ing state is called the Peierls insulator.

Experimentally, the transition to the Peierls insu-
lating phase is detected as a change in the resistivity
from a metallic decrease to a nonmetallic increase on
cooling and a reduction of the paramagnetic spins by
free carriers (Table 3). The accompanying lattice
modulation with a period of p/kF is found as the
superlattice, which can be detected by X-ray and
neutron scatterings. The typical transition behavior
was seen in TTF .TCNQ. It is noteworthy that the
bond alternation in polyacetylene polymer has been
ascribed to the Peierls interaction.

For 1D metals, the Fermi surface is represented by
the parallel planar sheets separated by 2kF: the Fermi
surfaces can be superposed to the adjacent ones by a
2kF shift in the momentum space. In general, when
the Fermi surface can be superposed partially or en-
tirely to the other Fermi surface by a parallel shift, it
is said that the Fermi surfaces are nested. Whenever
the Fermi surface has a nesting property, the elec-
tronic state becomes unstable against the density
wave formation. When the electron transfer in the
direction perpendicular to the 1D axis is not
negligible, the planar sheets of the 1D Fermi surface
can be warped to lose the nesting property, resulting
in the suppression of the Peierls insulating state.

SDW State

For a metal with Fermi surfaces satisfying the nesting
condition, provided that the on-site Coulomb repul-
sion is predominant, the SDW phase is formed by
suppressing the Peierls instability. In this case, the
charges distribute uniformly on the sites, while the
electron spins order antiferromagnetically with a 2kF
periodicity. No lattice modulation accompanies the
SDW, in contrast to the CDW.

The SDW transition is found in (TMTSF)2PF6 at
12K at ambient pressure as a transition to the insu-
lating state. The spin susceptibility decreases on the
transition for a magnetic field applied parallel to the
easy axis of spins, whereas it is almost unchanged for
a field perpendicular to the easy axis (Table 3). When
the field along the easy axis is increased, the met-
amagnetic transition with spin flip is observed. The
antiferromagnetic (AF) ordering is detected by the
AF resonance and also as a broadening in the NMR
line shape. The AF phase in (TMTSF)2PF6 is sup-
pressed by an application of pressure due to an
increase in the transfer energy in the transverse di-
rection of the columns. It enhances the Fermi surface
warping (Figure 2), resulting in the depression of the
nesting condition. On the suppression of the AF
phase, the superconductivity phase appears in this
salt. On the other hand, when the magnetic field is
applied perpendicular to the most conducting plane,
the transfer in the direction perpendicular to the

Table 3 Comparison of nonmetallic ground states

Peiers state SDW state Spin–Peierls state Mott state Wigner crystal

Dimensionality one one One two/one two/one

Electron-lattice interaction yes Yes

Electron–electron yes Yes yes yes

Interaction (on-site) (spin) (on-site) (long range)

Magnetism NM AF NM AF PM

Lattice modulation yes no Yes no no

NM: nonmagnetic, AF: antiferromagnetic, PM: paramagnetic.

E

EF

2kF

−kF +kF

k
0

Figure 3 Interaction of 2kF perturbation exciting the electron

near the Fermi level EF in a 1D metal.
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most conducting plane is suppressed because of the
confinement effect for the open orbit electrons to-
ward the one-dimensionality, resulting in the en-
hancement of the SDW state and the field-induced
SDW transition.

Spin-Peierls State

For the 1D metal with a half-filled band, when the
adjacent spins form singlet pairs by an exchange in-
teraction, the nonmagnetic ground state with a gap
for single electron excitation, called the spin-Peierls
state, is formed. In this case, the 2kF lattice modula-
tion appears to be associated with the dimerization of
the spin structure. (TMTTF)2PF6 is known to show
the spin-Peierls state. It has been demonstrated that,
with an increase of the intercolumn interaction by
pressure, (TMTTF)2PF6 undergoes a series of transi-
tions from the spin-Peierls state, the SDW state, the
superconducting state, and the normal metallic state.

Mott Insulating state

For several 2D half-filled electronic systems supposed
to be metals, the electron localization takes place due
to a strong on-site Coulomb interaction. When the
energy of the on-site Coulomb interaction becomes
greater than the transfer energy between the mole-
cules, a transition to the so-called Mott insulating
state takes place. The spins are ordered antifer-
romagnetically in the nonmetallic state. A typical ex-
ample is found in k-(BEDT-TTF)2Cu[N(CN)2]Cl. In
this case, with an increase in the bandwidth by pres-
sure, the metallic state is restored.

Wigner Crystal State

When the long-range Coulomb interaction works, the
electrons are localized by mutual repulsion to form a
Wigner lattice, even in the quarter-filled state of the
1D metal. As an example of the Wigner crystal, the
formation of a 4kF modulation in a 1D metal (DI-
DCNQI)2Ag has been pointed out. In this case the
electrons occupy half of the sites, resulting in a charge
disproportionation to the sites. A similar ordering is
found in the 2D electron system on the surface of
superfluid He and at the semiconductor interface.

Organic Superconductors

In 1963, a model of an organic polymer supercon-
ductor possessing a high-transition temperature was
proposed by W A Little. It had generated a strong
interest in the development of organic superconduc-
tors. However, the superconducting organic polymer
has not been synthesized to date. In 1979, supercon-
ductivity in organic materials was discovered in the

Q1D charge transfer salt (TMTSF)2PF6 under pres-
sure by the group of D Jérome and K Bechgaard.
Subsequently, in 1984, the b-(BEDT-TTF)2I3 which
possessed a layered structure, was found by the
group of I F Schegolev and E B Yagubskii to be su-
perconducting. This structure belongs to a second
large family of organic superconductors including
those with Tc exceeding 10K. In the following,
(BEDT-TSF)2X salts involving stages of interplay
with magnetism, as well as the other types of exotic
organic superconductors and the fullerene supercon-
ductors are presented. All known organic supercon-
ductors belong to the type-II superconductors.

TMTSF Superconductors

The charge transfer salt (TMTSF)2PF6 which showed
an SDW state at ambient pressure displayed super-
conductivity at 1.2K under pressure by suppressing
the SDW. The pressure–temperature phase diagram
has demonstrated that the SDW phase exists in prox-
imity to the superconductivity phase, suggesting that
the mechanism of the superconductivity is exotic and
the pairing through a spin-fluctuation coupling is
probable. The salt (TMTSF)2ClO4, showing supercon-
ductivity at ambient pressure, was experimentally use-
ful to characterize the anisotropic nature. It showed a
notable anisotropy in the critical magnetic field. The
evaluated superconductivity coherence lengths are list-
ed in Table 4. Although the anisotropy is obvious, even
the shortest coherence length is longer than the inter-
molecular distance in each direction in this salt.

It is noteworthy that the size of the counter anion
plays an essential role in determining the Tc of organic

Table 4 Superconductivity parameters of typical organic

superconductors

Materials Tc ðKÞ x1 ðnmÞ x2 ðnmÞ x3 ðnmÞ

(TMTSF)2ClO4 1.25 71 34 2.0

(DMET-TSF)2AuI2 1.0 100 40 2.0

bL-(BEDT-TTF)2I3 1.4 63 61 2.9

bH-(BEDT-TTF)2I3 under

1.6 kbar

7.2 13 a 1.0

b-(BEDT-TTF)2IBr2 2.3 46 44 1.9

b-(BEDT-TTF)2AuI2 4.2 25 a 1.9

k-(BEDT-TTF)2Cu(NCS)2 8.7 2.9 a 0.31

k-(BEDT-TTF)2Cu[N(CN)2]Br 10.9 2.3 a 0.58

k-(BEDT-TTF)2Cu[N(CN)2]Cl
under 1.0 kbar

10.5 1.3 a 0.95

b-(BDA-TTP)2SbF6 6.3 10.5 a 2.6

a-(EDT-TTF)[Ni(dmit)2] 1.3 31 a 2.4

l-(BEDT-TSF)2GaCl4 6.4 12.5 a 1.6

K3C60 19.3 3.4 b b

Rb3C60 30 3.0 b b

Tc: transition temperature.

x1, x2, and x3: coherence length (x1 ^ x2 ^ x3).
a and b are derived under the assumption of x1¼ x2 and

x1¼ x2¼ x3, respectively.
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superconductors by working as a spacer between
TMTSF molecules. The role is referred to as the chem-
ical pressure effect, in contrast to the ordinary (phys-
ical) pressure effect. The superconductivity in organic
materials shows a number of unconventional features.
It is very sensitive to crystalline disorder. The alloying
of TMTSF and the anion represented in the form
of (TMTSF)2�x(TMTTF)x(ClO4)1� y(ReO4)y can de-
stroy the superconductivity with the composition of a
few percent of x or y. A similar effect is caused by the
radiation damage at the level of 100ppm. The isotope
effect studied by the replacement of H-atoms in
TMTSF with deuterons gave a reduction in Tc too
large for the pairing by the phonon mechanism. The
proton NMR relaxation experiment showed the ab-
sence of the Hebel–Schlichter peak expected for iso-
tropic pairing. All these unusual results motivated the
detailed study of the mechanism of superconductivity,
with special interest to a possibility of triplet pairing.
In (TMTSF)2PF6, the upper critical field obtained in
the applied magnetic field precisely oriented in certain
crystalline directions, far exceeds the Pauli paramagne-
tic limit, suggesting that the superconducting pairs are
not in the spin-singlet state. The NMR Knight-shift

experiment on 77Se asserted the lack of spin suscep-
tibility variation on the superconducting transition, in
accordance with the triplet pairing.

BEDT-TTF Superconductors

Salts of the general formula (BEDT-TTF)2X present a
variety of superconductors due to the freedom in the
stacking arrangement of BEDT-TTF molecules. The
salt b-(BEDT-TTF)2I3 undergoes a superconductivity
transition at 1.5K at ambient pressure, while another
phase, formed through the process which lets a hy-
drostatic pressure environment pass through, exhib-
its Tc of 8K. Due to the values of their Tc, the two
phases are called bH- and bL-type, respectively. The
difference between the phases is ascribed to the pres-
ence of the incommensurate modulation in the po-
sition of the ethylene C2H4 fragments at the end of
the BEDT-TTF molecule, accompanied by a weak
potential disorder, for the bL-type. The supercon-
ductivity is suppressed for an alloy, such as (BEDT-
TTF)2(I3)1� x(IBr2)x, with x exceeding 20%.

The k-type salts represented by k-(BEDT-TTF)2
Cu(NCS)2, k-(BEDT-TTF)2Cu[N(CN)2]Br, and k-
(BEDT-TTF)2Cu[N(CN)2]Cl show typical 2D super-
conducting properties, where the superconducting
coherence length in the direction perpendicular to the
layer (Table 4) is short compared to the interlayer
spacing (1.6, 1.5, and 1.5nm, respectively). In these
cases, the superconductivity transition is influenced by
a thermal fluctuation, especially strongly under the

magnetic field applied perpendicular to the super-
conducting plane, so that the upper critical field ex-
pected in the mean field theory cannot be determined.
These 2D superconductors bear close similarity to the
layered CuO2 superconductors with respect to low
carrier density, strong electron correlation, short co-
herence length, and proximity to the AF phase. In
contrast to the CuO2 superconductors, however, they
undergo superconducting transition without doping
and are characterized by weaker electron correlations.
Experimental studies on the magnetic penetration
depth, NMR, mSR, specific heat, thermal conductivity,
electron tunneling spectroscopy, and magnetization
suggest superconductivity in presence of the gap nodes.
However, recently, some experiments have suggested
superconductivity in the absence of the gap nodes.

BEDT-TSF Superconductors

BEDT-TSF molecules can form superconducting lay-
ers with anion layers containing the localized magne-
tic ion Fe3þ in a high 5/2-spins state as well as with
nonmagnetic ions such as GaCl4

� , GaBr4
� , and

InCl4
� . The salt l-(BEDT-TSF)2GaCl4 undergoes a

superconducting transition at 6K, while l-(BEDT-
TSF)2FeCl4 shows a transition to the AF insulating
state at 8K, after showing a similar temperature de-
pendence of the resistivity down to the transition
temperature. With the external field applied parallel
to the conducting plane, l-(BEDT-TSF)2FeCl4 is
changed to be a ferromagnetic metal, and above
17T it reveals superconductivity in the field interval
up to 44T. The reentrant superconductivity is ex-
plained in terms of the Jaccarino–Peter mechanism,
in that the exchange field supplied from the magnetic
ions to p-electrons is compensated by the external
magnetic field to show superconductivity. In the high
magnetic field applied precisely parallel to the super-
conducting plane, l-(BEDT-TSF)2GaCl4 was found
to show the spatially modulated order parameter
phase predicted by Fulde–Ferrell and Larkin-Ovchin-
nikov. A similar situation was reported for k-(BEDT-
TTF)2Cu(NCS)2 and k-(BEDT-TTF)2Cu[N(CN)2]Cl.

Alloys such as l-(BEDT-TSF)2Ga1� xFexBryCl4� y

show superconductivity in a wide range of variations
in x and y. This contrasts with the cases for TMTSF
and BEDT-TTF superconductors which show sen-
sitivity to disorder. The alloying varies the concentra-
tion of the magnetic ions with x and the anion volume
with y. The latter, known as the chemical pressure
effect, works consistently with the pressure effect.

For k-(BEDT-TSF)2FeBr4, the AF state appearing
at 2.6K was found to remain in the superconducting
state appearing at 1.1K, resulting in the coexistence
of the two phases.
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Other Types of Organic Superconductors

The effort at synthesis brought about a notable
variety of molecules forming superconducting salts.
Unsymmetrical donors such as DMET, which is the
hybrid molecule of TMTSF and BEDT-TTF, provide
superconducting salts such as (DMET)2AuI2. Here,
the unsymmetrical molecules in the columns are
stacked alternately in direction so that the resultant
assembly has a twofold symmetry. Apart from salts
with a TTF-type skeleton, superconductors were
found with a TTP-type skeleton such as BDA-TTP
and DTEDT, among salts such as (BDA-TTP)2SbF6
and (DTEDT)3AuI2. Superconductivity was also
found in materials based on the acceptor molecule
M(dmit)2 (M¼Ni, Pd), and in salts such as (TTF)
[Ni(dmit)2]2 and N(CH3)4[Pd(dmit)2]2.

A3C60 Superconductors

By doping alkali metals such as K and Rb to C60

crystals, the superconductors K3C60 and Rb3C60 with
Tc of 19.3 and 30K, respectively, were synthesized.
The maximum Tc reached for RbCs2C60 was 33K. In
these cases, the superconductivity is isotropic. The
transition temperature increases with an increase in
the intermolecular distance of the C60 molecules,
which was demonstrated by the chemical pressure
effect as well as the physical pressure effects by the
replacement of alkali metals. A combination with
ions of different valences such as alkali-earth atoms,
has brought about superconductors such as Ca5C60.

See also: Molecular Crystallography; Organic Semicon-
ductors; Polymers and Organic Materials, Electronic
States of; Spin Density Waves and Magnons; Supercon-
ductivity: General Aspects.

PACS: 71.18.þ y; 71.20.�b; 71.30.þh; 71.45.Lr;
72.80.Le; 75.30.Fv; 75.47.�m
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Introduction

Landau quantization may occur when electrons in a
solid are subjected to a magnetic field. The excitation

of electrons from one Landau level to another by

photons results in a resonant contribution to the

magnetic-field-dependent, high-frequency conducti-

vity. It is this phenomenon that is known as ‘‘cyclo-

tron resonance.’’ This article is chiefly concerned with

the electronic ‘‘scattering rate’’ t�1
CR that can be de-

duced from a cyclotron resonance experiment; this is

associated with the finite energy width of the Landau
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levels caused by their limited lifetime. By convention,
the scattering rate is defined as the reciprocal of a
notional scattering time tCR, which is sometimes also
referred to as the ‘‘Landau-level lifetime.’’ It should be
noted that a simple-minded first analysis of a cyclo-
tron resonance experiment often yields an ‘‘apparent’’
scattering rate, which may bear little relationship to
the actual scattering processes present; it can contain
contributions due to experimental factors that mask
the true result. Apparent cyclotron scattering rates are
distinguished throughout by using the subscript ‘‘M,’’
which stands for ‘‘measured,’’ hence the notation
t�1
CRM.
Another concern is the relationship of t�1

CR to the
‘‘apparent’’ scattering rates deduced from other tech-
niques such as de Haas–van Alphen (or Shubnikov–
de Haas) oscillations ðt�1

dHvAÞ and measurements of
the electronic conductivity sðt�1

s Þ. It should be noted
that t�1

CR is preferable to t�1
dHvA as a guide to the true

energy width of the Landau levels due to scattering.
It is also found that there can be considerable dif-
ferences between tCR and ts.

In order to keep the discussion as general as pos-
sible, electrons in a solid are generally referred to as
‘‘quasiparticles’’. This enables the descriptions that
follow to encompass not only both carrier types
(electrons, holes) but also systems in which effects
such as electron–electron and electron–phonon in-
teractions are significant and describable by the
Landau Fermi-liquid theory.

This article deals with cyclotron resonance in met-
als; the most fundamental definition of a metal is ‘‘a
solid with a Fermi surface.’’ From the cyclotron res-
onance viewpoint, this broad class of materials must
be separated into three groups:

1. metals with a high electron density, including el-
ements such as Cu, Au;

2. intermediate electron-density systems, often of re-
duced dimensionality, such as crystalline organic
metals and certain oxides (e.g., Sr2RuO4); and

3. low electron-density systems, such as degenerate
semiconductors, and semiconductor heterojunc-
tions.

The distinction between these three groups results
from the ease with which light of the appropriate fre-
quency to excite cyclotron resonance (usually in the
GHz to THz range) can penetrate the sample. Hence,
the rest of the article is arranged as follows. The
second section presents a brief introduction to Landau
quantization. The third section deals with experimen-
tal techniques for elemental metals and the extrac-
tion of true scattering rates from the apparent rate
produced by fitting experimental data. Intermediate

electron-density systems and degenerate semiconduc-
tors are dealt with in the fourth section; the experi-
mental techniques and the extraction of scattering
rates from data are treated in separate subsections.
However, the causes of the difference between tCR and
tdHvA are similar in both types of ‘‘metal,’’ and so are
treated in a common subsection. Systems containing
two or more distinct types of quasiparticles are de-
scribed in the fifth section; often the interactions lead
to a single cyclotron resonance rather than two distinct
resonances. Finally, the sixth section covers the dis-
tinctions between the effective masses measured in
different experiments, and the seventh section men-
tions two effects closely related to cyclotron resonance.

Landau Quantization: A Brief Description

In order to gain a qualitative understanding of the
principles of the various measurement techniques for
cyclotron resonance, it is useful to consider the semi-
classical equation of motion of a quasiparticle of
charge q, energy E, and wave vector quantum
number k, subjected to the Lorentz force:

_
dk

dt
¼ qv� B ½1�

Here, B is the magnetic induction and v is the qua-
siparticle’s velocity, defined as

v ¼ 1

_
rkEðkÞ ½2�

where rk is the gradient operator in k-space. Equa-
tions [1] and [2] imply that (1) the component of k
parallel to B is constant; and (2) dk/dt is perpendic-
ular to rkEðkÞ. This means that the quasiparticle
path is one of constant energy.

The Fermi surface is of course a surface of constant
energy. Under the action of a magnetic field, quasi-
particles on the Fermi surface remain on that surface
while moving on paths which lie in planes perpen-
dicular to the magnetic field (see Figure 1). The band

A

B

Figure 1 Orbits on a Fermi surface section are in planes per-

pendicular to B. Here, A represents the k-space cross-sectional

area of the orbit. The two orbits shown are ‘‘extremal’’ orbits.
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structure of solids is such that in many cases, a con-
stant energy path of this kind forms a closed orbit (or
‘‘cyclotron orbit’’) of cross-sectional area (in k-space)
A (Figure 1). Standard texts (such as those by Ash-
croft andMermin or Singleton) show that the angular
frequency oc associated with this periodic orbit is

oc ¼
qB

m�
CR

½3�

where

m�
CR ¼ _2

2p
@AðE; k8Þ

@E
½4�

The quantity defined in eqn [4] is known as the cy-
clotron mass or cyclotron effective mass.

From a quantum-mechanical viewpoint, the cyclo-
tron orbital motion corresponds to the quantization
of the quasiparticle’s motion in the plane perpendic-
ular to B, resulting in an energy spectrum

EðB; k8Þ ¼ ðl þ 1
2Þ_oc þ Eðk8Þ ½5�

Here, l is an integer ðl ¼ 0; 1; 2;yÞ known as the
Landau quantum number, and Eðk8Þ is the energy

associated with the unaffected wave vector k8 in the
direction parallel to B. The quantization of the qua-
siparticle’s energy in the plane perpendicular to B is
known as ‘‘Landau quantization,’’ and the energy
levels defined by l are called ‘‘Landau levels.’’

Cyclotron resonance occurs when a photon pro-
motes a quasiparticle from a full state in one Landau
level to an empty state in another Landau level.
Owing to the fact that photons of the appropriate
energy carry very little momentum, such transitions
conserve k8. Hence, cyclotron resonance occurs
when the photon energy (hn or _o) corresponds to
multiples of _oc.

Cyclotron Resonance in Elemental Metals

Experimental Considerations

The field components of electromagnetic radiation
decay with distance z into a conducting material as
expð�z=dÞ, where d ¼ 1

2somrm0
� ��1=2

is the skin depth
or anomalous skin depth; here s is the conductivity of
the material, mrm0 is its permeability, and o is the
angular frequency of the radiation. Metals have rather
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Figure 2 Left: geometry of a cyclotron resonance experiment in a metal. The shaded region indicates the skin depth for the radiation;

the helical orbits of the electrons are shown schematically (from Singleton J, Band theory and electronic properties of solids (Oxford

University Press, 2001), chapter 8). Right: a practical implementation of the Azbel’–Kaner technique. The sample acts as one wall of a

microwave resonant cavity; the whole apparatus is immersed in a liquid helium dewar which sits inside an iron-yoked electromagnet.

(Modified from Häussler P and Welles SJ (1966) Physical Review B 152: 675.)
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high conductivities; moreover, typical effective masses
in metals combined with the magnetic fields readily
available in laboratories have meant that frequencies
o=2pB1� 100GHz have tended to be applied in cy-
clotron resonance experiments. This combination of
factors results in a small skin depth; hence, radiation
cannot penetrate far into the crystal. These consider-
ations dictate the geometry of the cyclotron resonance
measurement (see Figure 2); such a configuration is
often referred to as the Azbel’–Kaner geometry.

The magnetic field is applied parallel to the surface
of the crystal, which is placed in the region of an
oscillating electric field in a resonant cavity; the
E-field E of the radiation is arranged to be perpendi-
cular to the quasistatic magnetic field B and parallel
to the surface. Examination of eqns [1] and [2] shows
that the projection of an electron’s real-space orbit in
a plane perpendicular to B is the same shape as its k-
space orbit rotated by p/2 radians. The paths of
electrons on closed Fermi surface orbits are therefore
helices with axes parallel to B in real space.

If the angular frequency of the radiation o ¼ joc,
where j is an integer, then the electrons on a helical
path corresponding to the cyclotron frequency oc

will receive a ‘‘kick’’ from the radiation’s electric field
every time they come within a skin depth of the sur-
face; this results in absorption of energy. Usually, o is
kept constant and the field is swept, so that absorp-
tions, seen as resonances in the surface impedance,
are uniformly spaced in 1/B (see Figure 3).

Extraction of Scattering Rates

Lindholm and Le Page and others have demonstrated
that a magnetic field which is very accurately parallel
to a very flat sample surface is required for a successful
measurement; if this is not the case, the helical electron
paths drift in and out of the skin depth, causing a
smearing of the features in the surface impedance. If
the surface is flat, and the magnetic field is accurately
parallel to it, then the surface impedance Z becomes

Zp
eip=3

s
½6�

with

s3E
X
j

pjRðljÞ þ RNR ½7�

to reasonable accuracy. Here, the index j labels the
various Fermi surface orbits involved; in practice, it is
found that only ‘‘extremal orbits’’ make a significant
resonant contribution. Extermal orbits are defined by
dm�

CR=dk8 ¼ 0; frequently, these are just the maxi-
mum- and minimum-area closed orbits for a particular
direction of the magnetic field (see Figure 1.) In
such regions, a large number of electrons have almost

identical masses (and thus almost identical oc),
providing a large contribution to Z. The term RNR

encompasses nonresonant processes, whilst the reso-
nant contributions are described by the function lj:

lj ¼ 2p
o
ocj

1

otjCRM
þ i

� �
½8�

Note that a cyclotron frequency ocj and an apparent
scattering time tjCRM have been identified for the jth
orbit. As long as the electronic dispersion relationship
is nearly parabolic close to the Fermi surface, R(lj)
takes the simple form:

RðljÞ ¼
1

1� e�lj
½9�

In practice, the sample orientation is chosen so that
only one or two extremal orbits are possible, simpli-
fying the features observed in Z; an example is shown
in Figure 3.

The above expressions for Z have been used to fit
experimental data under a variety of valid approx-
imations; typical examples are given by Lindholm
and Le Page, and Häussler and Wells and references
therein. It is found that the apparent scattering time
tjCRM encompasses several contributions:

1

tjCRM
¼Cmsjoþ Csrjo1=3

þ 1

timpj
þ 1

tphononj
þ 1

te�ej
½10�

The first two terms on the right-hand side of eqn [10]
are due to the so-called ‘‘mass spread’’ ðCmsjoÞ and
the effects of surface roughness ðCsrjo1=3Þ. The
former term has the following origin; as has been
mentioned above, the resonance spectrum is domi-
nated by extremal orbits about the Fermi surface,
defined by dm�

CR=dk8 ¼ 0. In such regions, a large
number of electrons have almost identical masses
(and thus almost identical oc), providing a large
contribution to Z. The fact that higher derivatives of
m�

CR do not vanish in real Fermi surfaces causes
‘‘mass-spread’’; a distribution of cyclotron frequen-
cies leads to a smearing of the resonant features
which at first sight looks as though it is due to scat-
tering. This effect is represented by the term Cmsjo in
eqn [10].

Because both the mass-spread and surface rough-
ness terms consist of a constant times o raised to a
small power, they may be distinguished from the other
(frequency-independent) contributions by measuring
the surface impedance at more than one frequency.

The last three (frequency-independent) terms in
eqn [10] are caused by the actual scattering mech-
anisms; their sum is t�1

CRj. Aweighted average of all of
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the electron-impurity scattering processes leads to
the term timpj, whilst tphononj and te�ej are due to
electron–phonon scattering and electron–electron
scattering events, respectively. The three terms may
be distinguished by observing their temperature de-
pendences:

1

timpj
¼ constant;

1

tphononj
pT3 and

1

te�ej

pT2 ½11�

The origins of the temperature power laws for these
mechanisms are dealt with in standard texts such as
Ashcroft, Mermin, and Singleton.

Layered Metals and Degenerate
Semiconductor Systems

Layered Metals: Experimental Considerations

Fermi surfaces and resonant cavity techniques There
has been great recent interest in layered materials, as
there are many correlated-electron systems which have
very anisotropic electronic band structure. Examples
include crystalline organic metals and superconduc-
tors, the ‘‘high-Tc’’ cuprates, and layered ruthenates
and manganites. In the context of the current discus-
sion, such systems have two distinctive features.

1. Typically, their quasiparticle densities are rather
lower than those in elemental metals; hence, their

0.10

1.0

H along [1 1 1]

5.7 K

2.0

H (Kilo-oersteds)

dR
/d

H
 (

a.
u.

)
dR

/d
H

 (
a.

u.
)

3.0

3

6 5
4

3

4

3

Neck orbit, N

Belly orbit, B′
Superposition of
 neck and belly
 orbits

nN = 2

nN = 2

0.20

H/Hc

0.30

AB
AB

A8

A9

��−6
��−7

"

"

G

Figure 3 Combined cyclotron resonance signals from extremal belly orbits B0 and neck orbits N in copper; the field is in the [111]

direction. The upper curve is a theoretical simulation that shows the two contributions separately (dashed and dotted curves) and combined

(solid curve). The lower part of the figure shows experimental data. The fortuitous factor of 3 between the cyclotron periods of the two orbits

facilitates separation of the two contributions. (After Hässler P and Welles SJ (1966) Physical Review B 152: 675.)
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skin depths tend to be larger, and the effects of
screening are reduced.

2. These systems may often be described by a tight-
binding Hamiltonian in which the ratio of the
interlayer transfer integral t> to the average in-
tralayer transfer integral t8 is {1. This results in
very anisotropic electronic properties.

Figure 4 shows the cross section of the Fermi sur-
face of a typical example, the organic superconduc-
tor k-(BEDT-TTF)2Cu(NCS)2, parallel to the highly
conducting planes. The Fermi surface consists of
both open and closed sections; it is customary to la-
bel such sections ‘‘quasi-one-dimensional’’ and ‘‘qua-
si-two-dimensional,’’ respectively. The names arise
because the Fermi surface is a surface of constant
energy, and so eqn [2] shows that the velocities of
quasiparticles at the Fermi surface will be directed
perpendicular to it. Therefore, referring to Figure 4,
quasiparticles on the closed Fermi surface pocket can
possess velocities which point in any direction in the
(kb, kc) plane; they have freedom of movement in
two dimensions and are said to be quasi-two-dimen-
sional. By contrast, quasiparticles on the open sec-
tions have velocities predominantly directed parallel
to kb and are quasi-one-dimensional.

Thus far, only a cross section is considered through
the Fermi surface parallel to the highly conducting
planes (Figure 4). In the interlayer direction (also
known as the interplane direction), the dispersion is
very small, due to the small interlayer transfer
integrals. For the purpose of this discussion, the qua-
siparticle dispersion is written as

EðkÞ ¼ Eðkx; kyÞ � 2t> cosðkzdÞ ½12�

where kx (and ky) and kz are the components of the
wave vector parallel (kx, ky) and perpendicular (kz)

to the conducting planes, and t> is again the inter-
layer transfer integral. The presence of dispersion in
the interlayer direction results in a slight warping of
the Fermi surface, shown schematically for a closed
pocket in Figure 5a.

As before, when a magnetic field is introduced,
eqns [1] and [2] indicate that the k-space path of the
quasiparticle is defined by the intersections of sur-
faces of constant energy with planes perpendicular to
B. Therefore, for almost all directions of the magne-
tic field, quasiparticles on the closed sections of the
Fermi surface will be able to complete the closed
k-space orbits in the plane perpendicular to B (see
Figure 5a); in contrast, the quasiparticles on quasi-
one-dimensional sections of the Fermi surface will
not complete the closed orbits (see Figure 5b).

The experimental detection of cyclotron resonance
depends on the effect that the quasi-particle paths have
on the high-frequency conductivity. Equation [2]
shows that the quasiparticle velocity must always be
perpendicular to the Fermi surface. Hence, as the qua-
siparticles traverse the orbits shown in Figure 5a and
5b, the corrugations of the Fermi surface cause their
velocity vectors to rock back and forth. It is the
evolution of the quasiparticle velocities with time that
affects the conductivity of the system, and thus enables
cyclotron resonance to be detected. Cyclotron reso-
nance is of course associated with the closed orbits
of Figure 5a; the open orbits shown in Figure 5b lead
to a related resonant contribution to the high-frequen-
cy magnetoconductivity, known as a Fermi surface

kb

kc

Figure 4 Brillouin zone and Fermi surface of k-(BEDT-
TTF)2Cu(NCS)2, showing the open, quasi-one-dimensional sec-

tions, and the closed, quasi-two-dimensional pocket. (Modified

from Singleton J (2000) Reports of Progress in Physics 63:

1111.)
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Figure 5 (a) Schematic side view of the warping (corrugation)

of a closed section of a Fermi surface caused by finite interplane

transfer integrals. The arrows indicate the velocities of a quasi-

particle following a closed orbit about the Fermi surface in a plane

perpendicular to the magnetic field B. (b) An open section of the

Fermi surface. In an in-plane magnetic field, quasiparticles are

driven across the Fermi surface, so that their velocities (shown by

arrows) rock from side to side. (After Singleton J (2000) Reports

of Progress in Physics 63: 1111.)
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traversal resonance (FTR) (see the ‘‘Further reading’’
section for more information on FTRs).

As mentioned above, the low electron densities of
these materials compared to those in typical elemen-
tal metals result in a larger skin depth; hence, with
careful planning, an experiment can be arranged in
which a substantial fraction of a typical crystalline
sample (volume B0.01–0.1mm3) can be penetrated
by radiation with frequencies B10–100GHz. There-
fore, the experimental response is typically much
more determined by the frequency-dependent bulk
conductivity, rather than the surface impedance.

The evolution of the quasiparticle’s velocity can be
related to its contribution to the frequency-dependent
conductivity of the metal using the frequency-depend-
ent Boltzmann transport equation (also known as the
Chambers equation):

sijðoÞ ¼
e2

4p3

Z
d3k �@f0ðkÞ

@EðkÞ

� 	
viðk; 0Þ

Z 0

�N

vjðk; tÞ

� cosðotÞet=t dt ½13�

Here, t is the relaxation time (not necessarily the same
as tCR), vi (k, t) is the ith component of the velocity of
a quasiparticle with wave vector k at time t, and
f0ðkÞ ¼ ðeðEðkÞ�EFÞ=kBT þ 1Þ�1 is the Fermi function.
This is an integral (over all states at the Fermi surface)
of the velocity–velocity correlation function for each
Fermi surface orbit.

The mechanism for detecting cyclotron resonance
can be understood by examining Figure 5a. For a
general direction of the magnetic field (as shown in
Figure 5), the corrugations of the Fermi cylinder will
cause a quasiparticle’s interplane (z) velocity to ac-
quire an oscillatory component as it is driven round
an orbit about the Fermi cylinder. These oscillatory
interplane velocities contribute at a particular fre-
quency (and, perhaps, its harmonics) to eqn [13];
hence they are detectable as resonances in the high-
frequency interplane conductivity szzðoÞ.

Note that if the corrugations are not exactly per-
pendicular to the cylinder axis, then even a magnetic
field parallel to the cylinder axis (i.e., in the inter-
plane z-direction) will induce an oscillatory inter-
plane component of the quasiparticle velocity and
hence a resonant response in szz. This resonant re-
sponse in szz occurs at integer harmonics of the cy-
clotron frequency, joc; these can be caused both by
the orbit traversing j corrugations or by the presence
of nonsinusoidal corrugations.

In addition, Nam et al. proposed a mechanism for
cyclotron resonance harmonics in the intraplane high-
frequency conductivity components sxx and syy; this
results from Fermi surface cross sections that are
nonelliptical. Unless the Fermi surface lacks inversion

symmetry, this mechanism generates only odd har-
monics. Both types of cyclotron resonance mecha-
nisms with their attendant harmonics were reported
by Rzepniewski et al. in the layered perovskite
Sr2RuO4.

Cyclotron resonance in such materials is observed
using millimeter-wave cavity perturbation techniques
such as those described by Schrama et al. and Mola
et al. (see Figure 6). Such measurements probe the
bulk conductivity properties of anisotropic conduc-
tors. Changes in the dissipation of the cavity (Q-fac-
tor) are measured as a function of an external
quasistatic magnetic field B with the millimeter-wave
frequency n held constant. It is assumed that changes
in the dissipation of the cavity are due to changes in
the dissipation of the sample inside.

The sample is placed in the cavity such that the
millimeter-wave magnetic field Hosc is polarized par-
allel to the sample’s highly conducting planes (per-
pendicular to the c-axis) (see Figure 6). The response
of an anisotropic conductor in this electromagnetic
environment is understood by examining the polari-
zations of the currents induced in the sample by Hosc.
For Hosc parallel to the (a, b) plane (the highly con-
ducting plane), both in-plane and interlayer currents
are induced (Figure 6). These currents flow within
a distance Bd (here d is the skin depth) from the
sample’s edges and faces (Figure 6b). The in-plane
(d8) and interlayer (d>) skin depths give information
about szz and a combination of sxx and syy, res-
pectively.

Extraction of the apparent scattering rates in layered
metals As described by Schrama et al. and Mola
et al., changes in the Q-factor of the resonant cavity
can be related via the skin depths to changes in the
components of the sample’s conductivity tensor.
Generally, the most reliable method of extracting
the apparent scattering time is to fit the high-
frequency conductivity directly (see Figure 7); for
example, McKenzie suggests an interlayer conduc-
tivity

szzðoÞ
szzðo ¼ 0Þ ¼

XN
�N

½ JjðkFc tan yÞ�2

1þ ðo� joc cos yÞ2t2CRM
½14�

for layered materials with weak interlayer coupling
that has been successfully applied to organic con-
ductors. Here, j is an integer, Jj is the jth Bessel func-
tion, c is the interlayer lattice spacing, kF is the Fermi
wave vector, and y is the angle between the magnetic
field and the normal to the conducting planes. Note
that the apparent scattering time tCRM is always a fit
parameter in such methods.
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Figure 7 (a) Cyclotron resonance data for the quasi-two-dimensional organic conductor b0 0-(BEDT-TTF)2SF5CH2CF2SO3. The data

are in the form of cavity transmission versus magnetic field; the frequency of the measurement is 71GHz, and the temperature is 1.5K.

Field sweeps for several orientations y of the cavity and sample in the quasistatic field are shown (see Figure 6); y¼0 corresponds to

the field being perpendicular to the highly conducting planes of the sample. The sharp slope downwards and small minimum at low fields

are associated with the superconducting-to-normal transition of the sample and a background feature in the cavity response. The small

sharp feature is the conduction-electron spin resonance of the sample. The cyclotron resonances are the broader features at higher

fields. (b) A model of the data using eqn [14] with kF calculated for this particular sample orientation and tCRM¼1.22� 10� 12; the latter

value was derived from a simple treatment (see eqn [16] ) of Shubnikov–de Haas oscillations from the same sample. Note how the

predicted resonances are too broad. (c) A repeat of (b) for t¼ 7�10� 12 s; note how the predicted resonance widths are similar to the

experimental ones. All figures are for y between 01 and 701 in 101 steps. (Modified from Singleton J and Edwards RS (2003) In: Herlach

F and Miura N (eds.) High Magnetic Fields, Science and Technology, vol. 2, 85 pp. Singapore: World Scientific.)
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Figure 6 Experimental configuration for cyclotron resonance in a layered metal. Left: (a) the sample is placed in the cavity with the

oscillating millimeter-wave field Hosc in the highly conducting planes (8 direction). (b) Both in-plane and interplane oscillating currents

Josc are induced. In the skin-depth regime, in-plane currents flow within a surface layer of thickness d8 parallel to large sample faces, and

interplane currents flow within a thicker layer d> parallel to sample edges. Right: schematic of the vertical cross section of a rectangular

cavity that can be used for cyclotron resonance measurements of a layered metal. The cavity is placed between two waveguides that

lead to the source (HG) and detector (HM). The cavity is held in this position by two Rexolite cylinders of 3mm diameter which are fitted

in the recessed area around the coupling holes and which extend through the holes (3mm diameter) in the waveguides. The sample is

placed on a thin mylar film in the cavity center, in the H-field antinode of the TE102 mode of the cavity. The advantage of such a cavity

system is that it allows the cavity and the sample to be rotated in the vertical quasistatic magnetic field (provided by either a super-

conducting or a Bitter magnet); because the cavity rotates, the sample remains in the same high-frequency electrodynamic environment.

Hence, the magnetic-field-orientation dependence of the cyclotron resonance can be studied (the mechanism for rotating the cavity has

been omitted for clarity). (Modified from Schrama JM, et al. (2001) Journal of Physics: Condensed Matter 13: 2235.)
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Cyclotron Resonance in Semiconductors

Experimental details The number densities of car-
riers in semiconductor samples are much lower than
those in metals, so that the radiation can completely
penetrate even large samples. A simple transmission
arrangement is usually adopted (see Figure 8). The
cyclotron resonance is usually recorded by measuring
the sample transmission; experiments are carried out
either by fixing the magnetic field and varying the
energy of the radiation (see Figure 9), or by using a
fixed-frequency source (such as a far-infrared laser,
which can give a number of monochromatic laser
lines in the wavelength range 40–1000mm) and
sweeping the magnetic field (see Figure 8).

The magnetic field is usually provided by a super-
conducting magnet (B¼ 0 to B20T). As the whole
of the cyclotron orbit experiences the electric field
of the radiation (cf. the situation in metals; see
above), the quantum-mechanical selection rule for

the Landau-level quantum number (Dl¼71) holds.
Thus, the resonance condition is

hn � _o ¼ _oc ¼
eB

m�
CR

½15�

where nðoÞ is the frequency (angular frequency) of
the radiation.

As stated earlier, the degenerate semiconductor
systems (e.g., heterojunctions) are dealt with in the
first section. In such samples, free carriers are present
even at low temperatures; typical cyclotron reso-
nance data are shown in Figure 9. However, it is
worth mentioning that in lightly doped samples, the
carriers must be excited into the bands by either rai-
sing the temperature to cause the impurities to ionize
(but not so far as to broaden the Landau levels) or by
additionally illuminating the sample with above
bandgap radiation.

Extraction of apparent scattering times in semicon-
ductor systems In some situations where both the
scattering time (or mobility) and the density of the
carriers are low (e.g., bulk degenerate semiconduc-
tors), the measured line width of the cyclotron res-
onance can give information about the true
scattering rate t�1

CR directly. Via the uncertainty prin-
ciple, the scattering induces a frequency uncertainty
DocBt�1

CR. If the experiment is a fixed-frequency,
swept-field one, this translates to an uncertainty (that
is, resonance width) in magnetic field of DB ¼
Docm

�
CR=qBm�

CR=qtCR: Provided that m�
CRE the ef-

fective mass for linear motion (and this is often true
in direct-gap semiconductors such as GaAs), it is ap-
parent that DB is of the order of the reciprocal of the
carrier mobility. More precise derivations show that
the full-width at half-maximum is in fact twice the
reciprocal of the mobility.

However, in systems such as GaAs-(Ga, Al)As he-
terojunctions, where both the scattering time (or mo-
bility) and the equivalent three-dimensional carrier
density in the two-dimensional layer are relatively
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Figure 8 Schematic of a cyclotron resonance experiment in a semiconductor.
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Figure 9 Cyclotron resonances in a GaAs-(Ga,Al)As hetero-

junction at T¼ 4.2K; the magnetic field has been applied per-

pendicular to the two-dimensional electron layer, which has an

areal carrier density of B9� 1010 cm�2. The data have been

recorded by fixing the magnetic field at 1.5, 2, 3, 4, and 5T; at

each field, a Fourier-transform spectrometer has been used to

record the transmission of the sample as a function of energy.

(Data from Wiggins G, University of Oxford.)
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large, there is a very marked contribution to the cy-
clotron resonance line width due to the impedance
mismatch between the vacuum and the carriers. The
effect is illustrated in Figure 10; often this ‘‘mismatch’’
contribution to the line width eclipses that due to
scattering. The problem can be ameliorated by
evaporating a surface metallic layer of carefully cho-
sen thickness on the sample (see, for example, the
paper by Watts et al. in the literature list), but the
most reliable method to extract the apparent scatter-
ing rate is to perform a full modeling of the trans-
mission or reflectivity of the sample, as carried out in
Figure 10.

Contributions to the Apparent Scattering Rate in
Layered Metals and Semiconductor
Heterostructures

Comparisons with other methods A measure of the
scattering rate in metallic systems is often derived
from the rate at which magnetic quantum oscilla-
tions (such as de Haas–van Alphen oscillations) grow
in amplitude with the increasing magnetic field;
the dominant term in the Lifshtiz–Kosevich formula
(see, e.g., the book by Shoenberg in the Further
reading section) describing this phenomenon is
exp½�14:7m CR� TD=B� (SI units). The constant
describing the phase smearing of the oscillations due
to Landau-level broadening is the so-called Dingle
temperature, TD.

If one were to assume that TD is solely due to
scattering (i.e., the energy width of the Landau levels
detected by the de Haas–van Alphen effect is asso-
ciated only with their finite lifetime due to scatter-
ing), then TD would be related to the scattering rate
t�1
dHvA by the expression

TD ¼ _

2pkBtdHvA

½16�

In many experimental works, it is assumed that the
tdHvA deduced from TD in this way is a true measure of
the scattering rate; it will be noted shortly that it is not!

Another measure of the scattering rate can be
found by measuring the zero-magnetic-field electrical
conductivity; in layered systems, one must be careful
to ensure that this is the intralayer component of the
conductivity. If there is a dominant single carrier type
of known density n, then the Drude expression s ¼
nq2ts=m� can be used to estimate ts. It is universally
found that tsXtdHvA; in some cases such as semi-
conductor heterojunctions, ts can be one to two or-
ders of magnitude greater than tdHvA.

Finally, if these scattering times are compared with
the tCRM deduced from cyclotron resonance exper-
iments, the following is found:

tsXtCRMXtdHvA ½17�

For some layered metals (see, e.g., the work of Hill
in ‘‘Further reading’’ section), the tCRM measured in
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Figure 10 Model calculations for the reflectivity of a GaAs-(Ga,Al)As heterojunction at a photon energy _o ¼ 10:43 meV for several

values of the areal electron density Ns; each calculation is displaced vertically for clarity. The cyclotron resonance shows up as a dip in

the reflectivity signal at low Ns but becomes a peak at higher carrier densities. Note that although the scattering rate is kept constant

(t¼ 10.6 ps), the full-width at half-maximum of the resonance grows with increasing Ns. Similar effects are seen in the transmission of

the sample. The left-hand inset shows an expansion of the low-density part of the main figure; the right-hand inset contains experimental

data for a photon energy of 31.05meV and Ns¼ 0.3� 1011 cm� 2. (Modified from Langerak CJGM, et al. (1988) Physical Review B 38:

13133.)
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cyclotron resonance has been found to be four to ten
times larger than tdHvA. An example of this is shown
in Figure 7, where the insertion of the scattering
rate inferred from Shubnikov–de Haas oscillations
(Figure 7b) into a model for the cyclotron resonance
produces line widths that are much too broad. A
more realistic line width is obtained with a longer
scattering time (Figure 7c).

The importance of spatial inhomogeneities The dif-
ference between any measurement of the Landau-
level broadening and the scattering rate deduced
from a conductivity measurement is easy to grasp; a
quasiparticle will be removed from a Landau-level
eigenstate by any scattering event, small- or large-
angle. Conversely, small-angle scattering events
hardly affect the conductivity, because they cannot
randomize a quasiparticle’s excess forward momen-
tum (see Figure 11 and standard texts such as
Ashcroft and Mermin or Singleton). In the most
thoroughly studied systems of reduced dimensiona-
lity, semiconductor heterostructures, and Si MO-
SFETs, it is found that tsEtdHvA in systems in which
large-angle scattering (e.g., due to impurities in the
conducting channel) dominates. On the other hand,
in systems in which small-angle scattering (e.g., due
to remote impurities) is pre-eminent, tsctdHvA.
Having seen this, the remaining task is to explain
how two measurements of the Landau-level width
(cyclotron resonance and de Haas–van Alphen effect)
can yield such different answers.

The difference between tCRM and tdHvA turns out to
be due to spatial inhomogeneities or potential fluctu-
ations. Screening is less effective in systems containing

low densities of quasiparticles (such as layered metals
or semiconductor heterojunctions), compared to that
in elemental metals; hence, variations in the potential
experienced by the quasiparticles can lead to a spatial
variation of the Landau-level energies (see Figure 11).
Even in the (hypothetical) complete absence of scat-
tering, Harrison, for example, has shown that this
spatial variation would give the Landau level a finite
energy width (see Figure 11) and therefore lead to an
apparent Dingle temperature

TD ¼ %x½1� %x�F0ð %xÞ2a
pkBm�

ffiffiffiffiffiffiffi
_e3

2F

s
½18�

Here, F is the magnetic-quantum-oscillation frequen-
cy, and F0 ¼ dF=dx; x represents the (local) fractional
variation of the quasiparticle density due to the po-
tential fluctuations and %x is its mean.

The Dingle temperature measured in experiments
therefore normally represents a combination of the
effects described by eqns [16] and [18]. Hence, the
simple-minded use of eqn [16] to yield tdHvA from TD

tends to result in a parameter that is an overestimate
of the true scattering rate (see Figure 11). By con-
trast, cyclotron resonance (shown by vertical arrows
in Figure 11) is a ‘‘vertical’’ transition (due to the very
low momentum of the photon); it measures just the
true width of the Landau levels due to scattering
(represented by shading).

Summary

This has been a complicated section, with many
parameters and effects to grasp. It is therefore
worth giving a summary of the factors affecting
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Figure 11 Left: an illustration of the difference in scattering rates in Landau quantization and electrical conductivity. Any scattering

event (small- or large-angle) during the cyclotron orbit terminates that particular Landau state. By contrast, small-angle scattering is not

effective at randomizing the quasiparticle’s excess forward momentum in a transport (conductivity) measurement. Right: an illustration of

the effect of spatial inhomogeneities on Landau-level widths and energies. The variations in the potential experienced by the electrons

make the Landau levels (shaded curves) move up and down in energy as one moves through the sample. As the field is swept, the levels

move up through the chemical potential m and depopulate, resulting in the de Haas–van Alphen and Shubnikov–de Haas effects. The

Dingle temperature essentially parametrizes the movement of the total energy width of a Landau level through m; hence, it measures a

width that includes the energy variation due to inhomogeneities. By contrast, cyclotron resonance (shown by vertical arrows) is a

‘‘vertical’’ transition; it measures just the true width of the Landau levels due to scattering (represented by shading).
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measurements of the scattering rate in layered metals
and degenerate semiconductor systems.

Provided a proper treatment of the sample’s high-
frequency magnetoconductivity is used, the scatter-
ing rate t�1

CRM deduced from a cyclotron resonance
experiment is a good measure of the energy width of
the Landau levels due to their finite lifetime. In other
words, tCRMEtCR. (Once this has been realized, cy-
clotron resonance can be used to give quantitative
details of the quasiparticle scattering mechanisms;
see Further reading section for more details.)

By contrast, the apparent scattering rate deduced
from a simple-minded treatment of de Haas–van
Alphen and Shubnikov–de Haas oscillations can
contain very significant contributions from spatial
inhomogeneities.

Finally, the scattering rate t�1
s measured in a zero-

field conductivity experiment can be very significantly
different from t�1

CR, because the two measurements are
sensitive to different types of scattering processes.

Systems With Two Interacting Carrier
Populations

Cyclotron resonance data can sometimes be difficult
to interpret in systems containing two distinct qua-
siparticle populations that interact. An example is
given by p-doped GaAs-(Ga,Al)As heterojunctions,
containing two hole spin subbands with differing ef-
fective masses. One would expect two distinct cy-
clotron resonances; however, depending on the
temperature, photon energy, and the field, a single
resonance is frequently observed. This results from
the interactions between the two types of quasipar-
ticles; the overall energy of the system is reduced if
these interactions constrain both populations to have
the same cyclotron frequency.

Cole et al. have derived expressions for the high-
frequency magnetoconductivity sðoÞ that can be
very generally used to treat such situations; they al-
low the scattering rates and effective masses for each
type of quasiparticle to be extracted, and also enable
their interactions to be quantified.

Which Effective Mass Does a Cyclotron
Resonance Experiment Measure?

Cyclotron resonance is potentially a very interesting
measure of the interactions in narrow-bandwidth
metallic systems. In a translationally invariant
system, the mass m�

CR measured in a cyclotron
resonance experiment should not contain any con-
tribution from the interactions between the carriers
themselves; this is known as Kohn’s theorem. In the

language of the Fermi-liquid theory, in such a situ-
ation, cyclotron resonance measures the dynamical
mass mlCR, whereas a thermodynamic measurement
such as the de Haas–van Alphen oscillations reveals
the effective mass m�, which also contains contribu-
tions from the Coulomb interactions between the
quasiparticles.

A simple band-structure calculation essentially uses
ions and molecules which are rigidly fixed in a per-
fectly periodic arrangement to obtain a periodic po-
tential and hence the bands. However, the ions and/or
molecules in a substance will in general be charged, or
at the very least possess a dipole moment; as an elec-
tron passes through the solid, it will tend to distort the
lattice around it owing to the Coulomb interactions
between the ions and molecules and its own charge.
This leads to the electron being accompanied by a
strain field as it moves through the substance; alter-
natively, one can consider the electron being sur-
rounded by virtual phonons. This affects the way in
which the electron can move through the substance
and usually acts to increase the apparent mass.

In the following, the orbitally averaged (cyclotron)
mass is dealt with for consistency; other ‘‘effective
masses’’ (e.g., for linear motion) are renormalized in
an analogous way. If mbCR is the cyclotron mass cal-
culated in the band-structure calculations, then the
electron–lattice interactions discussed above will re-
sult in a cyclotron dynamical mass, mlCR, where

mlCREð1þ lÞmbCR ½19�

where l is an electron–phonon coupling constant.
The interactions between the electrons themselves

must also be taken into account. As electrons are
highly charged, they repel each other; therefore, as an
electron is moved across a sample under considera-
tion by an external force, in effect there will be a
backflow of electrons caused by this repulsion. Thus,
it is ‘‘harder’’ to move electrons about than expected,
that is, their apparent effective mass is heavier than
mlCR. The effective masses m� measured in experi-
ments such as the de Haas–van Alphen effect include
this contribution from the interactions between the
electrons, so that

m�E 1þ F1
s

3

� �
ml ½20�

where F1
s is a constant known as a Fermi-liquid pa-

rameter. (For a more detailed discussion of such effects,
the reader is referred to the ‘‘Further reading’’ section.)

In practice, however, real systems do not possess
translational invariance. Although the mass m�

CR

measured in a cyclotron resonance experiment does
generally differ from that obtained from the de
Haas–van Alphen effect (m�), the simple expectations
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of eqn [20] often do not hold; in one or two instances,
m�

CR was even found to be greater than m�. Never-
theless, a comparison between a cyclotron resonance
experiment and the de Haas–van Alphen effect is often
a good guide to the strength of the interactions in a
system.

Effects Related to Cyclotron Resonance

There are one or two effects related to cyclotron
resonance that go beyond the scope of this article but
which should nevertheless be mentioned for com-
pleteness. One is ‘‘surface cyclotron resonance,’’ an
effect due to excitation of quasiparticles between
levels caused by crossed electric and magnetic fields
at the surface of a sample. Interested readers are re-
ferred to the articles by Koch and Jensen and by
Merkt in the literature list. The other one is the FTR
due to the magnetic-field-induced motion of quasi-
particles across open sections of a Fermi surface; a
discussion and relevant literature are given in the ar-
ticle by Schrama et al.

See also: Metals and Alloys, Electronic States of (Inclu-
ding Fermi Surface Calculations); Shubnikov–de Haas
and de Haas–van Alphen Techniques.

PACS: 76.40.þb; 72.10.Di; 72.10.Fk; 71.10.Ay;
71.70.Di; 73.21.�b; 78.20.Ls
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Nomenclature

A cross-sectional area of the Fermi surface
B magnetic induction
E energy of a quasiparticle
E electric field
j a general integer used as a label
k quasiparticle wave vector quantum

number
k8 the component of k parallel to B
l Landau-level quantum number
m�

CR cyclotron effective mass
m� the quasiparticle mass measured in a de

Haas–van Alphen experiment
q quasiparticle charge: q¼7e
t time
t>, t8 transfer integrals
v quasiparticle velocity
Z surface impedance
n frequency of photons used to excite cy-

clotron resonance
s, sij conductivity, general element of con-

ductivity tensor
tCR scattering time associated with Landau-

level broadening
tCRM apparent scattering time from a cyclo-

tron resonance measurement
tdHvA apparent scattering time deduced from a

de Haas-van Alphen measurement
ts scattering rate inferred from a zero-field

conductivity measurement
o angular frequency of photons used to

excite cyclotron resonance
oc cyclotron (angular) frequency
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Introduction

Semiconductors, as a class of materials, have attracted
a huge amount of attention not only due to their in-
trinsic fascination but also due to their use in elec-
tronic and optoelectronic applications. At the most
basic level, it is important to measure values for the
electron and/or hole effective mass m�, which is relat-
ed to the band structure and determines how fast these
charge carriers can be accelerated. Such measurements
have been performed using the phenomenon of cyclo-
tron resonance (CR) since it was first proposed, by
Shockley in 1953, on a whole variety of elemental and
compound semiconductors including bulk 3D and
layered 2D structures. However, cyclotron resonance
is capable of providing much more information than
just the value of m� concerning the band structure of
the host material as well as the interactions of elec-
trons with each other and the surrounding lattice.

This article reviews the basic mechanism of CR,
considers how the resonance may be observed ex-
perimentally, and then discusses some of the infor-
mation that can be obtained from the resonance
position and line width. In particular, it addresses the
issue of how the measured m�

CR should be related to
the band edge value m�

0 and how energy level cross-
ings, polaron coupling, spin splitting, and collective
interactions affect the measured CR position.

So What Is Cyclotron Resonance?

In a magnetic field B, the previously continuous
spectrum of electronic energies becomes quantized
into a discrete set of Landau levels (LLs) (as de-
scribed elsewhere in this volume) with energies

ElðB; k8Þ ¼ l þ 1
2

� �
_oc71

2gmBBþ Eðk8Þ ½1�

where l is an integer, oc ¼ eB=m� is the cyclotron fre-
quency, by analogy to cyclotron motion in free space
when m� ¼ m0, the second term accounts for spin
splitting, and Eðk8Þ is the energy of motion (or con-
finement) parallel to the magnetic field. The number of
occupied LLs is known as the filling factor v. (Care is
required with this number as different workers may,
or may not, include spin and valley degeneracy: a full
LL could be described as having v¼ 1 in a bulk sem-
iconductor, v¼ 2 in a GaAs heterojunction, or v¼ 4 in

an Si MOSFET.) Since the free carrier density in most
semiconductors is much smaller than the atomic den-
sity, the Fermi surface only extends to a small fraction
of the Brillouin zone and, to a first approximation, can
be regarded as ellipsoidal; so the cyclotron mass is
equivalent to the effective mass for transport in a
plane perpendicular to B.

Transitions can be made between these LLs by ab-
sorbing a photon of the appropriate energy _o ¼ _oc

– this is the cyclotron resonance. The examples in this
article are taken from degenerate semiconductors,
where the optical transitions are within either the
conduction or the valance band. Traditionally, non-
degenerate semiconductors have also been studied by
CR using cross-bandgap radiation. These interband
transitions can reveal a wealth of information about
the electronic structure of semiconductors, but are
less straightforward to analyze as both bands are
involved and are not considered further here.

Most CR experiments are conducted in the Fara-
day geometry, where the direction of propagation of
the radiation is along B. Hence, the oscillating elec-
tric field is polarized in the plane perpendicular to the
magnetic field, and this is the direction of the elec-
tron motion that is sensed. Another consequence of
the low free carrier density is that the skin depth will
be large and the same electric field is seen throughout
the sample, irrespective of the magnetic field, so the
radiation couples to the center of mass motion of the
electrons and is insensitive to carrier–carrier interac-
tions – Kohn’s theorem. The CR transition has the
selection rule Dl ¼ 71, which accounts for the unit
of angular momentum absorbed from the photon,
and is spin preserving. The choice of sign means that,
by circularly polarizing the radiation only, certain
transitions will occur: conduction band electrons will
only be excited to higher LLs by sþ polarization, so
this is termed electron-active, and the hole CR will
generally only be excited with s� polarization (al-
though sþ will excite certain transitions in the val-
ence band between heavy and light hole levels).

Scattering processes within the semiconductor
means that the LLs are not infinitely narrow, so the
CR is broadened and the line width can be used as a
quantitative measure of the sample quality. If the
average carrier scattering time is t, then CR can be
observed provided oct41, which, in a semiclassical
view, means the carrier must substantially complete a
cyclotron orbit before scattering. This condition can
be rewritten as mB41 (as mobility m ¼ et=m�),
setting a minimum magnetic field of 1/m for the
observation, that is, 10T for a 1000 cm2V–1 s� 1
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sample. In practice, this means CR is normally re-
corded at low temperature (4.2K), where the mobil-
ity is highest, and low-mobility semiconductors can
only be accessed with the highest available magnetic
fields.

Further broadening of the CR line can arise from
dielectric mismatch, especially within layered struc-
tures and at frequencies close to poles in the dielec-
tric response. In some cases, this can completely
mask the effects of lifetime broadening and even
change the line from the clean Lorentzian of Figure 1
to a differential shape, from which it is much more
difficult to extract the true resonance position. This
effect can often be corrected for by modeling the di-
electric response of the particular sample being
investigated.

Magnetoplasmon Mode

The above description of CR as a resonant absorption
is adequate in most cases, but is an oversimplification.
The CR absorption spectrum can be calculated within
the linear response theory as being proportional to the
real part of the dynamical conductivity. FIR illumina-
tion presents a long wavelength perturbation to the
electron plasma, which has a collective response. In a
magnetic field, the plasma excitation modes occur
close to the integer multiples of _oc. The lowest of
these is referred to as the magnetoplasmon mode, and
at small wave vector k, is equivalent to forming a
magnetic exciton with an electron in the upper LL and
a hole remaining in the lower LL. The excitation has
an energy EðkÞ ¼ _oc þ dEðkÞ, where the second term
is the magnetoexciton binding energy due to electron
correlations. Pure CR corresponds to the k¼ 0 limit of
the magnetoplasmon, in which limit dEðkÞ-0 due to

Kohn’s theorem. However, lattice defects, impurities,
band nonparabolicity, and the structural asymmetry
often found in 2D systems can break translational
invariance and allow ka0 modes to mix with the pure
CR mode at k¼ 0. Coupling to other plasmon modes
of the electron gas is then possible, especially when
a metallic grating is applied to the surface of the
semiconductor that imposes spatial periodicity on
the FIR excitation and selects particular wave vectors.
Although there have been suggestions of coupling to
such magnetoplasmons in GaAs and GaN 2DEGs,
the details of these measurements are currently not
explained.

Experimental Techniques

Experimentally, the CR condition for a particular
specimen can be satisfied and the resonance directly
detected in one of two ways: either by applying a
fixed frequency of radiation and varying the magnetic
field, or by fixing the field and varying the frequency.

Swept Field, Fixed Frequency

Conceptually, the former is more straightforward.
Magnetic fields up to B30T can now be generated
in resistive magnets, that are designed to be swept,
and wire-wound pulsed magnetic coils extend this
field range to some 60T. For a typical semiconductor,
the effective mass is in the range of 0.01–1.0m0

which, at the now routinely accessible field ofB10T,
means sources of far infrared (FIR) radiation are re-
quired in the 10–1000 mm range (1–100meV). Suit-
able monochromatic FIR can be obtained from a
molecular gas laser, filled with methanol or deute-
rated methanol at low pressure, that is pumped by a
CO2 laser operating at 9–11 mm. Although thousands
of lines can be obtained from such optically pumped
FIR lasers, most experiments are limited to B20
strong lines, with 118.8 mm being the most popular.
The transmitted FIR is usually detected by a cooled C
bolometer or Ge photodetector and noise reduced
by phase locking with chopping of the CO2 laser
beam. To avoid interference fringes and distorted line
shapes, samples are wedged by a few degrees. This
experimental arrangement works well, but there are
a number of practical difficulties: for example, the
limited number of strong FIR lines, stabilization of
the FIR intensity over the time of the magnet sweep,
transmission of FIR to the sample through trans-
parent windows and evacuated metal light pipes,
which need to be highly polished on the inside to
avoid attenuation, and the limited sensitivity of the
detection arrangement. The last of these can some-
times be improved by taking the ratio of signals from
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Figure 1 Typical FIR transmission through a high-mobility

GaAs 2DEG showing a very narrow CR. (Reprinted with permis-

sion from Hopkins et al. (1987) Physical Reviews B 36: 4789; &

American Physical Society.)
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bolometers mounted just above and below the sample.
It is also possible to detect the CR through changes in
the resistance of the sample being investigated in a
photoconductivity measurement. FIR experiments
provide much higher resolution than the earlier mi-
crowave experiments in fields below 1T, where the
geometry of the microwave resonant cavity has to be
considered and tuned carefully, although the quality
of that data is a tribute to the skill of the researchers.
Measurements at high fields can also be made in the
‘‘quantum limit,’’ where only one LL is initially pop-
ulated as opposed to the classical limit at low fields,
where many LL transitions are involved and broaden
the resonance. Between these limits, studies have been
made of the effect of filling factor on the line width,
which can oscillate with the density of available initial
and final states.

Megagauss fields At higher pulsed magnetic fields
now available in the megagauss region (4100T), the
more powerful CO2 laser can be used directly, and
other possible sources include water vapor, CO, and
HeNe lasers. At the shorter wavelengths, fast
HgCdTe photovoltaic detectors can be used to de-
tect the rapid change in IR intensity. Magnetic fields
up to 180T can be produced using the single turn
coil technique pioneered in the University of Tokyo.
A capacitor bank is discharged through the coil to
give currents of order 2MA for B7ms. The maxi-
mum field is set by the size of the capacitor bank and
the coil diameter, which is B10mm. Although the
coil explodes violently outwards, the cryostat and
sample are left intact and the experiment can be re-
peated. Data from the detector and a pickup coil are
transmitted via optical fiber to a shielded room
where they are recorded on a fast multichannel digit-
iser. The pick-up voltage allows the field to be cal-
ibrated each time to an accuracy better than 2%. A
set of typical CR recordings are shown for several
II–VI semiconductors in Figure 2.

Even higher fields, beyond 600T, can be obtained
using an electromagnetic flux compression technique.
A primary pulse current through an outer primary coil
seeds a magnetic field and induces an opposing sec-
ondary current within an inner copper ring. The rep-
ulsive forces generated rapidly squeeze the ring causing
it to implode and compress the trapped magnetic flux
to a very high field density. Unfortunately, the entire
cryostat and sample are destroyed in this one shot
experiment! However, the extreme fields mean that
CR can be studied in generally very low-mobility
materials, such as the dilute magnetic semiconduc-
tor In1�xMnxAs, where high doping with magnetic
impurities reduces the mobility. Data are shown in
Figure 3 for a temperature-dependent study of CR in

CdS. Notice that at room temperature the CR peak is
over 100T wide. (Further development of this tech-
nique continues in megagauss facilities, particularly in
Tokyo University and the Humboldt University, Berlin,
with fields of 300T reported in 5mm single turn coils
and flux compression at 1000T.)

By contrast, CR has also been observed at very low
fields (20mT), in very high quality GaAs/GaAlAs
heterojunctions where the mobility exceeds
106 cm2V� 1 s�1, using microwave radiation from
17 to 90GHz Gunn diodes. At these low fields, the
cyclotron radius is B0.2 mm which enables potential
fluctuations in the sample to be observed on this
macroscopic scale.

Fourier Transform Spectroscopy

The advent of reliable high-field superconduc-
ting magnets and Fourier transform infrared (FTIR)
spectrometers in the late 1980s provided a real al-
ternative to the swept field CR measurements at dis-
crete energies, although that is still the only way for
fast measurements in pulsed magnets. In this tech-
nique, the FIR source is a heated metal wire or globar
producing a broad spectrum of radiation that passes
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through a Michelson interferometer before passing
through the sample and being detected by a cooled Si
bolometer. By rapidly scanning the moving mirror in
the interferometer, and recording the FIR intensity as
a function of its position, an interferogram can be
produced that is inverted by a hard-wired fast Four-
ier transform to yield a transmission spectrum with a
resolution of B0.1 cm� 1 (0.01meV). Each scan only
takes a fraction of a second, but can be repeated
many times to increase the signal-to-noise ratio. In-
tensity variation in the source spectrum and detector
response can be removed by taking the ratio of spec-
tra with and without the sample present. In practice,
a set of transmission spectra are usually recorded as
the magnetic field is stepped through the range of
interest (Figure 4) and differences are detected from
the ratio of adjacent spectra. As a result of FTIR
spectroscopy, the CR can be followed continuously
as a function of magnetic field or energy, which al-
lows measurements of band nonparabolicity and
subband structure to be made.

Free-Electron Lasers

The limitation of a fixed number of FIR laser lines
can also be overcome by using a free-electron laser

20
80

85

90

95

100

40 60 80 100 120 140 160 180

Energy (cm−1)

Tr
an

sm
is

si
on

 (
%

)

E20

E10

Figure 4 Series of FTIR spectra from 2 to 14T at 0.5T steps for a GaAs heterojunction at 3.5K. The arrows indicate resonant inter-

subband coupling at 12.4 and 20meV. (Reprinted with permission from Michels et al. (1995) Physical Review B 52: 2688; & American

Physical Society.)

0 100 200 300 400 500

B (T)

300 K

150 K

100 K

50 K

8.9 K

n -Cds (B//c) � = 5.53 µm

Tr
an

sm
is

si
on

Figure 3 Temperature dependence of IR transmission through

n-CdS at 5.53mm using ultrahigh magnetic fields. The electron CR

line at 300K is replaced by other lines related to impurity and pho-

non-coupled CR as the temperature is reduced. (Reproduced from

Imanaka et al. (1998) Physica B 246–247, 328–332, with

permission from Elsevier.)

Cyclotron Resonance: Semiconductors 359



(FEL) that can provide radiation from UV to mi-
crowaves. The FEL system consists of an electron
accelerator, an undulator in which the electrons emit
synchrotron radiation, and an optical resonator. For
a given undulator, the output is continuously tunable
over a wide range, for example, 30–250 mm, and
without changing the accelerator energy, the FIR can
be rapidly scanned over a factor of 2 in wavelength.
Since the electrons become bunched within the un-
dulator, they emit radiation in a train of picosecond-
duration micropulses within a macropulse that lasts
for 0.01–5ms with a B10Hz repetition rate, depen-
ding on the installation. At the FELIX facility in the
Netherlands, a fast-pulsed magnet is synchronized to
sweep during the arrival of the FIR macropulse
enabling CR measurements at fields up to 60T.

Time-resolved CR has been studied since the 1970s
on the microsecond scale looking at, for instance,
exciton lifetimes, but at the Stanford FEL installa-
tion, synchronization to the micropulses enables this
to be performed on a picosecond timescale. This al-
lows the carrier relaxation dynamics to be studied in
a magnetic field, particularly when implemented in a
pump-and-probe experiment with a mode-locked
Ti:sapphire laser (Figure 5).

Optically Detected Cyclotron Resonance

Rather than monitoring the FIR absorption directly,
optically detected cyclotron resonance (ODCR) de-
tects the variation in photoluminescence (PL) excited
by a visible laser. ODCR provides several benefits:
undoped samples can be studied since the visible
laser pump provides carriers, the conduction and
valence band can be studied simultaneously, and the
photomultiplier tubes (PMTs) or CCDs used to de-
tect PL offer much greater sensitivity than the usual
FIR detectors. Typically, the luminescence is dis-
persed into a PMT, with a monochromator having a
sufficiently wide exit slit to record the integrated in-
tensity from a single PL line without the need to ad-
just for the diamagnetic shift when sweeping the
magnetic field, and detected at the chopping fre-
quency (B2 kHz) of the visible laser. This output is
fed into a second lock-in amplifier referenced to the
more slowly chopped FIR to produce the ODCR
signal. ODCR can then either be recorded as a func-
tion of the magnetic field or a function of the PL
energy at fixed field.

ODCR is clearly only suited to direct bandgap
semiconductors that have a strong PL signal. Studies
in bulk GaAs show the free-electron CR transitions
and also reveal transitions from the ground to excited
states of donor-bound impurities (Figure 6). Chemical
shifts due to different donor atoms also appear with
improved resolution over photoconductivity measure-
ments. The mechanism behind ODCR is thought to be
that the FIR illumination liberates electrons from do-
nor sites to the conduction band, increasing the im-
pact ionization of bound excitons and so reducing the
PL signal, which is predominantly due to excitonic
recombination. The free electron-related luminescence
makes a much smaller contribution to the PL and has
been shown to increase in GaAs, as expected in this
impact ionization mechanism, but decrease in other
measurements where lattice heating is more impor-
tant. Charged excitons, or trions labeled X� , can also
be considered as particles with energy quantized into a
set of LLs, and CR between these can be used to ex-
tract the trion effective mass and lifetime. In quantum
wells, the ODCR signal is strongly dependent on the
filling factor and, when the cyclotron energy exceeds
the inter-subband separation, can show a complete
transfer of luminescence intensity from the ground to
second subband at resonance.

A development of ODCR is far infra-red-modu-
lated photoluminescence (FIRM-PL) whereby the
whole PL spectrum is recorded at a fixed magnetic
field, by dispersing the luminescence signal onto a
CCD with typically a 1m spectrometer. Two series of
such spectra are taken as the magnetic field is
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stepped, with and without FIR radiation, and the CR
contribution for each of the PL lines can be seen in
their difference (Figure 7). By studying these differ-
ences, as functions of magnetic field, PL, and FIR
power, a lot can be learned about the energy levels
and carrier dynamics within the semiconductor.
However, these data have to be interpreted careful-
ly to account for the changes in carrier distribution
and increase in nonradiative recombination due to
FIR heating.

Effective Mass Measurements

Measurable features of CR include the peak position,
amplitude, and line width. The integrated intensity
of a CR line can be used to obtain the density of
carriers responsible for the absorption, and the line
width gives a measure of their mobility. Here, much
emphasis will be on the position of the resonance,
although discontinuities in position are usually ac-
companied by increases in line width. In many CR
experiments, the position of the resonance is often
recorded in terms of an effective mass, which
removes a linear background compared to the energy
of the transition. For an idealized, isotropic semi-
conductor with a single parabolic energy band (i.e.,
Epk2), CR would yield the same value of effective
mass m�

CR irrespective of the photon energy absorbed
or the direction of measurement. However, real
materials are not that simple.

Crystalline Anisotropy

Crystalline anisotropy can be defined through a ten-
sor as follows:

1

m�
CR

� �
ij

¼ 1

_2
@2E

@ki@kj
½2�

which will depend on details of the electronic band
structure and the underlying crystal structure. The
value measured for m�

CR in a CR experiment is an
average over the extremal orbit taken by an electron
around the Fermi surface perpendicular to the applied
magnetic field. No crystalline structure can be spher-
ically symmetric, so there is an inevitable amount of
anisotropy. By rotating a sample about a magnetic
field, applied along one of the three principal crys-
talline axes, this mass anisotropy can be mapped out
for each electron and hole band (Figure 8). This early
CR data on Si and Ge were instrumental in working
out the band structure of these, and other materials,
and continues to be used as high-quality crystals of
new semiconductors, for example, SiC, ZnO, GaN,
type IIb diamond, become available. As another ex-
ample from the narrow-gap layered semiconductors,
CR has shown that although their crystal structure is
the same as that of Bi2Se3, it has a single conduction
band minimum at the G point whilst Bi2Te3 has six
ellipsoids, like Si. Further, by substituting some of
the Bi by Sb, a material is formed with two distinct
conduction bands.
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The anisotropy becomes very large in low-dimen-
sional structures formed from semiconductor hetero-
structures, where there is considerable confinement
energy in one (or more) direction(s), and the incor-
poration of strain into pseudomorphic layers, for
example, Si/Si1� xGex or GaAs/InxGa1� xAs, adds
further anisotropy especially to the valence band
where heavy and light hole bands show considerable
mixing. CR has been used as a valuable tool for ver-
ifying or adjusting band structure calculations, espe-
cially for p-type quantum wells with many crossing
and anticrossing energy levels.

Nonparabolicity

Semiconductors also, inevitably by definition, have a
small energy difference between the maximum of the
valence band and the conduction band minimum.
The perturbation theory shows that the effect of
multiple bands is to change the curvature of each as a
function of energy, known as nonparabolicity. This
clearly affects m�

CR which can be calculated, using a
five-band k � p model, as

m�
CR ¼ m�

0 1� 2K2

Eg
ð½l þ 1�_oc þ/TzSÞ


 �
½3�

where /TzS is the kinetic energy parallel to the
magnetic field, Eg is the bandgap, and K2 is a factor
characterizing the nonparabolicity. K2 is normally
negative, so the mass increases with energy. This in-
crease can be observed (Figure 9) by changing the
FIR frequency, as when the CR transition occurs at
higher field, _oc is greater and the final state is higher
in the band. Similarly, at fixed frequency, transitions
between different LLs may be resolved as distinct
lines with, for example, l¼ 1 to 2 occurring 10%
higher in field than l¼ 0 to 1. Low-temperature CR
measurements show that m�

CR also increases with
carrier concentration, due to band filling increasing
the energy of the initial state – the Moss–Burnstein
shift. For these reasons, it is necessary to extrapolate
a series of measurements back to zero frequency and
zero carrier concentration if the band edge mass m�

0

is required.
Measurements at higher temperatures show an

apparent increase in mass due to thermal motion
contributing to /TzS, but this can be corrected by
using eqn [3] to show a temperature-independentm�

0.
If lines from different LLs are unresolved, the mass
will also appear to increase with temperature as
higher LLs contribute more through the Boltzmann
factor. Another important contribution to /TzS is
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the confinement energy in heterostructures, which
generally results in 2D systems having larger m�

0 than
the corresponding bulk semiconductor (Figure 10).

Polaron Coupling

In polar semiconductors, there is an additional con-
tribution to the nonparabolicity from polaron coup-
ling, of similar magnitude to that from the band
structure. When an electron moves, it attracts (re-
pels) the positive (negative) ions and the associated
strain field dresses the electron into a composite par-
ticle known as a polaron, having a greater effective
mass expressed asm�

pol ¼ m�ð1þ a=6Þ, where a is the
Fröhlich coupling constant that varies from 0.07 in
GaAs to 1.2 in ZnO. This leads to a nonparabolicity
contribution of

Kpol
2 ¼ � 3aEg

40_oLO
½4�

where oLO is the longitudinal optic phonon energy,
which explains the apparent discrepancy between a
calculated value of � 1.4 for K2 in GaAs with the
� 1.8 measured by CR. While this mass enhancement

is clearly observed in bulk semiconductors, it can be
screened out in a 2DEG at low temperatures, reap-
pearing at higher temperatures where the screening is
less efficient as shown in Figure 10.

Another way to view the effects of electron–phonon
coupling is shown in Figure 11. Anticrossing between
the second LL and first LL plus an LO phonon opens
an energy gap and bends energy levels, even well away
from the resonant polaron condition, where
_oc ¼ _oLO. The two branches of this upper level
can be traced out using CR at energies above and
below the reststrahlen band; however, close to this
region, careful interpretation of the results is required
to account for the FIR transmission and internal re-
flections especially in layered heterostructures. Some
CR measurements within the opaque reststrahl of
GaAs have been made by viewing CR in reflection,
whereby the light passed through a thin 2D layer on
the way to and back from the highly reflective bulk
substrate, and by mounting very thin layers on a
transparent substrate. For InSe, a¼ 0.3 which leads to
a very large resonant polaron splitting and allows CR
lines from both branches to be seen outside the rests-
trahl over a wide field range.

Besides changing the CR energy, the additional
electron–phonon scattering at resonance leads to an
increase in the line width. Inter-Landau level transi-
tions can also occur via phonon absorption/emission
when the optic phonon energy is an integer multiple
of the cyclotron energy – known as magnetophonon
resonance (MPR). It is seen at temperatures B80–
200K, where there is a favorable balance between
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phonon population and LL broadening. While MPR
is normally observed as peaks in the magnetoresist-
ance, it can also be seen through oscillations in the
CR line width.

Shifts and Coupling of the Resonance

It is already seen that the CR position can be altered
by the electron–phonon interaction. This section

discusses some of the other mechanisms responsible
for moving and broadening the absorption lines.

Subband Structure

2D systems may have several electric subbands, due
to confinement as distinct from the different symme-
tries of heavy and light holes. Transitions between
LLs of different subbands are usually forbidden, but
the presence of a magnetic field component in the 2D
plane mixes these states forming resonant subband-
Landau-level coupling (RSLC) between, for instance,
the l¼ 1LL of the E0 subband and the l¼ 0 level of
the E1 subband. Thus, subband energies can be de-
tected in tilted field CR as a discontinuity in m�

CR as a
function of energy (or field, as these are usually FTIR
experiments), accompanied by an increase in the line
width at the RSLC condition (Figure 4). This method
has been successfully used to elicit the energy level
spectra for a wide variety of structures, including he-
terojunctions, quantum wells, and superlattices. In
high-quality samples, the CR splits to reveal transi-
tions to the upper and lower branches, and shows a
transfer of oscillator strength from one to the other on
passing through the resonance. By contrast to direct
inter-subband transitions, which require the light to
be polarized perpendicular to the interface and ex-
hibit a significant depolarization shift, in CR, the light
is polarized parallel to the interface (even in tilted
fields due to the high dielectric constant of most sem-
iconductors) and depolarization shifts are very small.

Shifted CR

The resonance position can, however, be shifted if
carriers are bound to a harmonic potential D when the
CR position is described by ð_oÞ2 ¼ ð_ocÞ2 þ D2.
This is the case in n-ZnO and n-CdS, where the elec-
trons are in very shallow traps (not bound impurity

0
0.0665

0.0670

0.0675

0.0680

0.0685

0.0690

0.0695

50 100 150 200 250 300

T (K)

m
∗ C

R
/m

0

2DEG

Bulk GaAs

Figure 10 Comparison of the temperature dependence of mn
CR in 3D and 2D GaAs. Temperature-dependent screening of the polaron

contribution in 2D is seen by the difference between the dashed extrapolation from high temperature and the data. Note the increase due

to confinement in 2D. (Adapted with permission from Hopkins et al. (1987) Physical Review B 36: 4789; & American Physical Society.)

0

E
ne

rg
y

Cyclotron frequency (�c)

�LO

−�h�LO

�LO

l = 0

l = 1

l = 0 +
phonon

h

Figure 11 Schematic representation of the polaron coupling

between the first two LLs. Dashed lines show the unperturbed

levels, arrows are the CR transitions.

364 Cyclotron Resonance: Semiconductors



states), resulting in trapped (not free) electron CR, and
can also be seen in quantum wells, where fluctuations
in well width lead to carriers being confined to local-
ized islands. For shifted CR to be observed, the local-
ization length needs to be greater than the cyclotron
radius, but not so large that the perturbation is the
same for the initial and final state.

Landau Level Hybridization

An interesting example of level crossing occurs in
InAs/GaSb heterojunctions, where the conduction
band minimum in InAs can be below the valence
band maximum in GaSb. This leads to a semimetallic
system with spatially separated electron and hole
gases, unless the structure contains narrow quantum
wells (usually of the InAs), where the additional con-
finement uncrosses the energy gap to produce a semi-
conducting arrangement. CR can be observed between
both electron and hole LLs, and by following their
position as a function of magnetic field, the relevant
band edge energies can be found. In the semimetallic
system, strong oscillations of the CR line width and
amplitude have been observed that disappear when
the electron and hole layers are separated by a thin
barrier (B2nm AlSb). These oscillations correspond
to line width maxima whenever electron LLs and hole
LLs cross, at which point energy gaps arise from hy-
bridization of the electron and hole LLs. The hybrid-
ization only happens when the electron and hole wave
functions can overlap by tunneling through the inter-
face, which is why a thin barrier is sufficient to remove
the effect. Similar hybridization effects have been seen
in coupled GaAs quantum wells, forming symmetric
and antisymmetric wave functions.

Spin Splitting

As evident from eqn [1], there are separate LL fans
for each spin state and, in a nonparabolic band, the
spin preserving CR transitions will be at different
energies for spin-up and spin-down carriers, which
enables the g-factor to be measured. FIR only excites
bare electrons in a homogeneous layer (Kohn’s the-
orem), so the g-factor measured in CR is the single-
particle value and not the enhanced value detected in
transport measurements. While this splitting is small
in wide-gap materials, such as GaAs, where
g¼ � 0.44, and only observed in the quantum limit
(see below), spin split CR is readily seen for narrow-
gap semiconductors, such as InSb (Figure 12), where
the proximity of conduction and valence bands leads
to strong nonparabolicity as well as a large g-factor.
For InAs with g¼ � 15, the spin energy gap is so
large that at low density and temperature, only the
lower spin state is populated and only one CR line

observed, but once the second spin level becomes
populated at higher temperature (or density), the
second line appears. The onset of the second line can
be used as a measure of carrier density.

Dilute magnetic semiconductors, such as In1� x

MnxAs, have been observed to have ferromagnetic
phases below B50K that are of interest for spin-
tronic applications. The ferromagnetic exchange be-
tween Mn ions is believed to be hole mediated and
strongly affect both the conduction and valence band
parameters due to the narrow bandgap. Megagauss
hole CR, in Figure 13, shows lines that shift to lower
fields and intensify as the ferromagnetic phase is en-
tered, consistent with the additional Mn exchange
field increasing the spin splitting. In this regime, k � p
calculations show that the spin splitting varies with
temperature, magnetic field, and Mn concentration
leading to g-factor that varies from � 20 to þ 100.
Again, CR experiments are vital to validate and refine
these calculations.

Although spin–split electron CR is commonly
observed in bulk GaAs, it has only been seen in
2DEGs at very low electron densities with vo1/10.
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At this very low filling factor and 100mK, only the
lowest transition is seen at the position expected in
bulk GaAs. The upper spin level becomes thermally
populated and two lines appear by 1K with their
relative intensities following the level of populations
governed by Boltzmann statistics and separated by
the spin splitting expected in the single-particle pic-
ture. For 1/10ovo1/6, this picture starts to break
down with a smaller splitting than expected and for
v41/6, through to v¼ 2, only one line is seen that
shifts from the position of the lower spin transition
by up to half the spin splitting as the temperature
increases. These results have been explained by a
model, whereby the cyclotron motions of the two
spin states are coupled by the Coulomb interaction,
which depends on the total electron density. The CR
spectrum consists of hybridized spin-up/spin-down
states with the position of the single peak determined
by the relative spin population. Throughout the tem-
perature and field region where fractional quantum
Hall effect (FQHE) features are seen in transport
experiments, there are no deviations of CR mass or
line width showing that CR is not affected by the
electron correlations responsible for FQHE.

A similar two-component situation arises in Si
where there is a mass splitting between the two- and
fourfold degenerate valleys. Again, only a single CR
line is observed until the system is considerably per-
turbed by uniaxial stress. Attempts to explain this
rely on electron–electron interactions perturbing the
single-particle states.

Summary

The basis of CR in semiconductors has been dis-
cussed with an emphasis on the various experimental
techniques that can be employed and the information
that can be extracted. CR has been applied to a wide
variety of different bulk materials and heterostruc-
tures, including elemental semiconductors, wide and
narrow gap III–Vs, II–VIs, and magnetics. Although
only a limited number of examples have been given
here, the same principles apply to all materials. Each
time better material becomes available, CR reveals
more about the band structure, and as experimental
facilities improve, the technique can be extended to
more imperfect crystals. However, there are still un-
explained couplings and anomalies reported that test
our understanding of the way electrons interact with
radiation in semiconductors.

This article has concentrated on FIR absorption as
a measurement technique. Transitions from higher to
lower LLs can also produce emission at the CR
energy, and indeed, cyclotron resonance laser action
was demonstrated in Ge in the 1980s. While this is
an important aspect of CR in semiconductors, it is
beyond the scope of the present article.

See also: Cyclotron Resonance: Metals; Defect Centers in
Insulating Solids, Optical Properties of; Dielectric Function;
Effective Masses; Electron–Phonon Interactions and the
Response of Polarons; Electronic Structure Calculations:
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Nomenclature

B magnetic field (T)
Eg semiconductor energy gap (eV)
E0, E1 energy of confined subband (eV)
E(k) electronic energy as a function of wave

vector (eV)
g Landé g-factor (dimensionless)
k FIR or electronic wave vector (m� 1)
k|| wave vector in a direction parallel to the

magnetic field (m� 1)
K2 nonparabolicity factor (dimensionless)
Kpol

2 polaron nonparabolicity factor (dimen-
sionless)

l integer Landau level index (dimension-
less)

m0 free-electron mass (kg)
m� effective mass (electron or hole, unspec-

ified) (kg)
m�

CR measured cyclotron resonance effective
mass (kg)

m�
0 band edge effective mass (kg)

/TzS average electron kinetic energy parallel
to magnetic field (eV)

a Fröhlich coupling constant (dimension-
less)

m carrier mobility (cm2V� 1 s� 1)
v Landau level filling factor (dimensionless)
t carrier scattering time (ps)
o frequency of radiation (rad s� 1)
oc cyclotron frequency (rad s� 1)
oLO longitudinal optic phonon frequency

(rad s� 1)
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Introduction

‘‘Spectroscopy’’ can be defined as the study of proc-
esses that, in a very general and schematic way, can
be described as follows

Pðji; e; p; a4Þ þ TðjI;E;p; b4Þ-
T̃ðjF; Ẽ; *p; b4Þ þ P̃ðjf ; e; p̃; *a4Þ þ?

where P is a projectile (e.g., a photon, an electron, a
proton, or a heavier particle) in a given initial state
jiS (characterized by its energy e, momentum p, and/
or quantum numbers a), and T is a target (e.g., an
atom, or a molecule, or a condensed system) in a
given initial state jIS with energy E, momentum p,
and quantum numbers b. Products of this generalized
collision that conserves energy and momenta can be
the same colliding species in different states, or dif-
ferent species resulting from the fragmentation and/
or annihilation of the projectile and/or the target.

In greater detail, deep-level spectroscopy is a speci-
fic branch of spectroscopy that studies excitations or
ionizations of the inner-shell (deep level) electrons of
atoms, molecules, and condensed systems, produced
by impact with X-ray photons, high-energy elec-
trons, or (less frequently) heavy particles. Different
emission products can be collected and lead to dif-
ferent experimental methods: electron spectrometry,
fluorescence spectrometry, ion spectrometry, and
their combinations in coincidence measurements,
which completely define the full emission pattern
following the collision.

A specific class of experiments is that in which the
particles selected by the detector are electrons of
energies characteristic of the target and, in good ap-
proximation, independent of the way in which the
system has been ionized or excited. These electrons
are called Auger electrons in the name of the French
physicist who, in 1924, using a Wilson chamber to
study X-ray photoionization of atoms, observed the

appearance of fast electrons with energy dependent
on the photon energy, and slow electrons with energy
independent of that, but characteristic of the emitting
atom. Auger also observed that each pair of fast
(photo-)electron and slow (Auger-)electron origin-
ated from the same point (atom), but the directions
of emission of the two electrons were random and
mutually independent; furthermore, photoelectrons
not accompanied by an Auger electron were also
present.

The typical experimental apparatus used for deep-
level spectroscopies consists of a source of projectiles
prepared with specific characteristics and ejected
through a collimated beam into the reaction volume
where collisions between particles and targets take
place. Specific reaction products are then accepted by
a detector in the direction of its finite entrance slit
and counted in terms of their kinetic energy (or mo-
mentum, or other properties) thus providing intensity
distributions, for example, IlðEkin; k̂Þ, that represents
the energy spectrum of the particles l ejected along
the direction k̂. Global spectra, independent of the
direction of emission, are then obtained by integra-
ting these intensity distributions, that is, by collecting
particles from all the directions of emission. In co-
incidence measurements and in more sophisticated
experiments, several detectors are used simultane-
ously to obtain spectra that plot conditional intensi-
ties, for example, the probability of finding two or
more particles with selected energies along specific
directions.

The essential parameters that characterize these
experiments are

* properties and preparation of the incident projec-
tiles, for example, in the case of photons: energy
(selected by a monochromator), intensity, and
polarization;

* targets of the experiment, that is, observables of
interest and dynamics of these observables in-
duced by the collision; for example, in the case of
atomic systems: energy levels, transition rates,
angular distributions of ejected fragments, cross
sections of fragmentation processes, and so on;
and



* position and properties of the detector(s), that is,
acceptance solid angle, transmission, resolution,
and efficiency.

The experiment can be performed at a different level
of accuracy, meaning with a different resolution: in
an ‘‘ideal experiment,’’ the target and projectile are
prepared in a well-defined initial state and the colli-
sion products are collected in coincidence and com-
pletely characterized in their final states. Optimal
resolution has been significantly approached in recent
experiments of electron spectrometry on light atoms
and on simple molecules, excited or ionized by mono-
chromatized energy-tunable synchrotron radiation.

The theoretical analysis of these experiments is
based on the well established and formally developed
branch of quantum mechanics known as ‘‘quantum
collision or scattering theory.’’ Its effective implemen-
tation for a quantitative study of real experiments,
however, is quite difficult and becomes progressively
less accurate and more phenomenological as the
number of particles in the system increases.

This article considers photoprocesses in atomic
systems produced by the absorption of a monochro-
matized (l) energy-tunable ð_oÞ radiation in the
X-ray region, that is, 0:1 Åolo100 Å; 128 keV4
_o4128 eV. These processes provide a unique oppor-
tunity to explore the dynamics of the many-body
interactions in quantum systems, since the radiation–
matter interaction, which changes the internal struc-
ture of the target, has the special advantage of being
known exactly.

The quantum theory of photoionization is sum-
marized briefly.

Theory of Photoionization

Using the first-order time-dependent perturbation
theory and dipole approximation, one can prove
that the correct quantum-mechanical transition rate
(probability per unit time) of a photoionization proc-
ess, in which an atomic system in its ground state
jCoS is promoted to a final state jC�

akS by an inci-
dent radiation field of frequency o and polarization
direction #e inside a volume V, can be expressed by

dWo-a

dk
¼ 2p

_
j/CojĤintjC�

akSj2

� dð_oþ Eo � EÞ

Ĥint ¼
2p_o

V

� �1=2

�e�iot#e�
X

j

qjr j

where {qj} are the charges of the particles in the tar-
get, E ¼ Ea þ ek is the energy of the scattering state,
and Eo that of the ground state. In this expression,

C�
ak is a scattering wave function with normalization

/C�
akjC�

bpS ¼ dabdðk� pÞ and incoming-wave boun-
dary condition (–); the latter assures the appropriate
asymptotic behavior of the wave function for a proc-
ess in which a particle is ejected from the target along
a specific direction k̂. The wave function C�

ak repre-
sents the final state of the process with one electron
ejected with momentum k and energy ek ¼ _2k2=2m,
and the ionized target left in a state ja;EaS. Upon
dividing the transition rate by the incident photon
current density c=V, one gets the (triple) differential
cross section of the joS-ja; kS process

dso-a

dk
¼ 4p2o

c

� �
/C0j jÔ#ejC�

akSj2

� dð_oþ Eo � EÞ

where Ô#e ¼ #e �
P

j qjr j is the dipole operator. Note
that, if the state ja;EaS of the ionized target is an
excited state with finite lifetime t ¼ _=Ga, the d-func-
tion in the above expression is substituted by a
Lorentzian function LGa such that

lim
Ga-0

Ga=2p

ð_oþ Eo � EÞ2 þ ðGa=2Þ2

¼ dð_oþ Eo � EÞ

The above cross section gives the angular distri-
bution of a photoelectron ejected from the target
along a direction k̂ defined in the target frame. The
corresponding direction of emission in the laboratory
frame can be easily obtained if one knows the target
orientation. If, however, the irradiated system con-
sists of an ensemble of randomly oriented targets, the
theory shows, in agreement with the experiment, that
the measured angular distribution of the photoelec-
trons ejected along a given direction r̂, defined with
respect to the quantization axis ẑ (which, for linearly
polarized light, is the same as the electric field direc-
tion,) is given by the simple expression

dso-a

dr̂
¼ so-a

4p
½1 þ b P2ðcos yÞ�;

cos y ¼ r̂ � ẑ

Here so-a is the total cross section of the process,
P2ðcos yÞ ¼ ð1:5 cos2 y� 0:5Þ is the second Legend-
re polynomial, and b is called the angular distribu-
tion or anisotropy parameter.

If the X-ray photon absorption gives rise to a
metastable state jFrS embedded in the continua of M
decay channels fjc�

akSg, the appropriate scattering
wave function for the final state of the process is
given by Fano’s theory of the interaction between
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discrete and continuous states

jC�
akS ¼ jc�

akSþ jF�
r S

/FrjĤ � Ejc�
akS

E � Er � iGr=2

F�
r

�� S ¼FrSþ
X
b

Z jc�
bpSdp/c�

bpjĤ � EjFrS

E � ðEb þ epÞ � i0þ

where {Eb} are the energies of the ionized target and
Er that of the metastable state, whose natural width
is Gr. The cross section of the process is, therefore,
given by

dso-a

dk
¼ 4p2o

c

� ������/CojÔ#ejc�
akS

þ/Co Ô#e

��� ���F�
r S

/FrjĤ � EjC�
akS

E � Er � iGr=2

�����
2

� dð_oþ Eo � EÞ

and consists of three contributions: that due to the
direct photoionization (square modulus of the first
amplitude), that due to the two-step process (square
modulus of the second term) with a characteristic
Lorentzian profile, and an interference term which
can distort the Lorentzian profile asymmetrically.

For two-step photoionization processes (emission
of a photoelectron with momentum p and energy ep,
followed by Auger decay with an electron ejected
with momentum k and energy ek), one can approx-
imate the scattering wave function with the product

jY�
akpðEÞSCjC�

akðEpÞSjZpðepÞS

where C�
ak is the wave function for the decay process,

ZpðepÞ is the spin orbital of the ejected photoelectron
and E ¼ Ea þ ek þ ep ¼ Ep þ ep is the energy of the
stationary state. The (sixfold) differential cross sec-
tion, that gives the conditional probability of col-
lecting the photoelectron with momentum p and the
Auger electron with momentum k simultaneously, is
given by

d2so-a

dk dp
¼ 4p2o

c

� �
j/CojÔ#ejY�

akpSj2dð_o� DÞ

p

j/CojÔ#ejF�
r ; ZpS/FrjĤ � EpjC�

akSj2

ðEp � ErÞ2 þ G2
r =4

� dð_o� DÞ

where D ¼ E � Eo and the contribution of the direct
double photoionization has been neglected. In Auger
spectroscopy, only electrons produced by the decay
process are recorded; therefore, the cross section rele-
vant to an experiment, in which they are collected

from all the directions and selected in terms of their
kinetic energy e, is given by

dso-a

de
¼
Z

dðe� ekÞdk
Z

d2so-a

dk dp
dp

p
Drðo; eÞMraðeÞ
ðeA � eÞ2 þ G2

r =4

where eA ¼ Er � Ea is the nominal Auger energy of
the ejected electrons and

Drðo; eÞ ¼
Z

j/C0jÔ#ejF�
r ; ZpSj2dð_o� DÞ dp

MraðeÞ ¼
Z

j/FrjĤ � EpjC�
akSj2dðe� ekÞ dk

The structure of this cross section shows that, in the
two-step approximation, the Auger lines have a Lore-
ntzian shape of width equal to the natural width of
the core-ionized state. Note that, in this approxima-
tion, the angular distribution of Auger electrons
ejected from an ensemble of randomly oriented tar-
gets has exactly the same structure as that given
above for photoelectron emission. If, however, the
decay process is not clearly separate from the pri-
mary photoionization, the scattering wave function
Y�

akp cannot be approximated by a simple product,
and antisymmetrization and correlation contribu-
tions have to be included.

Photoprocesses in Atomic Systems

Since, in the independent particle model of an atomic
system, each electron is described by a single-particle
function (called spin–orbital and corresponding to
a specific energy level) and the dipole operator is a
single-particle operator, one expects that the main
photoprocesses are one-electron processes, that is,
one-electron excitations with discrete spectrum and
one-electron ionizations with continuous spectrum.
However, since the electronic motion is correlated by
the Coulomb interaction potential:

V̂c ¼
1

4pe0

X
ioj

e2
0

jr i � r jj

many-electron processes induced by the photointer-
action are also possible. Among them, the most
important ones are two-electron processes, that are
classified as satellite or direct processes when two
electrons are simultaneously excited or ionized or
one is excited and the other ionized, and two-step
processes when the primary excitation or ionization
of an inner-shell electron is followed by radiative
decay (fluorescence) or nonradiative (autoionization
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or Auger) decay. It is clear that, in the case of two-
step processes, the final state can also be reached
through a direct path, which can compete and inter-
fere with the two-step path modifying the spectral
profiles appreciably. In this case, the distinction be-
tween direct and two-step processes breaks down
and a unified description of the global process is
necessary.

These processes are separately considered.

Direct Photoionizations

A direct photoionization is a one-step process in
which a monochromatized X-ray photon of energy
_o is absorbed by the target and leads to the emission
of a photoelectron of energy e ¼ _o� EI, if _o is
greater than the ionization energy (EI) of the system
and the recoil energy of the target (due to conservat-
ion of the total momentum) is negligible. This radi-
ation–matter interaction mode is called photoelectric
effect and the resulting structures in the energy
spectrum of the ejected photoelectrons are called
main photolines, if produced by a simple ioniza-
tion, and satellites or discrete photolines, if produced
by processes in which one electron is ionized and
another one simultaneously excited. The continuous
energy distribution due to direct double ionizations,
in which two ejected electrons share the available
energy, are called continuous satellites.

The photoelectron spectra show the dependence of
the electron yield, that is, of the number of electrons
recorded within a certain time interval at a given

intensity of the incident light, on the measured kine-
tic energy e or on the modulus of the binding energy
jEBj ¼ EI ¼ _o� e of the ejected electrons, or on the
photon energy (see Figure 1). In these spectra, one
observes discrete structures (peaks) at specific energy
positions, with different height and width, two fea-
tures that are related to the intensity (probability)
of the specific process. The theory shows that the
appropriate measure of the intensity is the area under
the photoline, a number which strongly depends on
the lineshape. This shape is the result of three con-
tributions: (1) the energy distribution of the incident
radiation, usually described by a Gaussian function
GB, centered at the nominal photon energy and with
full width at half maximum (FWHM) equal to the
‘‘bandpass’’ (selected energy interval) of the mon-
ochromator; (2) the energy distribution of the core-
hole state, that is described by a Lorentzian function
LG, whose FWHM G is called the natural or inherent
width of the state; and (3) the spectrometer function,
usually approximated by a Gaussian function Gsp,
centered at a nominal kinetic energy e0 and with
FWHM equal to the ‘‘pass-energy’’ of the spectro-
meter. The convolution of these three functions yields
the experimental distribution function FexpðeÞ ¼
Gsp#LG#GB of photoelectrons detected at a given
energy e. The measured intensity along a given direc-
tion Iexpðe; k̂Þ is the area under the photoline recorded
within a certain time interval, in which Nph photons
per second hit a sample of targets of density
r. This intensity, corrected for the efficiency and
luminosity of the spectrometer (S), is given by the
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Figure 1 Threshold photoelectron spectrum in the region of Ne[1s� 1] ionization. The satellites on the low-energy side of the spectrum

are due to the decay of metastable Ne½1s 2s22p6np; n ¼ 3;4;y� states; the broadening on the high-energy side is due to post-collision

interaction (PCI) between the slow photoelectron and the faster Auger electron emitted in the decay of the inner hole (see text). (Adapted

from Avaldi L, Dawber G, et al. (1995) Measurement of Ne 1s and 1s nl satellite photoelectron spectra near threshold. Physical Review A

51: 5025.)
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expression

Iexpðe; kÞ ¼ Nph rSFexpðeÞ
ds
dk

where ds=dk is the differential cross section of the
process, which is independent of the specific features
of the experiment and can be predicted ab initio by
the theory. Note that X-ray photons interact with
matter not only through photoelectric effect, but also
through Compton and coherent scattering. In the
Compton (incoherent) scattering, one photon col-
lides with the target losing part of its energy and
deflecting from the original direction. Results of this
collision are electrons ejected with lower energies
and a broad spectral distribution of scattered pho-
tons (Compton profile), related to the momentum
distribution of the electrons in the target. Compton
scattering is important especially at high X-ray
energies and with elements of low atomic number.
In the coherent (or elastic) scattering, instead, one
photon is scattered without excitation or ionization
of the target. This process occurs mostly at low
energies and with elements of high atomic number.

Decay Processes

The absorption of a monochromatized X-ray photon
can lead to the creation of a core-excited or a core-
ionized state, which is metastable and spontaneously
decays with a characteristic lifetime into a lower-
energy state. In particular, when the frequency of
the incident X-ray photon is tuned below or closely
above a core-ionization threshold, core-excitations
take place and the process is called resonant X-ray
scattering or X-ray Raman scattering. The decay pro-
cess can follow either a radiative path (i.e., emission
of X-ray photons of energies f_og and intensities
fIRð_oÞg that constitute the fluorescence spectrum) or
a nonradiative path (i.e., autoionization (after core-
excitation) and Auger decay (after core-ionization)
with emission of Auger electrons of characteristic
energies feA

j g and intensities fIAðeA
j Þg that constitute

the Auger spectrum). The global decay probability
can be partitioned into a fluorescence yield: oR ¼
IR= IR þ IAð Þ and an Auger yield: oA ¼ IA= IR þ IAð Þ,
where IR ¼

P
o IRð_oÞ and IA ¼

P
j IAðeA

j Þ are the
intensities of the radiative (R) and nonradiative (A)
decay channels. One can predict from the theory
and observe experimentally that, for atomic numbers
Zo30, the Auger yield is bigger than the fluorescence
yield, while for Z430 the radiative decay becomes
dominant.

The decay processes correspond to electronic tran-
sitions between levels that, in atoms, are classified
according to their quantum numbers ðn; l; j ¼ l71Þ.

These levels are grouped into shells and subshells
that, in spectroscopic notation, are

* K-shell ðn ¼ 1; l ¼ 0; j ¼ 1=2jNel
max ¼ 2Þ, the

most tightly bound shell which contains a maxi-
mum number of electrons Nel

max ¼ 2n2 ¼ 2;
* L-shell ðn ¼ 2jNel

max ¼ 8Þ, the next most tightly
bound shell which consists of three subshells:
LIðn ¼ 2; l ¼ 0; j ¼ 1=2jNel

max ¼ 2j þ 1 ¼ 2Þ,
LIIðn ¼ 2; l ¼ 1; j ¼ 1=2jNel

max ¼ 2Þ,
LIIIðn¼ 2; l ¼ 1; j ¼ 3=2jNel

max ¼ 4Þ;
* M-shell ðn ¼ 3jNel

max ¼ 18Þ with five subshells:
MIðn ¼ 3; l ¼ 0; j ¼ 1=2jNel

max ¼ 2Þ; MIIðn ¼ 3;
l ¼ 1; j ¼ 1=2jNel

max ¼ 2Þ; MIIIðn ¼ 3; l ¼ 1; j ¼
3=2 Nel

max

�� ¼ 4Þ; MIVðn ¼ 3; l ¼ 2; j ¼ 3=2jNel
max ¼

4Þ; MVðn ¼ 3; l ¼ 2; j ¼ 5=2jNel
max ¼ 6Þ;

and so on, until the last natural element, uranium
ðZ ¼ 92Þ, with the last two electrons in the subshell
OVIII.

Fluorescence spectra The radiative decay of me-
tastable states gives rise to emission of X-ray series,
that are classified according to the shell that is filled
and to the relative intensity of the emitted radia-
tion. Thus, for example, the K-series corresponds to
the filling of the K-shell and one distinguishes be-
tween the more intense Ka-rays produced by L-K
transitions: Ka1

ðLIII-KÞ and Ka2
ðLII-KÞ, and the

less intense Kb-rays produced by M,N-K transi-
tions: Kb1

ðMIII-KÞ, Kb2
ðNII;III-KÞ, Kb3

ðMII-KÞ,
Kb4

ðNIV;V-KÞ, Kb5
ðMIV;V-KÞ. The L-series corre-

sponds to the filling of vacancies in the L-subshells
and one distinguishes between the more intense La1-
and La2-rays produced by MV,IV-LIII transitions,
and the less intense Lb-rays produced by M,N,O-L
transitions: Lb1

ðMIV-LIIÞ, Lb2
ðNV-LIIIÞ, Lb3

ðMIII-LIÞ, Lb4
ðMII-LIÞ, Lb5

ðOIV;III-LIIIÞ.
In addition to the main transitions, there are also

satellite lines that are due to the radiative decay of
two- and three-hole states produced in the primary
photoionization, for example, KL-LL and KLL-
LLL transitions. An example of fluorescence spec-
trum is shown in Figure 2, where the intensity of the
X-rays produced by main and satellite transitions
following 1s ionization of Ne is plotted as a function
of the energy of the emitted radiation.

Auger spectra The nonradiative decay of core-ion-
ized states gives rise to Auger spectra in which the
electrons are detected with energies characteristic of
the target and mostly independent of the photon
energy. The transitions associated to the spectral lines
are called normal (or diagram) Auger if the initial
state of the decay is a core-hole state, produced by
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the absorption of a photon whose energy is higher
than the core-ionization threshold. The emitted elec-
trons have nominal energies feA

j ¼ Eið1hÞ � Efj
ð2hÞg

resulting from the difference between the energy of the
initial (i) one-hole (1 h) state and the energy of each (j)
two-hole (2 h) final (f) state of the target. The Auger
transitions are usually classified as main (or diagram)
transitions, if the initial hole is in the K-shell, for
example, K-L1L2 in Ne, and Coster–Kronig and su-
per Coster–Kronig transitions, if the final state has,
respectively, one or two holes in the same shell in
which the initial state has its hole. Examples of
Coster–Kronig and super Coster–Kronig transitions
are, respectively, the LI-LII,III MI transitions in Mg
and the NII,III-NIV,V NIV,V transitions in Xe.

The shape of a typical Auger line, (i.e., that pro-
duced by a decay process completely separated from
the primary photoionization (two-step process)) is
obtained from the convolution of two Lorentzian
functions LGi and LGf (that give the energy distri-
butions of the initial (i) corehole and the final (f)

two-hole state of the process) with the spectrometer
function Gsp centered at a nominal kinetic energy.
This convolution yields the experimental distribution
function Ffi

AðeÞ ¼ Gsp#LGf
#LGi

¼ Gsp#LGfi
of the

Auger electrons recorded at a given energy e. In
this expression LGfi

¼ LGf
#LGi

is a Lorentzian with
FWHM Gfi ¼ Gf þ Gi. The intensity of the Auger
electrons produced by the transition is given by the
expression

Ifi
AðeÞ ¼ Nph rSFfi

AðeÞspho
fi
A

where sph is the photoionization cross section (first
step of the process) and ofi

A the partial Auger yield
(second step of the process). Note that, when the
photon energy is close to the core-ionization thresh-
old, the Auger emission can be influenced by the
presence of a slow photoelectron. The resulting inter-
action between the two escaping electrons in the field
of the doubly ionized target is called post-collision
interaction (PCI). The main consequence of PCI is an
energy distribution of the emitted electrons that is
no longer described by a Lorentzian function, but
becomes asymmetric, broadened, and displays maxi-
mum shift in energy.

Together with the lines associated with the normal
Auger transitions, one also observes satellite lines,
which are called photosatellites if produced by the
decay of one-hole states in which another electron
has been simultaneously ejected (shake-off), for ex-
ample, KL-LLL, or excited (shake-up) to an empty
level ðL�Þ. In the latter case, the electron can either be
directly involved in the following decay process, for
example, KL�-LL (participator transition), or act
as spectator, for example, KL�-LLL� (spectator
transition). An example of Auger spectrum with
photosatellites is given in Figure 3.

In addition to these satellites produced by two-
electron processes in the primary photoionization,
there are also satellites due to double Auger transi-
tions that are three-electron processes in which the
third electron is either excited to an empty level, for
example, K-LLL� (discrete double), or ejected into
the continuum, for example, K-LLL (continuous
double). A schematic representation of normal and
satellite transitions from core-hole and shake-modi-
fied core-hole states is given in Figure 4.

A separate group of peaks is that in which the
initial state of the decay process is a core-excited
state of the neutral system, that is, a discrete metast-
able state produced by the absorption of a mono-
chromatized photon of energy _ores below the
core-ionization threshold, for example, 1s-np in
Ne. The autoionization of this state produces elec-
trons with nominal energies feA

j ¼ _ores � Efj
ð1hÞg
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either through a participator or a spectator transi-
tion. These excitations with their autoionization de-
cay are called resonances and ought to be described
as one-step processes (called Auger resonant or

Auger resonant Raman), since the shape of the emis-
sion spectra are strongly dependent on the energy of
the exciting radiation. The final state of these reso-
nances can be reached via two indistinguishable
pathways (a direct photoionization and a two-step
process); it follows that the corresponding ampli-
tudes can interfere and give rise to peculiar asym-
metric lineshapes, called Fano profiles: see Figure 5.

Due to their similarity with a normal Auger proc-
ess, the spectator transitions are also called reso-
nance Auger or autoionization spectator transitions.
Furthermore, due to correlation effects (orbital rela-
xation) during the decay process, it is also possible
that the spectator electron can be promoted into a
different orbital (shake-up) or even ejected into the
continuum (shake-off). These processes are called
shake-modified spectator transitions or resonance
shake transitions.

Finally, there are also combinations of radiative
and nonradiative transitions, called radiative Auger
decay, in which the emission of a photon is accom-
panied by the simultaneous excitation or ejection of
one electron.

Photon Impact Versus Electron Impact

Using high-energy electrons as projectiles instead of
monochromatized photons, the energy transfer to the
target covers a broad energy range: from zero up to
the energy of the electron beam. It follows that the
excitation/ionization of the target is not selective, but
many different states of the neutral or ionized target
can be populated; furthermore, the autoionization of
these states produces additional structures in the
electron spectrum. As a matter of fact, one collects a
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Figure 4 Selection of possible decay processes from core-hole

and shake-modified core-hole states. The energy-level diagram

(not to scale) is for electrons in 1s, 2s, 2p shells, in an excited

orbital and in the continuum (shaded area).
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large number of scattered and primary electrons with
a wide range of kinetic energies. Hence, in noncoin-
cidence experiments, the Auger lines are superim-
posed on a large and smooth background of electrons.
Furthermore, at low-impact energies the production
mechanism for satellites may be different for electron
and photon impact. Finally, in the Auger decay of a
metastable state produced by electron impact, there
are, indeed, three electrons outgoing in the field of the
ionized target; it follows that the presence of one
electron with low kinetic energy is highly probable.
This is the reason why, for electron impact, PCI does
not vanish even for high energies of the projectile.

Molecular Spectra

The specificity of the molecular spectra resides on the
presence of nuclear degrees of freedom in the target,
that can be excited by the projectile and participate
in the decay process. Final possible results of a col-
lision between a molecule (M) and a photon are

M þ _o

-Mnþ þ n e� ðionizationÞ
-M� þ _o0 ðresonance fluorescenceÞ
-A þ B ðneutral dissociationÞ
-Aþ þ B þ e ðdissociative ionizationÞ
-Aþ þ B ðion pair formationÞ

In many cases, these channels are in mutual com-
petition and characterized by the presence of inter-
mediate metastable states, in which the target is
electronically and/or vibrationally and/or rotationally
excited. The result is a large number of spectral lines
that, in principle, can be classified by the electronic,
vibrational, and rotational quantum numbers of the
final states of the ionized molecule. In many cases,
however, the finite resolution of the electron spectro-
meter(s) does not allow one to separate these lines
which, therefore, collapse into broad spectral profiles.
Coincidence techniques (such as ion/photo- or Auger-
electron, ion/ion, photo-electron/Auger-electron and
their combinations) are the most powerful methods
to investigate the dynamics of these processes that, in
coincidence experiments, are treated as state-selected
reactions.

The theoretical approach to study these processes
is the same outlined above, but requires the use of
wave functions that depend explicitly on both the
electronic frg and the nuclear fRg coordinates and,
in Born–Oppenheimer approximation, are products
of the type:

CakðfrgfRgÞ ¼ cel
aek

ðfrg; fRgÞ � cnu
an
ðfRgÞ

The Auger spectroscopy has been applied to gas-
phase molecules mainly to obtain information on their
dicationic states. Auger spectra, however, also contain
considerable chemical information on the local struc-
ture around the core-ionized atom, and it is often
possible to recognize local similarities in Auger spectra
of different molecules with the same functional group.

In Figure 6, the C 1s Auger spectrum of the carbon
monoxide is shown in the region dominated by the
normal K-YY transitions, where Y can be either a
weakly ðY ¼ WÞ or a strongly ðY ¼ SÞ bound orbital;
in particular, the C-lines correspond to K-WS tran-
sitions and the B-lines to K-WW transitions.

Deep-Level Spectroscopies of Atoms in
Solids

Photoelectron, Auger-electron, and X-ray spectros-
copies are increasingly used as tools for investigating
solid-state systems in order to get information on
electronic, structural, and dynamical properties of
the system, and to know the type, arrangement, and
properties of the atomic species on the surface and
below the surface of the solid.

A powerful method for chemical analysis is elec-
tron spectroscopy for chemical analysis (ESCA), in
which an X-ray beam of discrete energy is directed
onto the specimen and the emitted electrons are col-
lected and energy analyzed. The resulting spectra are,
in general, simple and characterized by relatively
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narrow and well-defined peaks that allow the iden-
tification of the emitting atoms.

Another method to have qualitative and quanti-
tative information on the composition of the solid
sample is the electron probe microanalysis, in which
the X-rays emitted after ionization by electron im-
pact are analyzed.

A more recent technique developed to obtain infor-
mation on the structure of molecules (mainly low-Z
molecules) bonded to or absorbed on a surface is
near edge X-ray absorption fine structure (NEXAFS),
also known as X-ray absorption near edge structure
(XANES). This technique selects an atomic species
through its K-edge and probes its bonds to intra-and
extramolecular (i.e., surface atoms) neighbors by
analyzing the prominent, structure-sensitive reso-
nances in the first B30 eV above the K-edge. An
example is given in Figure 7.

The Auger spectroscopy of atoms in solids detects
only the Auger electrons coming from the few out-
ermost layers of the solid: the mean escape depth
of these electrons may extend, indeed, from two to
four atomic layers (4–8 Å), since Auger electrons
produced below these layers lose enough energy to
be scattered out of the peak into the inelastic

background. The resulting Auger peaks contain in-
formation not only about the solid-state environment
of the emitting atom, but also on the atom itself, and
this is the reason of the importance of the Auger
spectroscopy as an analytic tool. Auger spectroscopy
also provides a useful technique for investigating
two-particle density of states, hole–hole Coulomb
interaction, and correlation effects. Unfortunately,
the complexity of these spectra quite often obscures
the results of this technique. The complexity is due to
the overlap of adjacent lines, to the fact that, in gen-
eral, the initial state of the decay process is not a
simple one-hole state, to the difficulty in distingui-
shing between Auger and shake-modified transitions,
and to the presence of plasma loss peaks (associated
with both the elastic peaks and the more pronounced
Auger peaks) and ionization loss peaks, due to inci-
dent electrons that lose part of their energy in the
ionization of other atoms.

The Auger spectra of solids are thus characterized
by a large background of electrons scattered inelas-
tically by the atoms of the solid. These electrons have
energies distributed over a wide range and constitute
the so-called background of secondary electrons,
whose intensity can be even two or three orders of
magnitude bigger than the Auger signal. This is the
reason why, instead of reporting the number of elec-
trons recorded as a function of their kinetic energy,
the Auger spectra of solid samples are often con-
structed by plotting the energy derivative of this
number. An example is given in Figure 8.
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The complexity of the Auger spectra of atoms in
solids is also the reason why much of the theoretical
formulations is still phenomenological or semiempir-
ical, and is quite often based on simplifying assump-
tions or model Hamiltonians, which try to simulate
the real systems still allowing for analytical or nu-
merical solutions.

Photoelectron/Auger-electron coincident spectros-
copies have been recently explored to gain a better
understanding of the correlations in solid-state sys-
tems. Detecting Auger- and photoelectrons simulta-
neously that are correlated in time and originate
from the same core-ionization event, removes, in-
deed, most of the uncertainties and limitations of the
standard Auger spectroscopy. Three different classes
of experiments have been developed: (1) Auger spec-
tra measured at fixed photoelectron energy; (2) pho-
toelectron spectra measured at fixed Auger-electron

energy; and (3) angular distribution patterns of
Auger–photoelectron pairs. A highlighting example
of the capability of these techniques to separate
overlapping components of an Auger spectrum is
given in Figure 9, where Auger and Auger–photo-
electron coincidence spectra of copper are compared.

Finally, a recent technique, called either photo-
electron or Auger-electron holography (depending on
the process under consideration) is mentioned, which
allows one to get three-dimensional images of the
close vicinity of a given near-surface atom emitter.
Using this technique, one records, on a photographic
plate, the interference pattern (hologram) of a known
reference wave (the photoelectron or Auger-electron
wave emitted by the excited atom) with an unknown
object wave (the superposition of the waves emitted
by the surrounding atoms and due to multiple scat-
tering processes); the obtained hologram is then
illuminated with an appropriate decoding wave. The
images of the atoms of the surface are obtained by
means of computer reconstruction methods similar
to those used in optical holography.

See also: Electronic Structure (Theory): Atoms; Electronic
Structure (Theory): Molecules; Semiconductor Optics;
Semiconductors, Electronic Transitions in; Time-Resolved
Optical Spectroscopies; X-Ray Absorption Spectroscopy.

PACS: 82.80.Pv; 32.80.Hd
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Introduction

As is well known from solid-state physics, crystalline
materials (often also amorphous materials like glasses
and ceramics) are of great interest in basic and applied
research mainly because they contain defects. Indeed,
properties of crystals or alloys such as mechanical
strength, electrical and thermal conductivity, magnetic
status, diffusion, and optical absorption and emission,
are strongly dependent on crystalline irregularities
and foreign impurities. For instance, impurities in
metals increase their strength, decrease the electrical
and thermal conductivity, and influence greatly the
diffusion processes. Impurities in semiconductor and
insulating crystals give them unusual electrical prop-
erties, which are used in electronic devices. Finally the
optical properties are so deeply changed that new
absorption and emission effects take place.

In so far as the optical properties are concerned,
most insulating crystals (henceforth ‘‘crystals’’) are
completely transparent, which is a consequence of
their large bandgap. Indeed, the valence and con-
duction bands are separated by more than B3 eV
(400 nm), which is the upper limit for the detection
of the human eye, and so the visible radiation cannot
excite electrons from the valence band to the con-
duction band. In such crystals, the valence band is
completely full of electrons, while the conduction
band is empty, which explains their electrical and
thermal insulating properties. Figure 1 shows the
absorption spectrum of a typical crystal, in this case
an alkali halide (AH), which absorbs in the ultravio-
let (UV) and in the infrared (IR) region of the spec-
trum, but not in the visible (VIS) part, that is, from
B1.7 to 3.1 eV (720 to 400 nm). The UV absorption
is associated with the electronic excitations, whereas
the IR band is due to lattice optical phonons, the
so-called restrahl absorption.

When defects are introduced in the crystal, differ-
ent effects can occur, depending on the nature of the
defects. They can be extended, like dislocations, and
so their electrons can be described by quasiperiodic
or periodic wave functions as the electrons in the
original crystal and, as a consequence, the optical
properties change all over the spectrum. In practice,
it is like dealing with a slightly new and different
crystalline solid, and so this case is of no interest
here. The situation is different when defects are

localized, because the electrons bound to the defects
cannot be described by the same wave functions as
the electrons in the crystal, and so their eigenvalues
too cannot be similar to those of the pure crystal. In
this case new absorption bands appear in the wide
region of the energy gap of Figure 1, where electron–
crystal states do not exist. Figure 2 shows a few
typical absorption bands found in an AH crystal
containing different kinds of point defects. The
absorption bands are limited on the high-energy
side by the ultraviolet absorption edge, Eg, of the
crystal and on the low-energy side by the infrared
(IR) lattice absorption. When these bands fall in the
visible region of the spectrum, the crystal displays a
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Figure 1 Absorption coefficient of a typical AH crystal as a

function of energy in a log scale in order to show the wide range

of the spectrum and the energy gap well inside the ultraviolet

region. The absorption at high energy rises with electronic

excitation (the labeled structures belong to excitons), while at low

energy the peaks are associated with optical phonons. (Repro-

duced from Knox RS and Teegarden KJ (1968) Electronic exci-

tations of perfect alkali halide crystals. In: Fowler WB (ed.)

Physics of Color Centers. New York: Academic Press.)
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point defects in AH crystals as a function of energy, which has

been reversed with respect to Figure 1. The various absorption

bands, which have been associated with well-defined color cen-
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coloration that varies from blue to red, and for this
reason point defects are usually referred to as color
centers (CCs) in the literature.

There are several other kinds of crystals in nature,
and it would be impossible even to simply consider
them all in this article, which focuses only on the
AHs, as shown in Figures 1 and 2. They are ionic
crystals with a lattice cubic structure, and there
are 20 of them, due to the combination of five alka-
line metal atoms (Li, Na, K, Rb, Cs) with four halide
atoms (F, Cl, Br, I), among them the well-known
common salt, NaCl. However, it must be borne in
mind that most of the optical properties of AHs are
similar to those of other crystals, and so several ap-
proaches utilized in the AHs can also be extended to
others. In other words, the simple AH crystals rep-
resent almost a model case for the crystals in general.

In so far as the point defects are concerned, they
can be divided into intrinsic and extrinsic ones.
Vacancies (empty lattice positions) and interstitials
(lattice ions moved out of lattice positions) belong to
the first class, while impurities belong to the second
class. Impurities can be positive or negative atomic or
molecular ions, which occupy the lattice positions or
cause lattice distortions referred to as off-center sit-
uations; when they are monovalent, isoelectronic
ions, they simply occupy the lattice positions, but
when they are divalent or aliovalent ions, they pro-
duce vacancies nearby to keep the whole crystal
electrically neutral. Finally, the intrinsic defects can
bind themselves to the extrinsic ones, giving rise to
defects associated with the impurities.

It is clear from the above discussion that the sub-
ject of defects in crystals is vast and, in particular, the
extrinsic defects, due to their sheer large number
represent an independent field of research in solid-
state physics. In spite of their importance, these de-
fects are not considered here and this article will be
limited to addressing the intrinsic defects, which be-
long to the same constituents of the crystal (the CCs),
and the intrinsic defects perturbed by foreign impu-
rities (the perturbed CCs).

Color Centers

In 1863, a crystal of NaCl was colored at high tem-
perature in Na vapors. However, this result and oth-
ers obtained subsequently also in connection with the
discovery of natural radioactivity and X-rays, which
both produced coloration in several crystals in 1896,
were considered mere scientific curiosities up to
B1920 when a systematic research was started at
Göttingen, Germany, by RW Pohl and co-workers.

Prior to 1940, CCs in AHs were characterized well
enough as far as light absorption was concerned. At

the same time, research in this field started to move
outside Germany, where it was confined for almost a
generation; important contributions were soon add-
ed elsewhere. For instance, there were high expecta-
tions for fluorescence in the near IR after optical
pumping in the CC absorption bands in the visible
region. After World War II, research was resumed
and a lively debate started again about the existence
of emission after optical excitation of the F center,
which, as shown below, is the prototype of all CCs.
Eventually, luminescence was found in 1954, and the
optical cycle of the F center and other kinds of CCs
was completely clarified subsequently.

As shown in Figure 2, there are several kinds of
CCs that have been discovered and called differently.
Table 1 lists the known CCs with their old and actual
denomination, without claiming to be a complete
list. By looking at the basic structure of the CCs,
there are only two species of them, that is trapped-
hole and trapped-electron centers. Both of them
appear, for instance, by irradiating AH crystals with
X-rays, the former always having their bands, as Vk in
Figure 2, at higher energies with respect to the latter,
as F in the same figure. Although they were dis-
covered at the same time long ago, the trapped-hole
centers are not yet well known. Indeed, they produce
so many absorption bands that it has proved to be
difficult to associate each of them with well-defined
centers and, as a result, only a few among them have
been identified structurally. Moreover, trapped-hole
centers never became as popular as trapped-electron
centers. The latter have given rise to a much richer
scientific production, as compared to the trapped-
hole centers, which will not be discussed here.

CCs can be produced by resorting to chemical and
physical methods. Among the first ones, the additive
method is the most known and utilized to obtain
homogeneously colored samples, while the electro-
lytic method is much simpler although the coloration
is rather inhomogeneous. Usually, all crystals can be
colored by irradiating them with ionizing radiation,
UV light, X-rays, g-rays, electron beams and elemen-
tary particles, ions, etc. Figure 2 shows the absorp-
tion bands corresponding to several CCs produced
with the previous methods in a typical AH crystal. If
these bands are excited optically, it is possible to
observe, especially from trapped-electron centers,
emission bands that are strongly Stokes-shifted and
often very intense. Figure 3 gives the absorption and
emission bands of the F center in KCl for various
temperatures where, besides the Stokes shift, the
broadening and peak positions show a sizeable tem-
perature dependence. Similar properties belong also
to the other CCs in KCl crystal, which are reported
schematically in Figure 4, where on the left side there

380 Defect Centers in Insulating Solids, Optical Properties of



is an essential design of the structure of a few centers
as described in Table 1, while on the right side their
absorption and emission bands are approximately
sketched. It is immediately observed that CCs in KCl
absorb light mostly in the VIS region and emit
through the entire near-IR region, a property which
is common to all CCs in the other AH crystals. In-
deed, the elementary processes responsible for such
behavior are practically the same in all of them, and
the following sections will discuss the F center, as
also the FA and FH centers, the three of them repre-
senting a good sample of all CCs.

F Centers

The F center, an electron trapped in an anion vacancy,
is the simplest point defect, and for this reason it is
also a prototype case study for all the other more
complex CCs, as is the hydrogen atom with respect to

atoms and molecules. In the normal state, the electron
of the F center (see Figure 4) moves inside the cage of
the six positive ions surrounding the anion vacancy, a
situation equivalent to an electron in a box, a well-
known problem in quantum mechanics. The separa-
tion of the first two quantum states, corresponding to
the 1s, and 2p levels, is given by

E2p � E1s ¼ 3p2_=8ma2 ¼ A=a2 ½1�

where _ is the reduced Planck constant, m is the mass
of the electron, and a is the nearest-neighbor lattice
separation. This expression, known as the Mollwo–
Ivey law, fits the experimental data of the absorption
peak energies of the known F centers surprising well,
as reported in Figure 5.

If eqn [1] is applied to the known emissions of the
F centers, it fails completely. Indeed, the electron in
the 2p state is not confined anymore in the previous

Table 1 List of known color centers, with their previous and actual denomination

Actual notation Old notation Description

Trapped hole centers

VK VK Self-trapped hole on a pair of halogen ions

H H Hole trapped along four halogen ions

V4 V4 A halogen di-interstitial

HA, HB V1 H center adjacent to alkali impurity ions

I� I Interstitial halogen ion

I a Interstitial atom
a F (halogen)� Mixed hole centers
a V2, V3, y Unidentified hole centers

Trapped electron centers

Fþ a A halogen ion vacancy
a b Not a CC but an excitation related to an F center

F F A halogen ion vacancy with one electron

F2 M(C) Two adjacent F centers

F3 R1(E), R2(D) Three adjacent F centers

F4 N1(G), N2(G) Four adjacent F centers
a O Unidentified electron center

F� F0 A halogen ion vacancy with two electrons

F2
� M0 Two adjacent halogen vacancies with three electrons

F2
þ Mþ Two adjacent halogen vacancies with one electron

F3
� R0 Three adjacent halogen vacancies with four electrons

F3
þ a Three adjacent halogen vacancies with two electrons

F4
� N0 Four adjacent halogen vacancies with five electrons

FA A An F center adjacent to one alkali impurity ion

FB B An F center adjacent to two alkali impurity ions

FC
a An F center adjacent to three alkali impurity ions

FH
a An F center adjacent to a halide impurity ion

(F2)p
a An F2 center perturbed by defect centers

(F2
þ )A/H

a An F2
þ center adjacent to an impurity positive/negative ion

(F2
þ )p

a An F2
þ center perturbed by defect centers

F4-like
a An F4 center perturbed by defect centers

TI1(1) a A halogen ion vacancy with one neutral TI atom

FZ Z1 An F2
þ center with divalent positive ions

U U An F center adjacent to one hydrogen atom

U1 U1 An interstitial hydrogen negative ion

U2 U2 An interstitial hydrogen atom

aNo correspondent notations exist.
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cage, but rather it moves outside it as well and feels
an average potential that can be approximated by a
Coulomb field with an effective mass m� and a high
frequency (oN) dielectric constant. The separation of
the first two quantum states can be derived by the
Rydberg law, and is given by

E2p � E1s ¼ 3e4m�=128p2_2o2
N

¼ E=o2
N

½2�

The experimental data of the emission peak ener-
gies reported in Figure 6 show that the functional
dependence of eqn [2] is verified well enough. It is
worth noting that the number of experimental points
reported in Figure 6 is smaller than that reported in
Figure 5, an important occurrence, which will be
discussed later.

It is known that the previous unusual properties
are a consequence of the electron–lattice interaction,
which, for instance, is missing in atoms where the
absorption and emission spectra coincide. This pecu-
liar situation of the CCs is better described by the
configuration coordinate diagram shown in Figure 7.
The two parabolas describe the energy of the F center
in the ground, 1s, and excited, 2p, states as a func-
tion of the normal-mode coordinate, Q, which rep-
resents the displacement of the surrounding ions
from the equilibrium positions. The amount of hori-
zontal displacement between the two parabolas is a
measure of the electron–lattice coupling, which is
quite strong in the case of F centers in AHs. Indeed,
they have very big Stokes shifts, as shown in Figures
3, 5, and 6, and usually the more the 2p parabola
moves to the right, the less energetic is the emission,

that is, the Stokes shifts are proportional to the elec-
tron–lattice couplings; this statement is valid for all
point defects in crystals.

At low temperatures, the electron of the F center
occupies the bottom of the 1s parabola, which is the
ground state (GS). Optical excitation produces a verti-
cal transition (Frank–Condon principle) to the 2p state
in a highly excited vibrational level (i.e., absorption,
A). The vibronic system, electronþ phonon (phonon
being an elementary excitation of the lattice vibra-
tion), relaxes very quickly, B10� 12 s, to the bottom of
the 2p parabola, which is called the relaxed excited
state (RES). The electron can remain in this state for a
relatively long time, B10�6 s, before returning to the
unrelaxed GS with a vertical transition accompanied
by light emission. In the end, a further lattice relaxa-
tion completes the optical cycle to the GS.

However, the emission, which is also called the
ordinary luminescence (OL), is not the only radiative
process that takes place after the excitation. Indeed, a
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little beyond the obvious Rayleigh line, a structured
emission reveals the presence of Raman scattering
(RS), which gives detailed information on the lattice
modes coupled to the electronic transition. Still be-
yond, and up to the OL, there is a very weak emis-
sion tail that originates from decaying processes
during the fast relaxation, and is commonly known
as hot luminescence (HL).

So, with the previous model, which is based on the
results from molecular chemistry and physics, the
main optical properties of the F center and, for
similitude, of the other point defects are well under-
stood by now.

FA Centers

As F centers are the simplest CCs, FA centers are the
simplest among the perturbed CCs, as shown in
Figure 4. They were discovered during World War II
in Gottingen and were originally called A centers (see
Table 1).

Because of their axial symmetry due to the neig-
hbor impurity ion, the absorption band splits into

two separate bands, which is a characteristic common
to all FA centers, and related to reorientation proc-
esses which are optically induced and thermally
activated. The case of their emission is different,
which can be either similar to the F center (with a
broad band with the usual Stokes shift), or a narrow
band with a much bigger Stokes shift. Because of this
peculiar difference, FA centers have been traditionally
divided in type I and type II, respectively, as shown in
Figure 4. The reason for such a difference has been
identified in the so-called saddle-point lattice con-
figuration, formed by two vacancies separated by the
impurity ion in an interstitial position. Thus, the ionic
potential assumes the aspect of a double well, which
can accommodate (much better than a single well) the
two lobes of the 2p wave function. As a consequence,
the RES become energetically deeper with a larger
Stokes shift with respect to the F center.

Several attempts have been made to forecast the
typology of FA centers in AHs and, by taking into
account the dimension of the ions, the effective
charge parameter, and the residual covalent bonding,
it is possible to give fairly good indications. So, the
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experimental observation in 1988 that both type I
and II centers can coexist in the same crystal host at
different temperatures was an absolute surprise.
Figure 8 shows the absorption and emission spectra
of the same crystal RbCl : Liþcontaining FA centers
at two temperatures. While the typical emission
of type II centers is observed at 80 K, at 2 K the
emission band is large and peaked at B0.85 eV,

much like the F emission band in the same crystal
peaked at 1.09 eV. It has also been shown that the
two emissions are strongly temperature correlated, in
the sense that while the intensity of type I band
increases with temperature, the intensity of type II
band decreases, and their temperature behavior
can be described by a thermally activated process.
This means that both types of FA centers coexist
in the same host crystal, separated by a potential
barrier that can be overcome by a thermal excitation.
This picture is very likely common to all FA centers,
because the thermally assisted type I to type II tran-
sition has also been observed in KF : Naþ , type II FA

center well known until recently for its characteris-
tic emission at 0.6 eV at 100 K, which moves to
1.3 eV at 2 K.

FH Centers

As simple as the FA centers, the FH centers differ from
them by the charge of the impurity neighbor ion,
which is negative in this case. These centers have
been studied for long but, contrary to what happens
to the FA centers, their optical properties do not show
sizeable changes with respect to the F centers, unless
molecular ions such as OH� and CN� are used as
impurities.

First, when F centers and molecular ions are
aggregated, in general the absorption bands become
broader but not much different from the original F
band with both types of ions, while the emission is
completely quenched with OH� and almost un-
changed by CN� ions. Moreover, it has been shown
that the electronic energy of RES is efficiently trans-
ferred to the stretching vibrational mode of the ions,
where it is converted in lattice vibrations (phonons
which ultimately are equivalent to heat) in the case of
OH� , and in vibrational IR emission at B0.25 eV in
the case of CN� . These novel properties are clearly
very interesting and also very complex, because they
reflect the elementary interactions of small atomic
entities with all their peculiarities. As a consequence,
they have produced many results, which are not
considered in detail here. The present focus is on the
recently discovered aspect concerning the optical and
thermal bistability of the FH(OH� ) centers.

When OH� ions are aggregated to F centers in a
KBr crystal, the absorption spectrum changes as re-
ported in Figure 9. The dotted absorption curve rep-
resents the band of the F centers in KBr in the same
experimental conditions, for comparison. When the
sample is cooled to 1.9 K, band I is observed first, but
upon optical irradiation at 580 nm, as marked by the
left arrow, band II is obtained. Conversely, band I
appears again upon optical irradiation at 650 nm, as
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marked by the right arrow. This bidirectional
conversion can be repeated any number of times
with no loss of absorption intensities. Moreover,
if the temperature is increased up to 100 K, the
original absorption band undergoes various convers-
ions at well-defined temperatures, which indicates

the existence of thermally assisted conversions. This
complex situation has been ascribed to the different
orientations assumed by the OH� molecular dipole
perpendicular or parallel to the F center–ion direction.

Besides the knowledge of the exact microscopic
model, the FH center displays an interesting and un-
common optical bistable process in KBr and recently
also in KI, which means, again as for FA centers, that
it could be a general phenomenon in the AHs.

Applications

The basic research in CCs has also been accompanied
by progress in their applications. Following the first
experiments with natural radioactivity, there was
an attempt, during World War II, to use the AHs to
measure the artificial radioactivity from nuclear
reactions, which failed because of the fading color-
ation in the majority of the crystals. At the same
time, the process of coloration was also studied for
the realization of cathode-ray screens for radar, but
never really employed, in favor of more suitable
solid-state materials. Later, after the discovery of
the luminescence, stimulated emission was observed
in FA centers in 1965 and subsequently the first CC
laser realized in 1974. Contemporarily, the possibil-
ity of storing images in three-dimensional holograp-
hies was demonstrated again with FA centers.
Moreover, the generation of hole burnings in in-
homogeneously broadened absorption bands, the so-
called zero-phonon lines, of F3

þ centers opened the
way to the practical fabrication of massive optical
information storage.

In the subsequent years, CCs have been used mostly
in the dosimetry techniques, where they had intrinsic
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advantages over other materials, and in the laser field,
where they reached a complete maturity by covering
the spectral range between 0.8 and 4mm, as shown in
Figure 10 which refers to continuous wave (cw) and
pulsed-laser modes, respectively. These lasers, which
are tunable and possess a very high spectral purity,
have contributed greatly to the advancement of other
scientific and technological sectors, such as high-
resolution molecular spectroscopy, and communica-
tion via optical fibers where they have initiated the
propagation of the soliton waves.

Nowadays, while the dosimetry use is still cont-
inuing, many CC lasers are no longer utilized, mainly
because of new and simpler solid-state laser sources
in the same spectral range. Indeed, as seen in Figure
10, most CC lasers operate at liquid nitrogen tem-
perature, a practice which is rather cumbersome
for users, especially when it is possible to avoid it.
However, in special experiments, they still represent
the only laser sources with the required characteris-
tics, and this applies especially in the case of pulsed
CC lasers at room temperature, which generally use
the LiF crystal.

Conclusions

CCs represent one of the oldest fields in solid-state
physics, having been studied for almost 150 years.
They are well understood, but at the same time there
are still many sectors which have to be clarified,
although nowadays only a few of them are still tack-
led for use in applications.

First, as has already been mentioned earlier the
known emissions of the F centers are much less than
the number of AHs. Indeed, although all F centers
display a normal light absorption, many of them do
not produce any emission at all under optical exci-
tation. This lack of emission refers to the phenom-
enon of quenching, which has plagued the CCs since
the beginning, explaining also the delay in the
discovery of emission. Many quenching factors are
known to work effectively for CCs, but there are still
several aspects waiting to be clarified, which are
important also for other point defects in different
materials, such as solid-state lasers.

Figures 5 and 6 also show that the experimental
points cannot be fitted by a unique curve, a fact that
underlines the hidden complexity of the F centers,
which are in any case the simplest known defects in
insulating crystals. Indeed, by taking into consider-
ation all the properties such as the extension of the
wave function, higher-lying levels, Stark effect, uni-
axial stress effects, magnetic effects, RES lifetime,
etc., it is possible to compare them quantitatively
with a unique comprehensive theoretical model in

the case of F centers in KCl. But when the same
vibronic model is applied to the F centers in other
AHs, there is no satisfactory agreement.

About two decades ago, an expert in this field
said: ‘‘Evidently a vibronic model for the RES that
provides a completely consistent quantitative expla-
nation for all data has not been achieved.’’ The sit-
uation does not look too different even now. This
deadlock is certainly a consequence of the CCs being
much more complex than they appeared to be at first
sight, but it is also due to the scarce scientific interest
in CCs. Indeed, many researchers switched their
investigations to other more remunerative fields, as a
consequence of the strong applications bias of most
of the funding agencies.

However, there have been important contribu-
tions in the area of point defects lately, and among
them those regarding LiF have been particularly no-
table. This AH crystal is distinguished by its peculiar
properties. It is practically immune to moisture, pos-
sesses one of the lowest indexes of refraction and the
largest bandgap, is colored only by means of ionizing
radiation, and its CCs are stable at room tempera-
ture. Last but not the least, F centers do not produce
any significant luminescence, while a large number
of more complex CCs are optically active in the VIS
and near IR region. They are also efficient light
emitters, for example, almost all the laser emission in
Figure 10b corresponds to LiF. In recent years, it has
been applied successfully in the form of thin films, as
passive and active waveguides, with interesting im-
plications in fiber-optic communications. Moreover,
it has proved to be a very good detector for soft
X-rays; in several ways it’s more efficient and sharper
with respect to the detectors used at the moment
for the same purposes. In conclusion, LiF salt is
becoming a new interesting photonic material with
promising developments in basic research and appli-
cations as well, mainly because of the long history
of studies on CCs in AH crystals.

See also: Insulators, Optical Properties of; Ionic Bonding
and Crystals; Optical Absorption and Reflectance; Optical
Bistability; Point Defects; Polymers and Organic Com-
pounds, Optical Properties of.

PACS: 42.55.Rz; 61.72.Ji; 61.82.Ms; 78.40.Ha;
78.55.Fv
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Introduction

Modern manufacturing is to a large extent based on
deformation processing. This applies in particular to
elastic–plastic matter such as metallic alloys, com-
posites, and polymers. Understanding of these mate-
rials and more advanced deformation processing
techniques are paramount to modern manufacturing
and product development. The current state in this
field is characterized by the close integration of engin-
eering concepts pertaining to manufacturing tech-
nology and materials physics on the one hand, and by
the close integration of experiment, industrial proc-
essing, and computer simulation on the other.

Deformation processing encompasses such differ-
ent techniques as forging, rolling, extrusion, drawing,
or bending. Modern understanding of these tech-
niques consists not only in attaining mere shape
changes of plastic matter but also in optimizing their
microstructures and properties.

This article gives a brief introduction to some im-
portant forming processes and simulation methods in
this field.

Basic Types of Deformation Processes

Deformation processes use irreversible deformation to
permanently change the shape of sufficiently ductile
workpieces and to obtain desired microstructures and
material properties at the same time. This means that
deformation processes work in the elastic–plastic
regime of the stress–strain curve of the material.
The layout and understanding of such processes
require knowledge about the mechanical and micro-
structural properties of the deformed materials, the
external loads and contact boundary conditions such
as friction, as well as the tool design. For a concise

overview of the basic deformation processes, it is
pertinent to focus on the four main bulk deformation
processes, namely, rolling, forging, extrusion, and
bulk drawing and on the four main sheet deformation
processes, namely, bending, drawing, stretching, and
shearing.

Rolling is characterized by two opposing rolls
which reduce the thickness of a plate of material es-
sentially under compression (see Figure 1). Forging is
a process where two opposing dies form a part under
large compressive stresses. This process is usually
performed at elevated temperatures for reducing the
required forces. Extrusion and drawing are com-
pressive bulk forming processes where the material is
forced (pushed or drawn) through a die opening,
thereby reducing its cross section. Bending is a meth-
od of stressing a workpiece beyond its elastic limit,
without substantial cross-sectional thinning, so that
when stress is released the workpiece does not return
to its original shape. Drawing, stretching, and shear-
ing are related processes of working metal blanks in
dies on a press into complex shapes.

Basics about the Simulation of
Deformation Processes

Simulations of deformation processes are usually
based on solving large sets of differential equations
associated with a well-posed forming problem by use
of nonlinear finite element methods in conjunction

Rolling
Drawing

+

+

Figure 1 Schematics of two important deformation processes.

Deformation Processing 387



with detailed physically based constitutive descriptions
of the mechanical behavior of the processed materials.
The underlying mechanical continuum formulations
approximate force and momentum equilibrium as well
as displacement compatibility on the basis of energy
minimization considerations. The development of
physically based laws for constitutive materials as
input to such simulations has increasingly gained mo-
mentum in this field, because deformation processing
does not only aim at shape changes of matter but also
at optimizing microstructures and properties of the
formed product.

Primary objectives of deformation simulations are
the prediction of material shape, the minimization of
failure, the optimization of material flow, and the
calculation of final microstructures and properties
after forming. Further applications are in the fields of
optimizing tool designs, predicting tool forces, and
simulating the final surface appearance of the part.
The latter aspect involves both macroscopic (e.g.,
wrinkling) and microstructural (e.g., ridging, orange
peel) mechanisms of surface plasticity. Related appli-
cations are encountered in the field of automotive
crash simulations.

Rendering continuum-type forming simulations
scientifically sound, predictive at the microstructure
scale, in good accord with experiment, and at the
same time economically rewarding requires that the
materials involved are properly specified in terms
of their respective constitutive behavior. For this

purpose, finite element simulations can use four sets
of material input data, covering hardening, forming
limits, surface roughness development, and anisot-
ropy (Figure 2).

Engineering of Tensorial Materials

The yield surface represents the generalization of the
yield point from uniaxial tensile testing to general
stress states. Expanding the yield point into a closed
yield surface is required only if the material under
inspection shows elastic–plastic anisotropy, that is, if
it deforms differently in different directions. Such a
behavior is the rule and not the exception in real
materials. Strong elastic–plastic anisotropy is en-
countered, for instance, in metals, composites, and
polymers.

The origin of elastic–plastic anisotropy in these
materials is the crystalline arrangement of the atoms
and the topological arrangement of the phases. Metal-
lic matter, which is the typical material encountered
in deformation processing, occurs in polycrystalline
form, where each grain has a different crystallogra-
phic orientation, shape, and volume fraction. The
distribution of the orientations is referred to as cry-
stallographic texture. The anisotropy of the elastic
tensor and the discreteness of crystallographic slip
along certain lattice directions on preferred crys-
tal planes also entails an anisotropic integral res-
ponse of such specimens during loading. While the
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Figure 2 Modern finite element approaches that aim at simulating realistic forming operations typically require material input data

about strain hardening, failure (forming limits), crystallographic and morphological anisotropy, and surface roughness.
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deformation of single crystals is now well understood,
plasticity of polycrystals is less clear. This is essentially
due to the intricate elastic–plastic interactions occur-
ring during co-deformation among the individual
anisotropic crystals. This interaction leads to strong
heterogeneity in terms of strain, stress, and crystal
orientation. Another difficulty in the anisotropy of
polycrystals lies in the fact that crystals rotate during
forming, owing to the skew-symmetric portion of the
displacement gradients created by crystal slip. This
means that texture and anisotropy change during
forming. In this context, it must be underlined that
crystallographic orientation changes are principally
nonreversible owing to the orientation sensitivity of
strain path changes and the orientation dependence of
strain hardening.

Elastic Anisotropy

Elastic anisotropy of crystals departs from the direc-
tionality of the electronic bond and the resulting
crystalline structure. For small deviations of atoms
from their equilibrium positions, the reversible elas-
tic response to loads can be approximated by a linear
relationship, which is referred to as Hooke’s law. In
this framework, the linear elastic constants can be
derived as the components of the second derivative of
the electronic potential. The elastic constants can be
written in the form of a fourth-rank elastic stiffness
tensor Cijkl or in the form of a fourth-rank elastic
compliance tensor Sijkl according to

sij ¼ Cijklekl; eij ¼ Sijklskl

Symmetry relations and thermodynamic considera-
tions reduce the 81 elastic constants to a set of 3
(C1111, C1122, C2323) in the case of cubic crystal
symmetry (which corresponds to C11, C12, C44 in
reduced matrix notation) and to a set of five inde-
pendent numbers (C1111, C1122, C1133, C3333, C2323)
in the case of hexagonal crystal symmetry (which
corresponds to C11, C12, C13, C33, C44 in reduced
matrix notation).

Plastic Anisotropy

The plastic anisotropy of crystalline matter also
departs from the directionality of the electronic bond
and the resulting crystal lattice structure. Both aspects
determine which slip planes and translation vectors
(Burgers vectors) are important for the motion of
lattice dislocations or the activation of plastically
relevant athermal transformations. The main conse-
quence of this anisotropy in the present context
is that metals are deformed in a discrete rather

than in a continuum fashion, rendering plasticity an
intrinsically anisotropic property of metals. In the
simple case of plastic isotropy, each arbitrary stress
state imposed on a sample will entail plastic yielding
at the same value. The sum of all these possible stress
states at which plastic deformation is sustained is
referred to as the yield surface. In cases where the
material is anisotropic, the yield surface deviates from
a spherical shape.

The shape of the yield surface can be understood in
terms of the activation of single-slip systems. Assu-
ming that the Burgers vectors bj and the slip plane
normals ni of the s different slip systems available in
a particular crystal lattice are known, their orienta-
tion factors mij are (Figure 3)

ms
ij ¼ ns

i b
s
j

with the symmetric parts

msym;s
ij ¼ 1

2ðn
s
i b

s
j þ ns

j b
s
i Þ ðcrystal coordinatesÞ

when given in crystal coordinates. All vectors used in
the equations are normalized. Transforming the latter
equation into the sample coordinate system leads to

msym;s
kl ¼ 1

2ðakin
s
i aljb

s
j þ aljn

s
j akib

s
i Þ

ðsample coordinatesÞ

where aki and alj are the transformation matrices be-
tween the crystal coordinate system and the sample
coordinate system. Using the s different orientation
factors, msym;s

kl of the s different available slip systems
for the transformation of an external load into the
slip geometry provides a kinematic formulation for
the yield surface of a single crystal. Positions below
the yield surface result in no plastic deformation
on the assigned slip systems, and deformation begins

Slip systems

Crystal (k,l )

Sample (i, j )

mkl = nk bl

mij = aiknk  ajlbl

Figure 3 The plastic anisotropy of crystalline matter departs

from the directionality of the electronic bond and the resulting

crystal lattice structure. Both aspects determine the slip planes

and translation vectors on which crystal lattice dislocations move

during plastic deformation. The diagram shows the different co-

ordinate system and the resulting relevant geometrical transfor-

mation operations.
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at the lines corresponding to specific slip systems.

msym;s
kl skl ¼ ts;active

crit;þ

msym;s
kl skl ¼ ts;active

crit;�

for the active slip systems, and

msym;s
kl sklots;nonactive

crit;þ

msym;s
kl sklots;nonactive

crit;�

for the nonactive slip systems. One must note that the
Einstein summation rule applies in all equations if not
stated otherwise.

Most points on the single-crystal yield surface des-
cribe single-slip conditions. In the graphical repre-
sentation of the yield surface, single-slip generally
takes place when the stress tensor (in vector notation,

using the tensor–vector transformation rule sT
l ¼

f1=
ffiffiffi
6

p
ð2s33 � s11 � s22Þ, 1=

ffiffiffi
2

p
ðs22 � s11Þ,

ffiffiffi
2

p
s23;ffiffiffi

2
p

s13;
ffiffiffi
2

p
s12; g) points at one of the planes rather

than at one of the corners (see Figures 4–6).
Polyslip conditions, usually required for polycrys-

tal deformation owing to the satisfaction of strain
rate compatibility among the grains, are character-
ized by conus coordinates of the stress state. The
conus positions for the stress can be calculated using
a conventional polycrystal homogenization appro-
ach, for instance, the Taylor–Bishop–Hill theory
of strain-rate homogeneity (indicated by sTBH in
Figure 6). Such polycrystal models represent smoo-
thing approaches that handle the compatibility of
stress or strain required for a polycrystal to deform
coherently. The corresponding multislip positions of
the stress tensor, satisfying an externally imposed
strain rate, are then denoted as Taylor positions. It
must be noted, in this context, that the Taylor factor
generally takes the form of a stress shape tensor
for the crystal yield surface rather than that of a fac-
tor owing to its dependence on the strain rate tensor.
Its magnitude for a given strain rate determines
the kinematic size of the yield surface in the corre-
sponding stress direction characterizing the correct
polyslip conus and thus the kinematic portion of
the corresponding stress state. The symbols Ds¼1 and
Ds¼2 in the figure indicate the single-slip strain states
from slip systems 1 and 2. Using these two slip sys-
tems allows one to realize any strain rate state in the
respective conus by a linear combination of Ds¼1 and
Ds¼2. For cubic crystals the yield surface reveals four
classes of Taylor states for polyslip and one for single
slip. These yield states are referred to as
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Figure 4 A simple Schmid-type formulation considering the

different orientation factors of all available slip systems which

essentially transforms an external load into shear stresses acting

on the slip systems provides a kinematic formulation for the yield

surface of a single crystal. The yield surface shown in (a) was

derived using the 12 {1 1 0}/1 1 1S slip systems. The yield sur-

face shown in (b) was derived using the 12 {1 1 0}/1 11S, 12

{1 1 2}/11 1S, and 24 {1 2 3}/1 1 1S slip systems (b.c.c.). The

figure indicates that b.c.c. alloys, therefore, behave plastically

principally different from f.c.c. alloys.

penta-slip state ð5 active slip systemsÞ :
5Mi

pq ðf:c:c:; b:c:c: ðreducedÞ: i ¼ 56Þ

tetra-slip ð4 active slip systemsÞ:
4Mj

pq ðf:c:c:; b:c:c: ðreducedÞ: j ¼ 108Þ

tri-slip ð3 active slip systemsÞ:
3Mk

pq ðf:c:c:; b:c:c: ðreducedÞ: k ¼ 135Þ

bi-slip ð2 active slip systemsÞ:
2Ml

pq ðf:c:c:; b:c:c: ðreducedÞ : l ¼ 66Þ
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where f.c.c. denotes face-centered cubic and b.c.c.
denotes body-centered cubic crystal structure. The
term ‘‘reduced’’ indicates that only the first 12
{1 1 1}/1 1 0Sb.c.c. slip systems have been consider-
ed here. The number at the end of each row gives
the number of different conus cases (and single-slip
cases) for the respective Taylor state. The total Taylor
stress state for a polycrystalline aggregate can, for a
given external strain rate state, then be integrated as
a volume-weighted sum of all Taylor tensors derived
separately for each grain for this boundary condition
(Figure 7).

Empirical Approximations of
the Yield Surface

The first empirical mathematical description of an
anisotropic plastic yield surface was suggested in
1928 by von Mises in the form of a quadratic func-
tion. This approach, which was originally designed
to empirically approximate the plastic anisotropy of
single crystals, was in 1948 rendered by Hill into a
generalized form using the Huber–Mises–Hencky
approach. In Hill’s form the yield surface amounts to

f ðsijÞ ¼ ðFðs22 � s33Þ2

þ Gðs33 � s11Þ2 þ Hðs11 � s22Þ2

þ 2Ls2
23 þ 2Ms2

13 þ 2Ns2
12Þ

1=2

where F, G, H, L, M, and N are the aniso-
tropy coefficients. The above equation can be

single-slip ð1 active slip systemÞ :
2Mn

pq ðf:c:c:; b:c:c: ðreducedÞ: n ¼ 24Þ
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Figure 7 The Taylor stress state for a polycrystalline aggregate

can, for a given external strain rate state, be integrated as a

volume-weighted sum of all Taylor factors derived separately for

each grain for the respective boundary condition. In the figure, M

is the Taylor tensor, D the strain rate and w the volume fraction.

The counter k sums over all crystals in the aggregate.
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rewritten as

f ðSijÞ ¼ ððG þ HÞS2
11 þ ðF þ HÞS2

22

þ ðF þ GÞS2
33 � 2HS11S22 � 2GS11S33

� 2FS22S33 þ 2LS2
23 þ 2MS2

13 þ 2NS2
12Þ

1=2

where Sij are the deviatoric stress components. The
shape coefficients of Hill’s quadratic yield function
can be fitted from experimentally obtained mechan-
ical data such as the Lankford values taken in differ-
ent directions of a specimen. Scaling can be provided
by the yield stress obtained from uniaxial tensile
testing. While the Lankford coefficients and the yield
stress can be determined from tensile testing, the di-
rect measurement of mechanical response under com-
plex loads is an intricate task. Although Hill-based
anisotropy simulations (referring to the 1948 model
by Hill) provide good approximations at least of the
initial plastic anisotropy in some cases, it is less ap-
plicable when anisotropy is characterized by a sixfold
slip symmetry due to its simple quadratic form.

Due to this principal shortcoming, a number of
optimized empirical anisotropic yield surface concepts
with higher-order polynomial forms have been pro-
posed, such as those introduced later by Hill and by
Barlat, that are better suited for f.c.c. alloys and many
b.c.c. steels. In recent years, various authors have
presented improved empirical yield surface approach-
es, where the yield function can be fitted using both
mechanically obtained and even texture-based data.

The chief advantage of using an empirical aniso-
tropic yield surface function as a constitutive law in
metal-forming finite element simulations is time effi-
ciency, and the simple mechanical methods with which
it can be derived. The main disadvantage of empirical
yield surface functions is that the anisotropy of poly-
crystalline matter generally changes during forming
owing to the change of texture. This evolution of an-
isotropy is not mapped by a corresponding change of
the shape of the yield surface. In other words, the same
yield surface shape is used throughout a given finite
element simulation without making a physically mean-
ingful update of its steadily changing shape. Although
empirical constitutive laws can be used to gradually
change the yield surface shape during forming, their
capability is typically constrained by a lack of physical
information about the actual development of the
crystallographic texture during forming.

Crystallographic Approximations of
Elastic Anisotropy

An important problem in the field of deformation
simulation is the approximation of the elastic response

of a sample under load. The macroscopic elastic
properties of a textured polycrystal can be calculated
by formulating appropriate volume-weighted means
of the individual elastic single-crystal tensor, rotated
parallel to the respective local coordinate system of
each individual crystal. This average value of the
integral elastic tensor must therefore take into account
all individual orientations of the grains which are
described by the orientation distribution function.

An early homogenization approach for the elastic
response under an external load was suggested by
Voigt, who assumed that, in the case of a macro-
scopically prescribed strain rate state, each material
portion is in the same strain rate state as the entire
sample, irrespective of its spatial position in the
specimen. The strain rate would then be homoge-
neous throughout the sample. However, in a poly-
crystalline sample, the elastic response typically
varies from grain to grain, due to the spatially
changing crystal orientation. Since in the Voigt mod-
el the prescribed strain rate is the same everywhere in
the sample, the stress must vary. The Voigt limit for
the elastic response of a polycrystalline sample can
thus be calculated by weighting the tensor of the
elastic stiffness as a function of orientation with the
orientation distribution function. A different approa-
ch to treating the homogenization problem in an
elastically loaded polycrystalline sample was suggest-
ed by Reuss. He suggested that in the case of a mac-
roscopically prescribed stress state, each material
portion is in the same stress state irrespective of its
spatial position in the specimen. The stress would
then be homogeneous throughout the specimen. The
elastic response may then vary from grain to grain, in
accord with the local orientation of the crystal. Since
in the Reuss model the prescribed external stress is
constant throughout the specimen, the strain must
vary according to the local grain orientation. Con-
sequently, the elastic Reuss limit can be calculated for
a polycrystal by weighting the tensor of the elastic
compliance as a function of orientation with the ori-
entation distribution function. Since neither the Voigt
nor the Reuss method provides reliable approxima-
tions to the elastic modulus of a polycrystal, Hill
defined an average modulus that consists of the
equally weighted results of both the above models.

Crystallographic Approximations of
the Yield Surface

Materials subjected to forming operations develop
or inherit morphological textures (e.g., elongated
grains, chemical segregation, or second phases with
elongated topology entailing directional effects) as
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well as crystallographic textures (orientation distri-
bution of the crystallites constituting polycrystalline
matter). Both types of textures can directly serve as
input data for the calculation of the yield surface
shape using the Taylor–Bishop–Hill (crystallography)
or self-consistent type (crystallography, morphology)
approaches.

The experimental input data for deriving the yield
surface from the crystallographic texture of poly-
crystals can be determined using X-ray, neutron, or
electron diffraction experiments. Since texture-based
yield surface approximations use the complete cry-
stallographic anisotropy information of a specimen,
they are often superior to empirical approaches
which rely on a small set of mechanical parameters.
However, modern empirical approaches for the
approximation of the yield surface typically use the
Taylor–Bishop–Hill type crystal simulations on
the basis of experimental texture data to provide
tangents for a better fit of the yield surface functions.

Besides its clear physical basis, another advantage
of crystallographic yield surface approximations lies
in its capability to incorporate both kinematical and
kinetic plasticity effects. In this context, it must be
considered that the crystallographic texture gives
only the respective anisotropic shape function for
a particular polycrystalline sample, but the texture
dependence of the internal stress and the individual

hardness of the different grains are typically ignored
by the constitutive laws employed in homogenization
approaches. However, it is principally feasible to
generalize the crystallographic yield surface concept
by enriching it with the individual strength of each
grain. This leads to a formulation of the following
kind:

f ðSijÞ ¼
1

V

Z
V

Mijðg;DijÞtcritðDij; gÞ dV

E
XN
k¼1

Mk
ijt

k
critw

k

where f(Sij) is the yield surface, V the sample volume,
Mij the Taylor shape function obtained by homo-
genization theory as a function of strain rate Dij and
rotation matrix g, tcrit the flow stress of each
individual grain, and w the volume fraction of each
grain (Figure 8).

Although texture-based yield surface approxima-
tions have a crisp physical basis in that they incor-
porate crystal anisotropy in a genuine fashion, they
have the shortcoming of ignoring texture changes
during forming. This means that, as far as texture
update during forming is concerned, there is basically
little difference between the predictive capabilities of
empirical and texture-based yield surface approxi-
mations, particularly if one considers that recent
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approaches use both mechanical and texture-related
information to fit the yield function. These methods
could be referred to as hybrid anisotropy yield cri-
teria or semi-empirical yield criteria.

Constitutive Model for Crystal Plasticity
Finite Element Simulations

Crystal plasticity phenomena can be directly linked
with nonlinear variational formulations. The current
approaches in this domain provide a direct means for
updating the local crystallographic and hardening state
of the material via integration of the evolution equa-
tions for the crystal lattice orientation and the critical
resolved shear stress. The deformation behavior of the
crystal volume elements are, at each integration point,
governed by a crystal plasticity model which accounts
for discrete plastic deformation by crystallographic slip
and for the rotation of the crystal lattice during de-
formation. The crystal plasticity finite element models
typically use space and time as independent variables
and the crystal orientation and the accumulated slip as
dependent variables (Figure 9).

In most large-strain constitutive crystal plasticity
models, one assumes the stress response at each
macroscopic continuum material point to be poten-
tially given by one crystalline volume point. The
constitutive equation for the stress in each grain is
then expressed in terms of

T� ¼ CE�

where T� is the Cauchy stress produced by the crys-
talline portion, C is the fourth-order elastic tensor,
and E� an elastic strain measure obtained by polar

decomposition,

E� ¼ 1
2ðF

�TF� � 1Þ

which leads to a stress measure, the elastic work
conjugate to the strain measure E�,

T� ¼ F��1ðdetðF�ÞTÞðF�Þ�T

where T is the symmetrical Cauchy stress tensor in
the grain, and F� is a local elastic deformation gra-
dient defined in terms of the local total deformation
gradient F and the local plastic deformation gradient
Fp. The relation between the elastic and the plastic
portion of F amounts to

F� ¼ FðFpÞ�1; detðF�Þ40; detðFpÞ ¼ 1

The plastic deformation gradient is given by the flow
rule

’F
p ¼ LpFp

with Lp being the plastic flow rate. In crystals, Lp

is composed of the superposition of the resolved
crystallographic plastic shear rates, ’ga, such that

Lp ¼
X
a

’gaSa0; Sa0 ¼ ma
0#na

0

where ’ga is the shearing rate on the slip system a, and
ma

0 and na
0 denote the slip direction and the slip plane

normal of the slip system, respectively, in the initial
unloaded configuration. The shearing rate on each
slip system depends on the resolved shear ta and the
slip resistance sa of that slip system, and it is taken as

’ga ¼ ’g0
ta

sa

����
����
1=m

signðtaÞ
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where ’g0 denotes a reference value of the slip rate
and m represents the strain rate sensitivity parameter.
The evolution of the slip system resistance can be
taken as

’s ¼
X
b

habj’gbj; hab ¼ qabhðbÞ;

hðbÞ ¼ h0 1 � sb

ss

� �a

where qab are the components of a matrix that de-
scribe the latent hardening behavior of the crystal,
and h0, a, and ss are slip system hardening para-
meters.

See also: Computer Simulation Techniques in Condensed
Matter Physics; Crystal Symmetry; Crystal Tensors:
Applications; Crystal Tensors: Introduction; Mechanical
Properties: Elastic Behavior; Mechanical Properties:

Plastic Behavior; Mechanical Properties: Tensile Proper-
ties; Space Groups.

PACS: 62.20.Fe; 81.20.Hy; 81.05.Bx; 62.20.Qp;
62.20.Dc
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Introduction

Density-functional theory (DFT) is a successful the-
ory to calculate the electronic structure of atoms,
molecules, and solids. Its goal is the quantitative
understanding of material properties from the fun-
damental laws of quantum mechanics.

Traditional electronic structure methods attempt to
find approximate solutions to the Schrödinger equa-
tion of N interacting electrons moving in an external,
electrostatic potential (typically the Coulomb poten-
tial generated by the atomic nuclei). However, there
are serious limitations of this approach: (1) the prob-
lem is highly nontrivial, even for very small numbers
N and the resulting wave functions are complicated
objects and (2) the computational effort grows very
rapidly with increasing N, so the description of larger
systems becomes prohibitive.

A different approach is taken in density-functional
theory where, instead of the many-body wave func-
tion, the one-body density is used as the fundamental
variable. Since the density nðrÞ is a function of only
three spatial coordinates (rather than the 3N coordi-
nates of the wave function), density-functional theory
is computationally feasible even for large systems.

The foundations of density-functional theory are
the Hohenberg–Kohn and Kohn–Sham theorems
which will be reviewed in the following section. In
the section ‘‘Approximations for the exchange–cor-
relation energy,’’ various levels of approximation to
the central quantity of DFT are discussed. The sec-
tion ‘‘Results for some selected systems’’ will present
some typical results from DFT calculations for var-
ious physical properties that are normally calculated
with DFT methods. The original Hohenberg–Kohn
and Kohn–Sham theorems can easily be extended
from its original formulation to cover a wide variety
of physical situations. A number of such extensions
are presented in the section ‘‘Extensions of DFT,’’
with particular emphasis on time-dependent DFT.

Hohenberg–Kohn and Kohn–Sham
Theorems

In ground-state DFT one is interested in systems of N
interacting electrons described by the Hamiltonian

Ĥ ¼ T̂ þ V̂ þ V̂ee

¼ �
XN
i¼1

r2
i

2
þ
XN
i¼1

vðr iÞ þ
1

2

XN
i¼1

XN
j¼1
i¼j

1

jr i � r jj
½1�

with the kinetic, potential, and interaction energy
operators T̂, V̂, and V̂ee, respectively.
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The central statement of formal density-func-
tional theory is the celebrated Hohenberg–Kohn
theorem which, for nondegenerate ground states,
can be summarized in the following three state-
ments:

1. The ground state electron density nðrÞ of a system
of interacting electrons uniquely determines the
external potential vðrÞ in which the electrons
move and thus the Hamiltonian and all physical
properties of the system.

2. The ground-state energy E0 and the ground-state
density n0ðrÞ of a system characterized by the
potential v0ðrÞ can be obtained from a variational
principle which involves only the density, that
is, the ground-state energy can be written as a
functional of the density, Ev0

½n�, which gives the
ground-state energy E0 if and only if the true
ground-state density n0ðrÞ is inserted. For all other
densities nðrÞ, the inequality

E0 ¼ Ev0
½n0�oEv0

½n� ½2�
holds.

3. There exists a functional F[n] such that the energy
functional can be written as

Ev0
½n� ¼ F½n� þ

Z
d3rv0ðrÞnðrÞ ½3�

The functional F[n] is universal in the sense that, for
a given particle–particle interaction (the Coulomb
interaction in our case), it is independent of the po-
tential v0ðrÞ of the particular system under consid-
eration, that is, it has the same functional form for all
systems.

The proof of the Hohenberg–Kohn theorem is
based on the Rayleigh–Ritz variational principle and
will not be repeated here. The interested reader is
referred to excellent reviews given in the ‘‘Further
reading’’ section.

From the Hohenberg–Kohn variational principle,
that is, the second statement given above, the ground-
state density nðrÞ corresponding to the external
potential vðrÞ can be obtained as a solution of the
Euler equation

dEv½n�
dnðrÞ ¼ dF½n�

dnðrÞ þ vðrÞ ¼ 0 ½4�

The formal definition of the Hohenberg–Kohn func-
tional F[n] is well known:

F½n� ¼T½n� þ Vee½n�
¼/C½n�jT̂jC½n�Sþ/C½n�jV̂eejC½n�S ½5�

where C½n� is that N-electron wave function which
yields the density n and minimizes the expectation
value of T̂ þ V̂ee. However, the explicit density de-
pendence of F[n] remains unknown. Approxima-
tions have been suggested, the oldest one being the
well-known Thomas–Fermi approximation (which
precedes the Hohenberg–Kohn theorem historically).
Unfortunately, the accuracy of known approxima-
tions to F[n] is rather limited in practical calculations.
Therefore, eqn [4] is rarely used in electronic struc-
ture calculations today.

Instead, the Hohenberg–Kohn theorem provides
the basic theoretical foundation for the construction
of an effective single-particle scheme which allows
for the calculation of the ground-state density and
energy of systems of interacting electrons. The resul-
ting equations, the so-called Kohn–Sham equations,
are at the heart of modern density-functional theory.
They have the form of the single-particle Schrödinger
equation

�r2

2
þ vsðrÞ

� �
jiðrÞ ¼ eijiðrÞ ½6�

The density can then be computed from the N single-
particle orbitals occupied in the ground-state Slater
determinant

nðrÞ ¼
Xocc

i

jjiðrÞj
2 ½7�

The central idea of the Kohn–Sham scheme is to
construct the single-particle potential vsðrÞ in such a
way that the density of the auxiliary noninteracting
system equals the density of the interacting system of
interest. To this end one partitions the Hohenberg–
Kohn functional in the following way:

F½n� ¼ Ts½n� þ U½n� þ Exc½n� ½8�

where Ts[n] is the noninteracting kinetic energy,

U½n� ¼ 1

2

Z
d3r

Z
d3r0

nðrÞnðr 0Þ
jr � r 0j ½9�

is the classical electrostatic energy of the charge dis-
tribution nðrÞ, and Exc[n] is the so-called exchange–
correlation energy which is formally defined by

Exc½n� ¼ T½n� þ Vee½n� � U½n� � Ts½n� ½10�

From the above definitions one can derive the form
of the effective potential entering eqn [6]

vs½n�ðrÞ ¼ vðrÞ þ
Z

d3r0
nðr 0Þ
jr � r 0j þ vxc½n�ðrÞ ½11�
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where the exchange–correlation potential vxc is
defined by

vxc½n�ðrÞ ¼
dExc½n�
dnðrÞ ½12�

Since vs½n�ðrÞ depends on the density, eqns [6], [7],
and [11] have to be solved self-consistently. This is
known as the Kohn–Sham scheme of density-func-
tional theory.

Approximations for the Exchange–
Correlation Energy

Clearly, the formal definition [10] of the exchange–
correlation energy is not helpful for practical calcu-
lations and one needs to use an approximation for
this quantity. Some of these approximations are
discussed in the following.

While DFT itself does not give any hint on how to
construct approximate exchange–correlation func-
tionals, it holds both the promise and the challenge
that the true Exc is a universal functional of the den-
sity, that is, it has the same functional form for all
systems. On the one hand this is a promise because
an approximate functional, once constructed, may be
applied to any system of interest. On the other hand,
this is a challenge because a good approximation
should perform equally well for very different phys-
ical situations.

Both the promise and the challenge are reflected
by the fact that the simplest of all functionals, the
so-called local density approximation (LDA), or its
spin-dependent version, the local spin density ap-
proximation (LSD), has remained the approximation
of choice for quite many years after the formulation
of the Kohn–Sham theorem. In LDA, the exchange–
correlation energy is given by

ELDA
xc ½n� ¼

Z
d3rnðrÞeunif

xc ðnðrÞÞ ½13�

where eunif
xc ðnÞ is the exchange–correlation energy per

particle of an electron gas with spatially uniform
density n. It can be obtained from quantum Monte
Carlo calculations and simple parametrizations are
available. By its very construction, the LDA is
expected to be a good approximation for spatially
slowly varying densities. Although this condition is
hardly ever met for real electronic systems, LDA has
proved to be remarkably accurate for a wide variety
of systems.

In the quest for improved functionals, an impor-
tant breakthrough was achieved with the emergence
of the so-called generalized gradient approximations
(GGAs). Within GGA, the exchange–correlation

energy for spin-unpolarized systems is written as

EGGA
xc ½n� ¼

Z
d3rf ðnðrÞ;rnðrÞÞ ½14�

While the input eunif
xc in LDA is unique, the function f

in GGA is not, and many different forms have been
suggested. When constructing a GGA one usually
tries to incorporate a number of known properties of
the exact functional into the restricted functional
form of the approximation. The impact of GGAs has
been quite dramatic, especially in quantum chemistry
where DFT is now competitive in accuracy with
more traditional methods while being computation-
ally less expensive.

In recent years, still following the lines of GGA
development, a new class of ‘‘meta-GGA’’ functionals
has been suggested. In addition to the density and its
first gradient, meta-GGA functionals depend on the
kinetic energy density of the Kohn–Sham orbitals,

tðrÞ ¼ 1

2

Xocc

i

jrjiðrÞj
2 ½15�

The meta-GGA functional then takes the form

EMGGA
xc ½n� ¼

Z
d3r gðnðrÞ;rnðrÞ; tðrÞÞ ½16�

The additional flexibility in the functional form gai-
ned by the introduction of the new variable can be
used to incorporate more of the exact properties into
the approximation. In this way, it has been possible
to improve upon the accuracy of GGA for some
physical properties without worsening the results for
others.

Unlike LDA or GGA, which are explicit function-
als of the density, meta-GGAs also depend explicitly
on the Kohn–Sham orbitals. It is important to note,
however, that one is still in the domain of DFT since,
through the Kohn–Sham equation [6], the orbitals
are functionals of the Kohn–Sham potential and
therefore, by virtue of the Hohenberg–Kohn theo-
rem, also functionals of the density.

Such orbital functionals, or implicit density func-
tionals, constitute a wide field of active research.
Probably the most familiar orbital functional is the
exact exchange energy functional (EXX):

EEXX
x ½n� ¼ � 1

2

X
s

Z
d3r

Z
d3r0

�
Xocc

i;j

jisðrÞj�
isðr 0Þjjsðr 0Þj�

jsðrÞ
jr � r 0j ½17�

At this point, some remarks about similarities and
differences to Hartree–Fock theory are in order. If
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one uses the exact exchange functional [17] and
neglects correlation, the resulting total energy func-
tional is exactly the Hartree–Fock functional. How-
ever, in exact-exchange DFT this functional is
evaluated with Kohn–Sham rather than Hartree–
Fock orbitals. Furthermore, the Hartree–Fock or-
bitals are obtained from a minimization without
constraints (except for orthonormality) which leads
to the nonlocal Hartree–Fock potential. The exact-
exchange Kohn–Sham orbitals, on the other hand,
are obtained by minimizing the same functional un-
der the additional constraint that the single-particle
orbitals come from a local potential. Therefore,
the total Hartree–Fock energy is always lower than
the total energy in exact-exchange DFT but the dif-
ference has turned out to be very small. However,
single-particle properties such as orbitals and orbital
eigenvalues can be quite different in both approach-
es. For example, Kohn–Sham exact-exchange energy
spectra are usually much closer to experiment
than Hartree–Fock spectra, indicating that exact-ex-
change DFT might be a better starting point to
include correlation than Hartree–Fock spectra.

In order to go beyond exact-exchange DFT, one
might be tempted to use the exact-exchange func-
tional in combination with a traditional approxima-
tion such as LDA or GGA for correlation. Since both
LDA and GGA benefit from a cancelation of errors
between their exchange and correlation pieces, an
approach using LDA or GGA for only one of these
energy components is bound to fail. The obvious
alternative is to use approximate, orbital-dependent
correlation energy functionals. One systematic way
to construct such functionals is known as Görling–
Levy perturbation theory. Structurally, this is similar
to what is known as Møller–Plesset perturba-
tion theory in quantum chemistry. However, it is
only practical for low orders. A more promising
route uses the fluctuation–dissipation theorem which

establishes a connection to linear response theory in
time-dependent DFT.

A final class of approximations to the exchange–
correlation energy are the so-called hybrid function-
als which mix a fraction of exact exchange with
GGA exchange,

EHYB
x ½n� ¼ aEEXX

x ½n� þ ð1 � aÞEGGA
x ½n� ½18�

where a is the (empirical) mixing parameter. This
exchange functional is then combined with some
GGA for correlation. Hybrid functionals are tremen-
dously popular and successful in quantum chemistry
but much less so in solid-state physics.

This last fact highlights a problem pertinent to the
construction of improved functionals: available ap-
proximations are already very accurate and hard to
improve upon. In addition, and this makes it a very
difficult problem, one would like to have improved
performance not only for just one particular property
or one particular class of systems but for as many
properties and systems as possible. After all, the true
exchange–correlation energy is a universal functional
of the density.

Results for Some Selected Systems

Over the years, a vast number of DFT calculations
have been reported and only the scantiest of selec-
tions can be given here. Results are given for different
functionals in order to illustrate the performance of
the different levels of approximation. It should be
kept in mind, however, that while there is only one
LDA functional, there are several GGA, meta-GGA,
or hybrid functionals which have been suggested and
whose results for a given system will vary.

In solid-state physics, typical quantities calcula-
ted with ground-state DFT are structural properties.
In Table 1, equilibrium lattice constants and bulk

Table 1 Equilibrium lattice constants a (in Å) and bulk moduli B0 (in GPa) for some solids calculated with LSD, GGA, and meta-GGA

approximations in comparison to experimental results. m.a.e. is the mean absolute errora

Solid aLSD aGGA aMGGA aexp BLSD
0 BGGA

0 BMGGA
0 Bexp

0

Na 4.05 4.20 4.31 4.23 9.2 7.6 7.0 6.9

NaCl 5.47 5.70 5.60 5.64 32.2 23.4 28.1 24.5

Al 3.98 4.05 4.02 4.05 84.0 77.3 90.5 77.3

Si 5.40 5.47 5.46 5.43 97.0 89.0 93.6 98.8

Ge 5.63 5.78 5.73 5.66 71.2 59.9 64.6 76.8

GaAs 5.61 5.76 5.72 5.65 74.3 60.7 65.1 74.8

Cu 3.52 3.63 3.60 3.60 191 139 154 138

W 3.14 3.18 3.17 3.16 335 298 311 310

m.a.e. 0.078 0.051 0.043 — 12.8 7.0 7.6 —

aLattice constants from Perdew JP, Kurth S, Zupan A, and Blaha P (1999) Physical Review Letters 82: 2544, ibid. 82, 5179 (1999) (E);

bulk moduli from Kurth S, Perdew J P, and Blaha P (1999) International Journal of Quantum Chemistry 75: 889.
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moduli for a few solids are presented. LDA lattice
constants are usually accurate to within a few per-
cent. On average, GGA and meta-GGA give some
improvement. For bulk moduli, the relative errors
are much larger and improvement of GGA and meta-
GGA as compared to LDA is statistical and not uni-
form. There are however some properties that are
systematically improved by GGA. For example,
GGA cohesive energies for transition metals are on
average better by almost half an order of magnitude
than the LDA values.

Possibly the best known success of GGA is the
correct prediction of the ferromagnetic b.c.c ground
state of iron for which LDA incorrectly gives a non-
magnetic f.c.c. ground state. The calculated magnetic
moments shown in Table 2 illustrate the improved
performance of GGA also for this quantity.

One of the standard uses of DFT in solid-state
physics is the calculation of band structures. Usually
one interprets and compares the Kohn–Sham band
structure directly with experimental energy bands.
Strictly speaking, this interpretation has no sound
theoretical justification since the Kohn–Sham eigen-
values are only auxiliary quantities. Experience has
shown, however, that LDA or GGA band structures
are often rather close to experimental ones, especially
for simple metals. On the other hand, a well-known
problem in semiconductors and insulators is that
both LDA and GGA seriously underestimate the
bandgap. This deficiency is corrected when using the
exact-exchange functional (see Table 3).

Since DFT also has gained a tremendous popularity
in the world of quantum chemistry, finally some
results for the atomization energies of small molecules
are presented in Table 4. Similar to the cohesive
energy of solids, one sees a clear improvement as one
goes from LDA to GGA. Further improvement is ac-
hieved on the meta-GGA level but, for this particular
quantity, the accuracy of the hybrid functional is truly
remarkable. Unfortunately, however, the accuracy of
hybrid functionals for molecular properties does not
translate into an equally good performance for solids.

Extensions of DFT

The original theory of Hohenberg, Kohn, and Sham
can only be applied to quantum systems in their
(nondegenerate) ground-state. Over the years a
number of extensions have been put forth (with
varying degree of success). In fact, density-functional
theories have been formulated for relativistic sys-
tems, superconductors, ensembles, etc. Here, only a
small selection of extensions of DFT is reviewed.
Special attention is paid to time-dependent DFT, as
this theory is becoming particularly popular in the
calculation of excited-state properties.

Spin Density-Functional Theory

Most practical applications of DFT make use of an
extension of the original theory which uses the par-
tial densities of electrons with different spin s as
independent variables,

nsðrÞ ¼
Xocc

i

jjisðrÞj
2 ½19�

Table 2 Magnetic moments (in mB) for some ferromagnetic

solidsa

Solid MLSD MGGA Mexp

Fe 2.01 2.32 2.22

Co 1.49 1.66 1.72

Ni 0.60 0.64 0.61

aFrom Cho JH and Scheffler M (1996) Physical Review B 53:

10685.

Table 3 Fundamental bandgaps (in eV) of some semiconduc-

tors and insulators

Solid LSD EXX exp

Gea –0.05 0.99 0.74

Sia 0.66 1.51 1.2

Ca 4.17 4.92 5.50

GaAsb 0.49 1.49 1.52

AlNa 3.2 5.03 5.11

BeTeb 1.60 2.47 2.7

MgSeb 2.47 3.72 4.23

aAulbur WG, Städele M, and Görling A (2000) Physical Review B

62: 7121.
bFleszar A (2001) Physical Review B 64: 245204.

Table 4 Atomization energies (in units of 1 kcalmol–1¼
0.0434eV) of 20 small molecules. Zero-point vibration has been

removed from experimental energiesa

Molecule DELSD DEGGA DEMGGA DEHYB DEexp

H2 113.2 104.6 114.5 107.5 109.5

LiH 61.0 53.5 58.4 54.7 57.8

CH4 462.3 419.8 421.1 420.3 419.3

NH3 337.3 301.7 298.8 297.5 297.4

H2O 266.5 234.2 230.1 229.9 232.2

CO 299.1 268.8 256.0 256.5 259.3

N2 267.4 243.2 229.2 226.5 228.5

NO 198.7 171.9 158.5 154.3 152.9

O2 175.0 143.7 131.4 125.6 120.5

F2 78.2 53.4 43.2 37.1 38.5

m.a.e 34.3 9.7 3.6 2.1 —

aLSD, GGA, and meta-GGA results from Kurth S, Perdew JP,

and Blaha P (1999) International Journal of Quantum Chemistry

75: 889; results for the hybrid functional from Becke AD (1998)

Journal of Chemical Physics 98: 5648.
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rather than using the total density of eqn [7]. Again,
the single-particle orbitals are solutions of a noninte-
racting Schrödinger equation [6], but the effective
potential eqn [11] now becomes spin-dependent by
using the exchange–correlation potential

vxcs½nm; nk�ðrÞ ¼
dExc½nm; nk�

dnsðrÞ
½20�

instead of the one given in eqn [12]. Spin-density-
functional theory (SDFT) relates to the original
formulation of DFT as spin-unrestricted Hartree–Fock
relates to spin-restricted Hartree–Fock theory. It al-
lows for a straightforward description of systems with
a spin-polarized ground state such as ferromagnets.

Density-Functional Theory for Superconductors

In 1988, triggered by the remarkable discovery of the
high-Tc materials, Oliveira, Gross, and Kohn pro-
posed a density-functional theory for the super-
conducting state. Their theory uses two independent
variables – the ‘‘normal’’ density, nðrÞ, and a nonlocal
‘‘anomalous’’ density wðr; r 0Þ. This latter quantity re-
duces, under the appropriate limits, to the order-para-
meter in Ginzburg–Landau theory. With these two
densities it is straightforward to derive a Hohenberg–
Kohn-like theorem and a Kohn–Sham scheme. The
resulting equations are very similar to the traditional
Bogoliubov–de Gennes equations for inhomogeneous
superconductors, but include exchange and correla-
tion effects through a ‘‘normal,’’

vxc½n; w�ðrÞ ¼
dExc½n; w�
dnðrÞ ½21�

and an ‘‘anomalous’’ exchange–correlation potential,

Dxc½n; w�ðr; r 0Þ ¼ �dExc½n; w�
dw�ðr; r 0Þ ½22�

Unfortunately, only few approximations to the
exchange–correlation functionals have been proposed
so far. From these, both an LDA-like functional
aimed at describing electron–electron correlations
and the development of a scheme that incorporates
strong electron–phonon interactions and electron
screening are mentioned. In this framework it is
now possible to calculate transition temperatures and
energy gaps of superconductors from first principles.

Time-Dependent Density-Functional Theory

Several problems in physics require the solution of
the time-dependent Schrödinger equation

i
@

@t
Cð

%
r; tÞ ¼ ĤðtÞCð

%
r; tÞ ½23�

where C is the many-body wave function of N elec-
trons with coordinates

%
r ¼ ðr1; r2;y; rNÞ, and ĤðtÞ

is the operator (1) generalized to the case of time-
dependent external potentials. This equation de-
scribes the time evolution of a system subject to the
initial condition Cð

%
r; t ¼ t0Þ ¼ C0ð

%
rÞ. The initial

density is n0.
The central statement of time-dependent den-

sity-functional theory (TDDFT), the Runge–Gross
theorem, states that, if C0 is the ground state of
Ĥðt ¼ t0Þ, there exists a one-to-one correspondence
between the time-dependent density nðr; tÞ and
the external potential vðr; tÞ. All observables of the
system can then be written as functionals of the den-
sity only. The Runge–Gross theorem provides the
theoretical foundation of TDDFT. The practical
framework of the theory is given by the Kohn–Sham
scheme. A system of noninteracting electrons is de-
fined, obeying the one-particle Schrödinger equation

i
@

@t
jiðr; tÞ ¼ �r2

2
þ vsðr; tÞ

� �
jiðr; tÞ ½24�

Similar to static Kohn–Sham theory, the Kohn–Sham
potential is usually written as

vs½n�ðr; tÞ ¼ vðr; tÞ þ
Z

d3r0
nðr 0; tÞ
jr � r 0j þ vxc½n�ðr; tÞ ½25�

where vðr; tÞ includes both the static Coulomb poten-
tial of the nuclei and the explicitly time-dependent
contribution of an external electromagnetic field.
The exchange–correlation potential, vxc, is chosen
such that the density of the Kohn–Sham electrons

nðr; tÞ ¼
Xocc

i

jjiðr; tÞj
2 ½26�

is equal to the density of the interacting system.
Clearly, vxc is a very complex quantity – it encom-
passes all nontrivial many-body effects – that has to
be approximated. The most common approximation
to vxcðr; tÞ is the adiabatic local density approxima-
tion (ALDA). In the ALDA it is assumed that the
exchange–correlation potential at time t is equal to
the ground-state LDA potential evaluated with the
density nðr; tÞ, that is,

vALDA
xc ½n�ðr; tÞ ¼ vunif

xc ðnðr; tÞÞ ½27�

Following the same reasoning it is simple to derive an
adiabatic GGA or meta-GGA.

Two regimes can usually be distinguished in
TDDFT (or more generally in time-dependent quan-
tum mechanics), depending on the strength of the
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external time-dependent potential. If this potential is
‘‘weak,’’ the solution of the time-dependent Kohn–
Sham equations can be circumvented by the use
of linear (or low-order) response theory. In linear
response, one looks at the linear change of the den-
sity produced by a small (infinitesimal) change in the
external potential – information which is contained
in the so-called linear density response function w.
Within TDDFT, w can be calculated from the Dyson-
like equation

wðrt; r 0t0Þ ¼ wsðrt; r 0t0Þ þ
Z

d3x

Z
d3x0

Z
dt
Z

dt0

wsðrt; xtÞ
dðt� t0Þ
jx� x0j þ fxcðxt; x0t0Þ
� �

wðx0t0; r 0t0Þ ½28�

where ws is the (noninteracting) Kohn–Sham response
function. The exchange–correlation kernel fxc is
defined as

fxcðrt; r 0t0Þ ¼
dvxcðr; tÞ
dnðr 0; t0Þ

����
n0

½29�

where the functional derivative is evaluated at the
initial ground-state density n0. If one puts fxc ¼ 0 in
[28], the well-known random phase approximation
(RPA) to the excitation energies is obtained. Know-
ledge of w allows for the calculation of linear absor-
ption spectra. Here one has to distinguish between
finite and extended systems. The optical absorption
spectrum of a finite system is essentially given by the
poles of w. For an extended system, the spectrum is
obtained from the imaginary part of the dielectric
function, which can be written (in frequency space) as

e�1ðr; r 0;oÞ ¼ dðr � r 0Þ þ
Z

d3x
wðx; r 0;oÞ
jr � xj ½30�

Most calculations performed within this scheme ap-
proximate the exchange–correlation kernel by the
ALDA. For finite systems, excitation energies are of
excellent quality for a variety of atoms, organic and
inorganic molecules, clusters, etc. Unfortunately, the
situation is different for extended systems, especially
for large-gap semiconductors. In Figure 1 the ALDA
optical absorption spectrum of silicon together with
an RPA calculation, a Bethe–Salpeter calculation (a
method based on many-body perturbation theory),
and experimental results are shown. It is clear that
ALDA fails to give a significant correction over RPA.
In momentum space, the Coulomb interaction is sim-
ply 1/q2. It is then clear from [28] that if fxc is to
contribute for small q – which is the relevant regime
for optical absorption – it will have to behave as-
ymptotically as 1/q2. The ALDA kernel approaches
a constant for q-0 and is therefore incapable to

correct the RPA results. Recently several new kernels
have been proposed that overcome this problem. One
of them, the RORO kernel, has the simple form

f RORO
xc ðr; r 0Þ ¼ � a

4p
1

jr � r 0j ½31�

where a is a phenomenologically determined para-
meter. Taking a ¼ 0:12 yields the curve shown in
Figure 1, which is already very close to the experi-
mental results.

Conclusions

There is no doubt that DFT has become a mature
theory for electronic structure calculations. The suc-
cess of DFT is based on the availability of increasingly
accurate approximations to the exchange–correlation
energy. Research into the development of still more
accurate approximations continues. In static DFT,
orbital functionals seem to be promising candidates
to achieve this goal. In time-dependent DFT as well as
in other extensions of DFT, development of approxi-
mations is still at a much earlier stage.

Applications of DFT abound. In solid-state phys-
ics, DFT is the method of choice for the calculation
of material properties from first principles. While
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Figure 1 Optical absorption spectrum of silicon. The curves

are: thick dots – experiment dotted curve – RPA; dot-dashed

curve – TDDFT using the ALDA; solid curve – TDDFT using the

RORO kernel; dashed curve – Bethe-Salpeter equation. (Repro-

duced with permission from Onida G, Reinig L, and Rubio A

(2002) Review of Modern Physics 74: 601; Lautenschlager P,

Garriga M, Viña L, and Cardona M (1987) Physical Review B 36:

4821; and Reining L, Olevano V, Rubio A, and Onida G (2002)

Physical Review Letters 88: 066404.)
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traditional, static DFT calculations have mainly fo-
cused on structural ground-state properties such
as lattice parameters, TDDFT also allows for the
calculation of excited state properties such as ab-
sorption spectra. In quantum chemistry, the decade-
long dream of electronic structure calculations with
‘‘chemical accuracy’’ appears within reach with DFT.
Due to the favorable scaling of the computational
effort with increasing system size and also to the
ever-increasing computational power of modern
computers, DFT calculations are now feasible for
systems containing several thousand atoms. This
opens the way for applications of DFT to biologically
relevant systems.
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Solids, Electronic Properties of; Disorder and Localization
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Aperiodic Media

Since the early 1970s, several classes of aperiodic
solids have been the focus of attention. Examples of
such materials are the following:

1. Electrons in a uniform magnetic field are sensitive
to the vector potential which cannot be constant
in space at nonvanishing magnetic field, thus bre-
aking the translation symmetry.

2. Randomly distributed impurities or defects break
the translation invariance in crystal-like nor-
mal metals or doped semiconductors. However,

electrons feel them only at low temperature. Sim-
ilarly, only phonons of short wavelength are sen-
sitive to disorder.

3. Amorphous materials, such as glass, silicon (in its
amorphous phase), even liquids at short timescales,
have been considered as such in the literature.

4. Artificial structures, such as superlattices or arrays
of quantum dots, are technologically available
and can be designed to break the translation sym-
metry.

5. Quasicrystals, such as Al62:5Cu25Fe12:5 or Al70:5

Pd22Mn7:5 have a point-like diffraction spectrum
with symmetries (such as the fivefold or tenfold
symmetries) incompatible with spatial periodicity.

In view of their growing importance, there is a need
for mathematical and numerical methods to study
them, since the usual Bloch theory cannot be used,
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due to the lack of translation symmetry. To avoid
complexity, as a first approximation, the degrees of
freedom (electrons, holes, phonons, lacunæ) are con-
sidered as independent and moving in an infinite
volume limit ideal solid.

Transport Mechanisms

Various mechanisms of transport can be observed
experimentally in aperiodic materials:

1. For metals, the conductivity increases as the tem-
perature decreases. Moreover, the Fermi liquid
theory (Landau) predicts

2. Thermally activated processes, (if a gap arises at
the Fermi level), give

sðTÞ BTk0
T�2

3. For weakly disordered systems (strongly doped
semiconductors, normal metals), there is a resid-
ual conductivity at low temperature, due to quan-
tum interferences

sðTÞ BTk0
e�D=T

4. In strongly disordered systems (lightly doped semi-
conductors) with small density of states (DOS) at
the Fermi level, Mott variable range hopping pre-
dicts in dimension d

sðTÞ BTk0
s040

5. High-quality quasicrystals are metallic alloys but
their conductivity decreases with the temperature
(see Figure 1) and exhibits a scaling behavior

sðTÞ BTk0
e�ðT0=TÞ1=ðdþ1Þ

sðTÞ BTk0
s0 þ aTg; 1ogo1:5

on a large range of temperatures (from 50 mK to
1000 K in some cases). In most cases s040 (re-
sidual conductivity), but there are examples for
which s0E0 (Figure 1).

The Hull

The ‘‘Hull’’ of an aperiodic solid and its canonical
transversal, or atomic surface, is the main construc-
tion (as the Brillouin zone for a crystal). It represents
in a compactified way all possible samples of the
material that can be ideally produced.

As a good approximation, atomic nuclei are sup-
posed to be frozen at their ideal equilibrium position
at zero temperature. The set L of atomic positions is

thus a discrete subset of the space Rd (d is the dimen-
sion of the material). L is called uniformly discrete
whenever the minimum distance between any two
distinct points of L is positive. L is called rela-
tively dense whenever there is a radius R large
enough so that any ball of radius R meets L on at
least one point. A set is Delone if it is both uniformly
discrete and relatively dense. A Delone set is repet-
itive if, given any finite patch p (namely, a finite set of
the form p ¼ L-B, where B is some open ball), and
any small length e 40, there is a radius Rp40 such
that any ball of radius Rp contains a translated copy
of p modulo, an error smaller than e. A Delone set
has finite type if the set of vectors joining two of its
points is itself discrete (this latter set is denoted by
L�L). Lastly, a Meyer set is a Delone set such that
the family L�L of vectors joining two of its points
is itself a Delone set.

Examples:

1. Throwing points randomly in space with a fixed
density (Poisson’s law) gives a discrete set which,
with probability 1, is neither uniformly discrete
nor relatively dense.

2. Randomly throwing impurities on sites of a silicon
perfect diamond lattice gives a uniformly discrete
set which, with probability 1, is not relatively
dense. Other materials like zeolithes may have
their atoms distributed on a fractal uniformly dis-
crete but nonrelatively dense set.

3. In the ideal limit of zero temperature, most solids
have their atoms distributed on a Delone set. But
amorphous ones, such as glass or silicon, are nei-
ther of finite type nor are they repetitive because
their two-point correlation function falls off
quickly at a large distance. Perfect crystals and
quasicrystals are described by a finite type repeti-
tive Delone set.
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Figure 1 Conductivity of two examples of quasicrystals.
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4. Typical examples of Meyer sets are provided by
crystals or quasicrystals (see Figure 2). These are
the sets with a point-like diffraction pattern and
no diffuse part.

If the solid is homogeneous, L and Lþ a have
similar global properties. However, an observer sees
only a finite sample in practice, namely, he sees only
what happens in a bounded window LCRd. A
sequence of translated Ln ¼ Lþ an converges to
the discrete set LN if and only if, for any bounded
window L, the family Ln-L of points of Ln con-
tained in L converges to LN-L. The Hull O of L is
defined as the family of limit points of translated L.
By construction, any point oAO corresponds to a set
Lo obtained as the limit of a subsequence of trans-
lated L. It can be proved that, as soon as L is uni-
formly discrete, O is a compact and metrizable set.
Metrizability means that the topology defined above
can be described through a metric. An example of
such metric (it is not the only one) is the following:
the distance dðo;o0Þ between the points o;o0 of
the Hull is the smallest number e40, such that Lo

and Lo0 coincide in the ball centered at the origin
of radius 1=e modulo, an error of e. Compactness
means that given any e40, there is a finite set
fa1;y; adg of vectors Rd, such that any o is within
the distance e of at least one of the Lþ ai’s. Hence in
a ball of radius 1=e, Lo looks like Lþ ai modulo,
an error smaller than e. In other words, compactness
is a way of expressing that L describes a homo-
geneous solid. In particular, the minimum distance
between distinct points in Lo is at least equal to the

one in L. Moreover the properties of being Delone,
finite type, repetitive, or Meyer are inherited by all
the Los.

In addition, if aARd is a vector in space, then
Lo þ a also belongs to the Hull, thus defining a
point denoted by Tao. It can be shown that the map
ða;oÞ/Tao is continuous and satisfies Taþa0o ¼
TaðTa0oÞ while T0o ¼ o, hence giving a topolo-
gical action of the translation group on the Hull.
Therefore, ðO;Rd;TÞ is a topological dynamical
system.

To build the Hull it is convenient to use the cano-
nical transversal X, defined as the set of points o in
the Hull such that the set Lo contains the origin
0ARd (see Figure 3). Starting from a point in X and
translating it, it takes a minimum distance between
two points in L at least to have 0ALo þ a again.
So, Lo can be seen as the trace of X in the orbit of
o. Since such an orbit can be seen as the space Rd

in which the solid is living and since the points of
Lo are the positions of atoms, X represents the
position of the atom in the Hull. This is why X is also
called (especially in quasicrystallography) the atomic
surface.

For periodic materials, the Hull is the d-torus
obtained by identifying points in spaces that differ
by a vector of the period group (the Bravais lattice).
The transversal is the (finite) set of atoms of the
unit cell. For quasicrystals, the Hull is a torus of
higher dimension in which the physical space Rd has

Figure 2 A Meyer set: the Ammann–Beenker tiling.
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Figure 3 Schematic view of the atomic surface.
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irrational slopes. Moreover, the Hull has the topo-
logy of a Cantor set, in the direction perpendicular to
the physical space (see Figure 4).

Noncommutative Brillouin Zone

The description of dynamical degrees of freedom
(electrons, holes, phonons) cannot be done through
the Bloch theory since the translation invariance is
broken. However, any observable describing them
can be given by a covariant operator, namely, a fam-
ily A ¼ ðAoÞoAO of self-adjoint bounded operators
acting on the Hilbert space H of quantum states,
such that: (1) TðaÞAoTðaÞ�1 ¼ ATao if TðaÞ is
the translation operator by aARd acting on H, and
(2) for any quantum state cij the map o/Ao cij
is continuous (strong continuity). If the material is
periodic, all such observables are matrix-valued
functions over the Brillouin zone. Hence, the algebra
of observables is the noncommutative analog of the
space of continuous functions on the Brillouin zone,
leading to the notion of Noncommutative Brillouin
Zone (NCBZ). Such functions can be integrated: if P
is an Rd invariant probability measure on the Hull,
then TPðAÞ is defined as the average of the diagonal
matrix elements of Ao and is equal to the trace per
unit volume of A. The map A/TPðAÞ is linear, po-
sitive (namely, TPðA�AÞX0), and tracial namely
TPðABÞ ¼ TPðBAÞ. It is the noncommutative ana-
log of the integral over the NCBZ. In addition, if
R ¼ ðR1;y;RdÞ is the position operator, then =A ¼
i½R;A� gives a family of d commuting derivations
(namely, = ¼ ð@1;y; @dÞ is linear and obeys the
Leibniz rule =ðABÞ ¼ =ðAÞB þ A=ðBÞÞ generalizing
the derivatives with reference to the quasimomentum

in the NCBZ. Depending upon the degrees of free-
dom (electrons, holes with spin or spinless, or phon-
ons), this algebra of observables is represented in
various Hilbert spaces. Most formulas found in text-
books, valid for periodic crystals, extend in a similar
way to aperiodic materials provided the integral over
quasimomenta is replaced by TP, and the derivatives
=k by =.

In the independent particle approximation, the
electron or holes are described by a Hamiltonian
H ¼ ðHoÞoAO coming from a Schrödinger operator.
The simplest example, for spinless electrons, acts on
H ¼ L2ðRdÞ and is given by

Ho ¼ � _2

2m
Dþ

X
aAA

X
rALa

o

vaðR� rÞ

where A is a finite set labeling various species of
atoms, La

o represents the set of positions for the
atoms of species aAA, and va is the atomic pseudo-
potential created by atoms of species a acting on the
charge carrier. In the tight-binding representation,
the Hamiltonian becomes a matrix indexed by the
atomic sites and the corresponding atomic species,
acting on Ho ¼ c2ðLoÞ; of the form

/x; ajHojy; bS ¼ habðT�xo; y � xÞ;
a; bAA; xALa

o; yALb
o

where h is some continuous matrix-valued function
on the set G of pairs ðo; xÞ such that o belongs to the
transversal, and xALo.

In the harmonic approximation, phonons are des-
cribed by the creation and annihilation operators of
bosons attached to each atomic site with a polarization

e3
⊥

e4
⊥

e1
⊥

e2
⊥

Figure 4 The atomic surface (canonical transversal) of the Ammann–Beenker tiling.
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index, ao;x;a, awo;x;a such that ao;x;a;a
w
o;y;b

h i
¼ dabdxy1

whenever ðo; xÞAG and a,b are the polarization index
(usually varying from 1 to d, if d is the dimension).
Then the phonon Hamiltonian, restricted to a finite
volume L, acts on the boson Fock space of c2ðLoÞ
and is given by

H
ðphÞ
o;L ¼

X
x;yALo-L

_kabðT�xo; y � xÞawo;x;aao;y;b þ Wo;L

where W represents the anharmonic contributions.
Here k can be seen as the matrix elements of a covar-
iant operator K ¼ ðKoÞoAO. The eigenvalues of K are
the square of the vibrational mode frequencies allowed
to propagate through the solid.

The charge carrier DOS NðDÞ, in an energy in-
terval D, is defined as the number of eigenstates of the
charge carrier Hamiltonian describing the charge
carrier motions per unit volume with energy within
D. Similarly, the vibrational density of states (VDOS)
in some frequency interval D is the number of pho-
non modes with frequency within D. The Shubin
formula shows that they are given by

NPðDÞ ¼ TPðwDðHÞÞ ðcharge carriersÞ;
NPðDÞ ¼ TPðwDðK1=2ÞÞ ðphononsÞ;

where wDðEÞ ¼ 1 if EAD and 0 otherwise. A useful
example of a formula expressed with this formalism
is the Kubo formula for the electric conductivity in
the relaxation time approximation (RTA) given by

Kubo’s formula

sij ¼
e2

_
TP @j

1

1 þ ebðH�mÞ

� ��

� 1

_=trel þ LH � i_ *o
ð@iHÞ

�
½1�

where H is the one-particle Hamiltonian, LH ¼ i½H; ��,
b ¼ 1=kBT is the inverse temperature (kB is Boltz-
mann’s constant), *o is the current frequency, trel is the
inelastic collision time, m is the chemical potential
fixed by the charge carrier density nel as

nel ¼TP

1

1 þ ebðH�mÞ

� �

¼
Z þN

�N

dNPðEÞ
1

1 þ ebðE�mÞ

Exponents

The main difference between periodic and aperiodic
solids can be seen in the electron energy spectrum or
in the phonon vibrational spectrum (at least for short

wavelength). The band spectrum can be a Cantor
set, at least in 1D or near the groundstate if the
dimension is higher. The electrons can be localized
(Anderson localization) or can have an exotic long-
distance behavior. The phonon spectrum is likely
to have a large low energy optical band exhibiting
quantum chaos. Various scaling exponents classify
such a behavior. The spectral exponents are associ-
ated with the DOS, VDOS or with the local density
of states (LDOS). The diffusion exponents are asso-
ciated with the motion of a typical wave packet in
space.

The DOS (or VDOS) regularity is characterized by
its behavior as the size Dj j of the energy or frequency
interval goes to zero, namely NðDÞBjDjd. Such a
definition is ambiguous and, even in computer sim-
ulations, difficulties in interpreting results can be
overwhelming. The symbol B should then be defined
as follows: if f ðeÞ is a positive decreasing function of
0oeo1 (or 1oeoN) then

a% ¼ lim
ek0

%
ln f ðeÞ

ln e
; denoted by f B

ek0
ea

%

where % stands for sup (or þ ) or inf (or � ), and
similarly if emN. Therefore, the DOS-exponent (and
similarly for the VDOS) is defined by

NPð½E � e;E þ e�ÞBek0
ed%

DOS
ðEÞ

The LDOS, also called the spectral measure, is de-
fined as follows: if H ¼ ðHoÞoAO is the one-particle
Hamiltonian for the charge carriers, the LDOS mo;f
relative to the quantum state jfS and its spectral
exponent d7

o;fðEÞ are defined by

mo;fð½E � d;E þ d�Þ

:¼
Z Eþd

E�d
dmo;f ¼ 1

p
Jm

Z Eþd

E�d
dE0

�/fjðE0 � i0þ � HoÞ�1jfS B
dk0

dd%
o;fðEÞ

Whenever D is an interval of energy and if % ¼
sup ðresp: infÞ, d%

o;fðDÞ will be infimum (resp. supre-
mum) over D0CD of the supremum (resp. infimum)
over EeD0 of d%

o;fðEÞ’s where
R
D0 dmo;f ¼ 0. Then

d%;7
o ðDÞ will be the supremum (resp. infimum) over

the state jfS of the d%
o;fðDÞ’s. It turns out that

d%;7
o ðDÞ is independent of o with probability 1 and

the common value is called d%;7
LDOSðDÞ. In all cases

d�;7
LDOSðDÞpd�

DOSðDÞ

The LDOS is absolutely continuous (ac) on an in-
terval D, whenever for almost all EAD there is
0oCðEÞoN such that mo;fð½E � d;E þ d�ÞpCðEÞd:
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Then, the Radon–Nikodym theorem implies the
existence of an integrable function F such that
mo;fðdEÞ ¼ FðEÞdE. (Here, dE is called the Lebesgue
measure.) In such a case, d%

o;fðEÞ ¼ 1 on D so that
d%
o;fðDÞ ¼ 1. The LDOS is pure point (pp) on D if

it can be written as a sum of Dirac measures
mo;fðdEÞ ¼

P
i dðE � EiÞdE. In such a case, the Ei

are eigenvalues and d%
o;fðEiÞ ¼ 0 on D, implying

d%
o;fðDÞ ¼ 0. The LDOS is singular continuous (sc)

if mo;fð½E � d;E þ d�Þk0 as dk0 for all EAD, and
if there is almost no EAD for which mo;fð½E � d; E þ
d�ÞpCðEÞd with 0oCðEÞoN. In particular,
if 0od%

o;fðDÞo1, then the LDOS is sc on D.
A charge carrier moving in the solid is a quantum

wave interfering with itself after colliding with atomic
nuclei. The resulting effect of too many reflections is a
slowing down of its motion so that the distance it
goes after time t behaves like

rðtÞ B
tmþN

tb

where b is called a diffusion exponent. As in the case
of spectral exponents, there are many ways of defining
b. If R is the position operator for the charge carriers,
then RðtÞ ¼ eitH=_Re�itH=_ denotes the position after
time t, and RðtÞ � Rj j is the distance that the particle
goes during this time. To measure it, it is convenient to
select particles having energy in some interval D and
prepared in the quantum state located at the origin of
space, denoted by j0S. Since the system is not trans-
lation invariant, it is better to average over the choice
of the origin (using P). To avoid meaningless time
oscillations, it is also convenient to average over time
too, leading to the following formula

ðLD;qðtÞÞq

¼
Rþt
�t

ds

2t

R
X dPtrðoÞ

�/0jPo;DjRoðsÞ � RjqPo;Dj0SBtmN tqb
%

q ðDÞ

where Po;D projects on eigenvalues of Ho located in
D. The extra parameter q gives information about the
distribution of distances in the initial state.

The diffusion exponents permit one to classify
the motion of the charge carriers (or of the phonon
modes) according to their values. In a periodic crys-
tal, it is known that b

%

q ðDÞ ¼ 1 for all q’s because
the motion is ballistic. On the other hand, in an
Anderson insulator, where all states are locali-
zed, b

%

q ðDÞ ¼ 0. In general, 0pb
%

q ðDÞp1 and
b
%

q ðDÞ increases with q. The value q ¼ 2 is special
and is amenable to experimental measurements.
There are situations for which b2 ¼ 1=2, in par-
ticular, in weakly disordered systems or if quan-
tum chaos occurs: this is quantum diffusion. It is

important to notice that such a diffusion is not due to
some loss of information, but the net result of quan-
tum interferences in a complex environment. The
motion is called sub-ballistic if 1=2ob2o1 and sub-
diffusive if 0ob2o1=2.

These exponents are related by the Guarneri
inequality

Guarneri’s bound

b%q ðDÞdXd%
LDOSðDÞ ½2�

Thus, in dimension d ¼ 1, the ac spectrum implies
(quasi) ballistic motion. In higher dimension, for any
e40, it is possible to find models of Hamiltonians
with an ac-spectrum and diffusion exponent smaller
than 1=d þ e. In particular, the ac-spectrum is com-
patible with the quantum diffusion for dX2.

Conductivity

One of the most striking consequences of the
previous scaling analysis is the behavior of the con-
ductivity at low temperature. The classical Drude
formula asserts that the conductivity of a metal is
given by

s ¼ e2neltrel

m� B
trelmN trel

where m� is the effective mass of the charge carriers,
and trel the typical relaxation time for collisions. In
view of the RTA Kubo formula [1], the scaling anal-
ysis leads to the anomalous Drude formula

s B
trelmN t2bF�1

rel

where bF ¼ b
%

2 ðEFÞ is the diffusion exponent for q ¼
2 at the Fermi level EF. The inelastic relaxation time
increases as the temperature goes to zero so that (1) if
the motion is ballistic or sub-ballistic, then the solid
behaves like a conductor, (2) if the motion is di-
ffusive, then there is a residual conductivity at
zero temperature, (3) if the motion is subdiffusive,
the solid behaves like an insulator. In the former
case (metallic), the addition laws for conductivity
show that if several relaxation mechanisms coexist,
the one with the shortest relaxation time will dom-
inate (Mathiessen rules). On the contrary, in the
latter case (insulating) the one with the longer relax-
ation time will dominate. In most situations, the
dominant dissipative mechanisms come from the
phonon–electron collisions in two possible forms:
(1) direct collisions leading to the Bloch law
trelBT�5 as Tk0 (2) electron–electron interactions
through the lattice (BCS term) leading to the Landau
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Fermi liquid theory with trelBT�2. While in the
metallic case the Fermi liquid theory applies, the
Bloch law dominates in the insulating case leading to
sBT5ð1�2bFÞ. If, as computer simulations suggest for
3D-quasicrystals, 0:35ob Fo0:40, it provides a
mechanism for the results shown in Figure 1 (AlP-
dRe-compound).

Another striking numerical observation is that at a
small energy scale and for a finite volume, the level
spacing distribution of eigenvalues for quasicrystal-
line lattices follows the Wigner–Dyson law: some
quantum chaos occurs, namely the effective Hamil-
tonian behaves like a random matrix. Such a feature
is likely to be universal in aperiodic media. If
so, analysis provided for weakly disordered systems
should apply, subsequently leading to a quantum
diffusive regime at small energy or long timescales
and, consequently, producing a residual conductivity
at low temperature as shown for the AlPdMn-
compound in Figure 1. But it might be an artifact
of the finite volume. However, following an argum-
ent by Thouless, used in disordered systems, it fol-
lows that: (1) the time it takes for the particle with
diffusion exponent b to reach the boundary of a
sample of size L is tThBL1=b (called the Thouless
time), (2) the time it takes for the particle to realize
that the spectrum is actually discrete due to the finite
volume is given by the Heisenberg principle tHDEE_
where DEBL�d is the average level spacing, so that
tHBLd (called the Heisenberg time). If b41=d, then
the particle reaches the boundary too fast and there-
fore it will dominantly see the effect of the finite
volume, namely of the Wigner–Dyson level spacing
distribution. If, on the other hand bo1=d, the par-
ticle never has the time to reach the boundary so that
it behaves as if only the subdiffusion was allowed.
Hence

bFo
1

d
) s B

Tk0
Tg; bF4

1

d
) s B

Tk0
s040

The Guarneri inequality [2] predicts an sc-spectrum
near the Fermi level in the former case, while the
latter is compatible with the ac-spectrum if d42. It
is reasonable to expect that a slight change in
the hopping parameters of the effective tight-
binding Hamiltonian between atomic sites due to

chemical constraints (e.g., by changing Mn into Re)
might produce such a drastic change in behavior in
Figure 1.

See also: Disordered Solids and Glasses, Electronic
Structure of; Metals and Metallic Alloys, Optical Proper-
ties of; Nanostructures, Electronic Structure of.

PACS: 61.43.� j; 61.44.�n; 62.30.þd; 63.10.þ a;
63.50.þ x; 71; 71.20.�b; 71.23.� k; 72.10.Bg;
72.20.� i
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Introduction

The recent global spread of telecommunication net-
works is due to the advent of optical-fiber and wire-
less communication technologies. These technologies
continue to develop to meet the explosive demand
for data traffic on the Internet. In a ubiquitous so-
ciety, where anyone can access the Internet anywhere
at any time, diverse modes of services via various
types of devices for connecting to the network are
right across the corner.

The optical-fiber communication system basically
consists of optical-fiber cables, light transmitters, am-
plifiers, and light receivers as illustrated in Figure 1a.
Light transmitters convert electrical signals to optical
signals with different wavelengths for different servic-
es. Optical signals propagate through the optical
fiber to receivers at destinations, being amplified in
the case of long fiber span over several tens of kilo-
meters. The receivers reconvert the optical signals to
electrical signals for data transmission to be accom-
plished. The multiplexing technology that uses many

wavelengths in the same fiber increases the total
transmission bandwidth, and is called wavelength
division multiplexing (WDM). In 1996, the total
bandwidth of 1.1 Tb s� 1 was accomplished for a
150-km transmission by using 55 wavelengths with a
spacing of 0.6 nm at 20 Gb s� 1 per wavelength.

Wireless communication systems provide a variety
of services such as cellular phones, wireless local area
networks (WLAN), electric toll collection system
(ETC), satellite communication, fixed wireless access
(FWA), and automotive radar as shown in Figure 1b.
Their progress is due to the development of high-per-
formance transmitters as well as low-noise receivers
in the frequency range of 1–100 GHz. A variety of
high-speed transistors with output power of 0.01–
500 W based on compound and silicon semiconduc-
tors play a significant role in this development.

This article explains structures and operation prin-
ciples of major optical and electrical devices for tel-
ecommunications.

Optical Fiber

Optical fibers are transporting media of high-speed
optical signals. Fibers have diverse properties supe-
rior to copper cables such as immunity to electro-
magnetic fields, anti-corrosion, low transmission loss
of less than 0.2 dB km� 1, and extremely broad band-
width of 40 THz per single fiber. Figure 2 shows
(1) the structure of an optical fiber and (2) the
internal light propagation. The fiber consists of the
core, the clad surrounding the core, and resinous
coating. The fiber cable used in long-haul communi-
cation consists of a bundle of optical fibers. A fiber is
made by vertically drawing a cylindrical preform
made of ultrapure silica in which dopants such as
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GeO2 and B2O3 are added in a controlled manner to
adjust the refractive index profile of the fiber. The
refractive index is increased by GeO2 and decreased
by B2O3. The diameter of the clad is 125 mm. The
refractive index of the core is slightly larger than that
of the clad, so that light entering the core propagates
through the optical fiber by repeating the total re-
flection at the core–clad boundary.

There are two types of fibers with different core
diameters for different applications. Fibers with a
core diameter of B50mm are known as multimode
fibers, whereas fibers with a core diameter of B10mm
are known as single-mode fibers. Modes mean dif-
ferent electromagnetic-field profiles in the cross sec-
tion of fibers, which can be calculated based on the
Maxwell equations under appropriate boundary con-
ditions of the electromagnetic fields. Multimode fib-
ers have an advantage of easy installation owing to
their large core diameter, and are used for LANs with
fiber spans of less than B2 km. Their fiber span is
limited by the distortion of optical signals due to in-
termode dispersion, that is, the difference in the
group velocity of light pulses between modes. Single-
mode fibers are suitable for long-span and high-speed
transmission.

Loss, wavelength dispersion, and optical nonline-
arity are primary factors that limit the optical-signal
transmission performance of fibers. Single-mode fibers
have two low-attenuation windows; one B1.3mm
with a loss of 0.3–0.4 dB km�1, and the other
B1.55mm with a loss of 0.15–0.2 dB km� 1. The
wavelength dependence of the dielectric constant
of fiber materials causes wavelength dispersion of
the light propagation constant, which is called ‘‘ma-
terial dispersion.’’ Another wavelength dispersion
is ‘‘structural dispersion,’’ which depends on the
cross-sectional refractive-index profile of the fiber.
The wavelength dispersion results in the broadening
of short optical pulses and their interference with
former and subsequent pulses to limit the fiber
span. Conventional fibers have zero-dispersion point
B1.3 mm. The optical nonlinear effects such as four-
wave mixing, cross-phase modulation, and self-phase
modulation cause the degradation of the signal-
to-noise ratio, wavelength chirping, pulse broaden-
ing, and cross talk between different wavelength
channels.

Semiconductor Laser

Semiconductor lasers work as standard light trans-
mitters in the optical-fiber communication systems,
owing to their small size of 0.2–1 mm length as well
as their diverse excellent performances such as the
capability of direct modulation up to 10–40 GHz,

low-power consumption, single wavelength light,
and high output power up to 1 W.

Figure 3a shows the structure of a semiconductor
laser. The active region works as a light source via
the electron–hole recombination due to spontaneous
emission, and as the optical gain medium to amplify
light due to stimulated emission. The active region is
sandwiched by wide-gap p-type and n-type cladding
layers. This semiconductor layer structure is called a
double heterostructure, which effectively confines
electrons and holes in the active region due to the
well-like energy potential profile as well as light due
to the refractive index profile with the active-region
index larger than the clad index. The light waveguide
is formed in the direction parallel to the layer. The
facets on both sides work as optical mirrors to form a
cavity for the light propagating in the waveguide.
The light partly transmitting through the mirrors is
the output. Quantum-well structures consisting of
alternating ultrathin semiconductor lasers are widely
used as the active region. Semiconductor nanocrys-
tals called quantum dots are being developed for
next-generation lasers.

When semiconductor lasers are operated, the for-
ward bias is applied to the pn junction to inject elec-
trons and holes into the conduction and valence
bands of the active region, respectively, as seen in the
band structure of Figure 3b. Then, the population
inversion is realized where the number of electrons in
the conduction band is larger than that of the valence
band. Part of the spontaneous emission light emitted
by the recombination between electrons and holes
goes into the cavity mode, and goes back and forth in
the cavity being amplified. When the optical gain
balances the total loss, lasing oscillation starts.

Figure 3c shows the output light power versus in-
jected current. Lasing starts at a threshold current to
balance the gain and loss of light. The output power
rises above the threshold current, where the convers-
ion efficiency from the electrical to optical power
reaches up to several tens percent. By directly modu-
lating the injection current as shown in Figure 3c, the
laser can output digital bit patterns with a variety of
information. For long fiber span transmission, dis-
tributed feedback (DFB) lasers are used to enable
stabilized single-light wavelength, where periodical
refractive index distribution is made inside the cavity
by an internal grating. Light-signal modulation is
also possible by modulating the continuous output of
a laser by an external light modulator.

Light Amplifiers

For very long fiber spans of tens of kilometers away,
the optical signal may be so attenuated and distorted

410 Devices for Telecommunications



that it should be regenerated periodically to reach
destinations. The regeneration includes reamplifica-
tion to recover the signal power, reshaping to reduce
noise and distortion, and retiming to reduce the
timing jitter, and is called 3R regeneration from their
initials. In optical communication networks, there
are two types of regenerators: OEO regenerators and
optical amplifiers. OEO regenerators receive a mod-
ulated optical signal by the photodetector, transform
it to an electric signal of the same bit-rate with its
timing recovered, amplify it, and then convert the
electric signal back to the optical signal of the same
modulation bit-rate by the laser. Optical amplifiers
recover the optical signal power by the same mecha-
nism as used in the laser; as the light goes through the
gain media, its intensity is amplified due to the stim-
ulated emission via the electron–hole recombination.

Since only the signal power is recovered, this is a 1R
regeneration. Optical amplifiers amplify simultane-
ously multiple optical signals, each of which is on
a different wavelength and within an optical gain
bandwidth of the amplifier. This is a significant
advantage over the OEO regenerator, which led to
the development of the WDM system of Figure 1a.

There are two types of optical amplifiers: fiber-type
amplifiers (Figure 4a) and semiconductor optical
amplifiers (SOAs) (Figure 4b). The most widely used
fiber-type amplifier is the erbium-doped fiber ampli-
fier (EDFA), which mainly consists of the erbium-
doped fiber (EDF), pump laser, and coupler as shown
in Figure 4a. The pump-laser light is coupled to the
EDF to excite erbium atoms to generate gain. The
optical signals pass through the EDF being amplified.
The advantages of the EDFA are high gain, negligible
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pattern effect, low noise figure, low cross talk
between different channels to enable multichannel
amplification. The SOA has a structure similar to the
semiconductor laser as shown in Figure 4b. By ap-
plying forward bias to the pn junction, carriers are
injected to the active region, causing population
inversion to generate gain. The antireflection coa-
ting is done on both sides of the facet. The optical
signal enters the SOA from one side, propagates
the waveguide being amplified, and comes from the
other side. The advantages of SOAs are their com-
pactness, low cost, capability of integration with
other semiconductor devices, wide gain bandwidth
of 50–100 nm, and their easy tunability. Their dis-
advantages are low saturation power and cross talk
between different wavelength channels due to optical
nonlinearity. SOAs with quantum dots in their active
region are being studied intensively in order to in-
crease the saturation power and realize broader gain
bandwidth, so as to enable multi-wavelength ampli-
fication with negligible cross talk.

Photodetectors

Photodetectors with sufficiently high-speed response
over GHz are positive intrinsic negative (PIN) pho-
todiodes and avalanche photodiodes (APDs).

The PIN photodiode in Figure 5 consists of an
intrinsic region that is sandwiched by p-type and
n-type wide-gap semiconductor layers, and is oper-
ated under the reversed bias. When the light signal
comes into the device, it is absorbed in the intrinsic

region to generate electrons in the conduction band
and holes in the valence band. The electrons flow
toward the p-type layer, and the holes toward the n-
type layer to produce a current pulse with the same
duration and shape as the optical signal. The RC
time constant determines its frequency response.

The APD is a detector designed to have a strong
electric field of 5–6� 105 V cm–1 in the junction
region under the reversed bias to enhance the pho-
tocurrent response by the impact ionization. When
the light signal creates an electron–hole pair by the
optical absorption, the electrons and the holes flow
in the opposite direction as in the PIN photodiode.
Because of the strong electric fields in the junction,
the electron gains enough energy to cause secondary
electron–hole pairs, which is called impact ioniza-
tion, resulting in a signal multiplication process.

High-Speed Transistors

The transmitters and receivers in the optical-fiber
communication systems include several kinds of
transistors. High-speed/high-frequency operation of
transistors is indispensable in increasing communi-
cation capacity. Transistors which operate at high
frequency are also required in wireless communica-
tion systems, since the frequency range used in the
systems becomes higher and higher. Compound semi-
conductors, such as GaAs, InP, and related alloy
semiconductors, are suitable for high-speed applica-
tions due to the high electron velocity. In addition,
utilization of heterostructures makes it possible to
design the band lineup, and improves high-speed
performances of transistors. Presently, Si-based tran-
sistors with heterostructures are also candidates for
high-speed devices. They have the advantage of being
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easily integrated with matured Si process tech-
nologies.

There are two types of transistors with different
principles of operation: field-effect transistors (FETs)
and bipolar junction transistors (BJTs). In FETs, the
applied gate bias voltage controls the current flow
between the drain and the source. Figure 6a shows
the schematic cross-sectional view of a metal–semi-
conductor FET (MESFET), one of the representative
high-speed transistors. Unlike Si metal-oxide–semi-
conductor FETs (MOSFETs), a Schottky barrier gate
is employed, because compound semiconductors do
not have a stable oxide. The gate bias voltage con-
trols the current flow by modulating the depletion
region. MESFETs benefit from the high electron
velocity of compound semiconductors. It is possible
to further increase the electron velocity by using
heterostructures. The schematic cross-sectional view
and the conduction band diagram of a high-electron-
mobility transistor (HEMT) are shown in Figures 6b
and 6c. Electrons from donors in a wider bandgap
layer, an electron supply layer, transfer to a narrower
bandgap layer, a channel layer. Electrons, therefore,
are separate from the ionized donors, and ionized

impurity scattering is significantly reduced, which
results in high electron mobility. The gate voltage
controls the current flow by changing the electron
density.

BJTs consist of two pn-junctions combined with a
thin semiconductor layer, the base layer. Electrons are
injected from the emitter into the base; then they dif-
fuse across the base layer, and are swept by the col-
lector. The amount of the injected electrons, which
can be changed by the base voltage, controls the cur-
rent flow. Figures 6d and 6e show the schematic cross-
sectional view and the conduction band diagram of a
heterojunction bipolar transistor (HBT), which is also
a popular high-speed transistor. Employment of the
wider gap emitter is a key to improving high-speed
characteristics. This enables one to increase the do-
ping density of the base to reduce the base resistance
without seriously increasing the amount of holes in-
jected from the base to the emitter.

See also: Laser Radiation Sources; Optical Fibers;
Semiconductor Devices; Transistors.
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Diamagnetic materials do not order magnetically and
have a negative susceptibility, which means the
magnetization is pointing opposite to the magnetic
field. Possibly, there is also a paramagnetic suscep-
tibility. The material is classified as diamagnetic if the
sum of the two contributions is negative. Neverthe-
less, the diamagnetic susceptibility can be determined
in both kinds of materials.

Diamagnetism is a very small effect, but all the more
puzzling. It entails a response of all known materials to
an external magnetic field, which manifests itself in a
magnetization opposing that field. It appears thus that
the magnetic field generates a magnetic dipole, whose
orientation is most unfavorable, being at a maximum
of the potential energy as a function of the angle be-
tween the magnetic field and the magnetization,

E ¼ �B �M ¼ BM40

There is no simple, intuitive explanation for this
paradox. This is not surprising though, considering
that our intuition is mostly based on classical physics.
The celebrated Bohr–van Leeuwen theorem states that
the classical free energy of a system of charged parti-
cles moving in a magnetic field is independent of the
field. Since the magnetization is proportional to the
derivative of the free energy with respect to the field,

M ¼ � 1

V

@F

@B
½1�

this theorem implies that classical physics, in this case
classical mechanics combined with classical statistics,
cannot account for any field-induced magnetiza-
tion, be it paramagnetic (aligned along the field) or
diamagnetic (opposing). In the case of diamagnetic
metals, whose charge carriers behave like free elec-
trons, this conclusion contradicts what one would

expect from electrodynamics. Charged classical free
particles exposed to a magnetic field move in circles.
Lenz’s law of induction requires that the current loops
represented by the orbiting electrons produce a
magnetization opposed to the field which induces
the currents; this should result in a diamagnetic res-
ponse. It is no wonder that Niels Bohr was fascinated
by this paradox. His main interest was the stability
of atomic orbitals, which also contradicts classical
expectation. He has formulated the rule of angular-
momentum quantization, which, imposed on the clas-
sical treatment, accounted for the observed stable
orbitals. As it will be shown below, the same rule,
applied in the presence of a magnetic field, gives the
correct answer for the diamagnetism of free atoms.
The diamagnetism of free electrons cannot be under-
stood in this semiclassical way, here a fully quantum
mechanical treatment is needed.

The formal proof of the Bohr–van Leeuwen the-
orem is rather simple, but conceals the clue to its
counterintuitive implication. Indeed, if one writes the
free energy, F ¼ �kBT ln Z, of a system of N iden-
tical particles (taking electrons of mass me and
charge � e), the partition function has the form

Z ¼
YN
i¼1

Z
y

Z
dr i dpi

� expð�Hðfr ig; fpigÞ=kBTÞ ½2�

where H is the Hamiltonian, a function of all posi-
tion vectors ri and canonical momenta pi. The latter
are written as

pi ¼ mevi � eAðr iÞ

where A is the vector potential describing the magne-
tic field, which enters the Hamiltonian via the kinetic
energy,

Ekin ¼ 1

2
mev

2
i ¼ 1

2me
½pi þ eAðr iÞ�2
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To prove the independence of Z from A, one
changes the integration variables pi to p0i ¼ pi þ Aðr iÞ
and realizes that this will not change the result of
integration, because the shift of the limits of integra-
tion, 7N, has no effect. The vector potential thus
being eliminated from eqn [2], the partition function
must be independent of the magnetic field.

To understand the implications of this freedom to
shift parameters, it is instructive to carry out the dif-
ferentiation in eqn [1] for the simple case of a system
of Na identical atoms. If the electron–electron inter-
action is treated in the mean-field approximation, the
N electrons localized on the same atom are described
by the Hamiltonian

H ¼
XN
i¼1

Hð1Þðr i; piÞ

with

Hð1Þðr; pÞ ¼ VðrÞ þ ½pþ eAðrÞ�2=2me ½3�

where V(r) is the potential consisting of the potential
of the nucleus and of the ‘‘other’’ N � 1 electrons, the
latter contribution being spherically averaged (cen-
tral-field approximation). The partition function (eqn
[2]) becomes then the product of N identical integrals,

Z ¼
Z Z

dr dp expð�Hð1Þðr;pÞ=kBTÞ
� �N

¼fZð1ÞgN

and, consequently, the free energy is a sum of N iden-
tical terms, F ¼ �kBTN ln Zð1Þ. Choosing the gauge

A ¼ � 1

2
ðr � BÞ ½4�

one obtains

M ¼ � Na

V

@F

@B

¼ � Na

V

eN

2me

Z Z
dr dp r � p� e

2
ðr � BÞ

h i

� expð�Hð1Þðr; pÞ=kBTÞ
Zð1Þ ½5�

where Na is the number of atoms. The result is seen to
be proportional to the thermal average of the kinetic
angular momentum, r � mev. This is not unexpected,
because currents, the sources of magnetization, are
related to the velocity, not the canonical momentum
p, of the charge carriers. The same holds for the ki-
netic energy in the Hamiltonian [3], which appears in
the statistical weight factor expð�Hð1Þ=kBTÞ.

Consider now two points in the phase space of a
single electron, which are given by the same position

vector r and opposite velocities,

r1 ¼ r2 ¼ r

p1 �
e

2
ðr1 � Bðr1ÞÞ ¼ � p2 �

e

2
ðr2 � Bðr2ÞÞ

	 


The statistical weight factors associated with these
two points are identical, whereas the kinetic angular
momenta have opposite signs and the same magnit-
ude. Therefore, the sum of their contributions to
the integral will vanish. The cancelation would have
been more obvious, if p was shifted to p0 ¼ pþ
ðe=2Þðr � BðrÞÞ. In that case, the integrand would
have become an odd function of p0 resulting obviou-
sly in a vanishing M. Again, the freedom to shift the
canonical momentum at a given value of r, which
amounts to shifting the canonical angular momen-
tum L ¼ ðr � pÞ, turns out to be important in the
derivation. As classical mechanics puts no con-
straints on L and, according to the ergodic theorem
underlying classical statistics, a system will visit all
possible states of different values of L, it is under-
standable that M has to vanish on average.

These considerations suggest that the classical
realm need not be left altogether. It may suffice to
impose some constrains on the angular momentum,
in the spirit of the Bohr model of atoms, to get sen-
sible results for the magnetization. As a uniform
magnetic field along the z-axis, B ¼ ð0; 0;BÞ, leaves
all rotations around the z-axis as symmetry opera-
tions, it is postulated that Lz be limited to the values
m_, m ¼ 71; 72; 73;y. To impose this condi-
tion, each integral over the entire six-dimensional
ðr; pÞ phase space must be replaced by a sum of
integrals, each over a subspace Pm containing only
ðr; pÞ points, for which ðr � pÞz ¼ m_. In particular,

Zð1Þ ¼
X

m

Z Z
Pm

dr dp expð�Hð1Þðr; pÞ=kBTÞ

¼
X

m

Zð1Þ
m

By the definition of the subspace PmZ Z
Pm

dr dpðr � pÞz expð�Hð1Þðr;pÞ=kBTÞ

¼ m_Zð1Þ
m

so that eqn [5] can be written as

Mz ¼ � Na

V

X
m

eN

2me

Z
ð1Þ
m

Zð1Þ _m þ e2N

4me
/r2Sth

mB

( )

where NZ
ð1Þ
m =Zð1Þ ¼ pm is the thermal occupation

probability of the Lz ¼ m_ orbit. Introducing the
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Bohr magneton, mB ¼ e_=2me, the first term takes
the form pmmmB, which can be recognized as the
paramagnetic contribution to the magnetization. In
the second term, which makes evidently a negative,
diamagnetic contribution to the magnetization,
/r2Sth

m ¼
R R

Pm
dr dp r2 expð�Hð1Þðr; pÞ=kBTÞ=Zð1Þ

is the thermal average of r2 for the same orbit m.
Here, it is assumed that the r vector is in the z ¼ 0
plane and rj j ¼ r, constant. It then follows that

Mdia ¼ � Na

V

e2

4me

X
m

/r2Sth
mB

In practice, no thermal excitation out of the ground
state will occur and N/r2Sth

m can be replaced by the
average of the squared radii of occupied orbits.
Clearly, at this stage the simple Bohr model fails. It
would be a tortuous extension to introduce the
principal quantum number n on the basis of the
Bohr–Sommerfeld model and the angular momentum
quantum number c on an ad hoc basis. Even so, only
for T ¼ 0 would the introduction of the Pauli prin-
ciple suffice to give the correct result. For T40,
Fermi–Dirac statistics should be applied, which is a
further step away from classical physics. In a proper
quantum mechanical treatment, 2=3ð Þ/r2S enters,
instead of /r2Sth where /yS stands for the expec-
tation value and the factor 2/3 accounts for the
difference between the expectation values of r2 ¼
x2 þ y2 þ z2 and r2 ¼ x2 þ y2. The diamagnetic
susceptibility is thus

wðLangevinÞ
dia ¼ Mdia

H
¼ � Na

V

m0e2

6me

X
j

/r2
j S ½6�

where the summation is over the occupied orbits j
on each atom. Langevin’s result for atomic di-
amagnetism was brought to this form by Pauli.

It is remarkable that Planck’s constant does not
appear in the expression for the diamagnetic suscep-
tibility, whereas the importance of angular-momen-
tum quantization in its derivation is obvious. Also,
eqn [6] is an appealing result, as it enables a see-
mingly classical interpretation in terms of currents ij,
induced on each orbit j. Such currents will generate
magnetic moments mj ¼ ijajp/r2

j S, where aj is the
area enclosed by the orbit j. The sign of the moments
(opposite to B) can be understood in terms of Lenz’s
law and their magnitudes can be derived from
Faraday’s law of induction. This derivation, however,
invokes well-defined orbits, which are modeled by
tiny current loops. Bohr has grafted such orbits onto
the classical treatment of particles moving in a
potential proportional to r�1 and postulated the
quantization of angular momentum. Remarkably,
this supplement to the classical description was

sufficient to understand quantized energy levels and
line spectra, as well as diamagnetism.

The validity of eqn [6] turns out to extend beyond
the case of atomic orbits. Most notably, it is appli-
cable to ring-shaped molecules, whose structure of-
fers extended orbits. The diamagnetic susceptibility
of substances containing such molecules is known
to be anisotropic, being larger in magnitude if the
magnetic field is applied perpendicular to the plane
of the ring-shaped molecules,

jw>diaj4jw8diaj

The interpretation of this phenomenon in terms of
‘‘ring currents’’ goes beyond the qualitative argument
that the induced magnetic moments are maximized
in the perpendicular configuration. For benzene,
C6H6, the anisotropic susceptibility

wan ¼ w>dia � w8dia

is found to be close to what eqn [6] gives. The sum-
mation in eqn [6] is to be taken over the six carbon p
electrons, which, not being localized in sp2 hybrid
states, are free to move around the molecule:

wan
benzene ¼ �6

A

Vm

m0e2

4me
r2 ¼ � A

Vm

ir
H

ahex ½7�

Here, A=Vm is the density of molecules, A being
Avogadro’s number and Vm ¼ 89 � 10�6 m3 the mo-
lar volume of benzene, r ¼ 0:139 nm is the distance
from the axis of the molecule to the carbon nuclei
and ir is the total ring current carried by the six de-
localized electrons. Pauling has shown in 1936 that
the ratio of the anisotropic susceptibility of other,
more complicated aromatic hydrocarbons to that of
benzene is correctly given by a simple model of con-
ducting networks, assuming that the ‘‘resistance’’ of a
carbon–carbon bond is the same in all such mole-
cules. The ultimate success of this model is the cor-
rect estimation of the anisotropic susceptibility of
graphite. The crystal structure of graphite consists of
honeycomb-like layers built of benzene-like units.
Assuming that in each hexagonal unit a ring current
is induced of the same magnitude as in benzene, one
finds that the current of neighboring unit cells cancel
and the current density inside the material vanishes.
However, the outermost hexagons have two sides
with uncompensated currents ir flowing in a zigzag
pattern at 301 from the orientation of the surface.
The resulting surface current density is jS ¼ ir
cos 30�=d, where d ¼ 0:335 nm is the interlayer dis-
tance in graphite. The surface current density jS
generates a magnetization Mgraphite ¼ �jS ¼ �ir

ffiffiffi
3

p
=2d
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inside the sample. This is to be compared with
Mbenzene ¼ � ðA=VmÞ irahex (cf. eqn [7]), leading to

wan
graphite

wan
benzene

¼
ffiffiffi
3

p
Vm

2Aahexd
¼ 7:6 ½8�

which is close enough to the experimental value of 6.9,
considering the simplicity of the model.

Semiclassical and empirical schemes like the ones
used above for free atoms and aromatic compounds,
respectively, cannot be applied to the diamagnetic
response of conduction electrons in metals. Even the
simplest model, the free-electron gas, has been a
major challenge, until Landau gave his derivation of
what has come to be called Landau diamagnetism. In
fact, in most textbooks the Bohr–van Leeuwen the-
orem is only mentioned in this context, even though
its validity is not violated by the presence of atomic
or molecular potentials.

The Schrödinger equation was four years old,
when Landau (who was twenty-one at the time)
solved it for free electrons in the uniform magnetic
field (eqn [6]). Instead of the symmetric gauge (eqn
[4]), he has chosen

A ¼ ð0; xB; 0Þ ½9�

which enabled the separation of variables. The re-
sulting differential equation in x was found to be
identical with the Schrödinger equation of a har-
monic oscillator with a force constant e2B2/me, while
the ones in y and z were satisfied by plane-wave so-
lutions. The latter is reasonable for the z dependence,
considering that the Lorentz force is perpendicular to
B, so that the motion along the z axis is free. The
density of the eigenstates described by eikzz is that of
a one-dimensional electron gas,

rðeÞ ¼ 2eB

h2

ffiffiffiffiffiffiffiffiffiffiffi
2mee

p
½10�

The motion in the (x,y) plane gives a discrete spec-
trum, with highly degenerate states at the energies

en ¼ n þ 1

2

� �
_e

me
B ½11�

the Landau levels, which correspond to the stationary
states of the harmonic oscillator. The resulting total
density of states has a spiked structure. A singular
contribution of the form [10] begins at each level
[11]. These rðe� enÞ contributions stand for the mo-
tion in the z direction while the motion in the ðx; yÞ

plane corresponds to the nth level of the harmonic
oscillator. As to the x- and y-dependence of the wave
functions, they are not suggestive of the circular mo-
tion resulting from the classical equations of motion
for a charged particle subjected to a uniform magne-
tic field. This may seem to be due to the choice of the
asymmetric gauge [9]. However, it is hardly surpri-
sing that the classical motion is not implied by the
calculation of an effect, which does not occur at all in
the classical theory.

The maxima in the density of states at energies
separated by _eB=me result in a total energy, which is
a periodic function of 1/B. Through eqn [1], a similar
periodicity arises in the magnetization, which is the
signature of the de Haas–van Alphen effect. In the
low-field limit, the same B-dependent total-energy
expression yields the diamagnetic susceptibility

wðLandauÞ
dia ¼ � nm2

B

eF

where n is the electron density and eF is the Fermi
energy. This is seen to be �1=3 times the Pauli
paramagnetic susceptibility, a relationship, which can-
not be expected to be valid for metals in general, but
seems to hold for the so-called ‘‘simple’’ metals, for
which the nearly free-electron approximation works.

See also: Magnetism, History of.

PACS: 75.20.Ck; 75.20.En; 75.30.Cr
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Nomenclature

A vector potential (A)
B magnetic field (T)
L canonical angular momentum (kg m2 s–1)
M magnetization (A m–1)
mer� v kinetic angular momentum (of electron)

(kg m2 s–1)
mcv kinetic momentum (of electron) (kg m s–1)
p canonical momentum (kg m s–1)
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Introduction

The extraordinary properties of diamond and the
very high pressures that can be achieved simply by
reducing sample size make the diamond anvil cell
(DAC) capable of pressures up to and beyond those
existing at the center of the earth. Resistance heating
and laser heating can produce temperatures up to
and beyond those at the center of the earth. The very
simple principle of the DAC allows great versatility
of design for accommodating many analytical tech-
niques. Background, development, and applications
of the DAC are described in this article.

History and Background

Alvin Van Valkenburg at the National Bureau of
Standards (now the National Institute of Science and
Technology) reasoned that he could make infrared
absorption measurements on a sample under pres-
sure by squeezing the sample between the flat faces of
two diamond anvils. He did not know if the faces
were perfectly parallel and so he placed his device on
the stage of a microscope and looked through the
diamonds at the sample. When he saw the sample, he
immediately realized that he had something extraor-
dinary. Although the diamonds were in fact not
very parallel, he could see that parts of the sample
looked different because they were at high pressure
(HP); and the diamond anvil cell was born. Visual
observation continues to the present as the most im-
portant technique used with DACs. Van Valkenburg
found that he could solidify water, alcohol, and other
liquids by placing them in gaskets formed by drilling
holes in metal foils and placing them between the
diamond faces. He also found he could see phase
transitions in single crystals of calcite and other
solids when surrounded by a fluid in a gasket. The
National Bureau of Standards group soon found they
could examine samples under pressure by X-ray dif-
fraction as well.

Since that time there have been more than a dozen
additions to the list of analytical techniques suc-
cessfully used to study samples at high pressures
and temperatures (HPT) in the DAC. These include
a variety of applications employing visible light, in-
frared, X-rays, electrical resistance, and magnetic
susceptibility.

Principles of the Diamond Anvil Cell

Diamond has many properties that make it ideal for
use as anvils in high-pressure (HP) devices. It is the
hardest material known, has elastic moduli with very
large values, is transparent to large portions of the
electromagnetic spectrum, is a good electric insulator,
is an excellent thermal conductor, and is readily
available as nearly perfect single crystals. Gem dia-
monds are available in high-quality, ready-cut shapes
close to the most desirable shapes for anvils. Grinding
and polishing the culet point on a brilliant-cut faceted
diamond is all that is needed to turn it into an anvil
face. Although metastable, diamond has a remarka-
ble resistance to change with increased pressure and
temperature up to hundreds of GPa and B1500 K.

Great versatility is possible because the principle of
the diamond anvil cell is simple: two diamond anvils
driven together with a sample trapped between them
(Figure 1). Because pressure is defined as force
divided by area, it can be increased by increasing
force or decreasing area. The DAC clearly benefits
from the latter. As analytical techniques have become
miniaturized, diamond anvil faces have been reduced
to dimensions only microns across while forces con-
tinue to be generated by screws, levers, and small
hydraulic or pneumatic devices. Because such small
anvil faces are needed for generating very high pres-
sures, precise parts with precise motions are essential
for maintaining alignment. DACs need good support

Diamond 
anvils 

Force 

 Gasket

Sample 

Force 

Figure 1 The diamond anvil cell (DAC) consists of two gem

diamonds with their culet points ground and polished to form anvil

faces. The diamonds are driven together against a sample

contained in a gasket consisting of a hole drilled in a foil. This

very versatile principle allows a wide variety of configurations

depending on the type of analytical technique being applied.
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for the anvils, usually a hard material such as
tungsten carbide, while providing adequate access
for analytical techniques, usually an opening in the
support and/or in the plane of the sample. The prin-
ciple is so simple that DACs can be adapted to the
geometric needs of many analytical techniques. As a
result, there are numerous DAC designs.

Gaskets play an important role in the many appli-
cations of DACs. The properties of gasket materials
are crucial and are selected for specific applications.
The rheologic properties are usually the most impor-
tant. However, transparency to X-rays, electrical
properties, and chemical properties are important as
well. Gasket materials include rhenium, tungsten,
iridium, spring steel, inconel, stainless steel, brass,
boron–epoxy mixture, aluminum, and beryllium.

Heating a sample in a DAC can be achieved by

1. external resistance heating including use of heaters
that surround the whole cell, heaters that sur-
round just the anvils, heaters that surround the
seats that the anvils sit on (Figure 2), and graphite
heaters that are imbedded within the anvils;

2. internal resistance heaters are heaters that are in-
sulated from the anvils and therefore do not heat
the anvils to temperatures as high as sample tem-
perature (Figure 3). They consist of an electrically
conducting sample wire, a metal strip with a hole
to receive the sample, or graphite sandwich; and

3. laser heating also heats the sample without hea-
ting the anvils (Figure 4).

External resistance heating (Figure 2) requires care-
ful choice of materials that will resist softening or
deformation with temperature change. Because some
of the materials, including diamond, readily oxidize
at high temperature, an inert or slightly reducing gas
is needed to prevent oxidation. The main advantage
of external heating is the very constant and uniform
temperatures that can be achieved. Pressures can also
be held constant when the cell is designed to eliminate
or minimize the effects of dimensional changes with
temperature. Pneumatic devices and springs that are
kept cool are especially important for achieving this.
The main disadvantage is the upper limit of 1500 K at
which diamond begins to graphitize.

Internal resistance heating (Figure 3) has the
advantage that it heats only the sample and can,
therefore, generate much higher temperatures than
can be tolerated by the diamond anvils. The upper
limit for internal resistance heating is imposed by the
melting point of the resistor. However, that can be
very high if Re or W is used.

Laser heating (Figure 4) has employed yttrium
aluminum garnet (YAG), yttrium lithium fluoride,
and CO2 lasers with their beams focused through the
anvils onto the sample. The sample must be thermally
insulated from the diamond anvils by a transparent

Gasket 

Tungsten carbide 
seat 

Heater wire 

Diamonds 

Thermocouple
 leads 

Sample 

Thermocouple
leads 

Figure 2 Samples can be heated to 1500K while under pressure by means of resistance heaters wound around the seats supporting

the diamond anvils. Thermocouples placed in contact with the diamond anvils measure temperatures to within a few kelvin. Corrections

can be made by observing melting of standard materials in the sample chamber. Access can be through the diamonds or the gasket.
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material, which protects the diamonds and serves as a
pressure medium. Although continuous power deliv-
ered to both sides of the sample has yielded the best
quantitative results, single-side and pulsed laser hea-
ting have been used extensively. Temperatures of
thousands of kelvin can be achieved, especially if very
short pulses are used. Sample design for laser heating

is much simpler than for internal resistance heating,
but requires a rather large and complex optical
system outside of the DAC.

Low temperatures down to that of liquid helium
can be achieved by passing cold gases through the
DAC or injecting liquid nitrogen or liquid helium
directly into the cell and letting it boil there. Another
approach has been to completely immerse the DAC
into liquid nitrogen or liquid helium.

Pressure Measurement

Accurate methods for determining pressure can be
divided into two groups: (1) primary, those that are
independent and (2) secondary, those that must be
calibrated using a primary pressure scale.

Primary

Force divided by area can provide reliable, accurate
pressure measurements but only to pressures far less
than what DACs are capable of because of the limi-
tations of the apparatus for making such deter-
minations, usually piston-cylinder devices. Phase
transitions such as those in elemental bismuth were
used as calibration points for transferring pressure
measurements to other types of apparatus in which
those same phase transitions could be observed.

One of the most significant advances was Decker’s
development of an equation of state (EoS) for NaCl
from first principles. This could be applied directly
when X-ray diffraction was used and NaCl was
mixed with the sample in a DAC. Its use for cali-
brating secondary pressure scales, such as the ruby
fluorescent scale, was also very valuable.

Dynamic shock-wave measurements are also an
important source of primary pressure determination
but rely on corrections when data are converted from
high-temperature Hugoniot measurements to iso-
thermal EoS. Nonetheless, dynamic measurements
on some metals have provided an important means
for calibrating the secondary pressure scales, espe-
cially the ruby fluorescence scale, to higher pressures.

Recent primary pressure scales have been based on
combining data from direct compression measure-
ment using X-ray diffraction (XRD) and sound velo-
city measurements, which yield data related to the
pressure derivative of compression. From the two sets
of data, it is possible to derive completely independent
values of pressure as a function of lattice parameters.
Brillouin scattering in the DAC and sound interfe-
rometry have been used to measure sound velocities.

Secondary

A secondary pressure scale is one that offers an
observable change as a function of pressure. There
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directed to the sample through both anvils, more uniform and

constant temperatures can be achieved than heating from one

side alone. Temperature gradients within the sample are min-
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are many materials which display observable phase
transitions at calibrated pressures – Bi, AgI, KCl, and
NaCl, to mention a few. One or two of these can be
included along with a sample as a pressure indicator.
There are many materials whose EoS have been cal-
ibrated so that a measurement of their lattice
parameters by XRD can be used for determining
pressure. Sometimes the sample itself can be used in
cases where its EoS is well defined and some other
property is being investigated.

The most widely used secondary pressure scale is the
ruby fluorescence scale. The R1 and R2 emissions from
ruby when excited by some higher energy radiation
shift monotonously with pressure. The fluorescence is
typically excited by an argon ion laser and the emis-
sion is analyzed by a grating spectrometer. The posi-
tions of the R1 and R2 lines in the spectrum provide a
convenient and inexpensive method for determining
pressure. In addition, the shapes and separation of the
R1 and R2 lines can be used as indicators of deviatoric
stress and pressure gradient. Other fluorescent mate-
rials such as Cr:MgO and Sm:YAG have been used as
well, but ruby continues to be the most popular.

Raman spectra of diamond show shifts with pres-
sure and can be used as a secondary pressure scale.
At lower pressures, diamond particles synthesized
from 13C are used to avoid interference from the dia-
mond anvils. At higher pressures, natural diamond
can be used.

Temperature Measurement

Temperature measurements in externally heated
DACs can be accomplished by placing thermocouples
in contact with the diamond anvils. Because diamonds
are such good thermal conductors, discrepancies be-
tween sample temperature and thermocouple temper-
ature are rarely more than a few degrees celsius even
at the highest temperatures. Corrections to thermo-
couple readings can be determined by observing mel-
ting of standard materials such as NaNO3 and NaCl
placed in the sample chamber. The same thermocou-
ples used for high-temperature measurements can be
used for the low-temperature measurements.

Internal resistance heating and laser heating are
utilized in order to achieve temperatures in excess of
those that cause damage to the diamond anvils
(B1500 K). The most commonly used method of
temperature determination is spectroradiometry,
which consists of fitting the spectrum of incandes-
cent light from the hot sample to a blackbody or
graybody curve. Steep temperature gradients and
unknown emissivities can be sources of error.

Recently, the intensity ratio of stokes and anti-
stokes peaks in X-ray Raman spectra has been used

to determine temperatures. They were found to be in
good agreement with those determined by spectro-
radiometry.

Pressure Measurement at High
Temperatures

Primary

Accurate pressure measurement in samples at high
temperature has been an area of much concern.
Neither sample pressure (isobaric) nor sample
volume (isochoric) can be assumed to remain con-
stant as temperature is changed in most sample con-
figurations. In these cases, an internal calibrant is
needed. Decker’s EoS for NaCl is a full EoS including
the effect of temperature on molar volume and is,
therefore, suitable for pressure measurement at high
temperature. The full EoS of gold has also been
determined and is desirable for samples in which
only a small amount of pressure calibrant is wanted
or where recrystallization needs to be avoided.

There are two configurations, however, that can
greatly reduce or eliminate the effect of temperature
on pressure. A very small opaque sample surrounded
by a much larger volume of transparent pressure
medium can be locally heated by laser and remain
nearly isobaric because of the relative sizes. Isochoric
conditions can be achieved at relatively low pressures
by cycling a sample in a gasket, such as rhenium, to
high temperature several times. If forces are not great,
the gasket finishes relaxing on about the third cycle
and the volume can be shown to remain constant with
temperature within experimental error. If the full EoS
of the contents is known, as with H2O, the pressure
can be calculated from the temperature. This approach
has been especially valuable in fluid studies where the
pressure is allowed to develop as a result of heating.

Secondary

Attempts to use ruby and Sm:YAG to measure pres-
sure at high temperature have been less than satis-
factory. The fluorescence emission from ruby fades
with temperature and the emissions from Sm:YAG
are complex to follow.

There are several rapidly-running reversible phase
transitions that have been calibrated, for example,
BaTiO3, PbTiO3, Pb3(PO4)2, and a–b transition in
quartz. These have specific trajectories in P–T space
and, therefore, are not useful for determining pres-
sure at just any location in the P–T space. They
are, however, very useful for calibrating fluid EoS
described above. Re and other metals have been
calibrated for pressure measurement at very high
temperatures using XRD.
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Analytical Methods

Visual observation is the easiest and most useful
method for studying a sample in a DAC. It requires
only using a microscope to look at it through the
diamond anvils. Visual observation is valuable for
not only alignment and centering but can be used to
observe phase transitions, coexistence of phases, and
optical properties. Phase diagrams can be developed
by observing phases as P and T are changed.

XRD of samples under pressure in DACs has been
one of the most important applications of DACs. Angle
dispersion X-ray diffraction (ADXD) using monochro-
matic radiation and energy-dispersion X-ray diffrac-
tion (EDXD) using white radiation are both used,
usually by passing an X-ray beam through one anvil
to the sample and collecting scattered X-rays through
the other anvil (Figure 5). X-rays that pass through a
transparent gasket can also be collected (Figure 6).
Both polycrystalline and single-crystal samples can be

studied. The advent of synchrotron radiation (SR) with
its high intensities, very smooth white spectrum, and
excellent collimation has reduced exposure times by
orders of magnitude while improving resolution and
offering a greater variety of configurations. Improved
solid-state detectors have also played a major role.

Emitted visible light from a sample in a DAC can be
spectrally analyzed. Fluorescence emission may be ex-
cited by X-rays, ultraviolet light, or visible light of
shorter wavelength. The trajectory of an X-ray beam
as it passes through a fluorescent diamond can be
located visually by emission of visible light. The ruby
method for determining pressure depends on the
excitation of fluorescent emission in small ruby chips
included in a sample. Incandescent light from a hot
sample contained in a DAC can be spectrally analyzed
and fit to a blackbody curve to determine the tem-
perature. Sample fluorescence has been an impor-
tant source of fundamental information, especially for
studying the effect of pressure and temperature on
organic compounds. Lasers are favored for stimulating
fluorescence because of their high intensity and because
they make it possible to pinpoint parts of the sample.

Absorption spectra of light passing through a sam-
ple (Figure 5) as well as spectra of reflected light
(Figure 7) provide useful information about bonding
and band gap changes as a function of pressure and
temperature. Imaging can allow selected portions of
a sample to be analyzed.

Infrared (IR) absorption spectroscopy requires
carefully selected diamonds (usually type II) to be
transparent over the desired range of IR-active fre-
quencies. IR absorption at high pressure has been
especially important for understanding the effects of
pressure and temperature on organic materials.

Raman scattering has been a very important analy-
tical technique for HPT samples. Light scattered from
the sample can be analyzed to determine Raman-active
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Figure 5 The most commonly used configuration is to pass

electromagnetic radiation though one diamond anvil to the sam-

ple and to observe or analyze the radiation emerging through the

other diamond anvil.
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vibrational frequencies. Vibrational frequencies are an
important source of information for identifying phases,
examining bonding, and studying the relationships be-
tween vibration frequencies and phase transitions.
Hyper-Raman spectroscopy employs a three-photon
process and can detect not only far IR vibrational fre-
quencies but can also detect frequencies (‘‘silent’’
modes) that are not normally IR or Raman active.

Brillouin scattering has been an important source
of information on the effects of P and T on the elastic
properties of single-crystal samples. A light beam
from a laser, usually an Arþ laser, is directed through
one of the diamond anvils onto an oriented single-
crystal sample in a DAC. Light scattered by interac-
tion with phonons in the sample contains frequency
shifts (usually smaller than in Raman) that can be
used to calculate the velocities of the phonons. If the
anvil faces exactly bisect a 901 angle between the
incident beam and scattered light, no corrections
need to be made for the refractive index of the sam-
ple, medium, and anvils (Figure 8). These phonon
velocities, in turn, can be used to determine the
effects of P and T on elastic moduli.

Impulsive stimulated scattering (ISS) is another tech-
nique that yields information about sound velocities
and elastic moduli. Sound waves in the ISS method are
generated within the sample by means of laser radia-
tion. Laser light from a different source is Bragg reflec-
ted from these sound waves. Its intensity fluctuation
can then be used to determine sound velocities.

X-ray spectroscopy (XRS) which includes emission,
absorption, and scattering is now the area of most
active development of new techniques and applica-
tions in HPT research. X-ray emission spectroscopy
(XES) consists of analyzing spectra of radiation excited

by an incident X-ray beam as it passes out through the
anvils (Figures 5 and 7) or the gasket (Figure 6). Laser-
machined diamond anvils and very transparent gaskets
are two modifications that now make it possible to
analyze all elements heavier than Ca. While elemental
analysis is the most important application, newly
developed sub-eV energy resolution makes it possible
to show a line shape which can be used to provide
valuable information on filled electronic states as well
as valence and magnetic states such as high-spin to
low-spin transition in Fe.

X-ray absorption spectroscopy (XAS) consists of
analyzing the spectra of photons absorbed when their
energies exceed the excitation energy of deep-core
electrons. Laser-drilled holes in the diamond anvils
(Figure 9) can reduce the amount of diamond in the
beam to 0.3 mm. In these DACs, X-ray absorption fine
structure (XAFS) spectra down to 4 keV permit anal-
yses of the K edges of elements as light as Sc as well as
L edges of rare-earth elements. Near-edge X-ray ab-
sorption fine structure (XANES) provides information
on the symmetry-projected conduction band density
of states (DOS), while the extended X-ray absorption
fine structure (EXAFS) provides local structure infor-
mation. These element-specific probes are able to
reveal electronic and structural changes that take place
at HPT conditions. Intensity loss due to Bragg reflec-
tions as an X-ray beam passes through the diamond
anvils causes unwanted sharp peaks. However, these

To spectrometer

Sample 

Gasket 

Light beam

Diamonds

Figure 8 Brillouin scattering can be used to determine phonon

velocities in high-pressure samples without making corrections

for refractive indices if the anvil faces bisect the 901 angle

between the incident and scattered light rays.
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Figure 9 Holes laser-drilled to within 0.15mm of the anvil face

greatly reduce the absorption by diamond allowing X-ray

absorption studies to be made at energies down to o4 keV.
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can be shifted by changing the orientation of the DAC
slightly. An alternative and very successful way of ob-
taining absorption spectra is by measuring the inten-
sity of fluorescence emission at the energy of one of
the emission peaks while the energy of the incident
beam is scanned over the absorption edge being
studied. X-rays emerging through an X-ray transpar-
ent gasket (Figure 10) or side of one of the anvils
(Figure 11) are collected and analyzed. The signal-
to-noise ratio is much improved with this method.

Nuclear resonance X-ray spectroscopy (NRXS),
also known as Mössbauer spectroscopy, deals with
exceedingly narrow absorption peaks resulting from
nuclear transitions. NRXS uses an in-line high-
resolution monochromator (HRM) on an SR beam
capable of narrowing the photon energy and fine-
tuning the monochromatic X-ray beam with meV
resolution. Avalanche photodiodes (APD) are used to
collect signals from nuclear resonance absorption,
and reject all other signals.

Inelastic X-ray spectroscopy (IXS) represents a ma-
jor breakthrough for high-pressure research. As in Ra-
man spectroscopy, the energies of the events being
probed appear as differences in the energies of incident
and scattered X-rays. For this reason, IXS is sometimes
referred to as X-ray Raman spectroscopy. This prin-
ciple makes it possible for experimenters to select X-
ray energies that are high enough to easily penetrate
diamond anvils and/or low-Z gaskets while probing
low-energy phenomena. Recent advances in focusing
of X-rays onto samples as small as 0.01 mm and dra-
matic improvements in monochromators and anal-
yzers to achieve sub-eV resolution have opened the
way for these techniques to be applied to investigations
of a wide variety of low-energy events at HPT con-
ditions. IXS comprises several techniques which yield
different types of information. They are X-ray inelastic

near-edge spectroscopy (XINES), electronic inelastic
X-ray scattering (EIXS), resonant inelastic X-ray scat-
tering (RIXS), nuclear resonant inelastic X-ray
scattering (NRIXS), and phonon inelastic X-ray scat-
tering (PIXS).

X-ray inelastic near-edge spectroscopy (XINES) is
capable of making measurements that yield the same
information as XANES on near core-electron absorp-
tion edge features. The principle is similar to that
of electron energy loss spectroscopy (EELS). These
techniques provide information about the nature of
chemical bonding. Spectral features are particularly
pronounced and the information particularly impor-
tant for the very light elements. It is only since the
development of XINES that such measurements can
be made at HPT conditions because the low-energy
X-ray and electron beams needed for XANES and
EELS are completely blocked by any of the pressure
vessels. Successful observations have been made on
second-row elements from Li (56 eV) to O (543 eV)
at high pressures. This opens a wide new field of near
K-edge spectroscopy of the very light elements.

Electronic inelastic X-ray scattering (EIXS), which
is very similar to XINES in principle and instrumen-
tation, can be used to investigate the drastic effect
that pressure can have on the energy and disper-
sion of electronic bands. The IXS principle makes it
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Figure 10 X-ray emission excited by an X-ray beam passing

through one of the diamond anvils can pass out through a

transparent gasket and be analyzed. Background due to Rayleigh

and Compton scattering is minimized when the detector is

located at 901 from the X-ray beam in the plane of polarization of

an X-ray beam from a synchrotron source.
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Figure 11 X-ray emission excited by an X-ray beam passing

through one of the diamond anvils can pass out through the side

of the other diamond anvil to be analyzed. Using a diamond with a

laser-drilled hole for one anvil and a diamond with a thin-walled

recess for the other greatly reduces absorption to permit high-

pressure–temperature studies down to energies of 4 keV and less.
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possible to use a 10 keV X-ray beam for excitation
and a monochromator capable of 0.3–1 eV resolution
to probe high-energy electronic phenomena, inclu-
ding electronic band structure, Fermi surface, exci-
tons, plasmons, and their dispersions at HP.

In resonant inelastic X-ray spectroscopy (RIXS)
experiments, both incident and scattered X-ray ener-
gies need to be scanned. Of particular interest is the
investigation of phase transitions driven by electron
correlation effects that occur in transition elements
and rare-earth elements and their compounds at high
pressures.

Nuclear resonant inelastic X-ray scattering (NRIXS)
utilizes inelastic scattering to collect nuclear resonance
or Mössbauer spectra. An APD directly downstream
of the sample collects nuclear resonant forward scat-
tering (NRFS) spectra which provide a precise deter-
mination of the hyperfine interaction parameter and
Lamb–Mössbauer factor. APDs surrounding the sam-
ple collect NRIXS spectra. Isotopes that exhibit a
nuclear resonant Mössbauer effect, for example 57Fe,
offer an extraordinary opportunity to make phonon
DOS measurements on samples containing them,
measurements that provide valuable information on
dynamic, thermodynamic, and elastic properties.

PIXS requires detecting a very weak sample signal in
the presence of a very strong background signal, es-
pecially when a HP vessel contains the sample. New
novel HRMs which are being developed will improve
the feasibility of making nonresonant PIXS measure-
ments at high pressure. Such measurements would be
a valuable source of information on phonon dynamics
in highly compressed materials, information important
for understanding vibrational thermodynamic proper-
ties, elasticity, and phase transition mechanisms.

Electrical resistance has been measured on samples
as a function of pressure and at high temperature in
DACs. For these experiments, fine electric leads are
connected to the sample and four-lead systems have
been employed for the most quantitative measure-
ments. A particularly novel approach, dubbed
designer diamonds, has employed diamonds in which
the leads are imbedded in the anvils by vapor de-
positing single-crystal diamond over the leads.

Magnetic measurements have been made in DACs
constructed of nonmagnetic materials such as beryl-
lium–copper. Coils for generating and picking up
signals are placed as close to the sample as possible.

Sound velocity measurements have been made by
three important methods, Brillouin scattering, im-
pulse stimulated scattering, and interferometry of
GHz acoustic signals. The first two of these use in-
teractions between photons and phonons while the
third generates GHz sound by a transducer and uses
interferometry of the acoustic signals to measure

travel time in a crystal only B0.1 mm across. Sound
velocities are then calculated.

Gamma rays emitted by a radioactive sample in a
DAC have been counted and the effect of pressure on
the decay rate measured. Pressure has been shown to
increase the decay rate of 7Be in an electron-capture
process.

Conclusions

Diamond anvil cells combined with many analytical
techniques are a valuable source of information on
fundamental properties of solids including crystal
structures, equations of state, and nature of bonding.
Encapsulation of fluids in gaskets has made it pos-
sible to learn about structures and properties of
fluids, hydrothermal studies, properties of melts, in-
teractions between fluids and solids, and other phase
relationships. DACs have contributed to the search
for superhard materials. Our knowledge of the plan-
ets has benefited from information about the physical
properties of materials that form them. In the biolo-
gical sciences, efforts are being directed to biological
questions. These include organic chemistry, macro-
molecular studies, and microorganisms under pres-
sure. Some of the methods described above are only
now beginning to be applied to important questions.
Future research with DACs is certain to yield impor-
tant new results in all of the sciences.

See also: Core Photoemission; Crystal Structure; Crystal
Structure Determination; Laser Radiation Sources; Lumi-
nescence; Optical Microscopy; Phase Transformation;
Phases and Phase Equilibrium; Scattering, Inelastic:
X-Ray (Methods and Applications); Scattering, Nuclear
Resonant; Scattering, Resonant; Synchrotron Radiation;
X-Ray Absorption Spectroscopy.
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Definition and General Properties

Electromagnetic field in a condensed matter medium
is described by Maxwell equations containing charge
densities rðr; tÞ and currents of electrons and ions in
the medium. Dependence of charge density on the
macroscopic electric field (averaged over local field
variations due to the discreet atomic structure) con-
stitutes a material relation characteristic for the
material. The charge density can be expressed by
means of the dipole moment vector per unit volume
(polarization) P or by the electrical displacement
vector D:

r ¼ �div P; D ¼ e0Eþ P ¼ e0wE

where e0 is the permittivity of vacuum and w is the
linear dielectric susceptibility tensor. Applying gene-
rally spatial and time-dependent electric field E(r,t),
the polarization vector in the linear approximation is

Piðr; tÞ ¼ e0

Z t

�N

dt0
Z

dr 0wijðr � r 0; t � t0ÞEjðr 0; t0Þ

and may depend on the spatial surrounding (nonlocal
response) and history of E (for causality reasons only
on previous times). Assuming space and time homo-
geneity, the dependences are only on the differences
R¼ r� r0 and t¼ t� t0 . Defining the time and spatial
Fourier transform of the field Eiðo; kÞ ¼

R
N

�N
dt
R

dr Eiðr; tÞ eiðot�krÞ, the Fourier components (i.e.,
plane waves) of polarization and electric displace-
ment are Piðo; kÞ ¼ e0wijðo; kÞEjðo; kÞ and Diðo; kÞ ¼
e0eijðo; kÞEjðo; kÞ, where the linear dielectric function
(relative dielectric permittivity or dielectric constant)
eijðo; kÞ ¼ dij þ wijðo; kÞ and susceptibility wijðo; kÞ
are complex functions of the real k-vector and fre-
quency:

eijðo; kÞ ¼ dij þ
Z

N

0

dt
Z

dR wijðR; tÞeiðot�kRÞ

The dielectric function describes the linear relation be-
tween D and the macroscopic electric field E.

The frequency and k-vector can be mathematically
considered as complex quantities. Since the fields
are real, the dielectric function fulfills the rela-
tion eijðk;oÞ ¼ eijð�k

�
;�o�Þ� or, for real o and

k, eijðk;oÞ ¼ eijð�k;�oÞ�. In nongyrotropic (i.e.,

without optical activity) media where eijðo; kÞ ¼
eijðo;�kÞ, the dielectric function tensor is symmetric,
eijðo; kÞ ¼ ejiðo; kÞ. If the wave vector obeys the con-
straint ak ¼ pa=l{1, where a is of the order of the
characteristic system inhomogeneities (in crystals the
interatomic distances), the dielectric function can be
expanded in ak:

eijðo; kÞ ¼ eijðoÞ þ OððakÞ2ÞEeijðoÞ

Neglecting the second term on the right-hand side, it is
assumed that the response is local so that the spatial
dispersion effects are neglected. Then only the frequen-
cy dependence has to be considered:

eijðoÞ ¼ dij þ
Z

N

0

dt wijðtÞeiot

In most cases of practical interest, for macroscopically
homogeneous media, this approximation is well justi-
fied and further discussion is limited to this case.

The complex dielectric function has the real and
imaginary part, eijðoÞ ¼ e0ijðoÞ þ ie00ijðoÞ, which are
even and odd functions of real o, respectively:

e0ijðoÞ ¼ e0ijð�oÞ; e00ijðoÞ ¼ �e00ijð�oÞ

In the case of capacitors, the real part describes its
capacity and the imaginary part determines the rate
of losses of the radiation energy, which in the iso-
tropic case is

Q ¼ 1
2e0jEðoÞj2oe00ðoÞ

In the case of electromagnetic waves, the real part
describes the change of the wavelength compared to
that in vacuum ðlp1=

ffiffiffi
e0

p
Þ and the imaginary part its

absorption (attenuation).
Instead of dielectric function, the AC electric con-

ductivity tensor eijðoÞ ¼ isijðoÞ=e0o can be equivale-
ntly used. Along the principal axes of the dielectric
tensor in nonmagnetic media where the magnetic
permeability m¼ 1, the complex index of refraction
n̂ðoÞ ¼

ffiffiffiffiffiffiffiffiffiffi
eðoÞ

p
¼ nðoÞ þ ikðoÞ is also frequently

used to describe the dielectric response at optical
frequencies. Here n is the real refractive index and k
index of absorption (characterizing the wave atten-
uation factor within one wavelength).

Kramers–Kronig Relations

The causality principle provides analyticity of eijðoÞ
in the upper complex half-plane (in the lower half-
plane eijðoÞ has singularities, mostly simple poles)
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and results in Kramers–Kronig dispersion relations:

e0ijðoÞ � dij ¼
2

p
P

Z þN

0

xe00ijðxÞ
x2 � o2

dx

e00ijðoÞ �
sijð0Þ
e0o

¼ �2o
p
P

Z þN

0

e0ijðxÞ � dij

x2 � o2
dx

Checking the validity of Kramers–Kronig relations is
an important issue for experimentalists measuring
independently the real and imaginary part of the
dielectric response, even in a somewhat limited
frequency range.

Sum Rules

The finite charges in the medium of interest result in
the so-called sum rule for oscillator strengths (f-sum
rule): Z

N

0

oe00ijðoÞ do ¼ dij
p
2
o2

p; o2
p ¼ Ne2

me0Z
N

0

e0ijðoÞ do ¼ dij �
2p2

e0
sijð0Þ

where N is the density of charges, e and m their mass
(assuming for simplicity only one type of charges of
uniform density). These sum rules are of practical
importance when discussing temperature or pressure
dependences of the dielectric function, which un-
dergoes pronounced changes (e.g., metal-insulator
and superconductive phase transitions), since the
total charge in the system is conserved.

Fluctuation–Dissipation Theorem

Dielectric function is closely related to thermal fluc-
tuations of the polarization characterized by the
autocorrelation function dPiðtÞdPjð0Þ

� �
, the Fourier

component of which

SijðoÞ ¼
Z þN

�N

dPiðtÞdPjð0Þ
� �

eiot dt

is called spectral density function. This function is
proportional to dynamic structure factor measured in
inelastic neutron scattering experiments and to ine-
lastic light scattering (Raman and Brillouin) cross
section. The fluctuation–dissipation theorem relates
this function to dielectric losses:

e0e00ijðoÞ ¼
1

2_
1 � e�_o=kT
	 


SijðoÞE
o

2kT
SijðoÞ

where the last approximation is valid in the classical
high-temperature limit kTc_o.

Polaritons

Dielectric function eðo; kÞ describes the dielec-
tric response to the plane-wave electric field
Eðo; kÞe�iðot�krÞ, which can be, in principle, realized
for arbitrary values of o, k by using appropriate ex-
ternal electric charges and currents. When one limits
to propagating electromagnetic waves in macroscop-
ically homogeneous media, the values o, k become
mutually dependent. For example, for transverse
waves E>k which propagate along the optical axes,
kðoÞ2 ¼ ðo2=c2ÞeðoÞ. Such waves, whose propa-
gation is characterized by a complex wave vector,
characterize mixed electromagnetic and lattice
vibrational (phonon) or electron excitations called
polaritons. Knowing the complex dielectric function,
polariton dispersion branches are fully determined.

Physical Mechanisms and Models of
Dielectric Dispersion

Dielectric function provides direct and important in-
formation about the polarization mechanisms in the
medium. In all systems, the dominant dispersion and
absorption mechanism in the high-frequency optic
range (visible and/or ultraviolet) is caused by elec-
tronic excitations (transitions from populated to emp-
ty electron levels). Since these transitions involve the
whole Brillouin zone, there are no simple phenomen-
ological models used for the description of this dis-
persion. Instead, microscopic calculations based on
the known or calculated electron band structure are
normally used and compared with the experiment.

In the infrared range, the dominating dispersion
and absorption mechanism in dielectrics is lattice vib-
rations (one-phonon absorption). Only polar phon-
ons connected with the dipole moment fluctuations in
the E direction, that is, transverse phonons whose
eigenvectors have polar vector symmetry are infrared
active. Their dielectric response can be well described
by that of damped harmonic oscillators. Assuming s
infrared active (i.e., polar) modes, the dielectric func-
tion in approximation which neglects the mutual
coupling among the oscillators is a simple sum of
individual oscillator responses:

eðoÞ ¼ eðNÞ þ
Xs

j¼1

o2
pj

o2
TOj � o2 � igTOjo

where eðNÞ, o2
pj, oTOj, gTOj are the high-frequency

(optic) permittivity due to electronic transitions,
oscillator strength, square root of the force constant,
and damping of the jth transverse optical pho-
non mode, respectively. A more general function fre-
quently used particularly for fitting the experimental
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infrared reflectivity is the so-called factorized form of
the dielectric function:

eðoÞ ¼ eðNÞ
Ys

j¼1

o2
LOj � o2 � igLOjo

o2
TOj � o2 � igTOjo

where the frequencies and dampings of longitudinal
optical phonons are introduced explicitly. All the para-
meters are real positive numbers. For finite damping,
the transverse and longitudinal eigenfrequencies cor-
respond to complex poles and zeros of the dielectric
function, respectively. Only in the limit of small dam-
pings, these eigenfrequencies approach the correspond-
ing oTO and oLO frequencies. In the static limit o¼ 0,
the factorized dielectric function yields the generalized
Lyddane–Sachs–Teller relation. It shows that high val-
ues of the static permittivity can be reached particu-
larly by low oTO frequencies. This is the case of
displacive ferroelectrics, where the Curie–Weiss diver-
gence e ¼ C= T � TCð Þ is achieved by softening of the
soft phonon mode o2

TOðsoftÞpT � TC (Cochran law).
In highly conducting materials (metals), the lattice

response is screened by free charges (electrons) and
their absorption dominates in the whole infrared
range. It can be usually well described by the simple
Drude response:

eðoÞ ¼ eðNÞ �
o2

p

oðoþ igÞ

It is the response of a damped harmonic oscillator for
zero force constant. The zero of this dielectric func-
tion is called screened plasma frequency (plasmon
eigenfrequency) and characterizes longitudinal oscil-
lations of the free carrier plasma density. Notice that
unlike the case of oscillators, contribution of the
Drude term to the static permittivity is negative.

Below the lattice absorption range, no polarization
(absorption) mechanism exists in an ideal nonpiezo-
electric dielectric crystal. In piezoelectric crystals the
coupling between polar optic and acoustic waves
activates the acoustic waves in a finite sample, which
introduces additional dielectric resonances, typically
in the MHz frequency range, whose frequencies are,
however, dependent on sample size and shape.

However, structural disorder and strong lattice an-
harmonicities or all kinds of movable charged defects
usually induce further dispersion in the microwave
and lower frequency range. Such dispersion is as a
rule of relaxation type, the simplest model being the
Debye relaxation:

eðoÞ � eðNÞ ¼
o2

p

o2
0 � igo

¼ De
1 � ito

where t ¼ g=o2
0 and De ¼ o2

p=o
2
0 are relaxation time

and dielectric strength, respectively. It is seen that in

the low-frequency range op1=t, this function
approaches that of the oscillator with frequency o0

and damping g. If the oscillator is overdamped (pure
imaginary eigenfrequency for gX2o0), the dielectric
losses are peaked approximately at o2

0=g like the
Debye relaxation. This frequency characterizes the dy-
namics of the defects or hopping frequency of the
localized charges. In more complex cases, distribution
of Debye relaxations have to be used to fit the broad-
band dielectric spectra. In these cases, frequently ap-
pearing, for example, in polymers, much effort was
exerted to study the universal dispersion laws which
rule the tails of the broad loss peaks. However, till now
no generally accepted picture has been achieved.

The simplest model which yields the Debye dis-
persion in solids is hopping of charges over a poten-
tial barrier Ea much higher than the thermal energy
kT. If the charges do not interact, the temperature
dependence is described by the Arrhenius law
t ¼ tN expðEa=kTÞ. If the charges interact, the ef-
fective barrier for hopping increases on cooling and
the temperature law is usually modified either to
Vogel–Fulcher law t ¼ tN expðEa=kðT � TgÞÞ, or to
critical slowing-down tp1=ðT � TCÞ. Here, Tg is the
glass transition temperature and TC the critical tem-
perature (connected, e.g., with an order–disorder
ferroelectric transition) where the relaxation time
tends to infinity. In the latter case, the systems order
below TC and the relaxation vanishes. In the former
case, the long-range order is prohibited by some
frustration due to structural disorder so that the dis-
order remains frozen down to low temperatures
(glass phase). Near and below Tg, the Vogel–Fulcher
law gradually changes into the Arrhenius law and the
relaxation broadens and weakens on cooling.

Dielectric Constant of Various Dielectrics

The static permittivity (dielectric constant) of homo-
geneous solids may acquire values reaching from B2
up to the order of 104. Materials from both ends of
this broad spectrum are required for contemporary
microelectronic applications: low-permittivity mate-
rials such as organosilicate films for advanced on-
chip interconnects, and high-permittivity materials
such as capacitors, tunable ferroelectric films or low-
loss ceramics for microwave passive elements in
communication systems. As discussed above, the
permittivity value is determined by several always-
positive contributions in the dielectric spectra. In
low-permittivity materials, both electronic and vib-
rational contributions are very weak, which is typical
for weak bonding among nonpolar molecules in
organic substances. In high-permittivity materials,
mostly the vibrational contribution of strong and
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low-frequency polar modes dominates, since the
electronic contribution eN is always relatively small
due to high frequencies of the electronic transitions.
Also the order–disorder ferroelectrics may reach high
permittivity values close to TC, but these are usually
of no practical use because of strong temperature
dependences of e0 and high losses. The most per-
spective high-permittivity materials are the so-called
relaxor ferroelectrics (special type of structurally dis-
ordered ferroelectrics), where only a short-range po-
lar ordering is reached and the dominant dielectric
dispersion is due to the high-frequency dynamics of
the polar nanoclusters.

Effective Dielectric Function

In the case of macroscopically or mesoscopically in-
homogeneous media (e.g., composites, ceramics, and
films with granular structure), the standard experi-
mental techniques are unable to determine the bulk
dielectric functions of individual constituents. In-
stead, the so-called effective dielectric function can be
determined. If the probing electric field is homo-
geneous on the scale of inhomogeneities and the
boundaries between different homogeneous regions
are sharp, effective medium approximation can be
used for calculation of the effective dielectric func-
tion. For example, for a two-component composite of
spherical particles with dielectric function e1ðoÞ,
e2ðoÞ and volume fraction f, 1� f, respectively, the
effective dielectric function eeffðoÞ is given by

f
e1 � eeff

e1 þ 2eeff

þ ð1 � f Þ e2 � eeff

e2 þ 2eeff

¼ 0

This expression holds as long as the probing AC field
is homogeneous within individual particles, that is, up
to the infrared range if the particle size isB1mm. If the
difference between permittivities of both components
is pronounced, particularly strong changes in eeffðoÞ

(including effective polar mode frequencies) appear
near the percolation thresholds of both components,
which in the latter model appear for f¼ 1/3 and 2/3.
In ceramics and films, the percolation threshold of the
bulk grain properties cannot be reached (each grain is
separated from its neighbors by the grain boundary
with different dielectric properties) and therefore, the
effective dielectric spectra are often strongly influ-
enced by grain boundaries. For example, combining
semiconducting grains with insulating boundaries can
lead to effective giant permittivities (values up to
B106 were actually observed) with strong dielectric
relaxations at low or medium frequencies, which are
absent in the response of both bulk components.

See also: Composites: Overview; Electrodynamics: Con-
tinuous Media; Electron–Phonon Interactions and the
Response of Polarons; Ferroelectricity; Insulators, Optical
Properties of; Lattice Dynamics: Vibrational Modes; Local
Field Effects; Optical Absorption and Reflectance; Optical
Sum Rules and Kramers–Kronig Relations; Polaritons;
Semiconductors, Optical and infrared Properties of.
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Introduction

Several topics on diffusionless phase transforma-
tions are briefly described. All solid-state phase

transformations fall into two groups: diffusional and
nondiffusional. The first involves thermally activa-
ted noncorrelated atomic jumps from one lattice
position to another. The second (focused here) pos-
sesses several descriptors: diffusionless, displacive,
nonreconstructive, coordinated-shear, military, and
martensitic. Because martensite represents the proto-
typical diffusionless phase transformation, martensitic
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and diffusionless are used nearly synonymously. Dif-
fusionless transformations occur in nearly every ma-
terial type: metals, alloys, ceramics, minerals, rare-gas
solids, polymers, and (perhaps) biological systems.
Although diffusionless, these transformations can
occur at high temperatures.

The following topics are considered: energy rela-
tionships; vibration modes, phonons, and entropy;
Landau theory, including microstructure and soft
modes; elastic-inclusion theory. All these topics relate
to the thermodynamic free energy. Free-energy dif-
ferences among phases provide the driving force for a
transformation from one phase to another.

Energy Relationships

For a first-order phase transformation, Figure 1
summarizes the essential thermodynamics. The usual
three energy functions relate by

F ¼ E � TS ½1�
where F denotes the Helmholtz free energy, E internal
energy, T temperature, S entropy. A phase transfor-
mation occurs when DF ¼ Fð2Þ � Fð1Þ ¼ 0, or DE ¼
TDS. Often, DE is approximately temperature inde-
pendent. (In a Debye model, DE is exactly temperature

independent if Yð2Þ
D ¼ Yð1Þ

D , where YD denotes the

Debye temperature.) Thus, a phase transformation
occurs when the TDS term equals the DE term. Var-
ious ab initio methods exist for calculating DE. Here,
ab initio means that no solid-state properties enter the
calculation, only atomic properties do. Such calcula-
tions yield the basic solid-state cohesive properties:
atomic volume, binding energy, compressibility.

The Planck–Einstein oscillator model is the sim-
plest model that captures most of the essential
features of the thermodynamic functions. (At low
temperatures, this model predicts a wrong specific-
heat/temperature relationship.) This harmonic-oscil-
lator model yields the following relationships:

ðE � E0Þ=3RT ¼ x=ðex � 1Þ ½2�

S=3R ¼ x=ðex � 1Þ � lnð1 � e�xÞ ½3�

ðF � E0Þ3RT ¼ �lnð1 � e�xÞ ½4�

CV=3R ¼ x2ex=ðex � 1Þ2 ½5�

where R denotes the universal gas constant, em-
phasizing the relationship between crystalline-solid
and perfect-gas-model thermodynamics. The variable
x denotes YE=T, YE being the Einstein temperature,
where YE ¼ ð3=4ÞYD. Subscript zero denotes zero-
temperature values. Figure 2 shows the temperature
dependence of these four functions. Both the S(T)
curve and the F(T) curve show a strong correspond-
ence to the bulk modulus (reciprocal compressibility)
temperature dependence. (Cautionary note: Based on
a harmonic model, these E–S–F relationships apply
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at temperatures below the melting temperature, near
which strong anharmonic lattice vibrations may
occur.) Among these three functions, only entropy
vanishes at zero temperature because of the third law
of thermodynamics. Some physical properties also
vanish at zero temperature, for example, constant-
volume specific heat

CVðECPÞ ¼
Z T

0

ðS=TÞdT ¼ �Tð@2F=@T2ÞV ½6�

thermal expansivity

b ¼ ð1=VÞðdV=dTÞP ¼ �ð1=BTÞð@2F=@T@VÞV;T ½7�

bulk-modulus (reciprocal compressibility) tempera-
ture derivative

ð@B=@TÞ ¼ @=@Tð@2F=@V2ÞP ½8�

where BT denotes the isothermal bulk modulus

BT ¼ ð1=VÞð@2F=@V2ÞT ½9�

These properties – B, b, CV – provide useful probes
of the phase transformation. (Caution: changes in
these properties at first-order phase transformations
differ dramatically from their changes at second-
order phase transformations.) Interestingly, all three
of these properties interrelate simply with the
Gruneisen parameter: g ¼ BTbV=CV ¼ BSbV=CP.

At a first-order phase transformation, discontinu-
ities occur in the free-energy first derivatives, thus
changes in entropy and volume:

S ¼ �ð@F=@TÞV ½10�

V ¼ ð@G=@PÞT ½11�

where G ¼ F þ PV denotes the Gibbs free energy.
At low temperatures, tens of degrees, instead of the

simple Planck–Einstein model, an improved model is
needed, such as Debye’s, which yields particularly
simple low-temperature expressions for the thermo-
dynamic functions:

S ¼ AT3 ½12�

E ¼ E0 þ ð3=4ÞST3 ½13�

F ¼ E0 � ð1=4ÞST3 ½14�

where A ¼ 4p4kB=5Y3
D. In simple harmonic models

the characteristic temperature YD determines all the
thermodynamic functions together with their pres-
sure, temperature, and volume derivatives.

The phase-transformation latent heat is

DH ¼ DE þ PDV ¼ TDS ½15�

where H ¼ E þ PV denotes enthalpy. Usually, the
PDV term is small compared with DE. Latent heat is
positive, that is, the system absorbs thermal energy
during warming through a first-order phase trans-
formation.

Vibration Modes, Phonons, Entropy

The fundamental electronic structure of a homo-
geneous solid determines all its properties. However,
it is not currently possible to perform an ab initio
electronic-structure calculation at finite temperature
with an accuracy adequate to explain structural
phase transitions. To simplify the general problem, it
is useful to separate the Helmholtz free energy into
four parts:

F ¼ FL þ FH þ FE þ FA ½16�

where FL denotes the static lattice energy for elec-
trons and ions in position on the lattice and in the
ground state at zero temperature, FH the harmonic
phonon free energy, FE the free energy of thermally
excited electronic states, and FA a lumped term in-
cluding such anharmonic effects as phonon–phonon
and electron–phonon interactions. At higher temper-
atures, FH dominates. In metals, at lower tempera-
tures, FE dominates.

Consider a string of masses (atoms), a distance a
apart and connected by springs (bonds) of stiffness c
as shown in Figure 3. Looking at one of the masses, it
is found that stretching the springs to the left or right
of that mass produces an acceleration (Newton’s
force law f ¼ ma) such that

m
d2ui

dt2
¼ �cðui � ui�1Þ þ cðuiþ1 � uiÞ ½17�

Equation [17] can be solved to find that there are
many different vibrational frequencies with differ-
ent wavelengths. For each angular frequency o, the

m m m

ui

xi

a

c c

Figure 3 Simple one-dimensional mass/spring lattice.
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displacements uiðtÞ are

uiðtÞ ¼ ui0eiðkxi�otÞ and k ¼ 2p
l

then o ¼
ffiffiffiffiffi
2c

m

r
sin ka ¼ s sin ka ½18�

Here l denotes wavelength and s sound velocity.
Considering that the full oðkÞ dispersion curves des-
cribe an ensemble of simple harmonic oscillators,
entropy can be computed for each element of the
ensemble. For any individual vibration mode, the
partition function can be used to compute its entro-
py. Remembering that the energies of each harmonic
oscillator or normal mode i are equally spaced such
that Ei ¼ ðn þ 1=2Þ_oi, the average number of quan-
ta per normal mode (or allowed vibration) is found
to be

%ni ¼
1

Z

XN
n¼0

n exp �ðn þ 1=2Þ_ot=kBT½ � ¼ 1

e_oi=kBT � 1

If kBTc_oi then %niE
kBT

_oi
½19�

Here the partition function Z is used to compute the
expectation value of the quantum number. Similarly,
expressions can be obtained for energy %Ei, free energy
Fi, and entropy Si, where

%Ei ¼ _oið %ni þ 1=2Þ ½20�

Fi ¼ �kBT ln Z and Z ¼ 1

e_oi=2kBT � e�_oi=2kBT
½21�

TSi ¼ %Ei � Fi: If kBTc_omax;

then TSiEkBTð1 þ ln %niÞ
½22�

where omax denotes the highest frequency in the
highest phonon branch. Computing the entropy
of the entire system requires a three-dimensional
average.

Differences between the phonon specific heat cal-
culated from the full elastic tensor and that obtained
by measurements is a key indicator of the importance
of electronic and other nonphonon effects. At tem-
peratures kBTcYmax, where all the phonon modes
populate fully, a different characteristic temperature
Y0 (average of lnðoiÞ) is needed where

TSE3NkBT½1 þ lnðT=Y0Þ� ½23�

Note that Y0 does not equal to YD. Equation [23]
describes the total vibrational entropy of a solid of N
atoms at high temperatures, and can be calculated
from the sound speed at all wavelengths and in all
directions if optical modes can be neglected.

An Illustration: Plutonium

The simple approach outlined above, especially in
the high-temperature limit, can establish quickly
whether a theoretical model is sufficiently robust.
This is illustrated by considering Pu, a mysterious
metal, with at least five zero-pressure stable phases
shown in Figure 4. The d0 b.c.t. phase is omitted
as being thermodynamically unjustified. Electronic-
structure calculations predict with reasonable cer-
tainty the low-temperature phases, but find that the
two higher-temperature phases, f.c.c d and b.c.c e,
are local energy saddle points and hence unstable.

One should not expect zero-temperature electron-
ic-structure calculations (band-structure) to predict
anything about such an elastically soft metal as Pu
at elevated temperatures because the entropic con-
tributions to the free energy will be unusually large.
Remembering that such calculations assume zero
temperature, results are only for the energy, not the
free energy. In many other systems where YD or oth-
er phonon averages are near or above room temper-
ature (that is, relatively high), the free energy F is
expected to include a much smaller fractional con-
tribution from the entropy (see eqns [3] and [14].)
In Pu, YD is low because Pu has a very low C0 ¼
ðC11 � C12Þ=2 shear modulus and very low bulk
modulus B ¼ ðC11 þ 2C12Þ=3, so that entropy is ex-
pected to play a much stronger role than in other
f.c.c. metals. Failure to include the 740 meV/atom
entropic contribution to the free energy at 750 K, the
lower bound of the f.c.c. phase is doomed to failure
in attempting to understand Pu’s higher-temperature
phase stability. For Pu, very likely, electronic-struc-
ture details do not stabilize the high-temperature
crystal structures; vibrational entropy does.

Landau Theory

The focus now is on a particular class of group–
subgroup materials known as ferroelastic marten-
sites. Ferroelastics are a subclass of materials known
as ferroics, which also include ferromagnetic and
ferroelectric materials. The term martensite refers to
a diffusionless first-order phase transition that can be
described in terms of one (or several successive) shear
deformation(s) from a parent to a product phase.
The transition results in a characteristic lamellar
microstructure resulting from transformation twin-
ning or an equivalent lattice-invariant deformation.
The morphology and kinetics of the transition are
dominated by the strain energy. Ferroelasticity is
defined by the existence of two or more stable ori-
entation states of a crystal that correspond to differ-
ent arrangements of the atoms, but are structurally
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identical, or enantiomorphous. Also, in the absence
of mechanical stress, these orientation states are
degenerate in energy.

Salient features of ferroelastic crystals include me-
chanical hysteresis and mechanically (reversibly)
switchable domain patterns. Usually, ferroelasticity
occurs as a result of a phase transition from a non-
ferroelastic high-symmetry ‘‘prototype’’ phase and is
associated with the softening of a prototype-phase
elastic constant with decreasing temperature or inc-
reasing pressure. Because the ferroelastic transition is
usually weakly first order, or second order, it can be
described to a good approximation by the Landau
theory with spontaneous strain as the order param-
eter. Depending on whether the spontaneous strain,
which describes the deviation of a given ferroelastic
orientation state from the prototype phase, is the
primary or secondary order parameter, the low-sym-
metry phase is called a proper or an improper ferro-
elastic, respectively. Although martensites are proper
ferroelastics, examples of improper ferroelastics
include ferroelectrics and magnetoelastics.

A few materials (either metals or alloy systems) are
both martensitic and ferroelastic and show a shape-
memory effect. They are characterized by high-
mobility twin boundaries and often show precursor
structures (such as tweed and modulated phases)
above the transition. Furthermore, these materials
show a small Bain strain, elastic shear-modulus sof-
tening, and a weak-to-moderate first-order transi-
tion. Some examples include In(1� x)Tlx, FePd, CuZn,

CuAlZn, CuAlNi, AgCd, AuCd, CuAuZn2, NiTi,
and NiAl.

In many of these transitions, intracell distortion
modes (or shuffles) can couple to the strain either as
a primary or secondary order parameter. NiTi and
titanium represent two such cases with technological
importance. Other examples include actinide alloys:
the shape-memory alloy UNb6 and Ga-stabilized
d-Pu.

Landau-Theory Thermodynamics

To understand the thermodynamics of the phase
transformation and the phase diagram, consider the
Helmholtz free energy. The Landau free energy (LFE)
is a symmetry-allowed polynomial expansion in the
order parameter that characterizes the transforma-
tion, for example, strain tensor components and/or
(intra-unit-cell) shuffle modes. A minimization of the
LFE with the order-parameter components leads to
conditions that give the phase diagram. Derivatives
of the LFE with respect to temperature, pressure, and
other relevant thermodynamic variables provide in-
formation about the specific heat, entropy, suscepti-
bility, and so on. To study domain walls between
different orientational variants (such as twin bound-
aries) or different shuffle states (such as antiphase
boundaries), symmetry-allowed strain-gradient terms
or shuffle-gradient terms must be added to the
Landau free energy. These gradient terms are called
Ginzburg terms and the augmented free energy is
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Figure 4 Measured volume changes and crystal structures of Pu at zero pressure.

Diffusionless Transformations 433



referred to as the Ginzburg–Landau free energy
(GLFE). Variation of the GLFE with respect to
the order-parameter components leads to Euler–
Lagrange equations whose solutions leads to the
microstructure.

Symmetry-adapted strains are defined as a function
of the Lagrangean strain-tensor components (for
cubic symmetry) eij:

e1 ¼ 1ffiffiffi
3

p ðexx þ eyy þ ezzÞ; e2 ¼ 1ffiffiffi
2

p ðexx � eyyÞ;

e3 ¼ 1ffiffiffi
6

p ðexx þ eyy � 2ezzÞ; e4 ¼ exy;

e5 ¼ eyz; e6 ¼ exz

½24�

As an example, the Landau part of the elastic free
energy for a cubic-tetragonal transition (for example,
in FePd) in terms of the symmetry-adapted strain
components is

Fðe2; e3Þ ¼
A

2
ðe2

2 þ e2
3Þ þ

B

3
ðe3

2 � 3e2e2
3Þ

þ C

4
ðe2

2 þ e2
3Þ

2 þ A1

2
e2

1

þ A4

2
ðe2

4 þ e2
5 þ e2

6Þ ½25�

Here, A, B, C denote second-order, third-order,
fourth-order elastic constants, respectively; A1 and
A4 denote bulk and shear moduli; e2; e3 denote order-
parameter deviatoric-strain components. The non-
order-parameter dilatation e1 and shear strains e4; e5;
e6 are included to harmonic order. For domain walls
(twinning) and microstructure, this free energy must
be augmented by symmetry-allowed gradients of
e2; e3. Coefficients in the GLFE are determined from
a combination of experimental structural (lattice-
parameter variation as a function of temperature or
pressure), vibrational (e.g., phonon-dispersion curves
along different high-symmetry directions), and var-
ious thermodynamic quantities (entropy, specific
heat, elastic constants, and so on). Lacking sufficient
experimental quantities, then electronic-structure
calculations and molecular-dynamics simulations
(using appropriate atomistic potentials) can provide
the relevant information to determine some or all of
the GLFE coefficients.

For simple phase transitions (for example, two-
dimensional square-to-rectangle, or those involving
a one-component order parameter), the GLFE can
be written by inspection (from the parent-phase
symmetry). However, in general, the GLFE must
be determined by group-theoretic means, now read-
ily available for all 230 crystallographic space
groups.

Microstructure

For modeling the phase-transformation microstruc-
ture, there exist several related approaches: (1) GLFE-
based as described above, (2) phase-field model in
which strain variables couple in a symmetry-allowed
manner to the morphological variables, and (3) sharp-
interface models used by applied mathematicians.

Natural-order parameters in the GLFE are strain-
tensor components. However, until recent years,
researchers simulated the microstructure in a dis-
placement variable by rewriting the free energy in
displacement variables. This procedure leads to the
microstructure without providing direct physical
insight into its evolution. A natural way to gain
insight is to work in strain variables only. However, if
lattice integrity is maintained during the phase trans-
formation, that is, no dislocation (or topological
defect) generation is allowed, then one must obey the
St. Venant elastic-compatibility constraints because
various strain-tensor components are derived from
the displacement field and they are not all independ-
ent. This can be achieved by minimizing the free
energy with compatibility constraints treated with
Lagrangean multipliers. This procedure leads to an
anisotropic long-range interaction between the or-
der-parameter strain components. This interaction
(or compatibility potential) provides direct insight
into the domain-wall orientations and various as-
pects of the general microstructure.

Mathematically, the elastic compatibility condition
on the geometrically linear strain tensor e

2
is given by

=� ð=� e
2Þ ¼ 0 ½26�

This represents one two-dimensional equation con-
necting the three components of the symmetric strain
tensor. In three dimensions, two sets of three equa-
tions are needed, each connecting the six components
of the symmetric strain tensor. For periodic boundary
conditions in Fourier space, it becomes an algebraic
equation, easily incorporated as a constraint.

The concept of elastic compatibility in a mono-
crystal can be generalized readily to polycrystals by
defining the strain-tensor components in a global
reference frame. By adding a stress term (bilinear in
strain) to the free energy, one can compute the stress–
strain constitutive response in the presence of a
microstructure for both monocrystals and polycrys-
tals and compare the recoverable strain upon cycling.
Grain rotation and grain boundaries play an impor-
tant role when polycrystals are subject to external
stress. Similarly, calculation of the constitutive res-
ponse can be generalized to improper ferroelastic
materials such as those driven by shuffle modes,
ferroelectrics, and magnetoelastics.
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Finally, elasticity at the nanoscale can differ from
macroscopic continuum elasticity. In this case, one
must go beyond the usual elastic-tensor components
and include intra-unit-cell deformation modes.

Dynamics and Simulations

The overdamped (or relaxational) dynamics can be
used in simulations to obtain equilibrium micro-
structure: ’e ¼ �ð1=A0ÞdðF þ FcÞ=de. Here, A0 denotes
a friction coefficient and F c a long-range contribu-
tion arising from elastic compatibility. However, if
the evolution of an initial nonequilibrium structure
to the equilibrium state is important, one can use
inertial strain dynamics with appropriate dissipation
terms included in the free energy. The strain dynam-
ics for the order-parameter strain-tensor components
el is given by

r0.el ¼
c2

l

4
~r2 dðF þ FcÞ

del
þ dðR þ RcÞ

d’el

� �
½27�

where r0 denotes mass density, cl a symmetry-specific
constant, and R ¼ ðA0

l=2Þ’e2
l denotes Rayleigh dissi-

pation and Rc the contribution to dissipation arising
from elastic compatibility. Overdots indicate time
derivatives.

Some martensites show strain modulation (or
tweed precursors) above the phase transition. These
are attributed to disorder such as compositional fluc-
tuations. They can be modeled and simulated by
including symmetry-allowed coupling of strain to
compositional fluctuations in the free energy. Some
martensites exhibit supermodulated phases (for
example 5R, 7R, 9R), which can be modeled with-
in the Landau theory in terms of a particular phonon
softening (and its harmonics) and coupling to the
transformation shear.

Soft Modes

In the Landau phase-transition theory, the free
energy F is expanded in some order-parameter Q.
In particular, for a second-order (or continuous)
transition with transition temperature Tc,

FðQÞ ¼ a

2
ðT � TcÞQ2 þ b

4
Q4 ½28�

Q can be viewed as the atomic displacement in a
mode pattern that takes the crystal from a higher-
symmetry phase to a lower-symmetry phase. For
small displacements, the Q2 coefficient is effectively
the spring constant for such a mode with frequency
o0:

mo2
0 ¼ aðT � TcÞ ½29�

As T-Tc, the phase transition is equivalent to the
mode frequency o0-0. Thus arises the soft-mode
concept, that is, the lattice becomes dynamically un-
stable; equivalently, the restoring force for the dis-
placement in this mode vanishes. Such instabilities
occur in many materials. SrTiO3 provides a par-
adigm example. Structural phase transitions, mar-
tensites in particular, are first-order phase transitions;
thus, they do not show complete mode softening at
the transition temperature. The free energy in terms
of a strain-tensor component is (Figure 5)

F ¼ a

2
ðT � TcÞe2 þ b

2
e4 þ c

6
e6 ½30�

For bo0, there is a discontinuous transition when
Fð0Þ ¼ Fðe0Þ, where e0 denotes the strain at the tran-
sition, corresponding to the two symmetric degene-
rate minima of F(e). Because the curvature of F at
e ¼ 0 and at e ¼ e0 is upward and finite, the mode
frequencies in both phases are nonzero; thus, the
lattice is dynamically stable in both phases. However,
the lattice is thermodynamically unstable. This in-
stability is assisted by transfer of thermal energy
from all other degrees of freedom in the material to
move over the barrier between e ¼ 0 and e ¼ e0

(Figure 5). Both the relevant elastic constant and the
anomalous phonon soften only partially. Complete
mode softening is not required.

Elastic-Inclusion Theory

The question of elastic-strain energy of an inclu-
sion in a homogeneous matrix is old and general. It
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connects not only with diffusionless phase transfor-
mations, but with many other familiar solid-state
phenomena such as precipitation and twinning. A
general inclusion shape poses a practically non-
solvable problem. But mathematical solutions exist
for ellipsoid-shape inclusions. Ellipsoids include a
surprisingly wide variety of observed cases. They
range from thin disks ðc=a{1Þ, through spheres
ðc=a ¼ 1Þ, to needles ðc=ac1Þ. In 1957, Eshelby
solved the general ellipsoid-inclusion/matrix elastic-
energy problem.

Here, the computation of the elastic energy of
a thin-disk inclusion in a homogeneous matrix is
considered. This geometry corresponds to most
martensites, bainites, mechanical twins, and planar
precipitates. This geometry can possess zero-strain
energy, unlike spheres and needles, which always
show finite strain energy. Zero-strain energy arises
for certain special disk orientations that lie in a plane
called the ‘‘habit’’ plane, the austenite–martensite
interface.

The backbone of the computations is the solution
for the stress in, and elastic energy of, an arbitrary-
orientation inclusion containing a transformation
strain (eigenstrain) embedded in an anisotropic ma-
trix. Considering an isotropic inclusion in an iso-
tropic matrix, Eshelby laid the firm foundation for
this computation. The stress in an inclusion having
the same elastic constants Cijkl as the matrix and with
a uniform transformation strain eT

ij can be expressed
as

sij ¼ Cijklðekl � eT
klÞ ½31�

The total strain is

ekl ¼ Sklmne
T
mn ½32�

Here, Sklmn denotes the well-known (and tabulated)
Eshelby tensor, a function only of Cijkl and the in-
clusion shape. For ellipsoidal inclusions with semi-
axes ai, Sklmn can be expressed in terms of a surface
integral over the unit sphere:

Sklmn ¼ 1

8p
Cpqmn

Z 1

�1

Z 2p

0

½Gkplqð%xÞ

þ Glpkqð%xÞ�dYdz3 ½33�

Here, Gijklð%xÞ ¼ %xk
%xlNijð%xÞ=Dð%xÞ; %xa ¼ %Ba=aa (no

sum on a), %B1 ¼ ð1 � B�2
3 Þ1=2 cos Y, and %B2 ¼

ð1 � B�2
3 Þ1=2 sin Y. Also, Dð%xÞ ¼ AmnlKm1Kn2Kl3,

Nijð%xÞ ¼ ð1=2ÞAijkKlmKln, and Kikð%xÞ ¼ Cijklxixl.
Equation [33] is valid in a coordinate system aligned
with the principal axes of the ellipsoidal inclusion. If
the inclusion is spheroidal ða1 ¼ a2Þ, then its shape
can be described solely in terms of the aspect ratio

a ¼ a3=a1. The Eshelby tensor Sklmn simplifies con-
siderably in the thin-disk limit ða-0Þ.

When the inclusion possesses anisotropic elastic
constants C�

ijkl that differ from those of the matrix,
stress can be calculated by using Eshelby’s equiva-
lent-inclusion concept:

sij ¼ C�
ijklðekl � eT

klÞ ¼ Cijklðekl � eT
kl � e�klÞ ½34�

The two terms on the right-hand side constitute an
equivalency relationship that enables the inclusion
with elastic constants C�

ijkl to be simulated by an
inclusion with elastic constants Cijkl, but also con-
taining a fictitious transformation strain e�ij. In this
case, one obtains eij by the relationship ekl ¼
SklmnðeT

mn þ e�mnÞ.
A fundamental result obtained by Eshelby is that

for the elastic-strain energy of an inclusion/matrix
system:

E ¼ �1

2

Z
inc

sijeT
ij dV ¼ �1

2
VincsijeT

ij ½35�

Integration is over the inclusion volume Vinc. The
stress used in eqn [35] is computed either from eqn
[31] or [34], depending on whether the inclusion
elastic constants differ from the matrix elastic con-
stants.

In general, computing the elastic-strain energy
proceeds by first computing eT

ij based on the inclusion
and matrix crystal structures. One then uses eqn [31]
or [34] to compute the stress in the transformed in-
clusion, the stress caused by eT

ij . One then computes
the energy from eqn [35]. One determines the min-
imum-energy orientation by specifying a habit-plane
orientation (hkl), transforming the elastic-stiffness
tensor to a coordinate system aligned with (hkl), and
doing the energy computation. The preferred habit
plane corresponds to that with minimum energy.
With the assumption of a thin-disk inclusion, the
calculation simplifies. In some cases, one can obtain
explicit closed-form solutions.

As an example, the much-studied thin-disk mar-
tensite plates formed in an Fe-31Ni alloy is consi-
dered, an f.c.c.–b.c.c. transformation where the
lattice-invariant deformation is twinning. Wayman’s
well-known book considered this alloy using both
the Wechsler–Lieberman–Read and Bowles–Macken-
zie approaches. Figure 6 shows the main result of the
inclusion-theory analysis described here.

After the habit plane is calculated, other phase-
transformation features follow more easily. These
features include magnitude of the lattice-invariant
deformation (such as twinning), magnitude and di-
rection of the macroscopic shape change, and orien-
tation relationship.
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For the thin-disk zero-elastic-strain case, the in-
clusion theory gives results identical to those pre-
dicted by the invariant-plane-strain (i.p.s.) theories.
But the inclusion theory allows one to move far be-
yond the i.p.s. theories. As examples, one can con-
sider the following: (1) different inclusion-matrix
elastic constants, (2) anisotropic elastic constants, (3)
various shapes (disks, spheres, needles), (4) alter-
native pure distortions (such as the Bain strain), (5)
various twinning systems, (6) anisotropic interface
distortions, and (7) applied-stress effects.
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Introduction

Dislocations are the line defects found in all crystal-
line materials. They are important in many branches
of condensed matter physics, but most significantly
they are defects, the motion of which produces plas-
tic flow. The notion of dislocations has two starting
points. First, the dislocation was introduced as an
elastic singularity by considering the deformation of
a body occupying a multiply connected region of
space. Second, dislocations were introduced into
crystal physics by Taylor, Orowan, and Polanyi in the
context of analysis of the large discrepancy between
the theoretical and experimental strength of crystals.
These two approaches became almost immediately

intertwined since the crystal dislocations are sources
of long-ranged elastic stresses and strains that can be
examined in the continuum framework. In fact, the
bulk of the dislocation theory employs the continuum
elasticity when analyzing a broad variety of disloca-
tion phenomena encountered in plastically deforming
crystals. The most comprehensive monographs de-
voted to the dislocation theory are books of Friedel,
Nabarro, and Hirth and Lothe. An excellent simple
introduction to this topic is the book by Hull and
Bacon.

In this article, the crystallographic concept of dis-
locations is explained, the relation between disloca-
tion movement and plastic strain is shown, the
concept of the force acting on a dislocation due to
externally applied stress is introduced, and the most
important aspects of dislocation energetics and prop-
erties related to the long-ranged elastic fields are
summarized. Then the dislocation nucleation and
multiplication which is the most important ingredient
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in understanding of the plastic deformation, and
brittle-to-ductile transition is discussed. Finally, the
properties that relate to the atomic structure of ma-
terials are paid attention to; in particular, the signi-
ficance of dislocation dissociation and the dislocation
core structure is elucidated.

Principal Characteristics of Dislocations

A dislocation line in a continuum is obtained by
cutting the material along any surface that terminates
on this line, giving the two cut surfaces a relative
displacement and joining them again together. Sup-
pose the cut is made along a planar surface termi-
nating in a straight line, and that this line and the
normal to the surface define an orthonormal coordi-
nate system. Fixed vector translations of the cut
surfaces parallel, respectively, to the three axes of
this system define the three basic types of dislocation.
When the displacement is parallel to the line, the
result is a screw dislocation. The other two transla-
tions, both perpendicular to the line, produce
(equivalent) edge dislocations; if the displacement is
perpendicular to the cut, a material needs to be
removed or added to rejoin the two surfaces. (Three
more types of ‘‘dislocation,’’ in which the two parts
of the continuum on each side of the cut are given a
relative rotation before rejoining, can be introduced.
The line singularities of this type are called disclina-
tions. These line defects play important role, for
example, in liquid crystals but they are not the sub-
jects of this article.) A straight dislocation of general
mixed character is obtained when the fixed trans-
lation of the cut surfaces has components both
parallel and perpendicular to the line. A curved dis-
location in a plane or in three dimensions may be
introduced in the same way with the surface of the
cut (generally nonplanar) terminating on the curve.
Since the dislocation line has been introduced as the
edge of a surface, it can either terminate on external
surfaces or internally by closing on itself and forming
a loop. Alternatively, it may meet other disloca-
tion lines at points where at least three dislocations
meet and total sum of their Burgers vectors is zero;
such points are called dislocation nodes. However,
the dislocation line can never end abruptly inside the
body.

The principal characteristics of a dislocation are
the relative displacement of the two cut surfaces and
the line terminating the cut. The former defines the
Burgers vector of the dislocation and the latter the
dislocation direction, the surface over which the cut
has been made has no significance. In the continuum,
the dislocation is defined mathematically by the
relation

H
du ¼ b, where u is the displacement vector,

b the Burgers vector, and the integral is along any
circuit encompassing the dislocation line; for circuits
not encircling the dislocation

H
du ¼ 0. This relation

is then the main boundary condition when determi-
ning within the elasticity theory, the displacement,
strain, and stress fields associated with a dislocation.

Dislocations defined in the continuum have exact
analogs in crystals. If the same virtual process of in-
troducing a dislocation is employed in crystals then if
the cut surfaces are to rejoin without introducing a
fault along the cut, the translation vector, that is, the
Burgers vector, must be a repeat vector of the Bravais
lattice. A formal definition of the Burgers vector,
analogous to the above path integral, invokes the
concept of corresponding paths in the real crystal
and a defect-free reference crystal. If a closed circuit,
consisting of the same number of equivalent atoms
to atom steps, is made either in the real or the ref-
erence crystal, the corresponding path in the other
crystal will not, in general, be closed, and the closure
failure is defined as the net Burgers vector of the
dislocation lines that thread through the circuit in the
real crystal.

The density of dislocations present in a body of
material, r, is defined as the total length of disloca-
tions per unit volume (dimension m�2). The plastic
strain, epl, which is produced if these dislocations
move, on average, a distance %d, is epl ¼ rb %d, where b
is the magnitude of the Burgers vector of the dislo-
cations.

Elastic Fields and Energy Associated with
Dislocations

In a continuum the dislocation defined above is a line
singularity invoking a long-ranged elastic field. The
details of the evaluation of the strain and stress fields
in the framework of linear isotropic and anisotropic
elasticity can be found, for example, in the books by
Nabanna and co-workers. In the case of straight dis-
locations their stress and strain fields decrease as
d� 1, where d is the distance from the dislocation
line. These fields have a complex angular dependence
for a fixed distance from the dislocation line. For-
mally, both the stress and strain diverge at the dis-
location line but physically this means that there is
a region, centered at the dislocation line, in which
the linear elasticity does not apply. This region, the
dimensions of which are of the order of the lattice
spacing in crystalline materials, is called the disloca-
tion core and it can only be fully accounted for
within atomic level models of dislocations. This is
discussed in more detail later in this article. The
stress and strain fields of a dislocation loop decrease
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far away from its center as d� 2, similarly as the field
of a dislocation dipole formed by two dislocations of
opposite Burgers vectors.

The elastic energy associated with the long-range
stress and strain fields of a straight dislocation is

Esl
el ¼

Kb2

4p
ln

R

ro

� �

where R is the radius of a cylinder centered on the
dislocation line and ro is the core radius. K is a con-
stant depending on the elastic moduli and orientation
of the dislocation line. (In the isotropic case, K ¼
m=ð1 � nÞ½ �ð1 � n cos2 yÞ where m is the shear modu-
lus, n is the Poisson ratio, and y is the angle between
the dislocation line and the Burgers vector.) This
energy diverges as R-N and thus depends on the
size of the crystal, but it is generally assumed that
when a material contains many dislocations of op-
posite signs, their stress fields cancel at about half of
the average dislocation separation and R is identified
with this distance. The elastic energy of dislocation
loops is always finite and depends logarithmically on
their size. For example, in an elastically isotropic
medium, the energy of a glissile planar circular loop
of radius r (the Burgers vector lies in the plane of the
loop) is

Eloop
el ¼ 2pr

mb2

4pð1 � uÞ ln
8r

ro

� �
� 1

� �

It is noteworthy that this energy can be interpreted as
the energy per unit length of the dislocation times the
length of the dislocation loop 2pr. This suggests that
the increase of the energy of a dislocation DE, asso-
ciated with an increase of its length Dl, can be written
as DE¼ tDl, where t is the energy of the dislocation
per unit length. In general, t will be different for
different dislocation shapes, but when the curvature
of the dislocation line is small, and this concept is
usually restricted to this situation, t is well approx-
imated as the energy per unit length of a straight
dislocation. It is generally dependent on the orienta-
tion of the dislocation line, but in many analyses it
has been approximated by a constant of the order of
mb2/2. Since t¼DE/Dl, it also has the meaning of a
line tension, in analogy with the behavior of a taut
string, and this approach to evaluation of the energy
change with the change in dislocation length is called
the line tension approximation. (Since the energy of
the dislocation depends on the angle y between the
dislocation line and its Burgers vector, a more rigor-
ous expression for the line tension is t ¼ Eþ
@2E=@y2, analogously as in the case of anisotropic
surface tension. This is not essential when using
isotropic elasticity when t is always positive and

tEE is a good approximation. However, in highly
anisotropic crystals the more rigorously determined
line tension may even become negative for certain
orientations. In this case, the dislocations decrease
their energy by increasing their length and changing
orientation. This has been observed, for example, in
b-brass.)

Forces on Dislocations and Interaction
between Dislocations

According to the Colonnetti principle there is no
elastic interaction between internal and external
stresses, that is, the response of a medium to exter-
nal loading is the same whether it is self-stressed or
not. However, if the source of internal stresses is
displaced, the external stress may be doing work.
This is what happens in the case of a dislocation. Its
motion induces the relative displacement of two
parts of the body by the Burgers vector within the
region swept by the dislocation. One may consider
an element of the dislocation line Dl that is displaced
by a vector Dr in a body subject to an external stress
se

ij. The area within which the material has been dis-
placed by the Burgers vector is DS ¼ jDr � Dlj and
the unit vector normal to this surface has compo-
nents nj ¼ ejlkDrlDlk=DS (Einstein summation con-
vention is used). When displacing the material the
external stress produced work DW ¼ �se

ijnjbiDS ¼
�se

ijbiejlkDrlDlk. This can be expressed alternatively
as DW ¼ FlDrljDlj with

Fl ¼ eljks
e
ijbiBk

where Bk is the k component of the unit vector par-
allel to the dislocation line. This expression can be
interpreted such that Fl is the l component of the
force, called the Peach–Koehler force, by which
the stress se

ij acts on the dislocation per unit length.
The physical meaning of this force is that FlDrl is the
work done when the dislocation of unit length is
displaced by Dr, produced by the stress se

ij that is
doing work when the material is being displaced by
the Burgers vector in the area swept by the disloca-
tion. For example, in the case of an edge dislocation
parallel to the axis x3 and the Burgers vector b par-
allel to the axis x1, F1 ¼ se

12b and F2 ¼ �se
11b. The

component F1 and thus the shear stress se
12 drive the

glide in the slip plane x1x3, and the component F2

and thus the tensile stress se
11 drive the climb per-

pendicular to the slip plane.
When using the Peach–Koehler formula, it is

immaterial whether se
ij is an externally imposed

stress field or the stress arising from another internal
source of stresses. Thus, if se

ij is identified with the
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stress associated with another dislocation, this
formula determines the force between the two dis-
locations. The interaction energy between two dis-
locations marked, respectively (1) and (2), separated
by a distance r, can then be evaluated as the work
done when the dislocation (2) is brought in from
a distance R, against the force F(1–2) exerted on
dislocation (2) by the dislocation (1). This force
obviously decreases as 1/r. The interaction energy per
unit length of the dislocations is then Eint

ð1�2Þ ¼
�
R r

R Fð1�2Þ dr. This interaction energy, proportional
to ln(R/r), could also be evaluated as the part of the
elastic energy corresponding to the cross terms be-
tween the stress and strain fields of dislocations (1)
and (2), respectively. Similarly, elastic interaction
between dislocations and other defects inducing
internal stresses, such as inclusions, cracks, stress
inducing point defects, is determined.

Dislocation Multiplication

Consider first the homogeneous nucleation of a cir-
cular glissile dislocation loop. The energy of such
loop as a function of its radius is given above. The
work done by the shear stress s parallel to the
Burgers vector acting in the plane of the loop during
the growth of the loop is sbpr2. If the loop is to form
and grow spontaneously, this work has to exceed its
elastic energy already at the stage when the loop ra-
dius is only slightly larger than the radius of the core.
Consider, for example, that this has to occur when
r¼ 2ro. The condition for spontaneous formation of
the loops is then s ¼ mb=ð4pð1 � uÞroÞ ðln 16 � 1Þ.
Since roEb, the stress needed for the dislocation

nucleation is (taking n ¼ 1=3) sE0:2m, which is of
the same order of magnitude as the ideal shear
strength of materials. This is a very high stress, and in
most metallic, covalent, and even in ionic materials
the plastic flow and intensive dislocation multiplica-
tion occur at stresses three to five orders of magnitude
lower. Thus, homogeneous nucleation of individual
dislocation loops cannot be the usual mechanism of
dislocation nucleation. However, a collective homo-
geneous nucleation at finite temperatures by the
mechanism akin to the Kosterlitz–Thouless transition
is a possibility albeit not yet unequivocally proven.

An alternative heterogeneous mechanism, known
as the Frank–Read source, requires stresses much
lower than the ideal shear strength of the material.
This process of generation of dislocations is shown
schematically in Figure 1. A dislocation lying in a
glide plane is pinned at two points (marked by bold
dots), for example owing to intersection with dislo-
cations in different glide planes. If these points are
fixed, the dislocation can bow out under the action of
a shear stress and adopt the successive configurations
shown in (Figure 1b–1f). Eventually the two seg-
ments of opposite sign meet (Figure 1e), mutually
annihilate, and a closed dislocation loop is produced
(Figure 1f). A line segment between the pinning
points remains available to repeat the whole process.
The bowing out of the dislocation is opposed by the
line tension of the dislocation that pulls the disloca-
tion back by the force (per unit length) equal to tk,
where k is the curvature of the line. In the isotropic
case, the curvature is the largest when the dislocation
forms the half-circle of radius d, where 2d is the
separation of the pinning points (Figure 1c). Thus,

(a) (b) (c)

(d) (e) (f)

Figure 1 Successive stages in the operation of a double-needed Frank–Read dislocation source.
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the condition for the onset of the operation of the
Frank–Read source is sb ¼ t=d. Taking t ¼ mb2=2,
the stress needed for the operation of the source is
s ¼ mb=2d. Since d may be three or four orders of
magnitude larger than b, this leads to a stress that is
several orders of magnitude lower than the ideal
shear strength of the material, in agreement with
experimental observations. Hence, Frank–Read-type
dislocation sources, the geometrical configurations
of which may be more complex than that in Figure 1,
represent the principal mechanism of dislocation
multiplication during deformation. Nevertheless,
homogeneous dislocation nucleation may still occur
in the case where no sources are available. How-
ever, the stresses then reach the level of the ideal
shear strength. This occurs, for example, in nanoin-
dentation.

Dislocation Dissociation and Stacking
Faults

A vital characteristic of dislocations in crystalline
materials is their possible dissociation into partial
dislocations with Burgers vectors smaller than the
lattice vector. Such dislocation splitting can occur if
the displacements corresponding to the Burgers vec-
tors of the partials lead to the formation of metast-
able planar faults which then connect the partials.
The reason for the splitting is, of course, the decrease
of the dislocation energy when it is divided into dis-
locations with smaller Burgers vectors. For example,
if the dislocation with the Burgers vector b splits into
two partials with Burgers vectors b1 and b2, such
that b ¼ b1 þ b2 and the angle between the vectors
b1 and b2 is acute, then b24b2

1 þ b2
2. Since the elastic

energy of a dislocation is proportional to the square
of its Burgers vector, the self-energy of the total dis-
location is larger than that of two partials. This is the
basis of the so-called b2 criterion for estimation
whether a dissociation is energetically favorable.
However, to determine the energy balance precisely,
one has to consider also the interaction energy be-
tween partials and the energy of the planar fault
formed between them. A simple example is splitting
of 1/2/1 1 0S dislocations into two Shockley partials
with the Burgers vectors 1/6/1 1 2S on f1 1 1g
planes. The planar fault formed by the 1/6/1 1 2S
displacement is an intrinsic stacking fault. The stack-
ing of f1 1 1g planes in an ideal face-centered cubic
(f.c.c.) lattice can be described as a repeat sequence
yABCABCABCy and the 1/6/1 1 2S displace-
ment between layers B and C produces the stacking
sequence yABCAB |ABCABCy; this corresponds
to the stacking fault marked by |.

In general, stacking-fault-like defects can be very
conveniently analyzed using the notion of g-surfaces
(Stacking-fault-like defects include not only stacking
faults but also other planar defects such as antiphase
domain boundaries and complex stacking faults
encountered in ordered alloys and compounds). To
introduce the idea of g-surfaces, a generalized stack-
ing fault is defined first: imagine that the crystal is cut
along a given crystallographic plane and the upper
part displaced with respect to the lower part by a
vector u, parallel to the plane of the cut, as shown in
Figure 2. The fault created in this way is called the
‘‘generalized stacking fault’’ and it is not, in general,
metastable. The energy of such fault, gðuÞ, can be
evaluated using atomistic methods and/or density-
functional theory based approaches; relaxation
perpendicular to the fault has to be carried in such
calculations. Repeating this procedure for various
vectors u within the repeat cell of the given crystal
plane, an energy–displacement surface can be con-
structed, commonly called the g-surface. The local
minima on this surface determine the displacement
vectors of all possible metastable stacking-fault-like
defects, and the values of g at these minima are the
energies of these faults.

Symmetry arguments can be utilized to assess the
general shape of these surfaces. If a mirror plane of
the perfect lattice perpendicular to the plane of the
generalized stacking fault passes through the point
corresponding to a displacement u, the first deriva-
tive of the g-surface along the normal to this mirror
plane vanishes owing to the mirror symmetry. This
implies that the g-surface will possess extrema (mini-
ma, maxima, or inflexions) for those displacements,
for which there are at least two nonparallel mirror
planes of the perfect lattice perpendicular to the
fault. Whether any of these extrema corresponds
to minima, and thus to metastable faults, can often
be ascertained by considering the change in the

u

Upper part of the crystal

Lower part of the crystal

Generalized
stacking fault

Figure 2 Formation of the generalized stacking fault.
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nearest neighbor configuration produced by the cor-
responding displacement. Hence, the symmetry-
dictated metastable stacking-fault-like defects can
be ascertained on a crystal plane by analyzing its
symmetry. Such faults are then common to all ma-
terials with a given crystal structure. The intrinsic
stacking faults in f.c.c. crystals are symmetry-dictat-
ed since three mirror planes of the f1 0 1g type pass
through the points that correspond to the displace-
ments 1/6/1 1 2S. However, other minima than
those associated with symmetry-dictated extrema
may exist in any particular material. These cannot
be anticipated on crystallographic grounds, and their
existence depends on the details of atomic interac-
tions and can only be revealed by calculations of the
g-surface.

The primary significance of the dislocation disso-
ciation is that it determines uniquely the slip planes,
identified with the planes of splitting and corre-
sponding stacking-fault-like defects, and, conse-
quently, the operative slip systems. The fact that
f1 1 1g planes are the slip planes in f.c.c. materials is
a typical example. As discussed above, metastable
stacking faults always exist on these planes and since
their energy is in many cases relatively low, disloca-
tions split in f1 1 1g planes and are confined to
them.

Dislocation Cores

It has already been mentioned above that every crys-
tal dislocation possesses a core region in which the
linear elasticity does not apply and the structure and
properties of the core can only be fully understood
when the atomic structure is adequately accounted
for. When a dislocation glides, its core undergoes
changes that are the source of an intrinsic lattice
friction. This friction is periodic with the period of
the crystallographic direction in which the disloca-
tion moves. The applied stress needed to overcome
this friction at 0 K temperature is called the Peierls
stress and the corresponding periodic energy barrier
is called the Peierls barrier.

In general, the dislocation core structure can be
described in terms of the relative displacements of
atoms in the core region. These displacements are
usually not distributed isotropically but are confined
to certain crystallographic planes. Two distinct types
of dislocation cores have been found, depending on
the mode of the distribution of significant atomic
displacements. When the core displacements are con-
fined to a single crystallographic plane, the core is
planar (a more complex planar core, called zonal,
may be spread into several parallel crystallographic
planes of the same type). Dislocations with such

cores usually glide easily in the planes of the core
spreading and their Peierls stress is commonly low. In
contrast, if the core displacements spread into several
nonparallel planes of the zone of the dislocation line,
the core is nonplanar, extended spatially. The glide
planes of dislocations with such cores are often not
defined uniquely, their Peierls stress is high, and their
glide well below the melting temperature is enabled
by thermal activation over the Peierls barriers.

A planar dislocation core can be regarded as a
continuous distribution of dislocations in the plane
of the core spreading. The reason for the core
extension is the decrease of the dislocation energy
when it is redistributed into dislocations with smaller
Burgers vectors. Such approach to the analysis of the
dislocation core is the basis of the Peierls–Nabarro
model. If the coordinate system in the plane of the
core spreading is chosen such that the axes x1 and x2

are parallel and perpendicular to the dislocation line,
respectively, the corresponding density of continuous
distribution of dislocations has two components:
ra ¼ @ua=@x2 ða ¼ 1; 2Þ, where ua is the a-compo-
nent of the displacement vector u in the x1, x2 plane.
Owing to the dislocation distribution, the displace-
ment u increases gradually in the direction x2 from
zero to the Burgers vector so that

RþN

�N
ra dx2 ¼ ba,

where ba is the corresponding component of the
Burgers vector. In the continuum approximation, the
elastic energy of such dislocation distribution can be
expressed as the interaction energy of the dislocation
distribution with itself:

Eel ¼
X2

a;b¼1

Z þN

�N

Z þN

�N

Kabrarb lnðjx2 � x0
2jÞ dx2 dx0

2

where Kab are constants depending on the elastic
moduli and orientation of the dislocation line. On
the atomic scale, the displacement across the plane of
the core spreading causes a disregistry that leads to
an energy increase. The displacement u produces
locally a generalized stacking fault, and in the local
approximation the energy associated with the dis-
registry can be approximated as

Eg ¼
Z þN

�N

gðuÞ dx2

where gðuÞ is the energy of the g-surface for the dis-
placement u. The continuous distribution of disloca-
tions describing the core structure is then found by
the functional minimization of the total energy Etot ¼
Eel þ Eg with respect to the displacement u. When
the displacement vector is always parallel to the
Burgers vector, the Euler equation corresponding
to the condition dEtot ¼ 0 leads to the well-known
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Peierls equation

K

Z þN

�N

1

x2 � x0
2

du

dx0
2

dx0
2 ¼ �@g

@u

where u is the displacement in the direction of the
Burgers vector and K is a constant depending on the
elastic moduli and orientation of the dislocation line;
in the isotropic elasticity K is given earlier. In the
original Peierls–Nabarro model, @g/@u was taken as a
sinusoidal function and the Peierls equation then has
an analytical solution

u ¼ b

2p
tan�1 x2

z

� �

where 2z measures the width of the core (for
�zox2oz, the disregistry is greater than half its
maximum value) and it is proportional to the sep-
aration of the crystal planes into which the core
spreads. The Peierls stress evaluated in the frame-
work of this model is

tP ¼ 2m
a

expð�4pz=bÞ

where m is the shear modulus and a a constant of the
order of 1. This stress is very small even when
the core is very narrow; for example, if z ¼ b,
tPE10�5m. This is a general characteristic of the
planar cores and this is the reason why in f.c.c. met-
als, in which dislocations possess planar cores, the
Peierls stress is practically negligible.

The nonplanar cores can be divided into two
classes: crosslip and climb cores. In the former case,

the core displacements lie in the planes of core sprea-
ding, whereas in the latter case, they possess compo-
nents perpendicular to the planes of spreading. Climb
cores are less common and are usually formed at high
temperatures by a climb process. The best-known
example of the crosslip core is the core of the 1/2
/1 1 1S screw dislocations in body-centered cubic
(b.c.c.) metals that is spread into three f1 1 0g planes
intersecting along the /1 1 1S direction. Figure 3
shows two alternate structures of such core. The core
shown in Figure 3a is spread asymmetrically into the
ð�1 0 1Þ, ð0 �1 1Þ, and ð�1 1 0Þ planes that belong to
the [1 1 1] zone and is not invariant with respect to the
½1 0 �1� diad and another energetically equivalent con-
figuration, related by this symmetry, operation exists.
The core in Figure 3b is invariant with respect to the
½1 0 �1� diad. These core structures were found by at-
omistic calculations employing (1) central-force
many-body potentials and (2) a tight binding and/or
density-functional theory based approach, respec-
tively. Atomistic calculations employing appropriate
descriptions of atomic interactions are the principal
tool for investigations of such cores since direct
observations are often outside the limits of experi-
mental techniques. The example presented here
shows that the structure of such cores is not deter-
mined solely by the crystal structure but may vary
from material to material even when they crystallize
in the same structure. The Peierls stress of disloca-
tions with these cores is commonly several orders of
magnitude higher than that of dislocations with pla-
nar cores. Furthermore, the movement of the dislo-
cations is frequently affected not just by the shear

(101)

(011)

(110) (110)

(101)

(011)
(a) (b)

Figure 3 Two alternate core structures of the 1/2 [1 1 1] screw dislocation depicted using differential displacement maps. The atomic

arrangement is shown in the projection perpendicular to the direction of the dislocation line ([1 1 1]) and circles represent atoms within

one period. The [1 1 1] (screw) component of the relative displacement of the neighboring atoms produced by the dislocation is

represented by an arrow between them. The length of the arrows is proportional to the magnitude of these components. The arrows,

which indicate out-of-plane displacements, are always drawn along the line connecting neighboring atoms and their length is normalized

such that it is equal to the separation of these atoms in the projection when the magnitude of their relative displacement is equal to

|1/6 [1 1 1]|.
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stress parallel to the Burgers vector in the slip plane
but by other stress components. Thus, the deforma-
tion behavior of materials with nonplanar disloca-
tion cores may be very complex, often displaying
unusual orientation dependencies and breakdown of
the Schmid law. The nonplanar dislocation cores are
the more common the more complex is the crystal
structure, and thus these cores are more prevalent
than planar cores. In this respect, f.c.c. materials (and
also some hexagonal close-packed (h.c.p.) materials
with basal slip) in which the dislocations possess
planar cores and, consequently, the Peierls stress is
very low, are a special case rather than a prototype
for more complex structures.

Additional complex features of the dislocation
core structures arise in covalent crystals where the
breaking and/or readjustment of the bonds in the
core region may be responsible for a high lattice
friction stress, and in ionic solids where the cores can
be charged which then strongly affects the disloca-
tion mobility. Such dislocation cores affect not only
the plastic behavior but also electronic and/or optical
properties of covalently bonded semiconductors and
ionically bonded ceramic materials.

See also: Mechanical Properties: Anelasticity; Mechanical
Properties: Creep; Mechanical Properties: Elastic Beha-
vior; Mechanical Properties: Fatigue; Mechanical Pro-
perties: Plastic Behavior; Mechanical Properties:
Strengthening Mechanisms in Metals; Mechanical Prop-
erties: Tensile Properties; Periodicity and Lattices;

Recovery, Recrystallization, and Grain Growth; Thin
Films, Mechanical Behavior of.

PACS: 61.72.Fp; 61.72.Hh; 61.72.Lk; 72.10.Fk
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Introduction

A plane electronic wave, expðik � rÞ, impinging upon
a local potential, vðjr � rnjÞ, centered at rn, is scat-
tered, thus giving rise to a spherical wave of the form
f ðy;fÞexpðik � rÞ=r as r-N. The scattering ampli-
tude, f, is related to the differential ds=dOð¼
jf ðy;fÞj2Þ, and the total scattering cross section, s.
The total scattering cross section, s ¼

R
jf j2 dO, gives

essentially the part of the area of the incoming wave
front intercepted by the scattering potential. For
transport properties, the relevant cross section is
st ¼

R
ð1 � cos yÞjf j2 dO.

An electron propagating within a solid or liquid is
subject to many local scattering potentials stemming
from the atoms comprising the solid or liquid, and
giving rise to a total scattering potential VðrÞ ¼P

n vðjr � rnjÞ. The response of electrons to VðrÞ is
of central importance in understanding and control-
ling the mechanical, electrical, magnetic, and optical
properties of materials.

Identical and periodically placed scatterers allow a
systematic constructive interference of the scattered
waves, which to a great extent, compensates the ef-
fects of the scattering. As a result, a periodic poten-
tial, VðrÞ, produces plane-wave-like solutions, called
Bloch waves, of the form ukjðrÞexp½iðk � r � okjtÞ�,
associated with bands of allowed values of okj; ukj is
a periodic function of r with the same period as VðrÞ.
Gaps in the spectrum also appear because of sys-
tematic destructive interference (another effect of
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periodicity) and/or well-separated atomic or molec-
ular levels giving rise to nonoverlapping bands.

‘‘Classical’’ Treatment of Disorder

In actual solids, there are always static, chemical
and, structural deviations from periodicity, located
randomly within the solid; in other words, there is
always disorder. The thermal vibrations of atoms (or
ions), although dynamical in nature, can be treated
for fast processes and high temperatures as addi-
tional sources of static disorder. However, at low
temperatures, lattice vibrations and other dynamical
processes lead to inelastic scatterings, which are
clearly distinct from the elastic scatterings considered
up to now; these inelastic scatterings are responsible
for an energy uncertainty, DE, which in turn defines
an inelastic dephasing time tfB_=DE; for t\tf, the
phase is randomized.

Disorder is crucial in determining important trans-
port properties, such as electrical and thermal con-
ductivities, magnetoresistances, photoconductivities,
and metal–insulator transitions. Under normal con-
ditions, the main role of disorder is to change the
propagation of electrons (or more generally, of what-
ever carriers) from ballistic to diffusive; the latter
involves a new characteristic quantity, the so-called
transport mean free path, l, which is connected to
the diffusion length LD ¼ ðDtÞ1=2 by the relation
LD ¼ l=

ffiffiffi
d

p
. D is the diffusion coefficient, t ¼ l=v; v

is the carrier velocity, and d is the space dimensiona-
lity. The transport mean free path, for low concen-
tration, ns ¼ Ns=V, of scatterers is related to the
transport cross section sti of each scatterer by the
relation

1

l
¼ 1

V

XNs

i¼1

sti ½1�

which means that over a length l, the Ns scatterers
within the volume V ¼ Sl will intercept the whole
cross section, S, of the incoming wave (i.e., S ¼P

i sti).
The summation of stis in eqn [1] implies that in-

terference effects have been omitted; thus the term
‘‘classical’’ in the title of this subsection. Actually, a
scattered wave from one scatterer can be scattered
again by other scatterers; this is especially true when
the stis are large and their concentration, ns, is high.
All these single and multiple scattered waves can, in
principle, interfere with one another, possibly modi-
fying the basic result in eqn [1]. The argument in
support of eqn [1] is that constructive and destruc-
tive interference more or less cancel each other as a
result of the interfering waves having random phase

differences (associated with the random positions
and phase shifts of the scatterers).

Weak Disorder and the Role of
Interferences

Consider an electron initially ðt ¼ 0Þ at the point r.
The probability density amplitude, A(t), to again find
the electron at r, after time t, is given by AðtÞ ¼P

n AnðtÞ, where the sum is over all directed path
integrals, An ¼ exp½ði=_Þ

R t
0 Lðrnðt0ÞÞ dt0�, starting and

ending at r. The probability density, dP(t)/d3r, to find
the electron at r after time t is dP=d3r ¼ jAðtÞj2 ¼P

n jAnðtÞj2 þ
P

nam AnðtÞA�
mðtÞ. Omitting the last

double sum on the basis of random phases is
equivalent to the approximation leading to eqn [1].
However, not all terms with man have random phas-
es; indeed, for each path m ¼ %n, where %n is the same as
path n but run in the opposite direction, Am ¼ A%n ¼
An (the last equality stems from time-reversal sym-
metry), and consequently

P
nam AnA

�
m ¼

P
n AnA

�
%nþP

man;%n AnA
�
m. Thus, making the reasonable assump-

tion that
P

man;%n AnA
�
m is really zero because of ran-

dom phases, one may come to the conclusion that
dP/d3r is twice as big as the classical diffusion would
predict, since

P
n AnA

�
%n ¼

P
n jAnj2. Actually, dP(t)/

d3r is less than twice as large because the equality
A%n ¼ An is not valid for very long paths, whose
length far exceeds the inelastic dephasing length
LfRðDtfÞ1=2; for such long paths, repeated inelas-
tic scattering destroys the phase equality of A%n and
An. In any case, the conclusion is that interference
effects make quantum diffusion slower than classical
diffusion, and lead to a decrease of the diffusion
coefficient and the electrical conductivity. This de-
crease is proportional to the integral

R
dt
P

n AnA
�
%n .

The latter can be estimated by taking into account
that the paths which contribute are inside a tube of
cross section l2 (or ld�1 for a d-dimensional system,
where l is the wavelength) around the classical tra-
jectory. Furthermore, the probability of returning is
directly related to the probability of self-intersection
of this orbital tube. Within time dt, the wave would
move by vdt and would sweep a volume dV ¼
ld�1vdt; hence, the probability of self-intersection
during the time interval dt, after time t has elapsed, is
equal to the ratio of the volume dV ¼ ld�1vdt over
the total volume swept up to t; the latter is of the
order of Ld

D ¼ ðDtÞd=2. Hence, the probability of self-
intersection at any time between t ¼ t and t ¼ tf is
proportional to

R tf
t dtld�1v=ðDtÞd=2. The elastic col-

lision time, t ¼ l=v, has been set as the lower limit
because, for t{t, the motion is ballistic and the
probability of self-intersection is zero; the inelastic
dephasing time tf is the upper limit since for t\tf,
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the phase equality of An and A%n is lost. Notice that
at high temperatures, where tfEt, the quantum cor-
rections are negligible. On the other hand, for low
temperatures, where tfct, there is an appreciable
increase in the probability, p, of returning to the
initial point and consequently an appreciable correc-
tion, ds ¼ s� s0, to the classical conductivity, s0, as
a result of interference effects:

dsB� pB1 � tf
t

	 
1=2
E� tf

t

	 
1=2

¼ �Lf

LD
ð1D systemsÞ ½2a�

dsB� pB� l
LD

ln
tf
t

¼ �2l
LD

ln
Lf

LD
ð2D systemsÞ ½2b�

dsB� pB� l2

L2
D

1 � t
tf

� �1=2
" #

¼ � l2

L2
D

1 � LD

Lf

� �
E0 ð3D systemsÞ ½2c�

The above formulas are valid when the disorder is
weak, so that |ds| is considerably smaller than s0,
since otherwise, one could end up with negative con-
ductivity s ¼ s0 þ ds. The condition jdsj{s0 im-
plies that l{LD, which in turn means that under the
present conditions, ds is negligible for 3D systems.
On the other hand, for 1D and 2D systems, ds can
become appreciable when LfcLD; furthermore,
since tf is proportional to T�1 for 2D and T�2=3

for 1D systems, and for very low temperatures, T, it
follows that s for d ¼ 1 and d ¼ 2 decreases with
decreasing T. Such a T-dependence suggests an insu-
lating behavior as T-0K, and consequently, the
nonexistence of one- and two-dimensional metallic
behavior. In other words, the possibility is raised that
in 1D and 2D systems, as Lf-N, the conductivity
may become zero, no matter how weak the disorder
is. The possibility of s-0 as Lf-N may be realized
even in 3D systems when the disorder is strong
enough, so that l\LD. This question is taken up
again in the next subsection, in which formulas
[2a]–[2c] are generalized to the strong disorder case.

This subsection is concluded by pointing out that
the presence of a magnetic field, B, breaks the time-
reversal symmetry, and as a result, breaks the equal-
ity An ¼ A%n, and consequently, reduces the magnitude
of |ds|, and thus, tends to restore the classical
behavior. Actually, the magnetic field adds a term
qA �v to the Lagrangian, where q is the charge
of carriers (� e for electrons), and A is the vector

potential such that B ¼ r� A. So the closed path
integrals, An; A%n, in the presence of B, acquire
an extra phase, that is An ¼ An0 expðifnÞ, A%n ¼
An0 expð�ifnÞ, where fn ¼ qFn=_, and Fn is the
magnetic flux through the closed path. As a result
AnA

�
%n þ A%nA

�
%n ¼ 2jAn0j2 cosð2fnÞ, instead of 2jAn0j2

as in the case B ¼ 0. This implies a periodic variation
of the conductance as a function of the applied
magnetic field if Fn is a constant independent of n.
Indeed, this phenomenon has been observed in cy-
lindrical tubes of cross section S with very thin walls,
and with the magnetic field parallel to the axis of the
tube. The configuration is such that Fn ¼ nBS, where
n ¼ 1; 2;y . Because L2

f is not much larger than S,
the dominant contribution comes from n ¼ 1 and the
conductance, G, varies as dGBcosð2eBS=_Þ; this is
the so-called h/2e Aharonov–Bohm effect. In ring
configurations, such as in Figure 1c, where the
conduction paths are between diametrically opposite
points, the variation of the conductance, dG, is
proportional to cosðeBS=_Þ; this is the so-called h/e
Aharonov–Bohm effect. Notice that the Aharonov–
Bohm effects can provide an operational definition of
the length Lf, since for lengths L\Lf, the charac-
teristic conductance oscillations gradually disappear.
In thin wires, such as in Figures 1d and 1e, the os-
cillatory magnetic field dependence of the conduct-
ance is more complicated as shown in Figure 2. It
must be pointed out that these oscillations are re-
producible (for the same system) and that their size is
universal and Be2=p_. Furthermore, the conduct-
ance in the system of Figure 1d is different from that
in the system of Figure 1e, in spite of the classical
current carrying paths being identical in the two
configurations; this shows the wave nature of elec-
tronic propagation, the non-negligible role of inter-
ference effects associated with the existence of the
ring in Figure 1e, and the nonlocal nature of the
current–electric field relation.

Disorder, Density of States, and Wave
Functions

Three-Dimensional systems

In Figure 3a, the density of states (DOS) of a band
associated with the s-level of identical atoms placed
periodically in a simple cubic lattice is shown; the
bandwidth is 12|V2|, where V2 is the matrix element
transferring electrons between two neighboring
atoms. Disorder is introduced (Figures 3b–3d) by
assuming that the s-levels of atoms are independent
random variables possessing a Gaussian distribution
of standard deviation w. The effects of the disorder
are the following: (1) The analytical singularities
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shown in Figure 3a disappear. (2) The bandwidth
increases as the band edges 7E

ð0Þ
B move to new posi-

tions 7EB, where EB � E
ð0Þ
B ¼ c1w2=jV2j (c1E0:25

in the present case). (3) Besides this widening of the
band, tails in the DOS, r(E), appear which are of
exponential nature, rðEÞBexpð�jEj=E0Þ for EBtjEj,
where E0 ¼ c2w2=jV2j (c2E0:12 in the present case);
these tails give rise to tails in the optical absorption
of semiconductors for _o less than the gap (Urbach
tails). (4) Two characteristic energies, 7Ec, termed

mobility edges, appear at which the nature of the
eigenstates changes from propagating (or extended)
to nonpropagating (or localized, shaded regions in
Figures 3b–3d). The localized eigenstates are trapped
either around a cluster of atoms or around a single
atom whose s-energy level is much different than the
average. For low disorder ðwt2:5jV2jÞ, the mobility
edges follow the band edges closely, jEBj � jEcjBw4=
jV2j3. As the disorder increases, the mobility edges
start moving toward the center of the band, and
eventually they merge together making all eigenstates
of the band localized; this is known as the Anderson
transition (in the present case, this transition occurs
when wC6:2jV2j).

For weak disorders (e.g., Figure 3b), the states near
the center of the band are quasi-Bloch characterized
by the band index, j, the wave vector, k, and the
mean free path, which is connected to the phase
f(r) of the eigenfunction through the relation
/exp½ifðrÞ � ifð0Þ�S ¼ expð�r=2l0Þ, where the sym-
bol /S denotes the average value over all random
variables. The mean free path l0 satisfies eqn [1] with
si instead of sti. As one moves from the center of the
band toward the mobility edges, the amplitude of the
eigenstates develops ever increasing fluctuations,
both in magnitude and spatial extent up to a maxi-
mum length, x; for distances, r, such that a{rtx,
the eigenfunctions exhibit a statistically self-similar,
fractal, behavior (a is the lattice spacing). As
jEj-jEcj; x blows up, x-A=ðjEcj � jEjÞg, where g
has been estimated to be 1.58 (in the absence of a
magnetic field) and 1.43 (in the presence of a magne-
tic field). On the localized sides of the spectrum, the
eigenfunctions, cðrÞ, decay exponentially on the
average, that is, /jcðrÞjSgBexpð�r=LcÞ, as r-N,
where /jcðrÞjSgRexp½/lnjcðrÞjS�, and Lc is the
so-called localization length. For distances, r, such
that a{rtLc, the eigenfunctions exhibit fluctuations
of statistically self-similar, fractal nature. As jEj-
jEcj, Lc blows up: Lc-A0=ðjEj � jEcjÞg.

The contribution of a band to the conductivity,
s(T), is given by sðTÞ ¼

R
dEsðE;TÞð�@f=@EÞ, where

f(E) is the Fermi–Dirac distribution, s(E,T) is pro-
portional to the DOS r(E) and the mobility m(E) at E.
The conductivity s(E,T) for a finite cube of length L
at T ¼ 0 K is given by

sðE; 0Þ ¼ e2

_

0:066

x
þ A1

L

� �
½3�

for E in the extended region (A1 is B0.05),
sðE; 0ÞBexpð�2L=LcÞ in the localized regime, and
for Lc{L. Actually, L, besides the length of the
specimen, can be of any number of upper cut-off
lengths such as Lf or RB ¼ ð_c=eBÞ1=2, the cyclotron

I

I

I I

I I

40 nm

75 nm

(a)

Gate voltage

(b)

(c)

(d)

(e)

75 nm

V

V

Figure 1 Various mesoscopic wires. (a) Simple quantum wire.

(b) The gate voltage, VG, creates a restriction which gradually, by

changing VG, leads to the 1D limit. (c) Four probe ring configura-

tion which splits the current to the two semicircular paths. (d, e)

Four probe configurations differing by the presence of the ring in

case (e). The cross sections of the wires are B103 nm2, and their

length Bmm.
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radius in the presence of a magnetic field, or
Lo ¼ ðD=oÞ1=2, the diffusion length in the presence
of an AC field of frequency o, etc. In the presence
of all these upper cut-off lengths, L in the above
formulas should be replaced by an effective length,
L̃, probably of the form L̃�2 ¼ c1L�2 þ c2L�2

f þ

c3L�2
o þ c4R�2

B þ?, where the weights ci are of the
order of unity.

Two-Dimensional Systems

2D systems, such as very thin films or electrons trapped
at the interface of Si/SiO2 or GaAs=AlxGa1�xAs,
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Figure 2 Electrical conductance vs. applied magnetic field for the configuration of Figure 1d (left) and for that of Figure 1e (right).
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Figure 3 The density of states (DOS) of a band associated with the s-level of atoms placed periodically in a simple cubic lattice. The s-
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are borderline as far as localization properties are
concerned. In the absence of magnetic forces, all
eigenstates are localized, no matter how weak the
disorder is (exceptions do exist). In the presence of
magnetic forces, the situation is qualitatively similar
to that shown in Figure 3b–3d with an extremely
narrow region of extended states at the center of the
band. This picture has been employed to interpret the
so-called integral quantum hall effect (IQHE), where
as the Fermi level moves in the localized regime,
the Hall resistance does not change until it enters the
extended regime and a rather abrupt step is exhibited.

In the absence of magnetic forces, the localization
length at E is related to the mean free path
lðEÞ : LcðEÞC2:7lðEÞexp½SðEÞlðEÞ=4�, where S(E) is
the length of the line in k-space satisfying the equa-
tion Ek ¼ E. The conductivity s(E,0) is given by an
approximate interpolation formula involving L̃ and
Lc as well as a length r0Cc0l. In the limit L̃{Lc,

sEs0 �
e2

p2_
ln

L̃

r0
½4�

while for Lc{L̃; s ¼ ð2s0L̃=LcÞexpð�2L̃=LcÞ. Equa-
tion [4] is similar to eqn [2b] and is known as a weak
localization correction. For L̃CRB, eqn [4] gives
Ds� s(B)�s(0)¼ (e2/2p2_)ln[1þ (eL2

fB/1.78_c)], that
is a negative magnetoresistance, DR=RC� Ds=s, as
shown in Figure 4. For LCLfBT�1=2, the above for-
mulas for the conductivity show that s-0 as T-0 K.
Notice, however, that electron–electron interactions
produce a similar temperature dependence. Neverthe-
less, recent experiments at very low temperatures, in

very clean interfaces GaAs=AlxGa1�xAs or Si/SiO2,
have shown that s(T) stops decreasing and starts
increasing with decreasing temperatures.

One-Dimensional and Quasi-One-Dimensional
Systems

For 1D systems, such as the one shown in Figure 1b,
all eigenstates are localized, no matter how small the
disorder is (exceptions do exist); the localization
length is proportional to the mean free path, Lc ¼ cl,
where the coefficient c equals 4 for not-so-strong
a disorder. The conductivity, s, is given by s ¼
ðe2L̃=p_Þ=½expð2L̃=LcÞ � 1�. Thus in the limit L̃{
Lc, s ¼ ðe2Lc=2p_Þ � ðe2L̃=2p_Þ; the first term gives
the classical result s ¼ 2e2l=p_, since Lc ¼ 4l, while
the second is linear in L̃ as in eqn [2a]. Taking into
account that the conductance G in 1D equals to s=L̃
and that the geometrically averaged transmission co-
efficient, T, equals to expð�2L̃=LcÞ, the formula for s
can be recast as G ¼ ðe2=p_ÞT=ð1 � TÞ. However, a
direct calculation of G gives G ¼ ðe2=p_ÞT. This
discrepancy is due to the fact that the first formula
gives the conductance of the wire per se without
taking into account the two contact resistances
2Rc ¼ p_=e2, and it requires a four-probe measure-
ment for its determination; on the contrary, the result
G ¼ ðe2=p_ÞT is the outcome of a two-probe meas-
urement and it includes the contact resistances, so
that 1/G¼ 2RcþRw¼ (p_/e2)þ (p_/e2)[(1�T)/T]¼
(p_/e2)/T. In the presence of M coupled parallel to
1D channels in the limit where L̃{l and TC1, the
two-probe measurement will give G ¼ ðe2=p_ÞM in
agreement with the experimental results in Figure 5.
The importance of the above formulas lies in their
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capability to be generalized to a multiterminal sys-
tem; each terminal, i, is in contact with a reservoir at
electrochemical potential mi ¼ � ej jVi, and feeds the
system with a net current Ii

Ii ¼
e2

p_

X
i

Ti’jðVi � VjÞ ½5�

Equation [5] is very useful in treating many me-
soscopic systems, such as quantum dots exhibiting
the phenomenon Coulomb blockade.

Justifying the Localization Picture

Several theoretical/numerical methods have been
employed to obtain the various localization quanti-
ties such as Lc, x, Ec, ds, etc.

Level Statistics

Localized eigenstates belonging to neighboring en-
ergy levels of a very large system are, in general, far
away from one another and hence, they have negligible
overlap and as a result, negligible level repulsion. On
the contrary, extended eigenstates always overlap, and
thus always exhibit level repulsion. Hence, the prob-
ability distribution of the separation of two consecutive
energy levels (which can be obtained numerically) is
quite different for localized and extended eigenstates.
This difference is an efficient way for determining
regions of localized and extended states.

Transfer Matrix Techniques

A transfer matrix, t12, propagates the general solution
of the wave equation from point x1 to point x2 along
1D and quasi-1D systems. By multiplying transfer
matrices, t0L ¼ t12t23ytNL, the solution at one end
ðx ¼ 0Þ can be connected to the solution at the other
end ðx ¼ LÞ. For disordered quasi-1D systems, the
eigenvalues of t0L come in pairs (mi, %mi), such that
mi-expðL=LciÞ and %mi-expð�L=LciÞ as L-N,
where 7L�1

ci are the so-called Lyapunov exponents.
The longest Lci, Lc, determines the transmission co-
efficient, T, of the quasi-1D system of length L as
T ¼ ð�2L=LcÞ. By considering quasi-1D strips of M
coupled channels arranged in a plane, or wires of
square cross section with M2 channels, Lc(M) can be
determined numerically; by employing a scaling prop-
erty, the limit M-N can be taken, which determines
Lc for the 2D case ðLc ¼ lim LcðMÞ as M-NÞ, and
both Lc (when Lc(M) converges as M-N) and x
(when LcðMÞBM2=x) for the 3D case.

Scaling Approach

In the model considered in Figure 3, the only relevant
parameter is the dimensionless ratio w/|V2|. Then a

cluster of p neighboring atoms of length L1 ¼ p1=da
(where a is the lattice spacing) is examined and one
may attempt to define a single dimensionless ratio,
Q1, which would play for the cluster the same role as
w/|V2| plays for each atom. By repeating the rescaling
n times, where n eventually approaches infinity, one
finds that Qn ¼ ð_=e2ÞG, where G is the conductance
of a d-dimensional ‘‘cube’’ of linear dimension
L ¼ pn=da. Since QnRQðLÞ is the only relevant
parameter, the occurrence or not of localization
depends on whether Q(L) tends to infinity or to zero
respectively, as L-N. To find this limit, the logarit-
hmic derivative b ¼ d ln Q=d ln L, which depends on
the parameter Q, is defined. In the limit Q-N, the
classical behavior is approached, which gives that
QBGBLd�2; hence b-d � 2, that is, negative for
do2 and positive for d42. Assuming that b is a
monotonically increasing function of Q, one can
conclude that in the limit L-N, G-0 for do2. For
d42, G-N as L-N (in the region b40), and
G-0 as L-N (in the region bo0).

Potential Well Analogy

More sophisticated approximate analytical appro-
aches for the calculation of s permit one, under cer-
tain conditions, to map the localization question to
that of an effective d-dimensional potential well
(in the absence of magnetic forces) of depth
V0ðEÞB½s0ðEÞ��1½lðEÞ��d and linear extent a BlðEÞ.
If this effective potential well sustains a bound state
of decay length Lc(E), then the states at E are local-
ized with localization length equal to Lc(E). If the
effective potential well exhibits a resonance in the
cross section at Er(E), then the eigenstates at E
are extended with a length x given by ErðEÞ ¼
_2=2mx2ðEÞ, xcl. Using the fact that a potential
well, no matter how shallow, always sustains a
bound state for dp2, while it must exceed a critical
value of V0a2 to sustain a bound state for d ¼ 3, the
basic picture presented before is recaptured, before
including the expressions for the localization length
in 1D and 2D systems. Furthermore, by employing
the critical value of V0a2, one finds that localized
states appear in 3D systems, when the product
lkt0:85 or l=lt0:14; this is the so-called Ioffe–
Regel criterion.

Classical Wave Localization

In addition to the work of electronic localization
presented above, the question of classical localiza-
tion has received attention. This interest is due partly
to the fact that classical waves, such as electromagne-
tic or acoustic/elastic, being subject to destructive
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interference and hence to the possibility of localiza-
tion, can serve as a model system for testing the
theory of Anderson localization of electrons exper-
imentally in a clean way, without the complication of
strong inelastic scattering and other effects of elec-
tron–electron and electron–phonon interactions. On
the other hand, it is harder to localize classical
waves, mainly due to the fact that at low frequencies,
the effects of disorder tend to be wiped out, whereas
electrons at low energies are trapped very effectively,
even by a weak random potential.

To see this, consider the simple scalar wave equa-
tion, r2u þ ðo2=c2Þu ¼ 0, where the velocity, c(r), in
the medium varies from point to point between a
maximum, cM, and a minimum, cm, value. Compare
this equation with Schrödinger’s equation in the pres-
ence of a potential V(r) which varies between VM and
Vm. The two equations are mathematically equivalent
if one makes the following correspondences:

o2

c2
M

2
2m

_2
ðE � VMÞ ½6a�

o2 1

c2
M

� 1

cðrÞ2

 !
2

2m

_2
½VðrÞ � VM� ½6b�

Equation [6a] implies that classical waves correspond
to electronic waves, but for energy above the max-
imum value of the potential; eqn [6b] shows that the
scattering producing fluctuations in the classical wave
case are multiplied by o2, and thus are fully inef-
fective for low frequencies. The conclusion is that
classical waves can only be localized, if at all, at in-
termediate frequencies. The analogies between the
classical and quantum problems indeed lead to many
cross fertilizations, since solutions obtained in one
field can be carried over to the other. However, con-
siderable care has to be exercised in transforming the
results of the theory of localization of electrons to the
case of classical waves. The most important differ-
ence is that for classical waves, the equivalent of the
particle number is not conserved. The quantity cons-
erved here is the energy, leading to a diffusion
behavior of the energy density. Another difference is
that the scattering potential is frequency dependent as
shown in eqn [6]. As a consequence, the energy
transport velocity entering the diffusion coefficient
for a strongly disordered system may be appreciably
renormalized, and, as a result, diffusion coefficients
can be quite small even far from the localization
transition. In particular, the low values experimen-
tally obtained for the diffusion coefficient, D ¼ vEl=3,
are caused by extremely small values of the energy
transport velocity, vE, and not necessarily by the small
values of l, which would signify strong localization. It

is well understood that low values of vE for classical
waves are due to the Mie resonances of the scatterers.
Near resonances, a lot of energy is temporarily stored
inside the dielectric scatterer or, equivalently, the
wave spends a lot of time (dwell time) inside the
dielectric scatterer.

The outstanding problem in classical wave local-
ization is to find the optimal conditions for its real-
ization. It has been suggested that an intermediate
frequency window of localized states separates the
low-frequency extended states, characterized by Ray-
leigh scattering, from the high-frequency extended
states, described by geometric optics. Theories based
on weak scattering limit and on the coherent poten-
tial approximation (CPA) predict frequency intervals
within which localization should be observed. These
predictions are based on extrapolation of results
obtained in the weak disorder regime. Wiersma et al.,
in 1997, reported experiments at the near-infrared in
GaAs powders, where the transmission coefficient, T,
was measured in the extended, critical, and localized
regimes. In the critical regime, T should vary with the
inverse of the square of the sample thickness and in
the localized regime, it should vary exponentially
with the thickness. F Scheffold et al., in 1999, argued
that the results can be interpreted on the basis of the
classical diffusion theory if absorption is included.
One way to separate the effects of absorption
and localization is to measure fluctuations of the
transmission T, in addition to more conventional
transport properties. This can be done easier at
microwave frequencies, where one can measure both
the amplitude and the phase of the electric field.

To facilitate the solution of the classical wave
localization problem, it was proposed to construct
first a periodic medium which, hopefully, will pro-
duce a spectral gap, and then by a disordering proc-
ess, to create tails of localized states in this gap. The
first part of this proposal produced much more than
what one was looking for initially: it led to the cre-
ation of the so-called photonic (and phononic) band
gap (PBG) artificial materials, and to the emergence
of a new technological field.

See also: Disordered Magnetic Systems; Disordered
Solids and Glasses, Electronic Structure of.

PACS: 71.23.� k; 71.23.An; 71.30.þh; 72.10.�d;
72.15.� v; 61.43.� j; 41.20.Jb; 05.60.Gg
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Introduction

Disordered magnetic systems, when defined widely,
comprises the whole field of applied magnetic mate-
rials – ranging from the extremely soft permalloy to
the hardest permanent magnet as well as the physics of
model systems of strongly disordered magnetic mate-
rials, spin glasses, and random-field Ising systems.

Magnetic ordering requires that the electron sys-
tem forms local or itinerant magnetic moments and
that there is interaction between these moments.
Such interacting magnetic moments will eventually,
as the temperature is lowered, become correlated and
in certain cases form a long-ranged ordered phase at
a critical temperature. The simplest magnetic order
in crystalline systems arises when the leading inter-
action is ferromagnetic and there is only one type of
magnetic ions in the material. The low-temperature
phase then shows a regular pattern with the magnetic
moments all aligned in parallel. Magnetic disorder in
an ideal system of this type is enforced by thermal
energy, and above the critical ordering temperature,
a random paramagnetic phase forms. However, in-
trinsic quenched disorder, due to lattice dislocations,
impurities, and other defects, always appears in a
real magnetic system, also in the magnetically or-
dered phase. This kind of disorder is the key to the
macroscopic magnetic properties of an ordered
ferromagnet. The disorder and the microstructure
of the system then determine if a weakly anisotropic
magnet becomes a good soft ferromagnet or if a
strongly anisotropic system attains applicable per-
manent magnetic properties. It is thus disorder, on

nano- and micrometer length scales, that governs the
quality of applied magnetic materials, whether soft
or hard.

Models

A random distribution of the atomic magnetic ele-
ments in alloys and compounds introduces strong
disorder and deviations from a regular interaction
pattern. The interaction between the magnetic constit-
uents becomes random in size and, in some cases, also
in sign. This causes the appearance of new magnetic
phases and phenomena. An interacting magnetic Ising
system can be described by its spin Hamiltonian

H ¼ �
X

i;j

Ji;jSiSj ½1�

where Ji,j is the exchange interaction strength between
spin Si and spin Sj: spins that in an Ising system point
either up or down. A random-exchange ferromagnet is
described if all Ji,j are positive but of different magnit-
ude, and a spin glass is described if the sign of Ji,j varies
but the mean value is zero. Equation [1] can be used to
describe systems of any dimensionality and any range
of interaction. Another important class of disordered
magnetic Ising systems is the random field system

H ¼ �
X

i;j

Ji;jSiSj þ
X

i

hiSi ½2�

where Ji,j are positive interaction constants and hi is a
local field of random size and sign with zero mean that
acts on spin number Si. This system does not have an
experimental realization, but a dilute Ising antifer-
romagnet in an applied homogeneous magnetic field
has been shown to describe an equivalent problem:

H ¼ �
X

i;j

JeiejSiSj þ Ha

X
i

eiSi ½3�
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where J is a negative exchange interaction constant,
and ei is 1 if site i is occupied by a magnetic ion, and 0
if the site contains a nonmagnetic element. Ha repre-
sents a homogeneous applied magnetic field, and the
equation shows that the random field is proportional
to this field and thus arbitrarily tunable.

Spin Glasses

An alloy with magnetic ions randomly dispersed in a
nonmagnetic host metal forms an archetypical spin
glass material at low magnetic ion concentrations.
The interaction in the system is random in size and
sign due to the Ruderman–Kittel–Kasaya–Yoshida
(RKKY) nature of the interaction in a metal. The
RKKY-interaction is mediated by the conduction
electrons, and is oscillatory in size and decays with
the cube of the distance between the magnetic con-
stituents. The signature and the initial cause of in-
terest in this type of dilute magnetic alloys was the
observation of a cusp in the in-phase component of
the AC-susceptibility by Cannella and Mydosh in the
early 1970s. This finding was a clear indication of a
phase transition to a new kind of magnetic order, and
this phase, later named the spin glass phase, has been
found to have surprising magnetic properties and has
created a theoretical problem of much greater com-
plexity than what only the occurrence of a cusp in the
AC susceptibility promises. Spin glasses provide a
useful introduction to the physics of strongly disor-
dered magnetic systems, in general, and are therefore
described in some detail below.

A spin glass problem can be defined using eqn [1]
by setting the spatial dimension of the system as well
as the distribution and range of the interaction Ji,j. In
the Sherrington–Kirkpatrick (SK) model, the sum is
taken over all pairs (i,j) of N spins, and a Gaussian
distribution of Ji,j with zero mean is used. The fa-
mous Parisi solution of this problem using replica
symmetry breaking (RSB) forms one school of mod-
els describing spin glasses: the RSB or mean-field
picture. An alternative model to describe finite di-
mensional systems is the droplet picture, which is
based on the scaling hypothesis and yields a spin
glass with properties, remarkably different in parts
than the mean-field predictions. A main difference
concerns the nature of the spin glass in a magnetic
field, where the droplet picture prescribes that there
is no equilibrium spin glass phase, whereas the RSB
model yields a phase line in the field-temperature (H–
T) plane (the Almeida–Thouless line) that separates
the paramagnetic from the spin glass phase. Alter-
natively, in zero magnetic fields, both models
anticipate a low-temperature phase with relaxation
processes that lasts over exceedingly wide timescales

and a nonstationary nature of a system that has been
quenched to a temperature below its spin glass tem-
perature (Tg).

There is an extensive literature on the static and
dynamic magnetic properties of three-dimensional
spin glass materials as observed in experiments and
Monte Carlo (MC) simulations on three-dimensional
Ising spin glass models. A clear empirical picture as
to the magnetic properties of spin glasses can be ex-
tracted from this literature. The behavior is, however,
complex and has allowed interpretations in terms of
both the RSB and the droplet scaling model or com-
binations of the two pictures.

It is firmly established that there is a second-order
phase transition to a low-temperature spin glass
phase in the zero field. This transition is evidenced
from the dynamics through analyses of the critical
slowing down on approaching the phase transition
temperature (spin glass temperature) and from the
static susceptibility through a divergence of the non-
linear susceptibility on approaching Tg. In Figure 1,
AC-susceptibility data at different frequencies meas-
ured on the Ising spin glass Fe0.5Mn0.5TiO3 are
shown; the original spin glass signature, a (frequency-
dependent) cusp in the AC susceptibility is clearly
seen. The temperature dependence of the relaxation
time t, that can be derived from the frequency de-
pendence of the cusp (or freezing) temperature Tf,
obeys critical slowing down and implies a phase
transition with a relaxation time that diverges
according to critical slowing down: t ¼ t0t�zn, where
t0 is an atomic relaxation time B10� 13 s, znE10 is
the dynamic critical exponent, and t is the reduced
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Figure 1 The AC susceptibility, w0(f,T ), measured along the c-

axis of the Ising spin glass, Fe0.5Mn0.5TiO3. The frequency (f ) of

the weak AC field is indicated in the figure. (Data from the theses

of Mattsson J (1994) Uppsala University and Jonsson T (1998)

Uppsala University.)
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temperature, t ¼ T=Tg�1 . Critical slowing down and
the existence of a low-temperature spin glass phase
have been convincingly established from experiments
and simulations on three-dimensional Ising spin
glasses. This is one side of the phase-transition prob-
lem; a key question, which distinguishes the RSB-
and droplet-model predictions, is whether the phase
transition persists in an applied magnetic field or
not. This seemingly simple question has not been
easy to answer from either experiments or simula-
tions. However, analyses of the in-field dynamics
of the Ising spin glass Fe0.5Mn0.5TiO3 show that
the slowing down of the relaxation time is signi-
ficantly altered in an applied field compared to the
zero field and suggest that there is no phase transition
in a magnetic field in a three-dimensional Ising spin
glass.

The response of a spin glass to the application of
a weak magnetic field in the spin glass phase extends
from the atomic relaxation time (t0) to exceedingly

long times well beyond the timescale of any exper-
imental probe. That is, in common with other glassy
systems, the relaxation times are exceedingly long in
the low-temperature phase. Also, in common with
other glasses, the low-temperature spin glass falls out
of equilibrium as the system is cooled through the
spin glass transition temperature. Once the system is
kept at constant temperature in the low-temperature
phase, it spontaneously and continuously reorganizes
the spin structure – the system ages! Aging has a very
characteristic influence on the response function
of spin glasses. The relaxation of the magnetization
M(t) attains an inflection point at an observation
time (t) of the order of the wait time (tw) at constant
temperature before the weak magnetic field was ap-
plied in a plot of M(t) versus log(t). Figure 2a shows
the relaxation of the magnetization M(t) of an Ag(11
at.% Mn) spin glass measured after the different wait
times indicated in the figure; also plotted in the figure
is the relaxation rate, SðtÞ ¼ @MðtÞ=h@ logðtÞ, that

10−1 100 101 102 103 104 10−1 100 101 102 103 104
32

36

(a)

(b)

40

44

0

0.5

1

1.5

t (s) t (s)

20 25 30 35 40 45

T (K)

0

1

2

3

4

5

M
/H

 (
a.

u.
)

Ag(Mn)

FC
ZFC-mem
ZFC-ref

T= 30 K

tw= 30 s

tw= 30 s

3000 s

300 s
3000 s

M
/H

 (
a.

u.
)

S
(t

) 
(a

.u
.)300 s

Figure 2 (a) The left figure shows the relaxation of the ZFC magnetization M(t) of the spin glass Ag(11 at.% Mn) at T¼30K. The

magnetization has been measured after different wait times at the measurement temperature as indicated in the figure. The right figure

shows the relaxation rate SðtÞ ¼ @MðtÞ=h@ logðtÞ of the magnetization relaxation curves. TgE32K, h¼ 40Am� 1. (Data from the thesis

of Jönsson P (2002) Uppsala University.) (b) ZFC and FC magnetization vs. temperature (M(T)/H) for the spin glass Ag(11at.%Mn). The

curve labeled ZFC-ref shows the ZFC-magnetization measured after continuous cooling to low temperature, whereas the curve labeled

ZFC-mem shows the corresponding curve measured after the sample has been kept at 27K for 104 s during otherwise continuous

cooling. H¼ 8Am�1. (Data from the thesis of Mathieu R (2002) Uppsala University.)
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is, the local slope of the relaxation curves; this quan-
tity exhibits a pronounced maximum at an observat-
ion time equal to the wait time. Results from MC
simulations of the dynamics of three-dimensional
Ising spin glass models yield similar results and con-
firm the existence of an aging phenomenon. The
main conclusion from the aging (nonequilibrium)
behavior is that the spin glass continuously evolves
toward an equilibrium state at constant temperature
in the spin glass phase and that this equilibrium
state is different at different temperatures (the system
appears chaotic).

An additional and remarkable feature of the non-
equilibrium spin glass phase is that it incorporates a
memory phenomenon. This phenomenon is most
simply revealed by measurements according to a
standard protocol to investigate the temperature
dependence and irreversibility of the magnetization
through the phase-transition temperature of a mag-
netic system. The zero-field-cooled (ZFC) and field-
cooled (FC) magnetization, which are measured by
cooling the sample in zero field, apply a weak field at
a low temperature and record the magnetization
(ZFC) while continuously heating the system to a
temperature above Tg and then recool the magnet-
ization in the applied field while recording the
magnetization (FC). Such magnetization curves are
shown for the archetypical spin glass Ag(11 at.%
Mn) in Figure 2b. In addition, the figure shows a
magnetization curve where the cooling of the sample
has been interrupted for some hours at 27 K, and
after reaching the low temperature, the magnetization
was recorded on continuous heating in the same way
as the ZFC-reference curve. This ZFC-mem curve
shows a pronounced dip at the temperature for the
stop. The system keeps a memory of the cooling his-
tory – and the memory is recalled when recording the
ZFC magnetization on reheating the spin glass. The
observed dip in the ZFC-mem curve is reminiscent of
the aging that occurs in the system when it is kept at
constant temperature, which results in a slower
relaxation with increasing age of the system as was
illustrated in Figure 2a. The memory-aging behavior
are manifestations of some crucial concepts – aging,
rejuvenation, and chaos – that characterize the spin
glass phase and are of key importance for the mod-
eling of spin glasses.

Spin glass behavior is not only confined to the
model systems with atomic magnetic moments de-
scribed above; there are several other disordered
magnetic systems that have been found to show spin-
glass-like magnetic behavior, for example, interacting
magnetic nanoparticle systems, granular magnetic
systems, some manganites and coboltites, and certain
high-temperature superconductors.

Re-Entrant Spin Glasses

A spin glass is formed when there is disorder and
frustration due to an equal amount of positive and
negative interactions in the system, that is, the mean
value of the interactions is close to zero. Such systems
can simply be modeled by using an equal amount of
interactions of the same magnitude 7J in the system
or by using a Gaussian distribution of the interactions
with zero mean. If the random interactions have a
nonzero mean value, ferro (þ ) or antiferromagnetic
(� ), the system can show re-entrant behavior. The
system first orders according to the dominant inter-
action at a high temperature and forms a long-ranged
ordered random ferromagnetic or antiferromagnetic
phase. However, on further lowering the temperature,
the system seems to re-enter into a disordered phase,
a spin glass phase. Re-entrant systems are quite com-
mon; they appear, for example, at higher concentra-
tion of magnetic atoms in dilute magnetic alloys and
amorphous metals. Re-entrant ferromagnets show
some remarkable properties: both the re-entrant spin
glass phase and the long-range ordered phase show
an aging phenomenon, and on cooling into the low-
temperature spin glass phase, the ferromagnetic long-
range order seems to persist although macroscopic
AC-susceptibility data indicate critical slowing down
and a true re-entrance into a spin glass phase. Many
unanswered questions remain as to the physics of
re-entrant magnetic systems.

The Random-Field Ising Model

A random-field Ising system is described by eqn [2].
The properties of that Hamiltonian have been ex-
tensively studied theoretically and by simulations
and have been found to show a behavior that is very
different from a random exchange or pure fer-
romagnetic system with respect to critical exponents,
critical dimensions, and magnetic properties. Exper-
imentally, there is no real material that provides local
random fields as prescribed by the random-field Ising
model. However, the random-field Hamiltonian is
mapped by a dilute antiferromagnet in a homoge-
neous magnetic field: eqn [3] above – and such mate-
rials are readily fabricated in single crystalline form
and provide systems that allow a continuously tun-
able strength of the random field only by varying the
strength of an applied homogeneous magnetic field.
A major part of the experimental work on three-di-
mensional random-field magnetic systems has been
performed on the model Ising antiferromagnetic sys-
tem FeF2 diluted with nonmagnetic zinc atoms: Fe1–x

ZnxF2. The study of random-field systems is made
more complicated by nonequilibrium effects that
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appear when the system is cooled to low tempera-
tures and hinder the system to reach thermodynamic
equilibrium. A quite consistent picture as to some
thermodynamic equilibrium properties of random-
field systems of different spatial dimensionality has,
however, been empirically attained.

The two-dimensional Ising system forms a low-
temperature ordered phase via a second-order phase
transition, the only second-order phase transition
that has been given an exact solution (Onsager). This
transition is, both in theory and experiments, found
to be destroyed by finite random fields, that is, the
lower critical dimension of the random-field Ising
system is 2 or larger. In 3d random-field Ising sys-
tems, after many years of experimental and theoret-
ical controversies, it has been confirmed that the
second-order phase transition survives in random
fields, and both theory and experiments agree that
the lower critical dimension is equal to 2. The critical
exponents describing the asymptotic behavior at the
phase transition are significantly different from those
of the pure three-dimensional Ising and also different
from the random-exchange Ising model values.

Nonequilibrium effects appear as the random-field
system is cooled into the ordered phase; these effects
give rise to domain states and relaxation phenomena
that are not yet fully satisfactorily described by
theory and experiments. However, a quite high level
of empirical understanding of the physics of ran-
dom-field Ising model systems has been realized by
combining results from macroscopic (susceptibility,
magnetization, and specific heat) measurements with
those from microscopic probes (neutron scattering
and X-ray scattering experiments).

Amorphous Magnetic Systems

Crystallographically disordered materials with an
exchange interaction strength that is dependent on
the distance between the magnetic entities would
naturally form disordered magnetic systems that
mimic a random exchange or more complicated
model system. A realization of such systems is amor-
phous metals fabricated by rapid quenching methods
and stabilized by introducing glass-forming elements
in the melt. Magnetic metallic glasses were first
fabricated in the late 1960s and early 1970s and
have provided excellent model systems for disor-
dered magnetic systems and the influence of random
exchange on the magnetic properties. There are outs-
tanding possibilities to tailor materials using the rap-
id-quenching method, since almost any composition
of different metals can be mixed without a need to
consider phase segregation or consult complicated
phase diagrams. It was earlier found that amorphous

magnetic metals can form a variety of magnetic
structures ranging from simple ferromagnets to com-
plex ferrimagnetic spiral structures and spin glasses.
However, a huge challenge and obstacle for the the-
oretical description of these metals is, of course, the
lack of a periodic lattice as a backbone for the
description of the electronic structure.

Amorphous metals are trapped in a metastable
state and the structure has to be stabilized against
crystallization, which severely limits the possible
production processes. However, an important part of
the interest in amorphous magnetic metals is due to
their potential as magnetic materials in many appli-
cations. The possibility of fabricating materials with
marginal magnetocrystalline anisotropy, very low
magnetostriction, and high resistivity compared to
their crystalline counterparts promises materials with
excellent soft magnetic properties for medium- and
high-frequency applications. Soft amorphous magne-
tic metal systems have also found important appli-
cations in, for example, small-scale transformers,
motors, and generators. The rapid-quenching meth-
od does not only allow amorphous metals to form, it
also yields possibilities of fabricating nanocrystalline
systems. These systems, at certain microstructure siz-
es, form extremely hard magnetic materials with
exceedingly high coercivity (which are useful building
blocks for good permanent magnets), whereas under
other compositions and nanocrystalline sizes, provide
materials with excellent soft magnetic properties.

Magnetic Materials

Disorder is the physical parameter that governs
extrinsic magnetic properties, such as coercivity,
remanence, and energy product, of an intrinsically
ferromagnetic or ferrimagnetic material. The produc-
er of magnetic materials is thus forced to understand
disorder to be able to effectively design and fabricate
both soft and hard magnetic materials. It is, in fact,
the ability to master disorder and find new material
combinations that underlies the fast improvement of
the technical performance that magnetic materials
have been subjected to during the last few decades.
Maybe, the prime example of such progress is found
in the rapidly increasing areal storage density in
magnetic information-storage media.

Summary

Theoretical and experimental studies of disordered
magnetic model systems, such as the Ising spin glass
and the random-field Ising model, have provided new
insights and understanding of the influence of disor-
der on the properties of not only magnetic but also
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other physical systems. In addition, the models and
methods that have been developed in this research
have found applications in many different fields of
science that deal with complex and disordered sys-
tems. Examples are found in the physics of ordinary
glasses and in optimization problems as well as in
studies of stock markets and descriptions of social
systems.

See also: Ferromagnetism; Magnetic Interactions; Mag-
netic Order; Paramagnetism.

PACS: 75.10.Nr; 75.30.Et; 75.30.Gw; 75.40.Cx;
75.40.Gb; 75.40.Mg; 75.50.Lk; 75.50.Tt; 75.50.Ww
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f frequency (Hz)
H magnetic field (A m� 1)
J exchange interaction
M magnetization (A m� 1)
t reduced temperature, time (s)
tw wait time (s)
Tf freezing temperature (K)
T temperature (K)
Tg spin glass temperature (K)
t relaxation time (s)
w magnetic susceptibility (H m� 1)
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Introduction

In this article, the term ‘‘electronic structure’’ is taken
to mean a description of the details of the solution, in
its totality, of the Schrödinger equation for electrons
in solids. Two quantities characterize the Schrödinger
eigenequation solution, namely the eigenvalue (or
electron energy, E) and eigenvector (or electron wave
function, c(r)).

In the simple case of electron states in perfect
single-crystalline materials, that is, those considered
in most textbooks on the electronic theory of solids,
the term electronic structure is often restricted to a
description solely of the electronic energy since, for
translationally periodic systems, the electronic states
themselves always have the same character and
generic functional form. The electronic wave func-
tion is always spatially extended throughout the
volume of the crystalline sample, and has the func-
tional form of the ‘‘Bloch’’ function, that is, a product

of a spatially extended plane-wave state and a func-
tion, uk(r), having the periodicity of the underlying
crystal lattice:

ckðrÞ ¼ ukðrÞeik�r ½1�

where k is the (quantized) wave vector of the plane-
wave component, and is used as a label for the eigen-
state. (This is not the case for disordered systems, as
will be seen.)

Thus, for perfect single crystals, the electronic
structure, characteristic of a particular material, is
taken to refer to either the four-dimensional (4D)
quantity, the electronic band structure, E(k), or its 2D
derivative, the electronic density of states (EDOS),
g(E), where generally

gðEÞ ¼
X

i

dðE � EiÞ ½2�

The EDOS in this representation is simply a sum of
Dirac delta functions at all allowed, quantized elec-
tron-energy eigenvalues, Ei; it is the number of elec-
tron states at a particular energy in unit energy
interval, and g(E), therefore, has the units of inverse
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energy. Alternatively, for a single crystal, the EDOS
can be obtained as a surface integral in k-space over
the Brillouin zone of a constant-energy surface SE of
the electronic band structure, that is,

DðEÞ ¼ 2

ð2pÞ3

Z
EðkÞ¼const

dSE

rkE
½3�

Here, D(E)¼ g(E)/V, where V is the volume of the
sample, and hence this form of the EDOS has units of
inverse energy times volume.

One special feature of the EDOS of crystalline
solids is the presence of van Hove singularities, that
is, sharp features in the density of states correspond-
ing to flat regions of the band structure, for which
rkE ¼ 0 (cf. eqn [3]), that is, regions where there
are a large number of electron states with different
k-values in a very small energy interval.

It will be seen that the introduction of disorder in a
solid can have dramatic effects on the above simple
picture of electron states in single-crystal materials.

Nature of Disorder

The translational periodicity characteristic of perfect
single crystals can be disrupted in a number of ways.
Although, in a given disordered material, a glass for
instance, several different types of disorder may oc-
cur together, nevertheless it is instructive to consider
such possible forms of disorder separately. Perhaps,
the simplest form is substitutional disorder in which
a different type of atom is substituted for another in
the crystalline lattice of the host material. The sim-
plest example of substitutional disorder is the inclu-
sion of one type of atom in the structure consisting
entirely of another type, for example, the electrical
dopants, n-type phosphorus or p-type boron, in crys-
talline silicon (Figure 1a). A related substitutional
defect is the so-called antisite defect, for example,
in a binary crystalline compound, AB, where only
heteropolar (A–B) bonding occurs in the completely
ordered case. The replacement of an A atom, for

example, by a B atom leads to the formation of
homopolar (B–B in this case) nearest-neighbor bonds
(Figure 1b). A related defect is the atomic vacancy,
where an atom is missing at a lattice-related site
(Figure 1c). This type of disorder involves point (or
zero-dimensional) defects.

A somewhat related 2D defect is the so-called anti-
phase boundary in a binary crystal, AB, where an
entire plane of atoms is missing (i.e., a stacking fault
exists): in this case, like atoms face each other across
the antiphase boundary (Figure 2).

Another type of disorder prevalent in crystalline
materials is positional disorder, characteristic of vib-
rational motion: atoms are instantaneously displaced
randomly from their equilibrium, lattice-related cry-
stallographic sites, according to a Gaussian (normal)
distribution in the case of thermal vibrational disor-
der (Figure 3). Positional disorder in crystals due to
vibrational motion is dynamic in nature: the time-
averaged atomic positions are simply the equilibri-
um, lattice-related sites. However, for the case of
noncrystalline (e.g., amorphous or glassy) materials,
the positional disorder is static in nature, that is, the
equilibrium atomic positions do not correspond to a
crystalline lattice.

What really distinguishes an amorphous material
from its crystalline counterpart, however, is the pres-
ence of topological disorder, for example, involving
the presence of noncrystalline ring orders in (cova-
lent) network materials (Figure 4). In this case, the
disorder is more profound, and there is no simple
displacement relationship between noncrystalline
and crystalline structures, as there is for positional
disorder, for example.

The presence of topological disorder also permits
the existence of other types of defective structures,
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Figure 2 Schematic illustration of a two-dimensional stacking
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Figure 1 Schematic illustration of different types of substitu-

tional disorder associated with point defects in solid (crystalline)

materials: (a) a phosphorus donor atom in crystalline silicon; (b)

an antisite defect in a binary crystal, AB; and (c) an atomic

vacancy (e.g., in crystalline silicon, showing four dangling-bond

orbitals pointing into the vacancy).
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unique to the amorphous phase and not found in
the crystalline state. For instance, in materials with
strongly directed covalent bonds, isolated dangling-
bond (under-coordinated) coordination defects can
occur instead of the clusters of dangling bonds that
always occur at the site of atomic vacancies in
crystals of such materials, for example, the four

(unreconstructed) dangling bonds pointing into the
vacancy in the tetrahedral crystalline material, c-Si
(Figure 1c). In addition, isolated homopolar-bond
defects can occur in amorphous compound materials
(where in the stoichiometric composition, only
heteropolar bonds would otherwise be expected),
instead of the clusters of homopolar-bond defects
that exist around an antisite defect (Figure 1b) or
along an antiphase boundary (Figure 2) in the
corresponding crystalline materials.

Effects of Disorder on the Electronic
Structure

General Aspects

In the case of a perfect crystal, the allowed values of
the quantized electron wave vector, k, are set by the
periodicity of the lattice: for example, for a 1D crys-
tal with a unit-cell parameter a, and with N atoms in
the sample, there are correspondingly N discrete
k-states, equally spread in k(¼ |k|) in the first Brill-
ouin zone, that is, for the range of k-values �p=aok
op=a. Each electron eigenvalue (energy) is associat-
ed with a particular k-value, which shows that the
electronic band structure, E(k), is a well-defined
quantity (see Figure 5).

The presence of a single defect (or a surface) is
sufficient to break the infinitely ranged translational
invariance characteristic of ideal single crystals. In
the case of a disordered material with no transla-
tional periodicity, there is no crystalline unit cell and
hence the electron wave vector becomes an ill-defined
quantity and no longer is useful as a label for electron
states. Although at low electron energies correspond-
ing to small k (the electron wavelength being long
compared to characteristic atomic-structural distanc-
es, for example, the nearest-neighbor bond length),
the uncertainty in k is rather small, it rapidly in-
creases with increasing energy (Figure 5). In other
words, the electron wave function for a disordered
material can no longer be expressed in terms of a
single plane wave, characterized by one particular
k-value, as in the case for Bloch states in single-crys-
talline materials (eqn [1]). Instead, in a disordered
material, electronic wave functions can be regarded
as comprising an increasing number of Fourier com-
ponents with increasing energy.

In the light of the above discussion, evidently the
electronic band structure, E(k), is not an appropriate
description of electron states for disordered materi-
als. However, since the electron energy remains a
well-defined quantity, even in the presence of strong
disorder, the EDOS (as defined as a sum of delta
functions by eqn [2], but not in terms of the band

Figure 4 Illustration of topological disorder in a computer-sim-

ulated model of amorphous As2S3, created by ab initio molecular

dynamics: As atoms are colored pink and S atoms are yellow.

(S Simdyankin and SR Elliott, unpublished data.)

Figure 3 Schematic illustration of positional (e.g., vibrational)

disorder.
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structure, eqn [3]) remains a valid form of descrip-
tion for the electron states of disordered materials.

The Electronic Density of States

The effect of disorder on the EDOS is varied: some
changes are striking, others are more subtle. Perhaps,
the most striking effect of the loss of translational
symmetry is in the destruction (broadening) of the
van Hove singularities in the EDOS that are a signa-
ture of the presence of flat electron-energy surfaces in
k-space, characteristic of crystals (see Figure 6).

However, van Hove singularities apart, the EDOS
of many amorphous materials is often similar to that
of their crystalline counterparts (see Figure 6 for the
case of silicon). This is particularly true for covale-
ntly bonded semiconductors/insulators, where the
similarity in the electronic structure arises from
marked similarities in the short-range atomic struc-
tural order between the two phases. In the case of
amorphous and crystalline silicon, for example, the
short-range structural motif is the SiSi4 tetrahedron
in both cases: the average nearest-neighbor bond
length and bond angle are practically the same,
although the amorphous phase is characterized by
having an B710% variation in bond angle from the
average tetrahedral value, y¼ 1091280. (The transla-
tional periodicity of the crystalline phase is destroyed
in the amorphous material, not so much by this
bond-angle disorder as by the disorder in dihedral
angles, that is, the angle of twist between pairs of
corner-sharing connected tetrahedra.)

The reason for the overall similarity in EDOS be-
tween amorphous and crystalline states, for example,
of silicon, can be seen from a simple tight-binding
description of the origin of the electron states, and
the similarity in the short-range order in both cases.
Only two types of local electronic interactions are
assumed to be operative, namely a nearest-neighbor
intersite interaction, V2, between orbitals emanating
from pairs of nearest-neighbor atoms and forming

common bonds, and an intrasite interaction, V1

between orbitals emanating from the same atom
(Figure 7). In the case of silicon, for example, atomic
s- and p-orbitals hybridize to give the sp3-hybrid ba-
sis orbitals. The intersite interaction, V2, is respon-
sible for a gap of magnitude 2V2 occurring between
occupied and unoccupied electron states (i.e., the
bonding–antibonding splitting). The intrasite inter-
action, V1, in this model, is responsible for the
broadening of bonding and antibonding levels into,
respectively, the valence and conduction bands, each
of width 4V1 (Figure 7), since it couples orbitals
together in such a way that, together with the inter-
site interaction, an electron may hop from any given
orbital on one atom to any other orbital on any
other atom, thereby becoming delocalized (extended)
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Figure 5 Schematic illustration of a one-dimensional electronic

band structure for a 1D crystal (dashed line) and an amorphous

solid (solid lines, illustrating the uncertainty in electron wave vec-

tor k for a given eigenenergy).
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throughout the sample volume. It should be noted
that both V1 and V2 are negative quantities. In this
model, a bandgap occurs between filled valence and
empty conduction bands as long as the bonding–
antibonding splitting is sufficiently large to overcome
the opposing effect of the band broadening, that is,
for

jV2j42jV1j ½4�

and the bandgap, therefore, has the value

Eg ¼ 2jV2 � 2V1j ½5�

Since the average nearest-neighbor bond lengths and
angles in amorphous and crystalline silicon are very
similar, the magnitude of the electron-hopping inter-
actions V1 and V2 are also expected to be very sim-
ilar, and hence, for example, the width and shape of
the valence band, and the magnitude of the bandgap
between valence and conduction bands, is expected
to be very similar for the two phases (see Figure 6 for
the case of Si).

However, subtle changes in the EDOS can be
caused by disorder. Since the bandwidth in this

tight-binding picture is governed by the intrasite
interaction, V1, and this interaction (as well as
the degree of orbital hybridization) depends on the
angle, y, between (hybrid) orbitals at a site (Figure
7), the fluctuations in y will lead correspondingly to
variations in the bandwidth, that is, a tailing of states
at the band edges into the gap region (see Figure 8). It
appears, on the basis of experimental data, that these
band tails in amorphous semiconductors generally
have an exponential energy dependence:

gðEÞ ¼ N0

E0
expðE=E0Þ ½6�

where N0 is the total number of tail states, and E0 is
the energy decay parameter.

Substitutional disorder, for example, phosphorus
donor dopants in silicon, that is, Si:P (Figure 1a), also
gives rise to electron states lying outside the bands of
the perfect crystal; in the case of Si:P, these are donor
levels just below the conduction-band edge. (Accep-
tor states associated with substitutional acceptors, for
example, boron in silicon, Si:B, correspondingly lie just
above the valence-band edge.) Substitutional defects
comprising atoms having a greater electronegativity
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Figure 8 The density of states for the (lower-energy) valence-band tail calculated for a model of amorphous silicon, showing the

computed position of the LD transition. Visualizations of three representative localized electron eigenstates are also shown: a highly

localized near-mid-gap state associated with a dangling bond; a localized tail state and a critical state at the LD transition, each showing

constituent island states, the number of which increase on approaching the LD transition. (J Ludlam and SR Elliott, unpublished data.)
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difference with the atoms in the host material cor-
respondingly give rise to electron states lying deeper
within the bandgap.

Although relatively small levels of disorder, for
example, bond-angle deviations in covalent amor-
phous semiconductors, produce relatively small
changes in the EDOS, that is, moderate band tailing
into the bandgap, larger degrees of disorder can
cause correspondingly larger changes in the EDOS.
For instance, electron states associated with gross
instances of disorder (e.g., coordination defects such
as dangling bonds in amorphous network materials)
have energy levels deeper in the bandgap than the
bond-angle-fluctuation-induced band tails. The rea-
son why (singly occupied) dangling-bond orbitals
should have an electron energy lying near midgap in
the case of a-Si can be seen from the simple tight-
binding hybrid–orbital picture illustrated in Figure 7:
the dangling-bond orbital is a nonbonding state and
hence should lie at the level corresponding to that of
the sp3-hybrids (i.e., at midgap in this model). Such
singly occupied, electrically neutral dangling-bond
defects in silicon can be represented by the symbol
Si3

0, where the subscript denotes the coordination
number at the defect, and the superscript denotes
the electrical charge state of the defect. Such Si3

0

defects are electron-spin resonance (ESR) active be-
cause of the unpaired electron spin in the dangling-
bond orbital.

Not all dangling-bond defects in amorphous sem-
iconductors are paramagnetic, as they are in a-Si or
a-Ge, however. In chalcogenide glasses, which con-
tain the chalcogen (C) elements, S, Se, or Te, alloyed
with neighboring elements (e.g., As, Ge, Sb, and B),
bond reconstruction can make electron pairing at
dangling-bond defects energetically favorable. An
electron, transferred between two C1

0 paramagnetic
chalcogen dangling-bond defects to create a Cþ

1 , C�
1

defect pair, can be energetically stabilized by the for-
mation of a dative bond between the empty p-orbital
on C1

þ and the filled nonbonding, lone-pair p–p or-
bital on a neighboring, normally bonded chalcogen
(i.e., C2

0), thereby forming an over-coordinated de-
fect, C3

þ , with the overall defect reaction being

2C0
2-Cþ

3 þ C�
1 ½7�

The so-called valence-alternation pair (VAP) of de-
fects, C3

þ , C1
� , is spin-paired and hence diamagnetic,

and has energy levels closer to the band edges than
the near mid-gap position of C1

0.

The Electronic Wave Function

Disorder in a material can cause a qualitative change
in the nature of the electron wave functions

compared with the Bloch form (eqn [1]) character-
istic of perfectly crystalline solids. Instead of all wave
functions being spatially extended (delocalized) as in
the case of single crystals, the presence of disorder
can cause some electron states instead to become
spatially localized: the envelope of the magnitude of
the wave function then decays exponentially with
distance away from the center of localization (or the
site of maximum magnitude of the electron charge
density, re(r), or |c(r)|2) as

cðrÞ ¼ Ae�ar ½8�

where a� 1 is the localization length.
An isolated substitutional impurity, for example, a

P donor in c-Si (Figure 1a), also shows clearly the
disorder-induced localized nature of the associated
electron wave function: the isolated donor state can
be represented reasonably accurately by a 1s-like hy-
drogenic orbital having an exponential envelope, the
extra donor electron being bound to the positively
charged Pþ donor atom by the Coulomb interaction,
screened by the dielectric constant of the Si host,
resulting in the effective Bohr radius of the electron
orbit (equivalent to the localization length) being
several tens of unit-cell lengths in size.

The isolated dangling-bond electron state lying
near mid-gap in topologically disordered amorphous
semiconductors is more strongly exponentially local-
ized, with the localization length being comparable
to the nearest-neighbor bond length, a�1Dr1. It is
generally true that, the deeper the energy level of an
electron state in the bandgap, away from the valence-
or conduction-band edges, the stronger the degree of
spatial localization (i.e., the smaller the value of a�1)
of the associated electron wave function.

A remarkable feature of the nature of electron
states in disordered materials, such as amorphous
solids, is that there are critical energies in the tails of
the bands, at which the character of the eigenstates
changes from being spatially extended (but non-
Bloch-like, and having a dispersion of k-values), for
states nearer the band center, to being spatially (ex-
ponentially) localized, for states nearer the gap. The
localization length, a�1, of the envelope of the
localized states diverges at the localization–delocal-
ization (LD) transition. Figure 8 shows this LD
transition energy, sometimes called the (electron)
mobility edge, because the electron transport changes
there from being high-mobility diffusive for extended
states to being low mobility involving thermal hop-
ping for localized states, calculated for a structural
model of a-Si with a realistic tight-binding electron-
interaction Hamiltonian. Also shown in this figure
are visualizations of the computed localized electron
wave function for different representative energies in
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the gap and the band tail. A dangling-bond state deep
in the bandgap is very strongly localized at a coor-
dination defect, the localized wave function consist-
ing of a single region of charge density having an
exponential envelope. However, localized electron
states in the band tail, especially with energies ap-
proaching the LD transition, do not consist of single
uniform regions of charge density with ever-increa-
sing localization length, a� 1. Instead, discrete ‘‘is-
lands’’ of charge density occur within the overall
exponential envelope of the localized wave function;
these individual islands are also exponentially local-
ized, but their localization length, aI

� 1, increases only
very gradually, and the number of islands also in-
creases significantly, as their energy moves toward the
LD transition. The electron eigenstate at the LD tran-
sition itself is a multifractal state consisting of a dense
collection of the individual island states (see Figure 8).

Conclusions

The effects of disorder on electron states in solids are
fourfold: (1) the electron wave vector is no longer
a good quantum number, (2) sharp features in the
density of states are destroyed, (3) bands broaden,
creating band tails having an exponential energy
dependence, and (4) electron states in band tails and
in the bandgap region, lying below a critical energy
and corresponding to very disordered sites, are expo-
nentially spatially localized.

See also: Disorder and Localization Theory.

PACS: 71.23.� k; 71.2.An; 71.23.Cq; 71.55.Jv
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Nomenclature

a unit-cell parameter
Ci
a chalcogen atom with atomic coordina-

tion i (¼ 1� 3) and electric charge
a(� ,0,þ )

D(E) EDOS (per energy per volume)¼ g(E)/V
E electron energy
Eg bandgap energy
g(E) electronic density of states (per en-

ergy)¼D(E)�V
k electron wave vector magnitude
k electron wave vector
r real space position vector
SE constant-energy surface of electron

states in k-space
uk(r) function having periodicity of crystal

lattice (in Bloch function)
V volume
V1 intrasite electron interaction
V2 intersite electron interaction
a inverse localization length of envelope

of a localized state
aI inverse localization length of island state

within a localized state
d(E) Dirac delta function (of energy)
rkE gradient of electron energy with respect

to wave vector
y bond angle
re(r) electron charge density
c(r) electron wave function
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Introduction

DNA and RNA together are known as nucleic
acids. Their full names are deoxyribonucleic acid

and ribonucleic acid, respectively. They play a crucial
role in all living organisms because they are the key
molecules responsible for storage, duplication, and
realization of genetic information. They are both
heteropolymeric molecules consisting of residues
(nucleotides) of four types. Four RNA nucleotides
are shown in Figure 1. They consist of the phosphate
group, sugar (called ribose) (these two elements are
identical for all four nucleotides), and nitrous bases,
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which determine the type of the nucleotide. DNA
nucleotides are very similar to RNA nucleotides. The
main difference is that the right-handed OH group in
sugar is replaced with just H (making deoxyribose).
Three bases (A, G, and C) are the same for DNA and
RNA. Only the fourth base is different: instead of
uracil (U), DNA carries thymine (T) (see Figure 2).
The DNA chain is shown in Figure 3.

In living nature, as is observed today, DNA plays
the most important role because genetic informa-
tion is stored and duplicated in the form of DNA
in all living cells and organisms without any excep-
tions. Only in some viruses, which are not living
creatures because they cannot reproduce themsel-
ves outside cells, is genetic information carried in
the form of RNA molecules. A notable class of
such viruses is retroviruses, which include many

cancer-inducing viruses as well as HIV, the AIDS
virus.

A genetic message is ‘‘written down’’ in the form of
a continuous text consisting of four letters (DNA
nucleotides A, G, T, and C). This continuous text,
however, is subdivided, in its biological meaning, into
sections. The most significant sections are genes, parts
of DNA, which carry information about the amino
acid sequence of proteins. Whereas DNA stores and
duplicates genetic information, RNA plays a key role
in its realization, that is, in the process of synthesis of
a protein molecule in accordance with the nucleotide
sequence of the corresponding gene.

This process consists of two major steps. First an
RNA copy of the gene is made with the help of a
special enzyme, RNA polymerase. The process is
called transcription and the RNA copy of the gene is
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called messenger RNA (mRNA). The mRNA is an
exact copy of the gene, in which all thymines (T) are
replaced with uracils (U). In the second step, called
translation, mRNA is used as a template for protein
synthesis in a special cell machinery, the ribosome.
Ribosome is a complex aggregate of special ribosomal
RNA (rRNA) and a number of proteins. It translates
the nucleic acid text into amino acid language. In so
doing, it uses a special dictionary, the genetic code. In
the process of translation, a very important class of
additional small RNA molecules plays a crucial role.
These RNA molecules consist of about hundred nuc-
leotides and are called transfer RNA (tRNA).

In this article, an overview of the present know-
ledge of physical structures of nucleic acids is

provided. The most important structural transitions,
such as DNA melting and B–Z transition, are ex-
plained. Special attention is paid to the topological
properties of DNA, which play a significant role in
its functioning within the cell. Theoretical models,
which are most popular in the field of biophysics
of DNA and RNA are also overviewed. Recently
emerged areas of DNA and RNA biophysics, such as
single-molecule experiments and DNA/RNA nano-
structures are also considered.

Structures of DNA and RNA

Traditionally, the structural versatility of nucleic ac-
ids had been considered as much narrower than that
of proteins. This viewpoint fitted well ‘‘the division
of power’’ between nucleic acids and proteins in
present-day living creatures. The major function of
nucleic acids is to store and reproduce genetic in-
formation while proteins perform an innumerable
variety of reactions within the cell and are also its
main construction blocks. The discovery of ribo-
zymes (RNA molecules capable of catalytic func-
tions) and of the remarkable versatility of the RNA
structure completely changed the attitude toward the
pivotal question of which type of major biopolymers,
proteins or nucleic acids, had been the prebiotic
molecule, forefather of the living cell. Earlier, every-
body believed that only protein could fulfill this
function. Now, the common view is that this should
be the RNA molecule (the RNA World concept).

However, in the present-day cell, RNA plays an
important but mostly an auxiliary role. The central
player is DNA.
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that is part of DNA. The remaining three DNA nucleotides have

similar structure, but each has a nitrous base of its own (the top

group). These three bases (adenine, guanine, and cytosine) are

identical in DNA and RNA (see Figure 1).
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Major Helical Structures of DNA

In spite of enormous versatility of living creatures,
and, accordingly, variability of genetic texts which
DNA molecules in different organisms carry, they all
have virtually an identical physical spatial structure:
the double-helical B form discovered by Watson and
Crick in 1953. Sequences of the two strands of the
double helix obey the complementary principle. This
principle is the most important law in the field of
nucleic acids, and, probably, the most important law
of living nature. It declares that in the double helix, A
always opposes T and vice versa, whereas G always
opposes C and vice versa.

B-DNA It (see Figure 4a) consists of two helically
twisted sugar-phosphate backbones stuffed with base
pairs of two types, AT and GC. The helix is right-
handed with 10 bp per turn. The base pairs are isomor-
phous (see Figure 3): the distances between glycosidic
bonds, which attach bases to sugar, are virtually iden-
tical for AT and GC pairs. Due to this isomorphism,
the regular double helix is formed for an arbitrary
sequence of nucleotides and the fact that DNA should
form a double helix imposes no limitations on DNA
texts. The surface of the double helix is by no means
cylindrical. It has two very distinct grooves: the major
groove and the minor groove. These grooves are extre-
mely important for DNA functioning because in the
cell, numerous proteins recognize specific sites on the
DNA via binding with the grooves.

Each nucleotide has direction: if one treats sugar as
a ring lying in the plane, then the CH2 group will
be above the plane (see Figure 1). This carbon is
designated as 50 whereas the carbon atom connecting
the sugar to the next nucleotide in the polynucleotide
chain is designated as 30. In the DNA double helix,
the two strands have opposite directions.

In B-DNA, base pairs are planar and perpendicular
to the axis of the double helix.

Under normal conditions in solution, often refer-
red to as ‘‘physiological’’ (neutral pH, room temper-
ature, B200 mM NaCl), DNA adopts the B form.
All available data indicate that the same is true for
the totality of DNA within the cell. It does not ex-
clude, however, the possibility that separate stretches
of DNA carrying special nucleotide sequences would
adopt other conformations.

B0-DNA Up to now only one such conformation
has been demonstrated, beyond any doubts, to exist
under physiological conditions. When three or more
A residues in one strand (and, accordingly, T’s in the
other DNA strand) are met, they adopt the B0 form.
In many respects, the B0 form is similar to the classical

B form. There are two main differences: base pairs in
B0-DNA are not planar (they form a kind of propeller
with the propeller twist of 201) and the minor groove
in B0-DNA is twice as narrow as in B-DNA.

A-DNA Similar to B-DNA, the A form can be
adopted by an arbitrary sequence of nucleotides. As
in B-DNA, the two complementary strands in A-
DNA are antiparallel and form right-handed helices.
Normal DNA undergoes transition from the B to A
form under drying. In A-DNA, the base pairs are
planar but their planes form a considerable angle
with the axis of the double helix. In so doing, the
base pairs shift from the center of the duplex forming
a channel in the center.

Z-DNA It presents the most striking example of
how different from the B form the DNA double helix
can be (Figure 4b). Although in Z-DNA the comple-
mentary strands are antiparallel as in B-DNA, unlike
in B-DNA they form left-handed, rather than right-
handed, helices. There are many other dramatic dif-
ferences between Z- and B-DNA.

Not any sequence can adopt the Z form. To adopt
the Z form, the regular alternation of purines (A or
G) and pyrimidines (T or C) along one strand is
strongly preferred. However, even this is not enough
for Z-DNA to be formed under physiological condi-
tions. Nevertheless, Z-DNA can be adopted by DNA
stretches in cell due to DNA supercoiling (see below).
The biological significance of Z-DNA, however, re-
mains to be elucidated.

ps-DNA The complementary strands in DNA du-
plex can be parallel. Such parallel-stranded (ps) DNA
is formed most readily if both strands carry only
adenines and thymines and their sequence excludes
formation of the ordinary antiparallel duplex. If these
requirements are met, the parallel duplex is formed
under quite normal conditions. It is right-handed but
the AT pairs are not regular Watson–Crick ones, but
rather so-called reverse Watson–Crick.

Some other sequences also can adopt parallel du-
plexes. For instance, at acidic conditions two strands
carrying only C residues form parallel duplex con-
sisting of hemiprotonated CCþ base pairs (see the
section ‘‘Quadruplexes’’). However, any possible
biological role of psDNA remains obscure.

RNA Structure

Quite naturally, similarity between DNA and RNA
in their chemical nature entails significant similarity
in structures they adopt. RNA can also form the
double helix with complementary base pairs AU and
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GC. However, the major RNA duplex conformation
remains A-form rather than B-form.

In general, due to bulkier OH group in the sugar
ring, the versatility of RNA duplexes is rather nar-
rower than those of DNA.

In a cell, different types of RNA molecules (mRNA,
rRNA, tRNA, etc.) exist as single strands. Of course,
these strands are not unfolded, but fold into complex
spatial structures. Mutually complementary stretches
of the same molecules form numerous short duplexes,
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DNA and RNA, Biophysical Aspects 467



which are a major structural motif of RNA molecules.
Single-stranded regions form loops of different types.
Sometimes very complex folding patterns, called
pseudoknots, are met.

Spatial structure plays an important role in RNA
functioning. For instance, rRNA organized in complex
spatial structure forms a scaffolding to which numer-
ous ribosomal proteins attach to form the functional
ribosome. The elucidation of the full 3D structure of
the ribosome by X-ray crystallography has been one of
the major achievements of biophysics and structural
biology. Spatial structure at tRNA molecules are spe-
cially designed to permit them to fulfill the central role
in the realization of the genetic code. One part of
tRNA carries the anticodon, a trinucleotide comple-
mentary to a codon (a trinucleotide corresponding to
one amino acid in the genetic code), whereas the ami-
no acid, which corresponds to the codon in the genetic
code, is attached to one terminus of the molecule.

DNA Topology

DNA very often operates within the cell in the form
of a closed circular molecule in which both strands
form closed circles (Figure 5). The physical proper-
ties and physiological behavior of closed circular (cc)
DNA are different in many respects from those of
linear DNA molecules. These differences stem from
the fact that ccDNA acquires, as compared to linear
DNA, a new fundamental feature, topology. There
are two levels of DNA topology.

Knots of DNA

The double helix, as a whole, may form a simple
circle (i.e., a trivial knot) or be knotted (see Figure 6).

Knotting of DNA may be conducted by random clo-
sure of linear molecules with ‘‘cohesive’’ ends (mu-
tually complementary single-stranded overhangs).
There are also different enzymes which do the job.
The most important class of such enzymes is known
as DNA topoisomerases II. The type of knot is the
topological invariant, that is, it cannot be changed
(converted to another type of knot) without breakage
of both DNA strands. As a result, identical ccDNA
molecules belonging to different knot types may be
separated in gel.

DNA Supercoiling

The two complementary strands in ccDNA are to-
pologically linked with one another (see Figure 5).
The degree of linkage, which is designated as Lk, the
DNA linking number, is a topological invariant,
which cannot be changed with any deformations of
the DNA strands without strand breaks. The Lk
value is easily calculated as the number of times one
strand pierces the surface placed on the other strand.
If N is the number of base pairs in DNA and go is the
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Figure 5 In a ccDNA, two complementary strands form a

linkage of a high order.
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number of base pairs per one turn of the double helix
under given ambient conditions, then the difference:

t ¼ Lk � N=go ½1�

is the number of superhelical turns in ccDNA under
given conditions. If ta0, then ccDNA cannot form a
planar ring with the helical twist corresponding the
go value. Either the helical twist should change or the
DNA molecule as a whole should writhe in space.
Actually, with ta0 both things happen: the DNA
adopts the writhe, and its twist changes. The distri-
bution of energy associated with DNA supercoiling
(i.e., with ta0) between twist and writhe is deter-
mined by the torsional and bending rigidities, which
have been measured with good accuracy. Super-
coiling is also significantly affected by replication and
transcription. DNA topology plays an extremely im-
portant role in DNA functioning.

Structural Transitions and Unusual
Structures

If negative supercoiling in ccDNA becomes too high,
the bending and torsional degrees of freedom may
become insufficient to accommodate the superhelical
energy. Under these circumstances, the integrity of
the DNA double helix breaks down at its most
‘‘weak’’ sites. These sites, which have the potential to
adopt structures significantly different from B-DNA,
can undergo structural transitions into unusual (non-
B-DNA) structures.

DNA Melting

On heating or under superhelical stress, the DNA
complementary strands separate forming single-
stranded loops. In case of linear duplex molecules,
the process ends up, at sufficiently high temperature,
with complete separation of the two strands. The
process has been studied comprehensively both ex-
perimentally and theoretically and is known as DNA
melting (the terms denaturation or helix-coil transi-
tion also exist in literature). AT pairs have signi-
ficantly lower stability than GC pairs.

With increasing temperature, long DNA sections
melt out. Melting of each such section is a cooperative,
all-or-none phenomenon. However, melting of a long
enough molecule becomes a series of such cooperative
processes, each occurring at its own temperature
(Figure 7). Roughly speaking, sections more enriched
with GC pairs melt out at higher temperatures. Thus,
DNA melting is not a classical phase transition be-
cause two different ‘‘phases,’’ helical and melted, co-
exist with each other in one and the same molecule.

When two mutually complementary single-strand-
ed DNA molecules are mixed, the process reverse to

melting occurs. It is called renaturation, annealing or
hybridization.

DNA melting is an exceptionally important phe-
nomenon. It occurs in the cell when DNA replicates
and when DNA polymerase ‘‘reads’’ the mRNA copy
of the gene. Cycles of melting and annealing are uti-
lized in the PCR machines, the most remarkable tools
of the current biotechnology revolution.

B–Z Transition

Negative supercoiling favors the formation of Z-
DNA most because, in this case, the maximal release
of superhelical stress per 1 bp adopting a non-B-DNA
structure is achieved. As a result, although under
physiological conditions the Z form is energetically
very unfavorable as compared with B-DNA, it is
easily adopted in negatively supercoiled DNA by ap-
propriate DNA sequences (with alternating purines
and pyrimidines).

Cruciforms

Another structure readily formed under negative
supercoiling is cruciform, which requires palindromic
regions (see Figure 4d). To form cruciform, a pal-
indromic region should be long enough. For example,
6 bp long palindromes recognized by restriction en-
zymes do not form cruciforms under any conditions.

Triplexes

Intramolecular triplex or H-DNA forms a special
class of unusual structures, which are adopted under
superhelical stress by sequences carrying purines (A
and G) in one strand and pyrimidines (T and C)
in the other, that is, homopurine–homopyrimidine
sequences. The major element of H-DNA is triplex
formed by a half of the insert adopting the H form
and by one of two strands of the second half of the

H
ea

t a
bs

or
pt

io
n 

(a
.u

.)

Temperature (°C)

64 66 68 70 72 74 76 78 80

Figure 7 Melting of DNA. This curve is also often called the

differential melting curve. The curve was obtained for DNA that has

the code name of ColE1 and contains B6500 nucleotide pairs.

DNA and RNA, Biophysical Aspects 469



insert (Figure 4e). Two major classes of triplexes are
known: pyrimidine–purine–pyrimidine (PyPuPy) and
pyrimidine–purine–purine (PyPuPu). Figure 8 shows
the canonical base-triads entering these triplexes.

Always two isomeric forms of H-DNA are possi-
ble, which are designated as H-y3, H-y5, H-r3, and
H-r5 depending on which kind of triplex is formed
and which half of the insert forms the triplex (see
Figure 4e).

Discovery of H-DNA stimulated studies of inter-
molecular triplexes, which may be formed between
homopurine–homopyrimidine regions of duplex DNA
and corresponding pyrimidine or purine oligonucleo-
tides (Figure 4c).

Quadruplexes

Of all nucleotides, guanines are most versatile in
forming different structures. They may form GG
pairs but the most stable structure, which is formed
in the presence of monovalent cations (especially

potassium), is G4 quadruplex (see Figure 4f). G-
quadruplexes may exist in a variety of modifications:
all-parallel, all-antiparallel, and others. As a result,
G-quadruplexes are easily formed both inter- and
intramolecularly, again with a variety of modifica-
tions. A remarkable variety of quadruplex structure
was discovered for protonated cytosines. This struc-
ture, called i-motif, consists of two pairs of parallel
stranded duplexes consisting of hemiprotonated
CCþ base pairs. In the final structure, two duplex-
es and mutually antiparallel and CCþ base pairs
from one ps duplex alternate with CCþ base pairs
from the other ps duplex. The structure is stable only
at acidic pH because protonation is necessary.

Bent DNA

For an arbitrary sequence, the minimum energy con-
formation of the DNA double helix corresponds to
the straight DNA axis. However, there is a notable
exception to this rule. If three or more A nucleotides

N

N+

O

R N

H

H

H

N

N
N

N

O

H

N

H
N

N

N
H

O

R

H

R

H

N

N

H

H

N

N
N

N

N

H

N

H

N

O

R

R

H

N

N

N

R

O

CH3

C+ G C

T A T G G C(a) (b)

A A T

N

O

H

H

N

N
N

N

N

H

N

H

N

O

R

R

O

CH3
N

O

CH3

R N

N

O

N

H

H

H

N

N
N

N

O

H

N

H
N

N

N
H

O

R

H

R

H

N

N

R

Figure 8 The structure of (a) pyrimidine (TAT and CþGC), and (b) purine (AAT and GGC) base triads of which the DNA triple helix is

made.

470 DNA and RNA, Biophysical Aspects



are located in a row in one of the DNA strands, the
corresponding regions adopt the B0 structure. As a
result, the DNA axis experiences a bend of 201 in
such a region. DNA bending plays an important role
in DNA functioning.

RNA Unusual Structures

Most DNA unusual structures have their analogs in
the RNA world. Specifically, formation of triplexes
was first demonstrated for artificial RNA chains.
Solitary RNA base-triads are often met in tRNA
structures. Triplexes are formed by mixed DNA–
RNA hybrids and some of them are rather stable.

However, in general, studies of RNA unusual
structures lag behind corresponding DNA structures
because methods to study unusual structures are
much better developed in the case of DNA than in the
case of RNA.

Nanostructures and Nanodevices from
DNA and RNA

One of the most rapidly developing areas in DNA and
RNA biophysics consists in using the remarkable abil-
ity of nucleic acid to self-assembly for creation of
nanostructures and nanodevices. In so doing, virtually
all unusual structures described above are extensively
used: triplexes, quadruplexes, Z-DNA, etc., as well as
the duplex. Specifically, a family of topological and
pseudotopological nanostuctures has been assembled
as is shown in Figures 9a–9c. An example of a nano-
device (nanoactuator) is shown in Figure 9d. By
adding specially designed single-stranded DNA chains,
the nanoactuator is transformed from the relaxed form
shown in Figure 9d to a straightened form in which the
A strand is extended into a straight double helix.

Biophysical Methods to Study DNA
and RNA

The whole arsenal of methods, which is traditionally
used to study molecular structure, is applied to DNA

and RNA. A leading position is occupied by X-ray
crystallography, which provided us with a knowledge
of details of the atomic structure of DNA and RNA.
X-ray crystallography made it possible to solve the
structure of the nucleosome, the main building block
of chromosomes consisting of DNA and hystone pro-
teins, and of a major cellular machinery, ribosome,
consisting of RNA and many proteins. The next
method is proton NMR, which is especially valuable
when biological molecules resist crystallization, a not
uncommon problem with nucleic acids. An enormous
body of data on the structure of DNA triplexes,
quadruplexes, and various ribozymes was delivered
by NMR. Electron microscopy (EM), crio-EM and
atomic force microscopy (AFM) have become indis-
pensable in studying the DNA and its complexes with
proteins. All kinds of spectroscopy methods, UV, IR,
Raman, and CD are very useful in studying confor-
mational transitions in DNA and RNA. A special role
is played by various fluorescence methods, which find
more and more applications not only in biophysical
studies, but also in biotechnology. Below, specific
methods, which have been specially developed in the
field of DNA and RNA biophysics are discussed.

Theoretical Models

As in the study of any important physical object, a
number of simplified theoretical models of nucleic
acids exist, different models being used to analyze
different properties. Figure 10 presents schematics of
some of these models.

The DNA double helix may be treated as an
isotropic elastic rod (Figure 10a). In the frame-
work of this model, the DNA molecule is described
by only three parameters: bending, torsional rigidi-
ties, and the diameter. The model has proved to be
extremely useful for analyzing hydrodynamics and
other properties of linear DNA, when it behaves as a
usual polymeric molecule. It has also provided a
comprehensive theoretical treatment of DNA topo-
logy of both levels: knotting and supercoiling. More
recently, the model has been extensively used for
quantitative analysis of the force-extension curves
for DNA in single-molecule experiments (see below).

A quite different, but also very successful, model
treats the DNA double helix as consisting of base
pairs of two types: closed and open (Figure 10b).
This is the helix-coil model, which explains all major
features of DNA melting quantitatively.

The polyelectrolyte model (Figure 10c) treats DNA
itself just as a charged cylinder but allows for mobile
counter-ions surrounding the double helix.

To predict the RNA structure, a simplified model
of RNA folding is widely used (Figure 10d).

(a) (b)

(c) (d)

A

B

Figure 9 Examples of DNA nanostructures: (a) padlock probe

(pseudororaxane), (b) sliding clamp (pseudororaxane), (c) ear-

ring probe (pseudocatenane), and (d) nanoactuator.
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Gel Electrophoresis

Gel electrophoresis is a simple technique, introduced
in the early 1970s, which truly revolutionized the
biophysical studies of DNA and RNA and, subse-
quently, the whole field of molecular biology. All
developments in this field in the past 30 years are
connected, directly or indirectly, with the gel elect-
rophoresis method. Gel electrophoresis has pushed
aside ultracentrifugation as the method to separate
nucleic acids.

Gel electrophoresis differs from electrophoresis in
solution only in the nature of the medium in which
molecules are separated in the electric field. In case of
gel electrophoresis the medium is the gel, a polymer
network. The most popular in the field of nucleic
acids are gels made of polyacrylamide or agarose.
Originally, the great advantage of gels in the separa-
tion of nucleic acids was discovered purely empirical-
ly. The understanding came later after some ideas of
De Grennes P-J were borrowed from polymer physics,
namely the notion of reptation of polymer molecules.
Gel electrophoresis is indispensable in all methods of
DNA sequencing which have revolutionized the entire
field of biology. The DNA sequencing techniques have
been developed to perfection, based on different con-
ceptual approaches. The most fertile approach proved
to be that of Sanger who developed a method of DNA
sequencing, which uses enzymes working on DNA.

Single-Molecule Experiments with DNA and RNA

In recent years, remarkable progress in the appli-
cation of the single-molecule techniques to DNA
and RNA studies has been achieved. There are many
different formats for single-molecule experiments.

For example, a DNA molecule consisting of about
50 kbp is attached via one terminus to a pipette tip
equipped with a streptavidin-covered polymer bead.
Streptavidin is a protein, which binds very strongly
to a small molecule, biotin. The DNA terminus is
covalently tagged with biotin to be attached to the
streptavidin-covered bead. The other terminus is also
attached to the polymer bead, but the bead is not
fixed. Then, optical tweezers are used to drag the free
bead with the DNA attached to it. As a result, a
single DNA molecule can be stretched in a fully con-
trollable manner and the force created in the process
can be accurately measured (see Figure 11).

These experiments have allowed, for the first time,
measurement of the force–extension curves of ds and
ss DNAs and comparison of the curves with theoret-
ical predictions. One of the important directions of
these studies include isothermal melting of DNA and
RNA duplexes under the external force. The influence
of the force on the performance of major enzymes
working on DNA and RNA (DNA and RNA polym-
erases) has also been studied. A very important feature
of single-molecule experiments consists in the fact that
they introduce a new variable on which DNA and
RNA structure critically depend, the external force.

See also: Biomolecules, Scanning Probe Microscopy of;
Protein Folding, Engineering of.

PACS: 87.15
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Figure 10 Theoretical models of nucleic acids: (a) elastic-rod
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Introduction

Electrons in condensed matter interact strongly with
their environment. This environment generally con-
sists of a crystalline lattice, phonons, other electrons
and an assortment of localized ‘‘defect’’ potentials, as
well as applied external fields. As a result of these
interactions, free, single particle energies e0, where

e0ðkÞ ¼
_2k2

2m
½1�

with k the electron wave vector and m the ‘‘bare’’
electron mass, are usually altered in significant ways,
which can include simple energy shifts as well as
imparting finite lifetimes to the single particle states.

It is often possible and convenient, both for experi-
mentalists and theoreticians, to regard the particles
plus interactions as a new fermionic entity, referred
to as a ‘‘quasiparticle’’ with energy

eðkÞ ¼ _2k2

2meff

½2�

where an effective mass meff can parametrize im-
portant features of the interacting environment.
There is, in fact, a considerable range of experi-
mental phenomena whose results are usefully par-
ametrized in this surprisingly simple way. The extent
to which some (or any) of them relate to first-
principles microscopic interactions are briefly sur-
veyed here.

In an attempt to bring some uniformity to the cal-
culation and interpretation of effective masses, one
can present a general approach to the problem by
deriving a single formulation for effective mass cal-
culations. This formulation is first adapted to sem-
iconductor and insulator problems where effective
mass parameters are attributed, in the first order, to
interactions with the periodic lattice and, in partic-
ular, to electrons whose occupation is confined to

the edges of the conduction and valence bands. The
formulation is then modified for dense Fermi systems
in which particle behavior at the Fermi surface is
the crucial determinant of electronic properties,
including effective masses.

Consequences of Interactions

A general expression which describes the effects of
interactions is

eðkÞ ¼ e0ðkÞ þ G½k; eðkÞ� ½3�

where eðkÞ is the fully interaction-modified ‘‘quasi-
particle’’ energy, e0ðkÞ is the noninteracting energy, as
given in eqn [1], and G½k; eðkÞ� is the quantitative
consequence of all the environmental perturbations
to the free electron system. It should be noted that G
depends on the wave vector k, but may also depend,
self-consistently, on eðkÞ, the quasiparticle energy of
the state itself. Moreover, G½k; eðkÞ� is, in general, a
complex quantity:

G½k; eðkÞ� ¼ D½k; eðkÞ� þ ig½k; eðkÞ� ½4�

the imaginary part usually being responsible for qua-
siparticle lifetime effects. Although ga0 is often the
case, this possibility does not explicitly contribute to
the following discussion. The apparent abstractness
of eqns [3] and [4] notwithstanding, one finds that a
quasiparticle effective mass meff is a useful and in-
tuitive concept.

An Effective Mass Formulation

In formulating the general case for an effective mass
theory which can embrace simple interactions, such
as band structure in semiconductors, as well as
phonons and the more subtle electron–electron in-
teractions, one begins with eqns [3] and [4] and as-
sumes that the imaginary part g½k; eðkÞ� has a
negligible effect in determining meff.

The initial step in obtaining an explicit form for
the ‘‘quasiparticle’’ energy eðkÞ is most simply done



by applying Newton’s iterative method to eqn [3],
which is first rewritten in the form

eðkÞ � e0 � D½k; eðkÞ� ¼ 0 ½5�

Newton’s method consists of first expanding eqn [5]
to linear order about some initial value eð0Þ (which
will be chosen below) to give

eð0Þ � e0ðkÞ � Dðk; eð0ÞÞ

þ 1 � @Dðk; eÞ
@e

� �
e¼eð0Þ

½eðkÞ � eð0Þ� ¼ 0 ½6�

Now solving for e, one finds

eðkÞ ¼ eð0Þ � ½eð0Þ � e0ðkÞ � Dðk; eð0ÞÞ�
½1 � ð@Dðk; eÞ=@eÞ�e¼eð0Þ

½7�

Temporarily assuming, for simplicity, that k is a sca-
lar and expanding to the first order in k2 about k¼ 0,
one has

eðkÞ ¼ eð0Þ

�½eð0Þ � e0ðkÞ � Dð0; eð0ÞÞ � ð@Dðk; eð0ÞÞ=@ðk2ÞÞjk¼0k2�
½1 � ð@Dð0; eÞ=@eÞ�e¼eð0Þ

½8�

Finally, starting the iterations from eð0Þ ¼ 0, after a
single iteration one obtains

eðkÞ ¼ ½e0ðkÞ þ Dð0; 0Þ þ ð@Dðk; 0Þ=@ðk2ÞÞjk¼0k2�
½1 � @Dð0; eÞ=@e�e¼0

½9�

Assuming the constant energy shift Dð0; 0Þ ¼ 0 and
from the above equation e0ðkÞ ¼ _2k2=2m; one can
obtain

eðkÞ ¼ _2

2m

1 þ ð2m=_2Þ½@Dðk; 0Þ=@ðk2Þ�k¼0

ð1 � ð@Dð0; eÞ=@eÞÞe¼0

( )
k2 ½10�

Therefore, an effective mass can be defined by

m

meff
¼ 1 þ ð2m=_2Þ½@Dðk; 0Þ=@ðk2Þ�k¼0

ð1 � ð@Dð0; eÞ=@eÞÞe¼0

( )
½11�

In the case that k is not a scalar, one should expand
instead to the second order and similarly find an
effective mass tensor

m

meff

� �
mn
¼ dmn þ ðm=_2Þ½@2Dðk; 0Þ=@km@kn�k¼0

ð1 � ð@Dð0; eÞ=@eÞÞe¼0

( )
½12�

In the general semiconductor band case,

e0ðkÞ þ Dðk;oÞ-Eðk; 0Þ ½13�

where E(k) is the band dispersion relation and
the k-expansion of eqn [8] is taken about any band
extremal point km (the Fermi gas case is discussed
below). Once the relevant perturbing terms are
known, eqn [11] or [12] may be straightforwardly
applied.

Band-Structure Effective Mass

The most common application of effective mass the-
ories is in parametrizing the features of a band struc-
ture. This is especially practical in semiconductors
and insulators where most experimental features
arise from electron occupation near the extremal
points of band maxima (valence bands) and band
minima (conduction bands). In the energy band
approximation, it is first noted that @Dð0; eÞ=@e ¼ 0.
Recasting eqn [12] to reflect the energy band ap-
proximation (see eqn [13]), one obtains

1

meff

� �
mn
¼ 1

_2

@2Eðk; 0Þ
@km@kn

� �
k¼km

½14�

where E(k,0) is the electron energy band dispersion
relation and km are wave vectors of any conduction-
band minima or valence-band maxima. Since the
derivative in eqn [14] is related to the ‘‘curvature’’ of
the dispersion relation, bands of large curvature cor-
respond to small effective masses (light ‘‘quasiparti-
cles’’) while flatter bands, that is, bands with small
curvature, are ‘‘heavier’’ quasiparticles. Moreover,
since valence bands have maxima at km, their curvat-
ure will have negative values and, therefore, be qua-
siparticles with negative effective masses. This
inadmissible condition is resolved by assigning to
these quasiparticles a positive charge, referring to them
as holes and thereby restoring proper signs to trans-
port properties.

Effective Mass of a Degenerate Fermi
System

In the case of a degenerate Fermi system, Fermi–
Dirac statistics usually restrict dominant behavior
to those electrons at the Fermi surface where kF,
the Fermi wave vector, is neither a band maximum
nor a minimum. Therefore, the noninteracting
energy band relation e0ðkÞ is expressed as an expan-
sion about k ¼ kF: Since kF is not an extremal point,
one can obtain an expression which has a term linear
in (k� kF):

e0ðkÞ ¼ e0ðkFÞ þ
_2kF

m
ðk � kFÞ þ? ½15�
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Similarly, eqn [7] is expanded about k ¼ kF instead
of k ¼ 0 giving, to linear order,

eðkÞ ¼ e 0ð Þ �f½1 � ð@DðkF; eÞ=@eÞ�e¼eð0Þg
�1 ½eð0Þ � e0ðkFÞ

� DðkF; eð0ÞÞ � ð_2kF=mÞð½1 þ ðm=_2kFÞ
� ð@Dðk; eð0ÞÞ=@kÞjk¼kF

�ðk � kFÞ þ?� ½16�

Iterating once again, starting with eð0Þ ¼ 0, one
obtains

eðkÞ ¼ f½1 � ð@DðkF; eÞ=@eÞ�e¼0g
�1½e0ðkFÞ þ DðkF; eð0ÞÞ

þ ð_2kF=mÞ½1 þ ðm=_2kFÞ
� ð@Dðk; eð0ÞÞ=@kÞjk¼kF

�ðk � kFÞ þ?� ½17�

Comparing this result with eqn [15], an expression
for an effective mass is given by

1

meff

¼ 1

m
þ 1

_2kF

@Dðk; eð0ÞÞ
@k

����
k¼kF

" #

� 1 � @DðkF; eÞ
@e

� �
e¼0

� ��1

½18�

In the case where the band structure is of dominant
interest in interpreting an effective mass, one can
write (see eqn [14])

1

meff
¼ 1

_2kF

@Eðk; 0Þ
@k

����
k¼kF

" #
1 � @DðkF; eÞ

@e

� �
e¼0

� ��1

½19�

which is inversely proportional to the ‘‘slope’’ of
E(k,0), the electron dispersion at the Fermi surface.
Here, DðkF; eÞ represents all perturbing terms beyond
the band approximation (phonons, etc.). This should
be compared to the semiconductor case in which
proportionality to the inverse ‘‘curvature’’ at the
band extrema determines the effective mass.

Electron Correlations: Hartree–Fock

The simplest case for calculating an effective mass
arising from electron–electron interactions is to
consider the contribution to G½k; eðkÞ� in the Hartree–
Fock approximation. The widely known Hartree–
Fock result has only a real part

Dðk; 0Þ ¼ �_2e2kF

2p
2 þ ðk2

F � k2Þ
kkF

ln
k þ kF

k � kF

����
����

� �
½20�

This approximation, although far from an adequate
picture of electrons in metals, provides an example
to which one can apply eqn [18]. Differentiating

eqn [20] as required gives the nonsensical result:

meff ¼ 0 ½21�

which can be interpreted as an indication of just how
flawed the Hartree–Fock approximation is for the
degenerate Fermi gas.

In the case of exotic heavy fermion alloys, for
example, CeB6, CeCu2, which have effective masses
10–100 times those of bare electron masses, the
mixture of strong on-site f-state correlations and hy-
bridization between s-states and f-states requires a
description in terms of strongly hybridized bands.
These hybridized bands have extremely large
‘‘slopes’’ at the Fermi surface due to the large f-state
interactions having forced open a small energy gap
just above the Fermi energy. This results in flattening
the occupied conduction band to an almost hori-
zontal conformation at kF, so that according to
eqn [19], an unusually large effective mass is to be
expected.

Density-of-States Effective Mass

Although optical experiments are capable of probing
a band structure with considerable detail and can
even determine effective mass tensor components,
thermodynamic experiments (e.g., specific heat) do
not have this capability. For example, the low-tem-
perature specific heat in Fermi systems is linear in
temperature (its signature):

CV ¼ p2

3
k2

BDðEFÞT ½22�

and proportional to DðEFÞ, the ‘‘density of electronic
states’’ at the Fermi energy EF, where T is temper-
ature in K and kB is the Boltzmann constant. The
density of states is able to make no distinctions about
the detailed geometry of the electron energy bands
and thereby presents an effective mass interpretation
which, at best, averages the mass tensor components
in a specific way.

The density of electronic states is determined
by ‘‘sifting’’ through all the electrons in a band
and counting those that have a particular energy.
The sifting and counting process is repeated for all
bands. This process is succinctly described by the
expression

DðeÞ ¼ 2
X
k

d½e� EðkÞ� ½23�

Note how the Dirac d-function combs through the
band electrons and registers a count when it encoun-
ters one with energy e. It then continues to
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comb and count. The factor of 2 accounts for spin
degeneracy. This is the simple meaning of the density
of states.

Now, to see how the effective mass enters into
the density of states, evaluate eqn [23] for a single,
simple isotropic band such as represented by eqn [2].
Using the fact that in three dimensions

X
k

-
V

ð2pÞ3

Z 2p

0

df
Z p

0

dy sin y
Z

N

0

dk k2 ½24�

eqn [23] becomes

DcðeÞ ¼
2V

ð2pÞ3

Z 2p

0

df
Z p

0

dy sin y
Z

N

0

dk

� k2d e� Egc þ
_2k2

2meff

 !" #
½25�

for the choice of an isotropic conduction band in an
effective mass approximation,

Ecðk; 0Þ ¼ Egc þ
_2k2

2meff

½26�

where Egc is a bandgap energy.
Using the Dirac identity

d½f ðkÞ� ¼
X
kR

dðk � kRÞ
@f ðkÞ
@k

��� ���
k¼kR

� � ½27�

where the values of kR are determined by the solu-
tions of f ðkRÞ ¼ 0, one gets the density of states per
unit volume:

DcðeÞ
V

¼
m

3=2
eff

ffiffiffi
2

p

p2_3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� Egc

p
; e4Egc ½28�

This isotropic case does not, of course, expose
any of the averaging that will take place in the
anisotropic case. To understand better what kind
of averaging this is, the ellipsoidal band case is
taken as

EðkÞ ¼ Eg þ
_2

2

k2
x þ k2

y

m>
þ k2

z

mN

 !
½29�

Following eqn [23] but this time integrating in
cylindrical coordinates, one gets, for a conduction
band,

DcðeÞ
V

¼ ðm>m>mNÞ1=3
ffiffiffi
2

p

p2_3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� Egc

p
; e4Egc ½30�

which defines the averaging of effective mass tensor
components imposed by the density-of-states
effective mass. For an ellipsoidal valence band,
one obtains

DvðeÞ
V

¼
ffiffiffi
2

p ðm>m>mNÞ1=3

p2_3

ffiffiffiffiffiffi
�e

p
; eo0 ½31�

It is now interesting to note that the thermodynamic
implication of the Hartree–Fock result of eqn [23] is
that CV (Hartree–Fock)¼ 0, which continues to
point to the inadequacy of that approximation.

Electron–Phonon Interactions

After explicitly evaluating the density of states for an
isotropic band structure, the constant volume spec-
ific heat for a Fermi gas, eqn [22], becomes

CV ¼ k2
BmeffkF

_2
T ½32�

As is well known, measured specific heats gene-
rally exceed the free electron values even for simple
metals in the alkali series, which have nearly free
electron bands. By determining an effective mass
which arises from electron–phonon interactions, it
can be seen that a fraction of this excess specific heat
can be attributed to electron–phonon interactions.
One can use eqns [11] and [12] to explore this case
by referring to the well-known result that for elec-
tron–phonon interactions in a Fermi gas,

De2pðkF; eÞ ¼ �le ½33�

where e is the self-consistent ‘‘quasiparticle’’ energy
that is generally characteristic of Dðk; eÞ and

l ¼ 2

Z
N

0

do
a2ðoÞFðoÞ

o
½34�

is a measure of the electron–phonon coupling
strength, with a2ðoÞ the electron–phonon coupling
function and FðoÞ the phonon density of states.

Returning to eqn [18] (ignoring band structure
effects),

eðkÞ ¼ e0ðkFÞ
½1 � ð@De�pðkF; eÞ=@eÞ�e¼0

¼ _2k2
F

2mð1 þ lÞ ½35�

so that an electron–phonon enhanced effective mass
may be identified as

meff ¼ mð1 þ lÞ ½36�
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Other Effective Mass Parametrizations

An effective mass is used to parametrize interacting
electron behavior in other measurements. For example,

1. Electrical conductivity

s ¼ ne2t
meff

½37�

where t is a transport relaxation time.
2. The theory of excitons and interband optical ab-

sorption, in which a reduced effective mass m is
defined:

1

m
¼ 1

meff;c

þ 1

meff;h

½38�

in order to parametrize the excitonic Rydberg
states. Here, meff;c is a conduction band effective
mass and meff;h is a valence band effective mass.

3. The de Haas–van Alphen magneto-oscillations,
where the temperature-dependent amplitude of
the rth harmonic r ¼ 1; 2;y; is

Ar ¼ sinh
2p2rkBmeffT

e_B

� �� ��1

½39�

The de Haas–van Alphen effective mass is almost
identical to the density-of-states effective mass which
appears in the specific heat:

meffðCVÞ ¼ mð1 þ le�p þ?Þ ½40�

except that the de Haas effective mass refers to only
one extremal areal slice of the Fermi surface perpen-
dicular to the magnetic field direction, whereas the
specific heat effective mass is averaged over the entire
Fermi surface.

There are experiments for which some kind of ef-
fective mass description seems appropriate, but for

which there is no rigorously applicable or meaningful
theory. For example, the plasma frequency

o2
p ¼ ne2

meffe0
½41�

which can be determined from optical or electron
stopping power experiments (and a Hall measure-
ment to determine the carrier concentration n) is
parametrized by an effective mass. But the plasma
frequency is a collective excitation of all available
mobile electrons so that effective mass calculations of
the type described above have little relevance. In
those cases, phenomenology rules.

Comparing effective masses from different types of
experiments may have to be done with great care and
with the knowledge of the theoretical origins of the
parameter in each specific case.

See also: Electron–Phonon Interactions and the Re-
sponse of Polarons.

PACS: 71.18.þ y
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Introduction

Electromagnetic phenomena play an important role
at all hierarchical and structural levels of biological
organisms, and even in interactions among organ-
isms and their orientation within the biosphere.
Electromagnetic fields in cells and tissues may be in-
herent to the biological system or the result of nat-
ural or man-made exposure to such fields. Fields may
interact with electrically passive or active biological
structures. In both cases, the response by specific
mechanisms will depend on field frequency and
intensity. Whereas external fields may range from
electrostatic fields up to Gamma-irradiation, the
generation of fields in cells is limited in frequency
range and intensity. The frequencies of physiologic-
ally generated electromagnetic fields range from 0 Hz
for static (DC) fields up to light frequencies for flu-
orescence effects driven by captured photons or ATP,
as is the case with lightning bugs.

In this article, the electric and magnetic properties
of biological matter for frequencies ranging from DC
up to GHz are considered. The main focus is on elec-
tric phenomena, since the interaction with magnetic
fields is usually weak for the generally low-magnetic
susceptibility of biological matter. Impedance and AC
electrokinetic techniques as methods that apply fields
for exploring the passive properties of tissues and
suspended cells are also considered. To focus on tis-
sues and cells, specific mechanisms discussed in rela-
tion to speculations of possible harmful effects of
electromagnetic fields are not considered. Neither are
fields beyond GHz in the far infrared or visible light
range considered.

Mechanisms and Frequencies of
Field Generation and Interaction

At the atomic and molecular levels, static electric
fields associated with ions and dipole molecules are
important for intermolecular forces. At the next
higher structural level, static fields are found in elec-
tric double layers, such as at the interfaces of mem-
branes with aqueous electrolytes. Whereas these
fields are part of the thermodynamic (electrochemi-
cal) equilibrium at the interface, the (nonequilibri-
um) physiological transmembrane potential of living

cells is built up by ATP-driven ion pump proteins.
Other nonequilibrium processes are found in electro-
rheological effects as motion of fluids in or around
cells and tissues, and in the deformation of tissue
leading to a piezoeffect, as in bones, for instance.
Even though the transmembrane potential cannot
usually be measured in the external medium, in some
cases, static fields can be detected around single cells
or even organisms, for example, the DC potentials
between various parts of an animal body or of plants.
In lesions, wound potentials are found.

Cell excitation, as in nerve and muscle cells, is
based on active electric cell properties. Voltage-gated,
ion-channel proteins play a key role in the generation
of membrane-potential spikes. Spike frequencies reach
the kHz range. In excitable tissues, such as the brain,
the so-called ‘‘field potentials,’’ superimposed poten-
tials generated by a great number of cells, are found.
Such potentials are detected, for example, in medical
diagnostics in electromyograms, electrocardiograms,
or electroencephalograms (EMG, ECG, or EEG).
Between limbs, ECG potentials of several mV are
detected.

Even though mechanical oscillations in the lower
radio-frequency range are common for ultrasound
orientation of animals, the emission of electromagne-
tic fields by biological systems in the radio-frequency
range is unknown. Nevertheless, the hair cells of the
inner ears of these animals or the sound-detecting
cells in insects must, of course, be capable of elec-
trically processing these frequencies.

Beyond the radio-frequency range, spectroscopic
methods detect molecular properties. In the micro-
wave and far infrared regions, energy transitions (the
absorption and emission of energy quanta) are par-
ticularly related to the rotation of molecules.
Oscillations inherent to the molecules possess higher
energies and are subsequently detected in the near
infrared range. The highest energies are associated
with the electrons of the molecules. The correspond-
ing energy transitions are mediated by the quanta of
the visible and ultraviolet optical ranges.

It is generally believed that molecular oscillations
are not synchronous and thus generate localized
fields of low strength. Nevertheless, these fields
mediate inter- and intra-molecular interaction forc-
es (van der Waals forces). Since physiological energy
is steadily degraded by chemical reactions which
leads to warming, living organisms radiate elect-
romagnetic energy of the infrared-frequency range
into the environment.

The exploration of the properties of biological
matter has always been connected to medical and
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biotech applications of electromagnetic fields. For
the response of cells to electric fields, both the passive
properties of the different media as well as the active
properties of various membrane proteins, such as
ion pumps and exchangers, are of importance. The
patch-clamp technique has revolutionized the explo-
ration of protein channels, another class of mem-
brane proteins. Muscle and nerve stimulations as
well as hyperthermia are well established in medical
therapy. Electric cell transfection by foreign DNA
and the production of hybridoma cells by fusion are
based on membrane poration by high-induced trans-
membrane potentials. New biotech applications such
as the development of a lab-on-chip technology are
based on a combination of single-cell techniques and
AC-electrokinetics.

Passive Electric Properties of
Biological Matter

An electric field E passing through a medium is
weakened by a factor that is given by the absolute
value of its relative permittivity je�j. The electric
displacement D� is constant:

D� ¼ e�e0E ½1�

e0 stands for the permittivity of vacuum. The asterisk
denotes complex parameters. For such parameters, a
phase shift may appear in between the exciting field
or voltage and the resulting displacement or current.
As a result, the material parameters, for example, e�,
consist of a real (e0-in-phase) and an imaginary
(e00-out-of-phase) part. The capacitance of a medium
with a relative permittivity e� that is located in between
two parallel electrodes of distance d and area A is

C� ¼ 1

e�e0

A

d
½2�

For thin films, such as membranes, an area specific
capacitance Cm ¼ C=A can be defined. When Cm val-
ues are given in the literature, in most cases, a possible
frequency dependence is neglected. Often the passive
electric properties of biological matter are described by
its impedance Z� that is the generalized, frequency-
dependent resistance:

Z� ¼ 1

s�
d

A
½3�

describes the impedance of a medium with a specific
conductivity s� that is located in between two parallel
electrodes of distance d and area A. In the simplest
case, the medium is homogeneous and isotropic like
aqueous electrolytes. In contrast, biological tissue is

structured, for example, by cell membranes. This com-
partmentalization is the reason for structural
dispersions.

Dispersions

The impedance of biological material is characterized
by a variety of characteristic frequency-dependent
changes. These changes are based on the fact that
permittivity contributions of certain relaxation proc-
esses, which follow the external field at lower fre-
quencies, disperse at higher ones. Consequently, the
permittivity of biological material drops by several
orders of magnitude over some frequency decades. A
permittivity drop at a given frequency corresponds to
a certain conductivity increase, since the field-in-
duced movement of bound charges can no longer be
distinguished from the movement of charges, such as
ions, that are already free to move at DC.

The aim of the research was to assign the measured
dispersions to certain biological structures on differ-
ent hierarchical levels and to classify the contributing
processes. For classification, two different approach-
es were chosen – the dispersions were either sorted
according to their physical nature, for example, as
Maxwell–Wagner and Debye dispersions, or accord-
ing to the frequency range where they occur. While
Maxwell–Wagner dispersions are based on the
structuration of the material, Debye dispersions are
related to the orientation of molecular dipoles. A
classification according to frequencies yielded a
scaling where the dispersions with increasing fre-
quencies were assigned to the a-, b-, and g-range
(Figure 1). It was assumed that well-defined process-
es are responsible in a certain dispersion range.
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Figure 1 Schematic frequency dependence of the relative per-

mittivity of tissue or cell suspensions according to H P Schwan

(1957) Electrical properties of tissue and cell suspensions. In:

Lawrence JH and Tobias CA (eds.) Advances in Biological and

Medical Physics, pp. 147–209. New York: Academic Press.
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Despite their low frequencies, analysis of a-disper-
sions in the sub-1 kHz frequency range is especially
difficult. Many different processes may overlap, in-
cluding such processes as electrode processes, hydro-
dynamic relaxation of electroosmotically induced
convections within the measuring chamber and
around the cells, membrane channels, cell orienta-
tion and deformation, as well as cell electrophoresis.
The difficulty is that these phenomena are hard to
separate, and concurrently influence suspension me-
dium and cells (Figure 2).

In tissues and cell suspensions, the major contribu-
tions of the b-dispersion stem from structural polar-
izations as those of the cytoplasmic membrane or of
internal membrane systems, as well as the polarization
of the cytoplasm. It is to be noted that membrane and
cytoplasmic dispersions are of different qualities.
Whereas membrane dispersions are based on the cap-
acitive bridging of the thin membrane film, the cyto-
plasmic dispersions mediate the switching from a field
distribution, according to the conductivities, to a dis-
tribution according to the permittivities of the bulk
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Figure 2 Polarization processes based on various biological structures. The size of the polarized structures and the physical nature of

the dispersion processes determine their characteristic times and frequency dependencies. The first column summarizes the structural

levels and theoretical approaches for describing dispersion processes. The sketches in the second column present examples for

processes that are designated in the third column.
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media. The structural dispersions may be influenced
by the dispersion of other processes, such as the sur-
face conductance or dipole relaxation of large mole-
cules. In cellular systems, protein dispersions usually
occurring around 1 MHz are masked by the structural
membrane dispersions.

In the g-range above 100 MHz, quick dissociation–
association relaxation or Debye dispersions of small
molecules or charged groups must be expected. The
dielectric properties of proteins are believed to be
important for their physiological function such as
protein-protein association or the interaction with
charged ligands. Dispersions between 200 MHz and
10 GHz were assigned to bound water and small
molecules (d-dispersion). Dispersion over 10 GHz
can mainly be assigned to free water.

Properties of Aqueous Media

Aqueous Electrolytes

The intracellular space and the cytoplasm can be
considered to be aqueous solutions of ions and
organic molecules. Up to GHz frequencies, their
properties are often simplified to those of aqueous
electrolytes that can be described by frequency-inde-
pendent specific conductivities and permittivities.
For electrolytes, the conductivity s and permittivity e
are based on ionic conduction and the permittivity of
water, respectively. Whereas the permittivity of water
of 80 at 181C shows a slight decrease with temper-
ature and ion concentration, the conductivity may
vary by orders of magnitude. For solutions of one
salt, it can be calculated from salt concentration and
equivalent conductivity. These relations are more
complex for mixed solutions. Accordingly, the com-
plex specific conductivity s� consists of the frequen-
cy-independent contribution of ion conduction and
frequency-dependent displacement currents based on
the water permittivity

s� ¼ sþ jo e e0 ½4�

where o and j stand for the circular frequency of the
field and O(� 1), respectively. After introduction of
eqn [4], eqn [3] describes a system that consists of a
resistor (for the ion current) in parallel to a capacitor
(for the displacement current). Accordingly, the
impedance of the medium steadily decreases with
frequency.

Cytosolic Proteins

The cytoplasm of most cells is extremely rich in
proteins influencing the electric properties. Proteins

reduce the water concentration resulting in a reduced
ion mobility and conductivity. The reduction factor
may be higher than 2 in red blood cells. A second
contribution comes from the proteins themselves.
Because of their high dipole moments, they are the
cause for extraordinary high permittivities at low
frequencies. Nevertheless, their bulky structure is in-
capable of following the orientation force of an ex-
ternal field beyond a certain frequency. This is the
reason for dielectric dispersions, that is, the decrease
of e by the dielectric decrement, and a corresponding
increase in s, which are typically in the frequency
range B1 MHz. The dispersion in pure protein sus-
pensions can be considered to be Debye dispersions
which were extensively investigated. In tissues and
cell suspensions, protein dispersions are masked by
structural dispersions. Therefore, dispersions of cy-
toplasmic proteins were predominantly investigated
after cell lysis or in cell-free suspensions.

Passive Membrane Properties

Area Specific Capacitance

Membranes are known to be inhomogeneous and
anisotropic. For a membrane, solely composed of a
lipid double layer, a specific capacitance of B7.5�
10� 3 F m� 2 can be estimated. Nevertheless, biologi-
cal membranes are rich in membrane spanning pro-
teins. Thus, protein and lipid areas form a parallel
circuit of two capacitors, resulting in a specific ca-
pacitance of about 10� 2 F m� 2 at frequencies below
1 MHz. Accordingly, protein regions present areas of
higher specific capacitance. The various regions of the
membrane, that is, bound water layers, lipid head-
group regions, the hydrophobic lipid chain regions as
well as the orthogonal segments formed by trans-
membrane proteins, will exhibit a different frequency-
dependent dielectric behavior. The glycocalix surface
layer made up by charge-carrying polysaccharides that
are bound to membrane lipids and proteins is of
special importance for the a-dispersion.

Lipid Region

The lipid regions of membranes have an overall
thickness of 4–5 nm with roughly 0.8 nm at each side
being occupied by the headgroups. The hydrophilic
headgroup regions contain the strong P–N dipoles,
the ester bonds of the fatty acids and the glycerol
backbones. Together with the associated water mol-
ecules, dipole potentials as high as 240 mV (positive
at the membrane surface) are generated. In normal
direction, the relative permittivity drops from B78
in the bulk water to B2 in the fatty acid chain
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region. The permittivity of approximately 30 in
the headgroup region disperses with a decrement of
B28. In a tangential direction, experimental and
theoretical results hint on relative permittivities as
high as 300 to 400 with a dispersion that is related to
the in-plane orientation of the headgroups. For both
orientations, dispersion occurs B50 MHz resulting
in a high-frequency permittivity of B2. Due to its
low permittivity already at low frequencies, the fatty
acid chain region is highly hydrophobic, forming the
major energetic barrier for the permeation of ions
and small polar molecules.

Membrane Proteins

Intercalation of proteins in the membrane relies on a
microenvironment of specific dielectric properties.
Nonpolar amino acids form the protein surface where
it is exposed to the lipid chain region. Highly polar
protein groups as loops and tails of the polypeptide
chains are exposed to aqueous surfaces. They possess
a higher degree of molecular freedom suggesting
higher permittivities. The peptide bonds of the mem-
brane part of most proteins are very rigid. Their
highly restricted mobility results in a low permittivity.
Up to low kHz frequencies, the protein mediated ion
transport is also of importance for electric protein
properties.

Bound Water

The thickness of the bound water layers is B0.5 nm,
with 11–16 water molecules per lipid. About 4 water
molecules per lipid are tightly bound and strongly
oriented. More distant water molecules show a
smoothly decreasing orientation profile. The average
permittivity of the bound water layer is B60. The
dispersion frequency will depend on the binding
strength with higher frequencies for lower binding
strengths.

Impedance and AC-Electrokinetic
Phenomena

Impedance experiments provided the first proof for
the existence of biological membranes. Impedance
experiments analyze the frequency-dependent elec-
tric response to an applied field to explore dielectric
properties of tissues and cells. The electric response is
based on the polarization of the sample structures,
like suspended cells. Single-cell polarization may lead
to orienting, deforming, moving, or rotating in AC-
electrokinetics. The different motions depend on the
different spatial properties of the field determining its

interaction with the polarized cell. The frequency
dependence of each effect is related to the frequency
dependence of the polarizability of the various con-
stituents of the cell. All effects are exploited in cell
characterization methods: electroorientation, elec-
trodeformation, dielectrophoresis, and electrorota-
tion. For modeling the effects, the induced-cell dipole
moment is obtained by integrating over the local
fields of all subcellular structures in the cell volume.
As in the case of impedance, models for multishell
spherical, cylindrical, and ellipsoidal geometries are
readily available.

Generally, the force experienced by the cell is re-
lated to the induced dipole moment which is the
volume integral of the polarization of the cell. For an
ellipsoidal cell with confocal layers, for each field
frequency, a Maxwellian equivalent body can be
found that exhibits the same complex dipole moment
m�. The equivalent body has homogeneous medium
properties and a constant local field. The induced
dipole moment reduces to

m� ¼ ðmx my mzÞ ¼ e0eeVf �CME ½5�

Its frequency-dependent part is described by the
Clausius–Mossotti factor f �CM. The x-component of
f �CM is given by

f �CMx ¼ e�i � e�e
e�e þ ðe�i � e�eÞnx

½6�

The permittivities of the external and internal media
are marked by indices e and i, respectively. nx is the
depolarizing factor in x-direction. Depending on the
ellipsoidal shape, nx can vary from 0 to 1. nx is 1/3
for a sphere since the sum of the three factors along
the three principal axes is unity.

AC-electrokinetic methods yield similar infor-
mation as does impedance, though with a higher
resolution. A rotating field induces a dipole mo-
ment which rotates at the angular frequency of
the external field. A spatial phase shift of the ex-
ternal field vector and the induced dipole moment,
caused by any dispersion process, gives rise to
a torque generating individual cell rotation. For
example, the membrane dispersion generates a cell-
typical electrorotation peak. Interestingly, the
torque and therefore cell rotation is at maximum
if relaxation time of the dispersion process and
external field frequency match (o ¼ oc, see below).
For their high-resolution, dielectric single cell
methods are of special value for cell characteriza-
tion and the determination of the field distribution
at the subcellular level. All AC-electrokinetic
phenomena can also be used for cell or molecule
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manipulation. They form the basis for the lab-on-
chip technology.

The Induced Transmembrane Potential
(D/)

Electric cell transfection and cell fusion are routine
biotech applications based on membrane poration by
high-induced Df. For poration, DC or AC fields have
to be applied for a sufficiently long time or at a suf-
ficiently low frequency, respectively. Pore induction is
a strongly nonlinear process mimicking a ‘‘critical’’
transmembrane voltage of B1 V corresponding to
B200 MV m� 1 in the lipid phase. Df is proportional
to the external field strength and depends on cell size,
shape, orientation, and electric cell properties.

Physicists deal with the potential induced on the
surface to describe the dependence of the local field
deviation on the shape of the bodies or cavities.
H Fricke was the first to apply the physical know-
ledge on the depolarizing factors of ellipsoidal
bodies or cavities to express the induced transmem-
brane voltage Df. For an ellipsoidal cell with semi-
axes a, b, and c at the pole of a semi-axis, a Df for a
cell of the general ellipsoidal shape is given by

Df ¼ 1

1 � n
aE ¼ aiaE ½7�

E, a, n, and ai stand for the external field strength,
the length of the semi-axis oriented in field direction,
the depolarizing factor along semi-axis a, and the
relative influential radius, respectively. The equation
applies for the DC steady state and a cell with zero-
membrane conductance. The parameter ‘‘influential
radius’’ ða�i aÞ depends solely on the shape of the el-
lipsoidal body. For a vacuum body, it describes the
distance of the symmetry plane of the body to that
equipotential plane in the absence of the body that is
touching the pole in its presence.

For a sphere, a ¼ b ¼ c, and n ¼ 1=3 leading to
the well-known expression: Df ¼ 1:5rE. For ax-
isymmetric cells a ¼ b. The symmetry axis is c. For
such spheroidal cells limited in shape by an infinitely
thin disk and an infinitely long cylinder, respectively,
the shape dependence can be sufficiently good,
described by

Df ¼ a þ 2c

a þ c
aE ½8�

and

Df ¼ a þ 2c

2
E ½9�

for a field oriented in a-direction and c-direction,
respectively. At higher frequencies, the membrane
impedance decreases by capacitive bridging. The
characteristic frequency oc at which the induced
potential is decreased by � 3 dB is given by

oc ¼
1

aCm

sesi

se þ ðai � 1Þsi
þ ag

� �
½10�

si, se, and g stand for the internal and external con-
ductivities, and the area-specific membrane conduct-
ance in S m� 2. The complete equation for Df at a
pole of an ellipsoidal cell is

Df ¼ aia

1 þ ag
1

si
þ ai � 1

se

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ o2

o2
c

s E ½11�

with o standing for the field frequency. Assuming a
superposition of the Df and the physiological Dc
(see below), is the simplest way to explain the asym-
metry in cell poration often found after dielectric
membrane breakdown.

Absorption

An exposed system is only influenced by that part of
the electromagnetic field energy that is absorbed
(principle of Grotthus and Draper). For this reason,
research on the impact of electromagnetic fields must
focus on the mechanisms of absorption and the iden-
tification of the absorbing structures. Generally, the
energy input into a given volume is described by
Ohmic heating that is proportional to the square of
the local field strength and the effective, specific con-
ductivity of a certain medium. Magnetic absorption
processes, also those based on quantum effects, such
as on the spins of unpaired (radical-) electrons, can
usually be neglected. Dispersions lead to subcellular
field redistributions. Up to GHz-range frequencies,
the local field distribution and thus local absorption
greatly depend on the geometric structure and com-
partmentalization of a cell.

The local power dissipation (Ohmic heating) per
volume element P/V in an AC-field is not directly
proportional to the applied field but depends on the
effective local field Eeff

P

V
¼ sE2

eff ½12�

The equation suggests that the power dissipation is
described by a frequency-independent specific-DC
conductivity. In practice, the specific conductivity of
structured media increases with frequency in corre-
spondence to the permittivity decline given in Figure 1.
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Considerations show that the field strength in the
external medium and thus absorption in the vicinity
of the cell strongly depends on field frequency even
for the simple single-shell geometry. The picture dra-
matically deviates from the classic one when assuming
more realistic membrane and cytoplasmic properties
based on their molecular structure. It suggests a pos-
sible role of the membrane in field absorption even
at frequencies far above the membrane-dispersion
frequency.

The Physiological Transmembrane
Potential (DW)

Nerve excitation or muscle activity generate AC
fields of the Hz and kHz ranges. The physiological
transmembrane potential DC is of special impor-
tance for this phenomenon. DC generation is based
on the special electric properties of biological mem-
branes. DC is defined as the difference of the poten-
tials of the internal (index i) and external (index e)
bulk media:

DC ¼ Ci �Ce ½13�

Because of the surface potentials at the two mem-
brane sides, fixed charges in the glycocalix and the
dipole potentials of the lipid headgroups, the actual
potential difference across the lipid phase of the
membrane may strongly deviate from the DC. At
specialized membranes such as the thylakoid mem-
branes of plant chloroplasts, DC may be higher than
� 200 mV. Accordingly, the field strengths across the
membrane under physiological conditions may be
well above 10 MV m� 1. The membrane properties
allow for the storage and transformation of electro-
chemical energy into chemical energy such as ATP, or
in electrical energy as in nerve excitation or the elec-
trical organs of fishes. DC for resting neurons or
muscle cells are in the range of � 100 to � 40 mV.
Action potentials are typically in the range of 30 to
80 mV.

In excitable cells of vertebrate species, sodium and
potassium ions are actively pumped outwardly and
inwardly, respectively, leading to a roughly inverse
distribution for the two ion species. In resting cells,
the membrane permeability for potassium is much
higher than for sodium. Consequently, DC is deter-
mined by the potassium distribution. Since its con-
centration is much higher in the cytoplasm, random
diffusion across the membrane via potassium chan-
nels leads to a net potassium loss and a negative
charging of the cytoplasm. Nerve cells are rich
in voltage-gated ion-channel proteins. The transi-
tion from resting to action potential is driven by a

sequential change in the membrane permeabilities for
sodium ions and potassium ions. The relations are
described by the Goldman equation:

DC ¼ RT

F
ln

PCla
i
Cl þ PKae

K þ PNaae
Na

PCla
e
Cl þ PKai

K þ PNaai
Na

½14�

R, T, F, P, and a stand for the gas constant, the
absolute temperature, the Faraday constant, permea-
bility, and ion activity, respectively. Indices i, e, Na, K,
and Cl designate internal and external bulk media, as
well as the ion species sodium, potassium, and chlo-
ride, respectively. Please note that for PKcPNa; PCl

and PNacPK; PCl, the Goldman equation reduces to
the Nernst equations for potassium and sodium, re-
spectively. A feedback loop where the local membrane
field alters the ion permeabilities of voltage-gated ion-
channel proteins is the basis for the propagation of cell
excitation, for example, along the axon of a nerve cell.

Passive Magnetic Properties of
Biological Matter

In analogy to the electric field, a static magnetic field
of strength H causes a magnetic induction B of

B ¼ mm0H ½15�

where m0 and m are the magnetic field constant and
the relative permeability of the material, respectively.
Since the permeabilities of biological matter are very
close to unity, it is reasonable to list susceptibilities
w ¼ m� 1 (Table 1)

The low magnetic susceptibility is the reason for
the very weak interaction of static magnetic fields
with biological matter. Most biological cells and tis-
sues are diamagnetic (wo0). Paramagnetic (w40)
deoxygenated red blood cells are an exception.

The high structuration of biological tissues and cells
is reflected in their magnetic anisotropy Dw, which

Table 1 Magnetic susceptibility of different matter

Material w=10�6

Air 0.264

Water �9.04

Arterial blood �9.3

Oxygenated red blood cells �9.03

Deoxygenated red blood cells 3.88

Venous blood �7.8

Lungs (air-filled to 15%) �4.2

Muscle �9.03

Liver �8.26

Bone �10

Biogenic Fe3O4-crystals 1012
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describes the difference in the magnetic susceptibilities
parallel and perpendicular to characteristic biological
structures. This feature is especially pronounced in
lipid membranes that can even be orientated by
magnetic fields at flux densities larger than 1 T.

Biogenic magnetites (Fe3O4-crystals) are found in
magnetostatic bacteria. The susceptibility of these
ferromagnetic particles is as large as 106. The par-
ticles are the major component of magnetosomes,
cell organells that are surrounded by a membrane.
They enable the bacteria to orientate themselves
along the vector of the geomagnetic field. To a lesser
extent, biogenic magnetites have also been found in
different animals and even in the human brain.
Nevertheless, it is still not clear as to whether magne-
tic fields can interfere with physiological processes in
humans. The mechanisms of magnetic orientation of
animals are not fully understood, either.

Generation and Effects of Magnetic
Fields

Of course, all biological processes which involve
charge movement generate endogenous magnetic
fields. Such processes are the transmembrane trans-
port of ions or charged compounds as well as ion
currents related to signal transduction in nerves and
muscles. The displacement of ions and charged par-
ticles in the bloodstream or the lymphatic system in-
duces streaming potentials and electric currents.
Nevertheless, in no case does the induced magnetic
flux densities exceed the pT-range (compared to 20–
70 mT of the geomagnetic field). Currently, no hard
experimental data are available for the coupling of
external with endogenous magnetic fields, subse-
quently influencing biologically relevant processes.

Exogenous low-frequency magnetic fields can in-
duce electrical (eddy) currents. Nevertheless, for ef-
fective induction, structures larger than single cells
are required. Candidate structures are, therefore, the
blood system and cells that are interconnected via
gap junctions allowing for the formation of large in-
duction loops. It can be estimated, that a flux density
of at least 1 mT is necessary to effect biological func-
tions in the brain or of the heart. Static and low-
frequency fields may deflect moving charges by the
Lorentz force. However, ions and charged com-
pounds can only be significantly influenced at flux
densities higher than 106 T. The inverse interaction,
current induction in a nerve or blood vessel crossing
magnetic field lines, may cause nerve excitations
when the flux density exceeds 10 mT.

Magnetic fields can influence the spins of unpaired
electrons, for example, of organic-label molecules,

and nuclei with a spin different from zero, for ex-
ample, of hydrogen. To orientate the spins, typically
static-magnetic fields of 50 mT to 6 T, and 340 mT to
1.25 T are applied in nuclear magnetic resonance
(NMR) for medical diagnostics and electron spin
resonance (ESR), respectively. The field introduces
an energy difference for the two possible spin
orientations. The transition from the low-energy
orientation to the higher one can be induced by res-
onant absorption of a radio-frequency field in the
MHz to GHz range with a frequency corresponding
to the energy difference. Either the absorption or
emission of the radio-frequency field induced by the
relaxation of the spin distribution is detected in the
methods.

Static and low-frequency magnetic fields have been
shown to influence chemical reactions which involve
radical-pair intermediate states in electron transfer
processes. The lifetime of triplet–singlet interconvers-
ions in such reactions have been altered at magnetic
flux densities of 1 mT and beyond. This mechanism
may as well apply to biochemical reactions. For the
interaction of magnetic fields with biological proc-
esses, other mechanisms such as cyclotron resonance
in protein channels and ion parametric resonance in
macromolecules have also been proposed, but could
not be verified.

See also: Bioelectronics; Biomembranes; Electromagne-
tic Biological Effects; Electrophysiology.

PACS: 01.30.Rr; 41.20.Cv; 41.20.Gz; 66.10.� x;
72.20.� I; 75.20.�g; 75.30.Gw; 75.70.Cn; 76.60.Jx;
77.22.�d; 84.37.þq; 87.15.� v; 87.50.� a; 87.50.Jk;
87.50.Mn; 87.50.Rr; 87.90.þ y
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Nomenclature

a length of semi-axis a (m)
ai relative influential radius (m)
ax ion activity (mol l� 1)
A area (m2)
B magnetic flux density (T)
C capacitance (F)
Cm area specific capacitance (F m� 2)
d distance (m)
D electric displacement (C m� 2)
E electric field strength (V m� 1)
F Faraday constant (9.648 456 � 104

C mol� 1)

fCM Clausius–Mossotti factor
g area specific conductance (S m� 2)
m dipole moment (Cm)
n depolarizing factor
P power (W)
Px ion permeability (m s� 1)
R gas constant (8.314 510 JK� 1 mol� 1)
T temperature (K)
V volume (m3)
Z impedance (O)
Df induced transmembrane potential (V)
Dw magnetic anisotropy
DC physiological transmembrane potential

(V)
e relative permittivity
e0 permittivity of vacuum (8.854� 10� 12

C V� 1 m� 1)
m magnetic permeability
m0 magnetic field constant (1.256 � 10� 6

Vs A� 1 m� 1)
s specific conductivity (S m� 1)
w magnetic susceptibility
o circular frequency (Hz)
Asterisks ð�Þ indicate complex terms

Electrodynamics: Continuous Media
A C Eringen, Princeton University, Littleton, CO, USA

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Electromagnetic (E-M) interactions with material
bodies give rise to a large number of interesting phe-
nomena. E-M loads (forces, couples, and energy) ap-
plied to material bodies produce mechanical effects
(deformation, stress, strain, and heat). For example,
under an applied electric field, an elastic solid de-
forms (develops stress). This is known as ‘‘electro-
striction.’’ This is a nonlinear phenomenon. There is
a parallel effect under magnetic fields, called
‘‘magnetostriction.’’ A thin rod or plate subjected to
a sufficiently large magnetic field will buckle. Under
E-M fields, a body may produce heat (pyroelectric
and pyromagnetic effects). E-M fields also produce
torques. Conversely, mechanical deformations pro-
duce E-M fields. A deforming dielectric produces
electric polarization, known as ‘‘piezoelectricity.’’
Thus, E-M and mechanical fields are intertwined to
produce many ‘‘cross effects.’’

Electrodynamics of continua is essentially nonlinear
in nature. This stems from the fact that E-M loads are

nonlinear in E-M fields and bodies may undergo large
deformations and motions, producing nonlinear ac-
celerations and finite strains. However, in many cases,
linear theories can be constructed under some restric-
tions. In the case of piezoelectricity, the linear theory
has been successful. But, in the case of magnetohy-
drodynamics (MHD), the joule dissipation remains
finite and accelerations contain convective nonlinear
terms relevant to turbulent motions.

Electromagnetic continua is not the sum (super-
position) of the E-M theory and the mechanical the-
ory of continuous media. It is an interconnected,
nonlinear composition of both.

The E-M theory of continuous media is based
on three fundamental notions: (1) balance laws;
(2) thermodynamics of irreversible processes; and (3)
constitutive equations. Balance laws are fundamental
macroscopic equations governing E-M and mechan-
ical fields. They are valid for any type of media (sol-
ids, crystals, metals, bones, fluids, polymers, blood,
oil, air, etc.) irrespective of their constitutions. Asso-
ciated with each balance law, there is a jump con-
dition across a discontinuity surface s, which may be
sweeping the body with its own velocity. When s is
considered to coincide with the surface of the body,
jump conditions become boundary conditions. Jump
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conditions are also fundamental to the discussion of
shock waves.

Material properties are brought into play through
the constitutive equations. These are phenomenolo-
gical relations among the response functions (de-
pendent variables) and the independent variables.
These may be called the ‘‘cause and effect rela-
tions.’’ The response functions are the dependent
variables that enter the expression of the energy bal-
ance law. The independent variables are the ones that
make a given material able to respond, producing
effects in the material. Both sets of variables must be
frame independent (objective) and admissible by the
second law of irreversible thermodynamics. Gener-
ally, different materials require different constitutive
equations. For example, constitutive equations of
E-M elastic solids and those of E-M viscous fluids are
different. While, by means of the irreversible thermo-
dynamics and objectivity, unified, all-inclusive cons-
titutive equations can be constructed, for most com-
plex materials, these are neither of practical use nor
helpful in understanding the physics of the field. In
this article, constitutive equations are obtained for
E-M elastic solids, magnetoelasticity, E-M viscous
fluids, and MHD. The method presented here for
the construction of the constitutive equations can be
used for other classes of more complex materials,
for example, memory-dependent materials, materials
with microstructures, and nonlocal continua. For
these, the reader is referred to the references cited in
the ‘‘Further reading’’ section.

Once constitutive equations are constructed, by
combining these equations with the balance laws, the
field equations are obtained. The field equations are,
generally, partial differential equations (PDEs) that
must be solved under appropriate boundary and in-
itial conditions to determine the response of the
body. In this article, example solutions are presented
to demonstrate the theories of E-M elastic solids and
E-M viscous fluids.

Balance Laws

A tensor is called frame-independent (objective), if it
transforms as a tensor under the rigid motions of the
frame-of-reference, that is, under the transforma-
tions:

%x ¼ QðtÞxþ bðtÞ; QQT ¼ QTQ ¼ 1;

det Q ¼ 1; %t ¼ t � t0 ½1�

where Q(t) is the time-dependent orthogonal group,
b(t) is an arbitrary translation, and t0 is a shift of
time. The superscript T denotes the transpose. For

constants Q and b, invariance under [1] denotes the
Galilean invariance.

Local balance laws can be obtained by using the
invariance of the global (integral) energy balance law
under transformation [1] of the frame-of-reference x.
It is well known that the E-M balance laws are
invariant under the Lorentz group, but the mechan-
ical balance laws are not. The E-M and mechanical
balance laws considered here are Galilean invariant.
E-M balance laws (Maxwell’s equations) in a fixed
laboratory frame RF, in the Heviside–Lorentz system,
are expressed by

Gauss’s law

= �D ¼ qe in V ½2a�

n � ½½D�� ¼ we on s ½2b�

Faraday’s law

=� Eþ 1

c

@B

@t
¼ 0 in V ½3a�

n� Eþ m

c
� B

h ih i
¼ 0 on s ½3b�

Absence of free magnetic poles

= � B ¼ 0 in V ½4a�

n � ½½B�� ¼ 0 on s ½4b�

Ampere’s law

=�H � 1

c

@D

@t
¼ 1

c
J in V ½5a�

n� H � 1

c
m �D

� �� �
¼ 0 on s ½5b�

The law of conservation of charge is obtained by
taking the divergence of eqn [5a] and using eqn [2a]:

@qe

@t
þ = � J ¼ 0 in V ½6a�

n � ½½J � qev�� ¼ 0 on s ½6b�

where double brackets denote the jump conditions at
the discontinuity surface s. A superposed dot or D/
Dt denotes the material time derivative, for example,

vk;l ¼
@vk

@xl
; ’r ¼ Dr=Dt ¼ @r

@t
þ r;kvk

where, and throughout, repeated indices denote sum-
mation over (1, 2, 3). Indices following a comma
denote the partial derivatives with respect to the
Cartesian coordinates.
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In these equations, D;E;B;H; J; qe;we, and c are,
respectively, the dielectric displacement vector, elec-
tric field vector, magnetic induction vector, magnetic
field vector, current vector, volume charge density,
surface charge density, and the speed of light in a
vacuum. In each of eqns [2] to [6], the first set,
marked by an ‘‘a’’ (e.g., [2a]), is valid in the volume
of the body, V; and the second set, marked by a ‘‘b’’
(e.g., [2b]), is valid on the discontinuity surface s,
which may be sweeping V with its own velocity m in
the direction of the unit normal n of s (Figure 1).

D and B are decomposed as

D ¼ Eþ P; B ¼ H þM ½7�

where P and M are, respectively, polarization and
magnetization vectors. They originate from the pres-
ence of the material.

For deformable bodies, it is necessary to express the
E-M fields in a reference frame, RM, co-moving with a
material point of the body. These are expressed in
terms of the fields in the fixed reference frame by

E ¼Eþ 1

c
v� B; M ¼ M þ 1

c
v� P;

J ¼ J � qev; B ¼ B� 1

c
v� E;

H ¼H � 1

c
v�D ½8�

where, v is the velocity of the material point. The
E-M force FE, couple CE, the power WE, E-M stress
tensor tE

kl, E-M momentum G, and Poynting vector S,
are given by

FE ¼ qeEþ 1

c
ðJþ P̆Þ � Bþ ðP � =ÞE

þ ð=BÞ �M
CE ¼P � EþM� B

WE ¼FE � vþ rE � ðP=rÞ� �M � ’BþJ � E
tE ¼P#E� B#Mþ E#Eþ B#B

� 1
2 ðE

2 þ B2 � 2M � BÞ1

G ¼ 1

c
E� B; S ¼ cE�H

½9�

where P̆ is the displacement current, defined by

P̆ ¼ ’P � ðP � =Þvþ P= � v ½10�

These expressions are obtained by statistical me-
chanical methods, from the atomic Maxwell–Lorentz
equations, applied to a stable atomic particle (mole-
cule).

Mechanical Balance Laws

Conservation of mass

’rþ r= � v ¼ 0 in V ½11a�

½½rðv� mÞ�� � n ¼ 0 on s ½11b�

Balance of momentum

tkl;k þ rðfl � ’vlÞ þ FE
l ¼ 0 in V ½12a�

½½rvlðvk � nkÞ � tkl � tE
kl � nkGl��nk ¼ 0 on s ½12b�

Balance of moment of momentum

eklmtlm þ CE
k ¼ 0 in V ½13�

Balance of energy

� r’eþ tklvl;k þ = � qþ rh þ rE � ðP=rÞ�

�M � ’BþJ � E ¼ 0 in V ½14a�

½½frðeþ 1
2rv2Þ þ 1

2ðE
2 þ B2Þgðvk � nkÞ

�ðtkl þ tE
kl þ nkGlÞvl � qk þSk��nk ¼ 0 on s ½14b�

where r, tkl, fl, e, q, and h are, respectively, mass
density, the stress tensor, the body force density,
the internal energy density, heat vector, and the heat
input. eklm is the permutation symbol.

The second law of thermodynamics

r’Z� = � ðq=yÞ � rh=yX0 in V ½15a�

½½rZðv� mÞ � q=y�� � nX0 on s ½15b�

where Z and y are, respectively, the entropy density
and the absolute temperature.

Introducing the generalized Helmholtz’s free
energy, defined by

c ¼ e� yZ� r�1P � E ½16�

n
�

�

v

Figure 1 Discontinuity surface s sweeping body.
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into eqn [14a], and eliminating h from eqn [15a] by
means of eqn [14a] gives

� rð ’cþ Z’yÞ þ tklvl;k þ
1

y
q � =y

� P � DE

Dt
�M � ’BþJ � EX0 ½17�

This is the Clausius–Duhem (C�D) inequality which
is fundamental to the construction of the constitutive
equations.

E-M Thermoelastic Solids

Elastic solids deform under E-M fields and acquire
stress. Conversely, applied mechanical loads produce
E-M fields and electric current.

An elastic solid, at the natural state (free of all
fields and undeformed and unstressed), occupies a
volume V in the three-dimensional Euclidean space
E3. A material point X in V, under external loads,
moves to a spacial point x, at time t. The motion is
expressed by

x ¼ xðX ; tÞ or xk ¼ xkðXK; tÞ;
k;K ¼ 1; 2; 3 ½18�

which is assumed to have the unique inverse:

X ¼ Xðx; tÞ or XK ¼ XKðxk; tÞ ½19�

where XK and xk are, respectively, Cartesian coordi-
nates of a material point in the material (Lagrangian)
frame X, and the spacial (Eulerian) frame x. Defor-
mation tensor CKL and Lagrangian strain tensor EKL

in RL and corresponding Eulerian tensors ckl, ekl in
RE are defined by

CKL ¼ xk;Kxk;L ¼ dKL þ 2EKL

ckl ¼ XK;kXK;l ¼ dkl � 2ekl

½20�

Introducing the displacement vector by
u ¼ U ¼ x� X , EKL and ekl are expressed as

EKL ¼ 1
2 ðUK;L þ UL;K þ UM;KUM;LÞ

ekl ¼ 1
2 ðuk;l þ ul;k � um;kum;lÞ

½21�

Constitutive equations for E-M elastic solids are
constructed with the help of a C�D inequality ex-
pressed in material coordinates XK. This is necessary
because specification of the boundary conditions in
the spatial (current) configuration is not possible in
the nonlinear theory, since the boundary of the cur-
rent configuration is not known, a priori. From eqn
[13] and the second of eqn [9], it can be seen that tkl

is not a symmetric tensor. A symmetric stress tensor
%tkl and deformation tensor dkl are introduced by

tkl ¼ %tkl � PkEl �MkBl

dkl ¼ 1
2 ðvk;l þ vl;kÞ

½22�

Spatial (Eulerian) tensors tkl, qk, Pk, Mk, Jk, and
ekl are related to their counterparts in material
(Lagrangian) tensors by

%tkl ¼
r
r0

%TKLxk;Kxl;L

ðqk;Ek;BkÞ ¼ ðEK;BKÞXK;k

ðPk;Mk;JkÞ ¼
r
r0

ðQK;PK;MK;JKÞxk;K

’Ekl ¼ dklxk;Kxl;L

r0=r ¼ det xk;K

½23�

where r0 is the mass density at the natural state.
With these, the C�D inequality [17] becomes

� r0ð ’Cþ Z’yÞ þ %TKL
’EKL þ 1

y
QKy;K

�PK
DEK

Dt
�MK

’BK þJKEKX0 ½24�

This inequality is linear in ’y, ’EKL, DEk=Dt, and ’BK,
and it cannot be maintained in one sign unless

Z ¼ � @C
@y

; %T ¼ r0

@C
@E

P ¼ � r0

@C
@E

; M ¼ �r0

@C
@B

½25�

and

1

y
QKy;K þJKEKX0 ½26�

The general solution of this inequality is given by

Q ¼ @F
@ð=y=yÞ þ UQ; J ¼ @F

@E
þ UJ ½27�

where constitutive residuals Uq and UJ are subject to

UQ � ry
y

þ UJ � E ¼ 0 ½28�

c is a function of O ¼ ðy;EKL;EK;BKÞ, F is a func-
tion of o ¼ ð=y=y;EKÞ and the set O. The internal
energy density e and the dissipation potential F are
required to be positive semidefinite, that is,

eX0; FðO;oÞX0; Fð0;oÞ ¼ 0 ½29�

Expressions [25] and [27] are the most general
constitutive equations of E-M elastic solids. Eulerian
expressions can be obtained by substituting [25] and
[27] into [23].
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When the functions c and F are expressed in terms
of their variables, and residuals selected to obey [28],
the constitutive equations [25] and [27] take explicit
forms. For example, c and F may be expressed as
polynomials of any order in terms of their variables,
to construct nonlinear constitutive equations that
may be necessary when strong fields are applied to
materials.

The balance laws [11a], [12a], and [14a] can be
expressed in terms of the material (Lagrangian) fields
by means of [23]:

r0=r ¼ detðxk;KÞ ½30�

ð %TKLxk;LÞ;K þ r0ðfk � ’vkÞ þ FE
k ¼ 0 ½31�

�r0y’Zþ QK;K þ rh þJKEK ¼ 0 ½32�

This permits the field equations to be obtained di-
rectly, by substituting [25] and [27] into [31] and
[32].

Among various order theories, the linear theory is
the most widely used in practical applications (e.g.,
piezoelectricity). In the linear theory, in [23], xk,K

and XK,k become Dirac delta functions, and the
distinction between Eulerian and Lagrangian repre-
sentations disappears. Moreover, the constitutive
residuals are also discarded. In this case, it proves
more convenient to express constitutive equations in
Eulerian forms.

By setting y ¼ T0 þ T, where T is a temperature
change from a constant ambient temperature T0c0,
jTjoy, and absorbing T0 into the material moduli of
C and F, C and F are expressed by second-degree
polynomials:

r0C ¼ � 1
2r0gT

2 � TðpkEk þ mkBk þ bkleklÞ
þ almkelmEk þ bklmeklBm þ 1

2lklmneklemn

� 1
2w

E
klEkEl þ 1

2w
B
klBkBl � hklEkBl ½33�

F ¼ 1
2sklEkEl þ tklEkT;l þ 1

2kklT;kT;l ½34�

Generally, all material moduli g, pk, mk, bkl, almk,
bklm, lklmn, wE

kl, wB
kl, hkl, skl, tkl, and kk depend on

temperature and density.
Linear constitutive equations of E-M thermoelastic

solids follow from [25] and [27]:

Z ¼ gT þ r�1
0 ðpkEk þ mkBk þ bkleklÞ

tkl ¼ � bklT þ lklmnemn þ aklmEm þ bklmBm

Pk ¼ pkT þ wE
klEl � almkelm þ hklBl

Mk ¼mkT � wB
klBl � blmkelm þ hlkEl

qk ¼ kklT;l þ tklEl þ eðE� =TÞk

Jk ¼ sklEl þ tklT;l þ hðE� BÞk

½35�

With these, upon using [16], the energy balance
law [14a] is reduced to

�r0T ’Zþ = � qþJ � Eþ r0h ¼ 0 ½36�

In order to obtain the field equations, by means of
[7] to [10], and [35], D, H, FE, and [35] are ex-
pressed in terms of E, B, and J, then substituted into
Maxwell’s equations, [12a] and [36].

The physical meaning of various moduli in [35] are
g – heat capacity, pk 2 pyroelectric moduli, mk 2

pyromagnetic moduli, bkl 2 thermal stress moduli,
lklmn 2 elastic moduli, aklm 2 piezoelectric moduli,
bklm 2 piezomagnetic moduli, wE

kl 2 dielectric suscep-
tibility, hkl 2 magnetic polarizability, wB

kl 2 magnetic
susceptibility, kkl 2 heat transfer moduli, skl 2

electric conductivity, tkl 2 Peltier moduli for heat,
Seebeck moduli for current, e 2 Righi 2 Leduc effect,
and h 2 Hall effect. In linear theory, e ¼ h ¼ 0.

Constitutive eqns [35] contain some terms that may
not be allowed. With the reversal of time (e.g., rever-
sal of electronic spin), Mk and Bk change signs (i.e.,
they are time antisymmetric); all other fields are
time symmetric. Consequently, the material symmetry
group (magnetic group) must produce the same sign
on both sides of the eqns [35]. Those that do not
produce the same sign are not allowed. For example,
pyroelectricity, represented by pk, does not vanish in
only ten noncentrosymmetric magnetic point groups:
1, 2, m, 2 mm, 3, 3 m, 4, 4 mm, 6, 6 mm. There is also
a contribution to pyroelectricity from the thermal
expansion (the secondary pyroelectricity). Similarly,
piezoelectricity, represented by aklm, exists in only
20 noncentrosymmetric groups. The one remaining
noncentrosymmetric class, denoted by O (Shönflies)
excludes piezoelectricity. Piezomagnetism (bklm) exists
in 11 groups. In centrosymmetric materials, piezoe-
lectricity and piezomagnetism do not exist. Earlier,
some authors, erroneously assuming that all crystals
are time symmetric, concluded that pyromagnetism
and piezomagnetism are forbidden effects.

This effect was observed in the antiferromagnetic
crystals CoF2 and MnF2.

Materials are classified as dielectrics, diama-
gnetics, if conduction is absent and E-M fields cause
polarization or magnetization. They are called fer-
romagnetic, if magnetization exists in the absence of
the magnetic fields. Materials with positive suscepti-
bility are called paramagnetic, and those that display
electric polarization in the absence of applied electric
fields are called ferroelectrics. Examples of dielectrics
(also called insulators) are glasses and ceramics. Iron
is a ferromagnet. Ceramic magnets are ferrites.

For experimental values of piezoelectric constants,
the reader is referred to the ‘‘Further reading’’ section.
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Some references employ the inversion of [35], e.g.,
expressions of ekl in terms of (tkl, Pk, Mk, and T).

For isotropic elastic solids, the odd order tensor
moduli vanish and the even order moduli become
isotropic. Also, because of the time-antisymmetries
of B and M, hkl, aklm, bklm, ak, pk, and mk are not
admissible, reducing [35] to

Z ¼ðgT þ r�1
0 btr eÞ

tkl ¼ð�bT þ letr eÞdkl þ 2meekl

P ¼ðe� 1ÞE
M ¼ð1 � m�1ÞB
q ¼ tEþ k=T þ eE� =T

J ¼ sEþ t=T þ hE� B

½37�

where e and m given by

e ¼ 1 þ wE; m ¼ ð1 þ wBÞ�1 ½38�

are, respectively, called dielectric permeability and
magnetic permeability.

It is simple to show that the internal energy e and
F will be positive-semidefinite, if and only if

gX0; 3le þ 2meX0; meX0; wE
X0;

wB
X0; sX0; sk� t2

X0 ½39�

Linear-field equations of isotropic E-M thermo-
elastic solids are then given by

� b=T þ ðle þ 2meÞ== � u� me=� =� u

þ r0ðf � üÞ þ FE ¼ 0 ½40�

�r0T ’Zþ = � qþJ � Eþ r0h ¼ 0 ½41�

= � eEþ e� 1

c
v� B

� �
¼ qe

=� Eþ 1

c

@B

@t
¼ 0; = � B ¼ 0

½42�

=� m�1Bþ e� 1

c
v� E

� �
� 1

c

@ðeEÞ
@t

� 1

c
ðqevþ sEþ t=T þ hE� BÞ ¼ 0 ½43�

@qe

@t
þ = � ðqevþ sEþ t=T þ hE� BÞ ¼ 0 ½44�

where Z, tkl, q, and J are given by eqn [37] and FE

by eqn [9].

Magnetoelasticity

The theory of magnetoelasticity is concerned with
the deformation and magnetic behavior of non-
ferrous materials. For these materials, the effects of

charge, displacement current, and polarization can
be neglected. For simplicity, here, the isotropic bod-
ies are considered. In this case, [43] reduces to

=�H � 1

c
s Eþ m

c
v�H

	 

þ t=T

h i
¼ 0 ½45�

Curl of [45], upon the using the second of eqn
[42], gives

nH=� =�H þ @H

@t
� =� ð ’u�HÞ ¼ 0;

nH ¼ c2=sm ½46�

Substituting the simplified expression of FE, given by
[9] after neglecting qe, P, and P̆ into [12a] leads to

ðle þ 2meÞ== � u� me=� =� u� b=T

þ m1ð=�HÞ �H þ rðf � üÞ ¼ 0 ½47�

Substituting constitutive eqns [37] into energy eqn
[41], one obtains

� r0gT0
’T � bT0= � ’uþ kEr2T

þ ðc2=sÞð=�HÞ � ð=�HÞ
� ðct=sÞð=�HÞ � =T þ rh ¼ 0 ½48�

where

m1 ¼ mð2 � mÞ; kE ¼ k� t2=s ½49�

Equations [46] to [48] are the field equations of
magnetoelasticity. The solution of these equations
under appropriate boundary and initial conditions
determines uðx; tÞ, Hðx; tÞ, and Tðx; tÞ. Note that
these equations are nonlinear. By linearizing [46] to
[48] about a constant bias field H0, the coupling of
elastic waves with magnetic systems can be studied.
These couplings are used to measure the dispersion
of the elastic waves, and the coupling between the
lattice and magnetic degrees of freedom.

The industrial applications of magnetic devices are
many: ferrites are used in TV and sound amplifiers,
computer disks, recorders, speakers, engines, and
superconducting trains. Magnetostrictive transducers
are used to convert E-M radiation into elastic waves
and magnetoelastic delay lines.

Dissipative and Nonlocal Media

In many materials, the memory of the E-M fields and
the stress tensor represents significant factors in terms
of the outcome. Internal friction causes dissipation of
energy. For such media, it is necessary to include the
memory effects. For the conduction of high frequency
and short wavelengths, nonlocality plays an important
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role. In these cases, the constitutive equations involve
the nonlocal effects of space and time.

Nonlocal constitutive equations in space–time
generalize the Maxwell theory:

Dkðx; tÞ ¼
Z t

�N

dt0
Z

V

eklðx0; x; t0; tÞ

� Elðx0; t0Þ dv0 ½50�

where ekl is a nonlocal dielectric permeability tensor.
Similar nonlocal constitutive equations exist for
Bðx; tÞ and tkl, qk, and Jk. These permit the intro-
duction of frequency and wave number dependents,
nonlocal material moduli, such as dielectric and
magnetic permeabilities eklðk;oÞ, mklðk;oÞ.

The nonlocal theory provides rich grounds to
discuss a variety of E-M phenomena, with realistic
models, for example, media with absorption, polari-
ton, gyroscopic media, and superconductivity.

Constitutive Equations of Rigid Solids

Rigid bodies do not deform, that is, stress and strain
vanish:

TKL ¼ EKL ¼ 0; Q ¼ q; E ¼ E; M ¼ M ½51�
Consequently, the constitutive equations of rigid

solids can be obtained from those of the elastic solid
by using [51].

E-M fields propagate in a vacuum as well. For a
vacuum, the constitutive equations are of the form

D ¼ e0E; B ¼ m0H ½52�
where the vacuum dielectric permeability e0 and the
vacuum magnetic permeability m0 are dimensional
constants related to the speed of light c ¼ ðe0m0Þ1=2, as
predicted by the solution of Maxwell’s equations.
This, then, explained that light is an electromagnetic
wave, a crowning achievement of the Maxwell theory.
Thus, the hypothetical concept of ether (whose vib-
rations, historically, were considered to produce light)
vanished from physics.

For an account on macroscopic electrodynamics of
rigid bodies, the reader is referred to the ‘‘Further
reading’’ section. The discussion of electrodynamics
on the atomic scale requires a quantum mechanical
approach.

Nonlinear E-M Theory

Discussion of nonlinear optics, electrostriction, mag-
netostriction, ferroelectrics, ferromagnetics, and other
nonlinear phenomena requires the establishment of
the nonlinear constitutive equations. These are usually
obtained by expressing c and F as polynomials of
a higher degree than 2, in their independent variables.

The degrees of E, E, B, and =y=y depend on the
accuracy desired. In the case of ferromagnetic mate-
rials, to represent the inner structure, a director is also
necessary.

Electrostriction and Magnetostriction

Under strong E-M fields, elastic solids deform,
developing stress. This is known as E-M striction.
This is a nonlinear phenomena. For simplicity, as an
example, consider simple nonlinear expressions for e
and F to demonstrate the electrostrictive effect:

2r0C ¼ � r0gy
2 � 2bytrEþ lðtrEÞ2

þ 2mtrE2 � ½wE þ aðtrEÞ2�E � E ½53�

r0e ¼ r0gy
2 þ 1

2lðtrEÞ
2 þ mtrE2

þ 1
2½w

E þ aðtrEÞ2�E � E ½54�

2F ¼ ½sþ sEðtrEÞ2�E � E

þ 2½tþ tEðtrEÞ2�E � =y
y

þ ½kþ kEðtrEÞ2�=y � =y
y2

½55�

where g, l, m, b, a, wE; s, sE, t, tE, k, and kE are the
material moduli. It can be seen that restrictions eX0
and FX0 are fulfilled, if and only if

ðg; wE; a; s; sEÞX0; 3lþ 2mX0; mX0;

sk� t2
X0; sEkE � ðtEÞ2

X0
½56�

Constitutive equations follow from [25] and [27],
upon using [53] and [55]:

Z ¼ gyþ r�1
0 btrE

TKL ¼ ½�byþ ðl� aE � EÞtrE�dKL

þ 2mEKL

PK ¼ ½wE þ aðtrEÞ2�EK

J ¼ ½sþ sEðtrEÞ2�E

þ ½tþ tEðtrEÞ2�=y
y

þ hE� B

Q ¼ ½kþ kEðtrEÞ2�=y
y

þ ½tþ tEðtrEÞ2�Eþ eE� =y

½57�

It is observed that the electric field produces stress. If
pressure is defined by

p ¼ � 1
3TKK ¼ byþ ½aE � E� l� 2

3m�trE ½58�

the volume of the body will change under this pres-
sure. Electrical contribution to the pressure is given by
aE � E. Conversely, the strain field causes polarization.
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Parallel to this, magnetostriction may be illustrat-
ed similarly.

E-M Viscous Fluids

The interaction of E-M fields and fluids is observed in
magnetohydrodynamics, plasma physics, sun flares,
atmospheric physics, ferrofluids, electrohydrody-
namics, and electrogas dynamic energy converters.
Fluids do not possess natural states. Thermodynam-
ics of fluids can be discussed by means of the spacial
form [17] of the C�D inequality. The response func-
tions (dependent variable set Z) and the independent
variable set Y are given by the collections:

Z ¼ðc; Z; tkl; qk;Pk;Mk;JkÞ
Y ¼ðr; y; dkl;ry=y;Ek;BkÞ

½59�

All these quantities are objective (frame independ-
ent). Stress tensor tkl, given by [22], is expressed as a
sum of the static and dynamic parts, denoted, re-
spectively, by the left-hand indices R and D:

tkl ¼R %tkl þD %tkl � PkEl �MkBl ½60�

The free energy c and dissipation potential F,
for the linear theory, are quadratic forms expressed
by the invariants of E, B for c and d, E, =y=y for F:

r0c ¼ r0C0ðr; yÞ � 1
2w

EE � Eþ 1
2w

BB � B

F¼ 1
2lvðtrdÞ2 þ mvtrd

2 þ 1

2
k
=y � =y

y2

þ 1

2
sE � Eþ t

E � =y
y

½61�

The linear constitutive equations for E-M thermovis-
cous fluids follow from these:

Z ¼ � @C0

@T
; tkl ¼ ð�pþ lvdrrÞdkl þ 2mvdkl;

p ¼ r2@C0

@r

P ¼ wEE; M ¼ �wBB;

q ¼ k=T þ tE; J ¼ sEþ t=T

½62�

where p is the thermodynamic pressure and (lv ,mv)
and k are, respectively, the viscosities and heat
conduction coefficient. s is the conductivity and t
represents the current generated by the temperature
gradient and the heat generated by the electric field.
The field equations are obtained by substituting [62]

into balance laws:

= � ð1 þ wEÞEþ 1

c
wEv� B

� �
¼ qe ½63�

=� Eþ 1

c

@B

@t
¼ 0 ½64�

= � B ¼ 0 ½65�

=� ð1 þ wBÞBþ wE

c
v� E

� �
� 1

c

@½ð1 þ wEÞE�
@t

� 1

c
qevþ s Eþ 1

c
v� B

� �
þ t=T

� �
¼ 0 ½66�

’rþ r= � v ¼ 0 ½67�

� =pþ ðlv þ 2mvÞ== � v� mv=� =� vþ rðf � ’vÞ

þ qeEþ 1

c
½qevþ sEþ t=T þ wE ’E � wEðE � =Þv

þ wEE= � v� � Bþ wE Eþ 1

c
ðv� BÞ

� �
� =E

þ 1

c
wEE � =ðv� BÞ � wBð=BÞ � B ¼ 0 ½68�

� C ’T � G= � vþ lvðtrdÞ2 þ 2mvtrd
2

þ = � k=T þ tðEþ c�1v� BÞ
� �

þ ðsEþ s=TÞ � Eþ 1

c
v� B

� �
þ rh ¼ 0 ½69�

where

C ¼ �rT
@2C0

@T2
j0; G ¼ r2T

@C
@r@T

j0 ½70�

Magnetohydrodynamic Approximation

In MHD the motion is nonrelativistic, that is,
v=c{1, wE{1, so that B ¼ mH, m ¼ ð1 þ wBÞ�1. Dis-
placement current @D=@t is negligible. Also, in the

expression FE, terms containing P̆ and P are negle-
cted. With this, FE is reduced to

FE ¼ �=ðm1H2=2Þ þ mðH � =ÞH;

m1 ¼ 2m� m2
½71�

With these simplifications, and taking the curl of
[66], the field equations of magnetohydrodynamics
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follow from [66] to [69]:

’rþ r= � v ¼ 0 ½72�

� ZB=� =� Bþ =� ðv� BÞ � @B

@t
¼ 0;

ZB ¼ c2=sm ½73�

� = p� m� 1

2m
B2

� �
þ ðlv þ 2mvÞ== � v� mv=� =

� vþ rðf � ’vÞ þ 1

m
ð=� BÞ � B ¼ 0 ½74�

� C ’T � G= � vþ lvðtrdÞ2 þ 2mvtrd2

þ k� t2

s

� �
r2T þ c2

m2s
ð=� BÞ2 � tc

sm
=T

� ð=� BÞ þ rh ¼ 0 ½75�

In the following sections, three example prob-
lems in the E-M theory of continuous media are
discussed.

Piezoelectric Waves

tkl and Pk, given by eqn [35], with T ¼ 0, B ¼ 0, in
RF are written as

tkl ¼ 1
2lklmnðum;n þ un;mÞ þ aklmEm ½76�

Pk ¼ � 1
2almkðul;m þ um;lÞ þ wE

klEl ½77�

A plane dielectric elastic wave propagating in the
direction of a unit vector n may be represented by

Gðn � x7c0tÞ; u ¼ uðn � x7c0tÞ ½78�

where c0 is the phase velocity of the wave. The elec-
tric potential f is introduced as

E ¼ �=f ½79�

Substituting [76]–[79], into balance laws [2a] and
[12a], with qe ¼ 0 and fk ¼ 0,

Eklf
00nknl þ almku00

l nmnk ¼ 0 ½80�

lklmnu00
mnnnk � aklmf

00nmnk � rc2
0u00

l ¼ 0 ½81�

Eliminating f00 from [81] by means of [80] yields

ðAlm � rc2
0dlmÞu00

m ¼ 0 ½82�
where

Alm ¼ %lklmnnknn;

%lklmn ¼ lklmn þ ðeijninjÞ�1akln ampqnpnq ½83�

Since Alm is a symmetric tensor, whose proper num-
bers are real, the three roots of

detðAlm � rc2
0dlmÞ ¼ 0 ½84�

are distinct, and the acoustical axes u00=ju00j form an
orthogonal triad at a point on the wave surface. c2

0

must be positive. Thus, for a real wave to propagate
in every direction, the acoustical tensor Alm must be
positive-definite. It can be shown that the necessary
and sufficient condition for this is the strong ellip-
ticity of the piezoelectrically stiffened stiffness tensor,
that is,

%lklmnAlAnBkBmX0 ½85�

for arbitrary vectors A and B. From this discussion,
it is clear that the material symmetry regulations for
the moduli lklmn; aklm, and Ekl are important to the
outcome.

Piezoelectricity has many industrial applications. A
few of them include air bag sensors, audible alarms,
keyless entry, computers, speakers, dialysis equip-
ment, sonar, guidance systems, and hydrophones.

Magnetohydrodynamic Poiseulle Flow

An incompressible, electrically conducting fluid with
constant viscosity mv and constant electrical con-
ductivity s flows between two parallel straight insu-
lated walls, in the direction of x1, parallel to the
walls. The applied constant magnetic field H0 is in
the x2-direction, normal to the walls. Flow is steady
and two dimensional. Introducing nondimensional
variables

x ¼ x1

L
; y ¼ x2

L
; vðyÞ ¼ v1

V
; v2 ¼ v3 ¼ 0

HðyÞ ¼ H1

H0
; H2 ¼ H0;

H3 ¼ 0; p0 ¼ p=r0V2

½86�

where p is the unknown pressure, and L and V are,
respectively, a characteristic length and a character-
istic velocity, the equations of motion follow from
[73] and [74]. Heat conduction is neglected:

@v

@y
þ 1

RB

d2H

dy2
¼ 0 ½87�

1

R

d2v

dy2
þ 1

A2

dH

dy
¼ @p0

@x
½88�

1

A2
H

dH

dy
¼ � dp0

dy
½89�
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where R, RB, and A are, respectively, the Reynolds
number, the magnetic Reynolds number, and the
Alfvén number, defined by

R ¼ r0VL=mv; RB ¼ VL=ZB;

A ¼ ðrV2=mvH
2
0Þ

1=2 ½90�

Boundary conditions are

vð71Þ ¼ 0; vð0Þ ¼ 1;

Hð71Þ ¼ 0 ðinsulated wallsÞ ½91�
The solution of these equations is

v ¼ ½cosh RH � coshðRHyÞ�=ðcoshðRH � 1Þ
HðyÞ ¼ ðRB=RHÞ

�½sinhðRHyÞ � y sinh RH�=ðcosh RH � 1Þ
p0 ¼� 1

2 A�2H2ðyÞ þ Gx þ %p

½92�

where RH ¼ ðRRB=A2Þ1=2 is the Hartmann number
and

G ¼ ðRH=RÞðcosh RH � 1Þ�1sinh RH ½93�

and %p are constants. G is the pressure gradient and %p
is the pressure at x ¼ 0. As RH tends to zero, the
velocity profile becomes a classical parabolic (Poise-
ulle) velocity profile

v ¼ 1 � y2 ½94�

In the limit RH-N, v ¼ 1 everywhere, except
y ¼ 71, that is, the velocity profile is flat, quickly
vanishing at the walls. The velocity profile and
magnetic field profile, for various values of RH, are
shown in Figures 2 and 3, respectively.
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Figure 3 Magnetic field profile for RH ¼ 3, 5, 10, 50, 100.
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Figure 2 Velocity profile across channel for RH ¼ 3, 5, 10, 50,

100.
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See also: Electrodynamics: Quantum Electrodynamics.

PACS: 40; 41; 41.20.�q; 41.20.Cv; 41.20.Gz;
41.20Jb; 41.90.þ e; 46; 46.05.þb; 46.70.�p; 47;
47.60.þ I; 47.65.þ a
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Nomenclature

aklm piezoelectric moduli (V m� 1)
bklm piezomagnetic moduli (V m� 1)
A Alfvén number
B, Bk magnetic induction vector (V m� 1)
c speed of light in a vacuum (m s� 1)
CE, CE

k E-M couple (V2 m� 2)
d, dkl deformation-rate tensor (s� 1)
D, Dk dielectric displacement vector (V m� 1)
ekl Eulerian strain tensor
E, Ek electric field vector (V m� 1)

EKL Lagrangian strain tensor
f, fk body force density (m s� 2)
FE, FE

k E-M force vector (V2 m� 3)
G, Gk E-M momentum (V2 m� 2)
h heat supply (m2 s� 3)
hkl magnetic polarizability
H, Hk magnetic field vector (V m� 1)
J, Jk current vector (V m s� 1, A)
mk pyromagnetic moduli (V m� 1

1C)
M, Mk magnetization vector (V m� 1)
n, nk unit vector
pk pyroelectric moduli (V m� 1

1C)
P, Pk polarization vector (V m� 1)
q, qk heat vector (kg m� 1)
qe volume charge density (V m� 1, C m� 3)
Q, QK Lagrangian heat vector (kg m� 1)
R Reynold’s number
RB magnetic Reynold’s number
RH Hartmann number
t time (s)
t, tkl stress tensor (kg m� 2)
T, TKL Lagrangian stress tensor (kg m� 2)
T0, T temperature (K, 1C)
u, uk displacement vector (m)
U, UK Lagrangian displacement vector (m)
v, vk velocity vector (m s� 1)
V volume (m3)
we surface charge density (C m� 2)
WE E-M power (V2 m� 2, W)
x, xk Eulerian coordinates (m)
X, XK Lagrangian coordinates (m)
bkl thermal stress moduli (kg m� 2

1C)
g heat capacity (m2 s� 2

1C2)
dkl, dKL Kronecker symbol
E internal energy density (m2 s� 2)
E, Ek electric field vector (V m� 1)
Z entropy density (m2 s� 2

1C)
H magnetic field vector (V m� 1)
y absolute temperature (K)
J, Jk Eulerian current vector (A)
JK Lagrangian current vector (A)
kkl, k heat transfer moduli (kg 1C� 1)
lklmn elastic moduli (kg m� 2)
le, me Lame constants (kg m� 2)
lv , mv viscosities (kg s m� 2)
M, Mk Eulerian magnetic induction vector

(V m� 1)
m, nk velocity of s (m s� 1)
p thermodynamic pressure (k m� 2)
P Lagrangian polarization vector (V m� 1)
r, r0 mass density (kg s2 m� 4)
skl, s electric conductivity (s� 1)
tkl, t Peltier moduli (V s� 1

1C� 1)
F dissipation potential (V2 m� 2 s� 1)
c, C Helmholtz’ free energy (m2 s� 2)
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Introduction

Quantum electrodynamics (QED) is the quantum
counterpart of classical (Maxwell’s) electrodynamics
in two ways. First, the electromagnetic field is quan-
tized. This is necessary if one considers high enough
frequencies or certain aspects of the interaction be-
tween radiation and matter (spontaneous emission).
Second, the charged particles which are the sources of
the electromagnetic fields have to be described by
their correct relativistic equations of motion: the
Klein–Gordon (KG) equation for integer spin and the
Dirac equation for spin 1/2, in particular for electrons.
This is necessary if the kinetic energy of the particles is
comparable with their rest energy mc2, or if the fine
structure of the atomic spectra plays a role. However,
the KG and Dirac equations are one-particle equa-
tions which have no consistent physical interpreta-
tion, because the energy is unbounded from below.

The correct procedure is to consider the KG and
Dirac equations as field equations for the scalar or
electron-positron field, respectively, and to quantize
them (second quantization). Second quantization is
the method to transform an unphysical single-parti-
cle theory into a physical many-particle theory. As
such it plays a crucial role in solid-state theory, too.
For this reason, the next section starts with a general
discussion of second quantization. In the section
‘‘Quantized electron–positron and electromagnetic
fields,’’ this method is applied to the quantization of
the free Dirac and electromagnetic fields. The inter-
action is introduced in the section ‘‘Causal perturba-
tion theory,’’ in the framework of the S-matrix
theory. The S-matrix is constructed by the causal
perturbation theory which avoids the nasty problems
with ultraviolet divergences completely. In the last
section, a review of results and an outlook to more
complicated (non-Abelian) gauge theories are given
of which QED is a part.

Second Quantization

Let H be the one-particle Hilbert space, for example,
L2ðR3Þ in case of a spinless particle. Then the n-par-
ticle space is given by the tensor product
H7

n ¼ S7n H#n, where Sþn is the symmetrization
operator in case of integer spin (bosons) and S�n the
antisymmetrization operator in case of spin 1/2

(fermions). In order to describe all multiparticle
states simultaneously, one introduces the Fock space

F7 ¼ "
N

n¼0
H7

n

where the one-dimensional space H0 consists of the
vacuum O. An element of F is an infinite sequence of
states F ¼ ðj0;j1;yÞ with jnAHn.

All operators in Fock space can be defined with the
help of emission (or creation) and absorption (or
annihilation) operators. The emission operator aþðf Þ
adds a particle with wave function fAH7

1 to all
components jn in F:

aþðf ÞO ¼ f

ðaþðf ÞFÞn ¼
ffiffiffi
n

p
S7n ðf#jn�1Þ; n ¼ 1; 2;y

The absorption operator a(f) is just the adjoint of
aþ (f). These operators are often written in distribu-
tional form in x-space or momentum space, for
example,

aþðf Þ ¼
Z

d3k aþðkÞf ðkÞ

Then, for the (distributional) field operators

ðaþðkÞFÞnðk1;y; kÞ
¼

ffiffiffi
n

p
S7n ðdðk� k1Þjn�1ðk2;y; knÞÞ

ðaðkÞFÞnðk1;y; kÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
n þ 1

p
jnþ1ðk; k1;y; knÞ

and aðkÞO ¼ 0.
The most important properties of these operators

are their commutation relations in case of bosons or
their anticommutation relations in case of fermions

½aðf Þ; aþðgÞ�8 ¼ ðf ; gÞ1

½aðf Þ; aðgÞ�8 ¼ 0 ¼ ½aðf Þþ; aþðgÞ�8
½1�

where ( � , � )1 is the scalar product in the one-particle
space. For the field operators, this gives the simple
anticommutation relations

½aðkÞ; aþðk0Þ�8 ¼ dðk� k0Þ ½2�

and zero otherwise. For fermions, this implies that
aþðf Þaþðf Þ ¼ 0, that is, two particles cannot be in the
same state f (exclusion principle). Any operator in
Fock space can be expressed by emission and ab-
sorption operators in the so-called normally (or
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Wick) ordered form, for example,

H ¼
Z

d3k aþðkÞHðkÞaðkÞ

Normally ordered means that all absorption opera-
tors stand to the right of all emission operators.

In condensed matter physics, the occupation
number representation is very popular. One chooses
a basis fk in H1 and the corresponding tensor basis

S7n fk1
#?#fkn

½3�

in Hn. To fix the sign in eqn [3] in case of fermions,
one orders the factors with increasing indices
k1pk2p?pkn. If ni is the number of k’s which
are equal to i, that is, the number of particles in
the state fi, then an orthonormal basis in Hn is
given by

jn1; n2;yS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n!

n1!n2!y

s
S7n fk1

#?#fkn

XN
i¼1

ni ¼ n

½4�

The occupation numbers ni assume all values
0; 1; 2;y in case of bosons, but only 0, 1 for fermi-
ons. The emission operator aþk ¼ aþðfkÞ can be writ-
ten as

ða7k FÞn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nk þ 1

p
jn1;ynk þ 1;yS

in case of bosons and the absorption operator is
given by

ðakFÞn ¼ ffiffiffiffiffi
nk

p jn1;ynk � 1;yS

For fermions, one has to be careful with the sign.

Quantized Electron–Positron and
Electromagnetic Fields

Free relativistic electrons are described by the Dirac
equation

i_gm@mcðxÞ ¼ mccðxÞ ½5�

Here, the relativistic notation: m ¼ 0; 1; 2; 3, x ¼
ðxmÞ ¼ ðct; x1; x2; x3Þ; @m ¼ @=@xm is used. gm are four
4� 4 matrices satisfying

gmgn þ gngm ¼ 2gmn

where gmn ¼ diagf1;�1;�1;�1g. Furthermore, it is
convenient to assume the following property under

the Hermitian conjugation:

gmþ ¼ g0gmg0 ½6�

The solution cðxÞ of eqn [5] is a four-component
object, a Dirac spinor, which has a well-defined
behavior under the Lorentz transformation x0 ¼ Lx
such that the Dirac equation [5] holds in any frame
of reference.

The general solution of eqn [5] is best written as a
Fourier integral

cðxÞ ¼ ð2pÞ�3=2

Z
d3p½bsðpÞusðpÞe�ipx

þ dsðpÞþvsðpÞeipx� ½7�

Here, px ¼ p0x0 � px with p0 ¼ E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ m2

p
,

(c¼ 1) and the u and v spinors are solutions of the
linear algebraic equations

ðpmgm � mÞusðpÞ ¼ 0

ðpmgm þ mÞvsðpÞ ¼ 0

They are labeled by the polarization index s¼ 1, 2
and normalized by

uþ
s ðpÞus0 ðpÞ ¼ dss0 ¼ vþs ðpÞvs0 ðpÞ

and orthogonal uþ
s ðpÞvsð�pÞ ¼ 0.

The quantized Dirac field has the same form [7]
where bsðpÞ are absorption operators of electrons
and dsðpÞþ emission operators of positrons, re-
spectively. According to the last section, they satisfy
anticommutation relations

fbsðpÞ; bs0 ðp0Þþg ¼ dss0d
3ðp� p0Þ

¼ fdsðpÞþ; ds0 ðp0Þg ½8�

All other anticommutators vanish. This gives the
following anticommutation rule for the total electron
positron field [7] and the adjoint %cðxÞ ¼ cðxÞþg0

fcðxÞ; %cðxÞg ¼ � iSðx � yÞ
¼ ðgm@x

m � imÞDðx � yÞ ½9�

where

DðxÞ ¼ i

2pð Þ3

Z
d4pdðp2 � m2Þsgn p0e�ipx ½10�

is the Jordan–Pauli distribution. It has a causal sup-
port, that means it vanishes for spacelike x: x2o0.

The first term in eqn [7] is called the absorption
part cð�Þ (the misleading notion ‘‘positive frequency’’
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part is avoided), the second term is the emission part
cðþÞ. The anticommutator

fcð�ÞðxÞ; %cðþÞðxÞg ¼ � iSðþÞðx � yÞ
¼ ðgm@x

m � imÞDðþÞðx � yÞ ½11�

where D(þ ) has the same form as eqn [9] with
sgn(p0) substituted by Yðp0Þ (here the meaning of
positive frequency part is clear). The adjoint relation
involves the negative frequency part D(–) with
�Yð�p0Þ instead of sgn(p0).

Consider the quantization of the electromagnetic
field. Here, one has to quantize the four-vector po-
tential Am(x), which satisfies the wave equation
&Am(x)¼ 0. Starting again from a classical solution

AmðxÞ ¼ ð2pÞ�3=2

Z
d3kffiffiffiffiffiffiffi
2o

p ðamðkÞe�ikx

þ amðkÞ�eikxÞ ½12�

where o ¼ k0 ¼ jkj. To consider the amðkÞ as absorp-
tion operators in a photon Fock space with positive
definite metric, the (bosonic) commutation relations
are

½amðkÞ; anðk0Þþ� ¼
dðk� k0Þ for m ¼ n

0 for man

(

However, Lorentz covariance forces one to change
the meaning of the conjugation in eqn [12] for the
scalar component: a0ðkÞ� ¼ �a0ðkÞþ. This makes A0

a skew-adjoint operator instead of a self-adjoint one,
but this is harmless because scalar photons are
unphysical degrees of freedom. From eqn [12], one
finds the covariant commutation rule

½AmðxÞ;AnðyÞ� ¼ gmniD0ðx � yÞ ½13�

where D0 is the Jordan–Pauli distribution [10] for
mass zero.

It is well known that the radiation field has only
two transverse physical degrees of freedom. Conse-
quently, besides the scalar photons there are
unphysical longitudinal ones which are generated
by emission operators

ajjðkÞþ ¼ kj

o
ajðkÞ

The total Fock space is a direct sum of a physical
subspace and the rest. Only states in the physical sub-
space can appear as incoming and outgoing states in
scattering processes. However, the unphysical degrees
of freedom contribute to the interaction. This is the
typical situation in quantum gauge theories.

Causal Perturbation Theory

Most experimental information in QED is contained
in the S-matrix, which until now is only defined by its
perturbation series

SðgÞ ¼ 1 þ
XN
n¼1

1

n!

Z
d4x1yd4xnTnðx1;y; xnÞ

� gðx1ÞygðxnÞ ½14�

Here g(x) is a Schwartz test function which cuts off
the long-range part of the interaction and, therefore,
serves as an infrared regulator. To compute observable
quantities, one usually performs the limit g-e, where
e is the coupling constant which is equal to the unit of
charge (assuming _ ¼ 1, c ¼ 1). The Tn are the
chronological (or time-ordered) products which are
expressed by the free asymptotic fields constructed in
the last section. It is not necessary to consider interact-
ing fields, if one is only interested in the S-matrix. In
QED the first order is given by

T1ðxÞ ¼ ie : %cðxÞgmcðxÞ : AmðxÞ ½15�

The double dots mean normal ordering which is es-
sential, otherwise the product of field operators at the
same space-time point x is not well defined.

The higher orders nX2 can be constructed in-
ductively from T1 on the basis of a few basic axioms
for the Tn (Bogoliubov axioms). The axioms express
symmetry of Tn in x1;y; xn, Lorentz and translation
invariance and, most importantly, causality. Causal-
ity means that Tn factorizes

Tnðx1;y; xnÞ ¼Tmðx1;y; xmÞ
� Tn�mðxmþ1;y; xnÞ ½16�

if all x1;y; xm have time coordinates greater than all
xmþ1;y; xn in some Lorentz frame. To see the
strength of this property, the construction of T2 is
shown explicitly. With the unknown T2, consider the
difference

T2ðx1; x2Þ � T1ðx1ÞT1ðx2Þ ¼ A2ðx1; x2Þ

For x0
14x0

2, this distribution vanishes by causality
(advanced distribution), similarly

T2ðx2; x1Þ � T1ðx2ÞT1ðx1Þ ¼ R2ðx1; x2Þ ½17�

vanishes for x0
1ox0

2 (retarded distribution). In the
difference

D2ðx1; x2Þ ¼R2 � A2

¼T1ðx1ÞT1ðx2Þ � T1ðx2ÞT1ðx1Þ ½18�
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the unknown T2 drops out, so this distribution can
be computed from the first order. Since the supports
of the advanced and retarded distributions have
only the plane x0

1 ¼ x0
2 in common, the splitting

of D2 at this plane gives R2 and A2 separately. Then
T2 is obtained from eqn [17], for example. The sit-
uation is even simpler. The commutator eqn [18]
has causal support, that is, inside the double cone
ðx1 � x2Þ2

X0, because it involves commutators of
free fields which all have causal support. Therefore,
the two supports intersect in the vertex of this double
cone, only, which makes the distribution splitting
much simpler. In fact, the splitting which preserves
the singular order of the distribution D2 is unique up
to a distribution with point support which is a sum of
the derivatives of dðx1 � x2Þ, if the singular order is
X0.

The above construction goes through in all orders.
It goes back to Epstein and Glaser (1973) and has the
big advantage that all quantities are well defined,
such that no ultraviolet divergences appear. The lat-
ter have plagued quantum field theorists for decades
and have even been taken as a motivation to aban-
don the quantum field theory completely and study
the string theory. On the other hand, it is pretty clear
that if one starts from well-defined quantities (free
fields) and makes well-defined operations only, then
no divergences can appear. In the following, it is
shown for the second order of QED.

To compute the causal distribution D2 [18], one
has to multiply two factors T1 [15]. The result can be
written in normally ordered form by using Wick’s
theorem, which for two factors simply reads:

½19�

Here the pairing symbol denotes a contraction, that
is a commutator (in the case of Bose fields) or an
anticommutator (in the case of Fermi fields) between
the absorption and emission parts of the two con-
tracted field operators. In QED, only the following
three contractions appear:

The dots in eqn [19] mean the sum of all possible
contractions, there can be more than one contraction
between A1 and A2. The individual terms in eqn [19]
are often represented by graphs. For the photon field
operator in eqn [15], one draws a wavy line and for c
and %c a normal line; all three lines meet at the vertex

x. For the second order, one takes two such vertices
and connects as many lines as there are contractions.
The uncontracted field operators remain as external
lines, they represent incoming and outgoing particles
in the scattering process. One obtains second-order
graphs as shown in Figure 1.

The corresponding analytical expression [18] is
given by

D2ðx1; x2Þ
¼ e2gmabg

n
cdf: %caðx1Þcbðx1Þ %ccðx2Þcdðx2Þ: gmni

½DðþÞ
0 ðx2 � x1Þ � D

ðþÞ
0 ðx1 � x2Þ� ½20a�

� : cbðx1Þ %ccðx2Þ::Amðx1ÞAnðx2Þ :

� 1

i
½SðþÞ

da ðx2 � x1Þ þ S
ð�Þ
da ðx2 � x1Þ� ½20b�

� : cbðx1Þ %ccðx2Þ :½SðþÞ
da ðx2 � x1ÞDðþÞ

0 ðx2 � x1Þ

þ S
ð�Þ
da ðx2 � x1ÞDðþÞ

0 ðx1 � x2Þ�gmn ½20c�

� : %caðx1Þcdðx2Þ ::Amðx1ÞAnðx2Þ :

� 1

i
½Sð�Þ

bc ðx1 � x2Þ þ S
ðþÞ
bc ðx1 � x2Þ� ½20d�

� : %caðx1Þcdðx2Þ :½Sð�Þ
bc ðx1 � x2ÞDðþÞ

0 ðx2 � x1Þ

þ S
ðþÞ
bc ðx1 � x2ÞDðþÞ

0 ðx1 � x2Þ�gmn ½20e�

(c) (e)

x1

x1

x1

x2

x2

x1

x1

x2

x2

x1 x2

x2

(a) (b)

(d)

(f) (g)

Figure 1 Second-order graphs corresponding to the terms

((a)–(g)) in eqn [20].
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þ : Amðx1ÞAnðx2Þ : ½�S
ð�Þ
bc ðx1 � x2ÞSðþÞ

da ðx2 � x1Þ

þ S
ðþÞ
bc ðx1 � x2ÞSð�Þ

da ðx2 � x1Þ� ½20f�

þ 1

i
gmn½Sð�Þ

bc ðx1 � x2ÞSðþÞ
da ðx2 � x1ÞDðþÞ

0 ðx2 � x1Þ

� S
ðþÞ
bc ðx1 � x2ÞSð�Þ

da ðx2 � x1ÞDðþÞ
0 ðx1 � x2Þ�g

½20g�
the numbering indicates the corresponding graph in
Figure 1.

The graphs with only one contraction (tree graphs)
can be simply computed. For example, the bracket in
(a) is equal to the Jordan–Pauli distribution –D0 [10].
The splitting into retarded and advanced part is
trivial by multiplying with Yðx0

1 � x0
2Þ. Then the re-

tarded distribution R2 is proportional to Dret
0 ðx1 �

x2Þ and the total chronological product proportional
to the Feynman propagator

Dret
0 ðx1 � x2Þ þ D

ðþÞ
0 ðx1 � x2Þ ¼ DF

0ðx1 � x2Þ ½21�

according to eqn [17]. This simple procedure leads to
the Feynman rules, where each internal line is rep-
resented by a Feynman propagator. But this method
does not work for loop graphs. Here the distribution
splitting must be done more carefully, otherwise one
gets the famous ultraviolet divergences.

For example, for the vacuum polarization graph
eqn [20f] we get

D
ð6Þ
2 ðx1; x2Þ ¼ � e2Tr½gmSð�ÞðyÞgnSðþÞð�yÞ

� gmSðþÞðyÞgnSð�Þð�yÞ�
: Amðx1ÞAnðx2Þ : ½22�

with y ¼ x1 � x2. The trace herein has the form
Pmn

1 ðyÞ � Pmn
1 ð�yÞ, where Pmn

1 is best calculated in
momentum space

P̂mn
1 ðkÞ ¼ �e2ð2pÞ�4 kmkn

k2
� gmn

� �
d̂1ðkÞ ½23�

with

d̂ðkÞ ¼ d̂1ðkÞ � d̂1ð�kÞ

¼ 2p
3

ðk2 þ 2m2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 4m2

k2

s

�Yðk2 � 4m2Þ sgnðk0Þ ½24�

This causal distribution has a singular order o ¼ 2,
then its retarded part is given by the dispersion
integral

r̂ðkÞ ¼ i

2p

Z þN

�N

dt
d̂ðtkÞ

ðt � i0Þoþ1ð1 � t þ i0Þ
½25�

This integral is finite and leads to the ‘renormalized’
vacuum polarization tensor directly. If one does not
determine the singular order correctly, the dispersion
integral is ultraviolet divergent.

Results

There are two condensed matter systems which are
relevant for QED because they give very precise val-
ues of the fundamental constants of nature: (1) the
AC Josephson effect and (2) the quantum Hall effect.
In (1), one applies a DC voltage V across the barrier
of a superconducting junction and gets an alternating
current of frequency n¼ 2 eV h�1. In (2), one meas-
ures the Hall resistance RH of a two-dimensional
electron gas in a strong perpendicular magnetic field.
RH has discrete values

RH ¼ h

ne2
; n ¼ 1; 2;y

which directly give the dimensionless fine structure
constant

a ¼ m0ce2

2h
; m0 ¼ 4p � 10�7 Hm�1

The fine structure constant got its name from the
bound-state energies Enj of the Dirac equation with a
Coulomb potential Ze2/r:

Enj ¼ mc2 1 þ ðZaÞ2

ðn � bÞ2

" #�1=2

where n is the principal quantum number, j the total
angular momentum and

b ¼ j þ 1
2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j þ 1

2

 �2�ðZaÞ2
q

It is difficult to obtain a precise value for a from this
formula because various corrections must be taken
into account. One of the biggest and well calculable
by QED is the vacuum-polarization correction of the
Coulomb potential. It is the main contribution to the
splitting of the 2S1=2 � 2P1=2 states, the so-called
Lamb shift.

The most accurate value of a comes from the spin
magnetic moment of the electron m¼ gmB, where
mB ¼ e_=2mc is Bohr’s magneton and g the dimen-
sionless g value. The Dirac equation gives g¼ 2. The
difference a¼ g� 2 has been calculated in QED to
better than 1 ppb by now; the result is

a ¼ a
2p

� 0:328478965y
a
p

	 
2
þ1:181241456y

a
p

	 
3

� 1:5098 384ð Þ a
p

	 
4
þ4:393 27ð Þ � 10�12

Electrodynamics: Quantum Electrodynamics 29



The terms up to a3 are known analytically; the
a3-term was calculated only in 1996 by Laporta and
Remeddi. The a4 term requires evaluation of 891
four-loop diagrams, one only has numerical esti-
mates for them. The experimental value ae for the
electron has been measured to about 4 ppb. The the-
oretical value for the muon is less accurate because
corrections due to strong and weak interactions are
necessary.

In high-energy particle physics, only low-order
QED results are needed. The most important scat-
tering processes are the following: electron–electron
(Møeller) scattering, electron–positron (Bhabba)
scattering, photon–electron (Compton) scattering,
pair production and annihilation, and the processes
with muons. However, as the center of mass energy is
in the GeV region, weak and strong interactions have
to be taken into consideration. In fact, QED is part of
a bigger theory which is now called the standard
model. It has grown out of QED and is, in contrast to
QED, a non-Abelian gauge theory. For the sake of
completeness, its basic ideas are given.

Instead of one gauge field Am(x), one has N¼ 12
(photon, W7, Z and 8 gluons) denoted by Am

aðxÞ,
a¼ 1,y,N. On these asymptotic free fields, one de-
fines a gauge variation generated by a gauge charge Q

½Q;Am
aðxÞ� ¼ i@muaðxÞ

The ua(x) are fermionic ghost fields. In contrast to
QED, the non-Abelian gauge fields have self-coup-
ling. Its form T1(x) is uniquely determined by quan-
tum gauge invariance:

½Q;T1ðxÞ� ¼ i@mT
m
1ðxÞ ½26�

The resulting coupling is of the form

T1ðxÞ ¼ igfabc : AmaðxÞAnbðxÞ@mAm
c ðxÞ : þ?

where fabc are structure constants of a Lie algebra,
and the dots represent couplings to ghost fields and
additional fields in the theory which are all deter-
mined by gauge invariance. The above coupling is
called Yang–Mills coupling. It has been found that all
interactions in nature, including gravity, are quantum
theories in the sense of eqn [26] above.

See also: Geometrical Optics; Quantum Hall Effect.

PACS: 11.10; 11.15; 11.20
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Introduction

Research on biological and health effects of elect-
romagnetic fields (EMFs) has been driven in the last
few decades by public concerns about potential det-
rimental effects. Therapeutic applications have not yet
been developed except for microwave hyperthermia.

This article gives a review of the scientific know-
ledge available on the biological and health effects of

EMFs in the two main frequency ranges of concern:
the extremely low frequency (ELF, o300 Hz) range
mainly at power frequency (50/60 Hz) and the radio-
frequency (RF) range, mainly between 300 MHz and
3 GHz, where most sources emit (radio, TV, mobile
telephones, wireless networks, etc.) (see Table 1).

Explicit distinctions must be made between the
concepts of interaction, biological effect, and health
hazard, consistent with the criteria used by interna-
tional bodies when making health assessments:
biological effects occur when fields interact to pro-
duce responses that may or may not be experienced
by people. Deciding whether biological changes have
health consequences depends, in part, on whether
they are reversible, are within the range for which the
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body has effective compensation mechanisms, or are
likely, taking into account the variability of response
among individuals, to lead to unfavorable changes in
health. World Health Organization (WHO) defines
health as the state of complete physical, mental, and
social well-being, and not merely the absence of dis-
ease or infirmity. Not all biological effects are haz-
ardous; some may be innocuously within the normal
range of biological variation and physiological com-
pensation. Others may be beneficial under certain
conditions, and the health implications of others may
be simply indeterminate. In this article, a health
hazard is defined as a biological effect outside the
normal range of physiological compensation and
adverse to well-being.

It is known that electromagnetic interference with
electromedical devices, such as cardiac pacemakers,
leads to adverse health consequences, but this article
is only concerned with the direct effects of EMFs on
living tissues.

Scientific approaches to health risk assessment re-
lated to nonionizing EMFs are the same as in the
ionizing range, that is, epidemiology, experimental
studies on humans, animals, and cells in culture. The
experimental protocols are also similar but the
choice of exposure systems and biological models
are different.

Bioeffects of ELF Fields

Many effects on biological systems exposed to ELF
fields have been reported. In the last twenty years,
numerous experiments have been performed in lab-
oratories worldwide to assess the biological effects of
ELF magnetic and electric fields. This has led to the
design and building of several types of exposure sys-
tems for in vitro and in vivo work. The goal is to

expose the biological samples (cells or animals) to
well-characterized fields under well-defined environ-
mental conditions. Only recently, these have been of
sufficient quality to warrant that biological findings
were not due to physical artifacts.

In view of the interaction processes of fields
with biological organisms (mainly induced electric
fields at ELF), the effects of magnetic fields, which
penetrate the body, have been the main focus of
research projects. In contrast, electric fields at ELF
do not penetrate the organism well because of
its conductivity. This is not true for direct stimula-
tion of nerves and other excitable cells using elec-
trodes. Electric fields can also induce polarization
of the cell membrane leading to specific effects
such as electroporation. There have been many
improvements in the design of exposure systems in
recent years and most of the key parameters des-
cribed below are well-characterized and controlled.
However, standardization of these systems has only
been achieved within some of the multicenter re-
search programs.

Many mechanisms have been proposed through
which living systems could interact with ELF electric
and magnetic fields. However, both laboratory stud-
ies and controlled human studies have provided
evidence only for electrically based phenomena that
occur in the presence of ELF fields and that are
present only during exposure to these fields.

Induced electric signals in tissues of the nervous
and visual system of animals exposed to ELF electric
and magnetic fields can produce effects that lead to
field perception. The most notable effect that occurs
in humans exposed to fields of moderate intensity
is the induction of visual phosphenes. The neuronal
circuits of the retina form a part of the central
nervous system (CNS) and thus the magneto-phos-
phene threshold may be taken as a realistic indicator
of the threshold value for functional changes induced
in other parts of the CNS. Threshold values at 20 Hz
were estimated at B100 mV m�1. Direct effects on
the peripheral nervous system occur only at relatively
high levels of electrical stimulation (B2 V m� 1 and
with increasing thresholds for frequencies above
1 kHz).

A variety of other potential mechanisms for inter-
action of ELF electric and magnetic fields with living
systems have been proposed, but not demonstrated
to produce effects that could significantly perturb
normal biological functions. Examples of such inter-
actions are the following: (1) magneto-chemical in-
teractions with charge-transfer reactions which do
not appear to influence biochemical pathways such
as those involving electron transport, and (2) reso-
nance interactions involving combined static and

Table 1 Description of frequency ranges

Frequency

ðHzÞ
Wavelength

ðmÞ
Description (or radiation

name)

0 Static field

1–100� 103 6�106 at

50 Hz

Extremely low

frequencies (ELF)

100� 103–

100�106
3�103–3 Radiofrequencies (RF)

10�109 0.03 Microwave (MW)

300� 1012 1�10�6 Infrared (IR)

390� 1012 760�10� 9 Visible red and light

1015 300�10� 9 Ultraviolet (UV)

1018 3�10�10 X-ray

1021 3�10�13 g-ray

Hertz (Hz)¼unit of frequency: one cycle per second.

If fo300 GHz (i.e., 3� 1011 Hz), hfo1.2�10�3 eV-Nonionizing

radiation (NIR), where as If fX2.4�1015 Hz (UV), hfX10 eV-
lonizing radiation.
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ELF fields in specific geometric configurations which
have not been shown to have significant biological
effects, consistent with predictions based on well-
founded physical arguments.

Cellular Models

There is a large and varied body of research literature
on the ability of fields to effect changes in cellular
models. Overall, the evidence for stimulation of cell
division by ELF fields is at best equivocal. There is
also no clear evidence that ELF magnetic fields
can alter calcium ion homeostasis. Finally, the data
on several aspects of intracellular signaling do not
consistently support the existence of field effects on
these signaling pathways. Furthermore, the types of
effects reported, when they have been found, have
been of a magnitude that gives little support to the
conclusion that they are of consequence for human
health.

Animal Models

Overall, a large number of studies have been carried
out, principally investigating the possible effects of
exposure to ELF electric and magnetic fields, testing
many different biological endpoints in a variety of
animal species.

With regard to genotoxicity, there is no clear evid-
ence that exposure to ELF magnetic fields presents a
hazard. Relatively few animal studies have been car-
ried out, however, and the subject has been more
extensively investigated at the cellular level (see
above). Similarly, no convincing evidence has been
found from experimental studies supporting the hy-
pothesis that exposure to power-frequency magnetic
fields increases the risk of cancer.

Many studies of the reproductive and develop-
mental effects of exposure to ELF power-frequency
electric and magnetic field effects and visual-display-
frequency (VLF) magnetic fields using chick and
mammalian species have been carried out. Overall,
the data do not support the hypothesis that low-
frequency EMF exposures result in reproductive
toxicity.

Generally, the evidence for an effect of exposure
to power-frequency EMFs on melatonin levels and
melatonin-dependent reproductive status is mostly
negative in seasonally breeding animals. In addition,
no convincing effect on melatonin levels has been
observed in a study of nonhuman primates chroni-
cally exposed to power-frequency EMFs. The inter-
pretation of the outcome of studies on rat pineal
and serum melatonin levels was more problematic:
both positive and negative effects were reported

in studies without apparent technical or analytical
deficits.

With regard to possible effects on other hormones,
with the possible exception of transient stress fol-
lowing the onset of ELF electric field exposure at
levels significantly above perception thresholds, no
consistent effects have been seen in levels of the
stress-related hormones of the pituitary–adrenal axis,
growth hormones and hormones involved in con-
trolling metabolic activity or those associated with
the control of reproduction and sexual development.
There is little consistent evidence of any inhibitory
effect of ELF EMF exposure to various aspects of the
immune system function including those relevant to
cancer. In addition, there was no compelling evidence
that hematological variables were affected by expo-
sure to ELF fields.

In general, many studies of nervous system func-
tions were either negative, or difficult to interpret
because of a weakness in the experimental design or
confounding by artifact. However, several studies
suggest possible EMF effects on the opioid and cho-
linergic systems, along with concomitant changes in
analgesia, and in the acquisition and performance of
spatial memory tasks. Effects on opioid and cholin-
ergic systems should thus be further investigated.

The potential sensitivity of people with epilepsy to
EMF exposure is an important factor that should be
considered. Exposure of animals to EMFs before
testing has been reported to have an inhibitory effect
on subsequent tests of epileptic-seizure sensitivity but
the type of response was not consistent among
different studies. Further investigation needs to be
carried out for possible effects during exposure.

There is convincing evidence that ELF electric
fields can be perceived by animals, most likely as a
result of surface charge effects; threshold values for
both rats and baboons lie in the range 5–15 kV m� 1.
Exposures above threshold are sufficient to be mildly
aversive and will result in transient arousal but
mostly disappear following prolonged exposure.

Human Models

Small inconsistent changes have been described in the
circulating levels of leukocytes, but as with animals,
the relevance of these changes to human health is not
clear. No indication of a clear-cut cytogenetic effect
was observed in the blood cells of exposed subjects.
The circulating hormone levels in humans, including
melatonin, are not adversely affected by exposure to
power-frequency electric and/or magnetic fields.

Positive results from studies on the power spec-
trum of different electroencephalogram (EEG) fre-
quency bands and sleep structure have been
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performed at occupational exposure levels higher
than general environmental levels.

In the light of cognitive and performance studies
that show a large number of positive biological ef-
fects, the need for further studies is warranted in
order to clarify their significance for human health.

The majority of published cardiovascular changes
stay within the range of normal biological variations;
however, the study protocols and the results have not
been successfully replicated in other laboratories.

As perception of electric or magnetic fields has
been reasonably well characterized, skin symptoms,
headache, and mood disturbance claimed by wor-
king near computer screens or in proximity of other
environmental ELF sources have not reliably been
linked to any electromagnetic exposure produced by
these devices. Also, the studies performed do not in-
dicate any ability of individuals with suspected elect-
romagnetic hypersensitivity to react to any test-field
situation, suggesting that other environmental or
psychosocial factors should be looked for by people
suffering from this pathology.

Conclusion

There is little scientific evidence suggesting that ELF
EMF exposures pose a health risk. The strongest
evidence for health effects comes from an association
observed with childhood leukemia. In contrast,
mechanistic studies and animal toxicology data fail
to demonstrate any consistent pattern across studies,
although sporadic findings of biological effects (in-
cluding increased cancers in animals) have been re-
ported. The lack of connection between human and
experimental data (animal and mechanistic) severely
complicates the interpretation of these results.

Radiofrequency Fields

Most of the research activity being devoted to the
potential effects of mobile telephony equipment, only
experimental findings related to these signals will be
given in this section.

Mobile (or cellular) telephony has developed very
rapidly over the past ten years. It is now part of the
basic equipment of modern life and over 1.3 billion
phones are in use worldwide. Concerns about health
effects caused by exposure to the microwaves emitted
by mobile telephones and base stations have increased
over the last few years, becoming a major societal issue
in some countries, or at least among part of the pop-
ulation. Stories about health risks from RF radiation
(RFR) from mobile phones and base stations have be-
come common in the media over the past five years.

Several systems are used in mobile telephony
worldwide, all based on the same principle, that is,

‘‘cellular’’ mapping of the territory. In each cell, a
base station emits toward and receives signals from
the mobile telephones active in that cell (up to B50).
There are, for example, 30 000 base stations in
France used by three networks. The carrier frequency
varies from 400 to 2100 MHz and the voice or data
information is coded digitally either by frequency or
phase modulation. Mobile telephones are two-way
radio transmitters operating in the 400–2100 MHz
frequency range. In the global system for mobile
communications (GSM), for example, the peak
power emitted is 2 W, but the time-averaged power
is always below 1/8 of this value, as power control
reduces emission to the lowest level required. About
half of the emitted power is absorbed by the user’s
head, that is, a maximum of 125 mW. Power ab-
sorption is expressed as specific absorption rate
(SAR) in W kg� 1.

Major improvements have been achieved in me-
asuring the SAR in liquid phantoms and calculating
power distribution in the head using numerical phan-
toms over the last ten years. Presently, the worst-case
SAR associated with the average GSM phone on the
market is B0.5 W kg� 1, that is, 1/4 of the recom-
mended local-exposure limit value. It is now known
with certainty that temperature increase in the brain
periphery caused by the waves emitted by mobile
telephones does not exceed 0.11C.

As a result of current changes in usage – increasing
use of text and image messages and hands-free kits –
mobile telephones are less frequently placed against
the ear. This dramatically reduces exposure of the
tissues in the head.

GSM base-station antennas have an emitting pow-
er of B20 W. They are generally placed on rooftops
and the emission beam is disk-shaped. Maximum
exposure occurs on the ground, B200 m from the
base station and it is almost zero at the bottom of the
building or mast on which the antenna is mounted.
Exposure of the public to the RFR emitted by base
stations is typically 1/10 000 of the recommended
limit in terms of incident power. There is a consensus
in the scientific community that base stations do not
represent a health hazard.

There is much scientific evidence, based on exis-
ting research, that warrants limiting exposure to
high-level RFR due to the ‘‘thermal effects’’ caused
by heating of the tissues at SAR levels that corre-
spond to a temperature elevation of a few degrees.
However, this does not occur with mobile tele-
phones. The search is thus for nonthermal effects and
most of the research activity has been aimed at de-
fining the thresholds for these effects, with respect to
existing exposure guidelines based on acute effects
known to be due to heating.

Electromagnetic Biological Effects 33



Health risk assessment associated with RFR
benefits from a database spanning over 50 years:
the WHO and Institute of Electrical and Electronics
Engineers (IEEE) databases list B1300 peer-revie-
wed publications, from biophysical theoretical anal-
yses to human epidemiological studies. Half of these
studies relating to cancer have been overwhelming in
finding no evidence that RFR exposure initiates or
promotes cancer. More than 350 studies are specif-
ically related to mobile telephony.

Cellular Models

A number of replication studies that addressed some
positive findings on enzyme activity, gene expression,
and DNA alteration have all proven negative so far.
Research is currently very actively investigating pos-
sible alterations of heat-shock proteins, seen as po-
tential markers for RFR exposure and/or leading to
physiological alterations in cells.

A wide range of short-term, low-level in vitro ex-
periments have shown that exposure did not cause
cell death, implying that RFR is not a toxic agent.
Furthermore, the weight of evidence available at
present (induction of DNA strand breaks, chromo-
some aberrations, micronuclei formation, DNA
repair synthesis, sister chromatid exchange, and
phenotypic mutation) supports the conclusion that
RFR is not genotoxic. However, the synergy of RFR
with chemical agents or other physical agents still
needs further investigation.

WHO recommendations for short-term projects
on cellular systems are: ‘‘the expression of stress
(heat-shock) proteins in mammalian cells exposed to
RF should be studied experimentally to follow-up
recently published data. Biologically relevant hy-
potheses, if supported by experimental data (in par-
ticular, if related to the function of the CNS), should
be tested to explore the utility of such data in risk
assessment.’’

Animal Models

A large number of animal experiments have been
performed over the past forty years, using various
frequencies and modulations. It is clear from these
data that the vast majority of the reported biological
effects are due to heating. These effects result either
from a rise in tissue or body temperature exceeding
11C or in physiological and behavioral responses
aimed at minimizing the total heat load.

Major improvements in exposure system design
have made it possible to better characterize the SAR
within the organism, and allow for either local ex-
posure that mimics mobile telephone use (e.g., loop
antenna, carousel) or whole-body exposure related to

base stations (e.g., Ferris wheel, reverberation cham-
ber, circular waveguide).

Results on most of the noncancer endpoints have
been negative (memory, EEG, hearing, etc.) except
for data on the permeability of the blood–brain bar-
rier, which was found to be increased by two research
groups but not by several others.

Therefore, most of the major ongoing studies deal
with cancer models. All of the long-term bioassays or
sensitized studies have given negative results except
for one using transgenic mice, genetically modified to
increase the background incidence of lymphomas; an
increased tumor incidence was found following GSM
exposure. No such finding emerged from a recent
confirmation study, using a different design. While
awaiting the results of a further replication study,
there is no convincing evidence from animal investi-
gations that the incidence of lymphomas and other
types of tumors is influenced by lifetime daily expo-
sure to mobile telephony RFR.

WHO recommendations for short-term projects on
animals are: ‘‘Follow-up studies to immune system
studies that suggest an effect of RF exposure (i.e.,
Russian publications from several years ago). Studies
to assess the accuracy and reproducibility of published
RF effects on the permeability of the blood–brain
barrier and other neuropathologies (e.g., dura mater
inflammation, dark neurones). Additional studies of
the effect of RF exposure on sleep are recommended.
More quantitative studies on the effects of heat on the
development of the CNS, particularly the cortex, in
the embryo and fetus using morphological and func-
tional endpoints.’’

Human Models

In spite of the obvious limitations of human exper-
iments in terms of endpoints and exposure charac-
terization, several investigations have been performed
using various models. Findings have either been
negative or difficult to replicate (sleep, EEG, cognitive
functions, etc.). Currently, there is no conclusive
evidence from human studies of detrimental health
effects of mobile telephones.

However, a report from a Dutch laboratory has
drawn a lot of attention from the media and the sci-
entific community as it reported minor effects on the
well-being and cognitive functions of volunteers ex-
posed to weak base-station signals. This work, which
is not yet published, has been heavily criticized but
its protocol may serve as the basis of some more
refined work. However, it is not directly relevant to
mobile telephone exposure.

Clearly, the main issue at present is the potential
greater sensitivity of children to mobile telephone
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RFR. Their lifetime exposure, the fact that their
CNS is still developing, and, possibly, increased RFR
absorption in the head, have led to concerns that
cannot be easily resolved through laboratory
investigations and numerical modeling.

WHO recommendations for short-term projects
on humans are: ‘‘Replication and extension of the
studies which demonstrated effects on sleep. Studies
of RF exposure and headaches in a controlled lab-
oratory setting. Studies of memory performance
should be expanded to include children.’’

Health Risk Assessment

The process of health risk assessment by bodies such
as International Commission on Non-ionizing Radi-
ation Protection (ICNIRP), IEEE, International
Agency for Research on Cancer (IARC), and WHO
relies heavily on judging the quality of investigations.
As stated above, the quality of exposure systems has
greatly improved and can now be considered ade-
quate. The use of well-grounded experimental proto-
cols (sham-exposure, blinding of exposure and
biological tests, positive controls) has become
generalized. Moreover, it is now a common practice
in the field of bioelectromagnetics to ascertain that
any positive results are replicated in at least one in-
dependent laboratory. In spite of these improvem-
ents, it should be noted that only a few top-level
biology laboratories have engaged in this type of re-
search, partly due to interferences created by societal
and media pressure.

Within its EMF International Project, WHO has
reviewed the science and issued research recommen-
dations. The main conclusion from these reviews is
that EMF exposures below the limits recommended
in the ICNIRP guidelines do not appear to have any
known impact on health. However, there are still
some key gaps in knowledge, requiring further re-
search to provide definitive health risk assessments:
IARC will issue a cancer classification of RFR in
2005, and WHO and ICNIRP’s evaluations on RFR
and health are due in 2006.

Remaining uncertainties in the science database
have led to pressure to introduce precautionary
measures until gaps in knowledge are filled. If pre-
cautionary measures are introduced to reduce RFR
levels, it is recommended that they should be volun-
tary and that health-based exposure limits be man-
dated to protect public health.

Conclusion

RFR can cause biological effects when exposure is
sufficiently intense: possible injuries include cata-
racts, skin burns, deep burns, heat exhaustion, and

heat stroke. They are mostly due to heating. There
have been scattered reports of effect, the nonthermal
effects, that do not appear to be due to temperature
elevation. None of these effects have been independ-
ently replicated, and most have no obvious conse-
quence to human health. Furthermore, there are no
known biophysical mechanisms which suggest that
such effects could occur.

Following the very rapid development of mobile
telephony, a major research effort has been carried
out worldwide (tens of millions of euros per year).
Europe is most active (UK, Germany, Italy, and
Finland, in particular), but many research groups are
contributing in Japan, US, and Australasia.

Most governments have addressed the issue of
mobile telephony and health, and several interna-
tional and national expert committees have written
accurate summaries of current knowledge (see the
‘‘Further reading’’ section). Their conclusions con-
verge toward an absence of health effects related to
mobile telephones, but all encourage continuing re-
search in some areas.

In answer to the question: ‘‘mobile telephony: is
there evidence of harm?’’, one must conclude that the
weight of scientific evidence does not support health
concerns or indicate any health risk from mobile
phones in normal use, nor is there any accepted
mechanism for potential health effects at the low
levels associated with these devices. Findings to date,
including epidemiological studies and laboratory stud-
ies of animals, exposed both for a short-term and their
entire lifetimes, have not provided evidence that ex-
posure causes cancer, or affects biological tissues in a
manner that might lead to, or augment, any disease.
However, there are still some issues pending, in par-
ticular those related to the potentially greater sen-
sitivity of children. The many ongoing research
projects should help clarify these issues by the end
of 2005.

See also: Electric and Magnetic Fields in Cells and
Tissues; Metalloproteins, Electron Transfer in.

PACS: 41.20.Jb; 87.50.Jk; 87.50.Mn
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Introduction

Three-level atomic and molecular systems coupled to
two laser fields exhibit transparency effects that result
from the cancellation of absorption at a resonance
transition frequency. These effects are deliberately
induced by one of the two laser fields upon modifying
the medium optical response to the other field. The
large degree of transparency in a medium where
strong absorption and hence opacity would normally
be expected, has then been termed as ‘‘electromagne-
tically induced transparency’’ (EIT). The effect is a
rather subtle one. It relies on atomic states coherence
and quantum interference, and the necessary back-
ground tools to understand the basic physical ideas
behind EIT is presented here. A brief and preliminary
discussion of coherent population trapping (CPT), a
closely related effect whose observation first raised
interest in induced transparency phenomena, is also
presented.

From the very beginning EIT has stimulated a con-
siderable amount of work on fundamental issues such
as nonlinear optics at low-light levels, photon en-
tanglement and entanglement of atomic ensembles,
quantum information processing, quantum informa-
tion storage, and enhanced acoustooptical effects, just
to mention a few. In view of such a significant and
rapid advancement, one may conclude by overviewing
one of its most relevant aspects and prospects.

Coherence and Population Trapping

Cancellation of absorption due to the coherence be-
tween a pair of atomic states and subsequent trapping
of the population is perhaps one of the earliest
examples of transparency induced in an otherwise
absorbing medium. Specifically, the coherent super-
position of two atomic states leads, under certain

conditions, to trapping of the population in one of
the states and hence to transparency. This typically
occurs in three-level atomic systems, or at least
systems that can be adequately reduced to a three-
level configuration when interaction with two elect-
romagnetic fields is considered. A basic configuration
leading to the effects of CPT is reported in Figure 1.

This phenomenon was first observed in Gozzini’s
group in Pisa and later in Stroud’s group in Rochester.
The Pisa group performed experiments that estab-
lished a coherence between the Zeeman split lower
levels of sodium atoms using a multimode laser. They
employed a spatially varying magnetic field and
observed a series of spatially separated dark lines,
originally called ‘‘dark resonances,’’ corresponding to
the locations where the Zeeman splitting matched the
frequency difference between modes of the coupling
laser. The other experiment involved, instead, the
hyperfine lower levels of atomic sodium and similar
findings were observed.

The usual atomic dipole selection rules normally
require that two pairs of levels are dipole coupled,

|3〉
|1〉

|2〉

�1

�2

�21 �23

�2 Ω2

�1 Ω1

Figure 1 Lambda (L) scheme leading to coherent population

trapping. The applied fields of amplitude E1 and E2 and with

frequencies o1 and o2 need not be in single-photon resonance,

but the two-photon resonance condition (d¼ 0) should be met as

shown in the figure. Field strengths are typically of comparable

magnitude ðO1CO2Þ. The states j1S and j3S are typically

Zeeman or hyperfine sublevels of the ground state and are in-

itially populated.
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whilst the transition between the third pair is dipole
forbidden. The basic scheme in Figure 1 comprises
the states j1S, j2S, and j3S coupled by two near-
resonance laser fields whose strengths are defined in
terms of the Rabi frequencies O1 ¼ m12E1=_ and
O2 ¼ m23E2=_, respectively. Defining the frequency of
transitions between states as o21 ¼ ðE2 � E1Þ=_,
o23 ¼ ðE2 � E3Þ=_, and o31 ¼ ðE3 � E1Þ=_, one can
further introduce the one-photon frequency de-
tunings d21 ¼ o21 � o1 and d23 ¼ o23 � o2 as well
as the two-photon (Raman) frequency detuning
d ¼ ðo21 � o23Þ � ðo1 � o2Þ.

In a simple treatment, the bare atom Hamiltonian
Ho ¼

P
i¼1;3 EijiS/ij should be modified to include

the interactions due to the two atom-field couplings
to obtain in the dipole approximation a total Ham-
iltonian of the form,

H ¼Ho þ HI � Ho �
_O1

2
j2S/1j

� _O2

2
j2S/3j þ h:c: ½1�

In general, the eigenstates of H turn out to be linear
superpositions of the bare atomic states j1S, j2S,
and j3S. At exact resonance ðd21 ¼ d23 ¼ 0Þ, two of
the eigenstates of H turn out to be symmetric and
antisymmetric coherent superpositions of the two
lower states of the bare atom basis, namely,

jCS ¼ O1

O
j1Sþ O2

O
j3S

jNCS ¼ O2

O
j1S� O1

O
j3S

½2�

where O ¼ ðO2
1 þ O2

2Þ
1=2. It should be noted that no

component of the bare state j2S appears in these
superpositions and that state jCS is coupled to the
upper state j2S via the electric-dipole interaction
whilst the state jNCS is not. This can easily be seen
by evaluating the (dipole) transition matrix element
/2jHIjNCS. The two probability amplitudes that
are summed to give the whole transition amplitude
between jNCS and the atom’s upper state j2S have
in fact equal and opposite magnitudes. In the present
lambda configuration, coherent trapping occurs due
to the destructive quantum interference between the
probability amplitudes associated with two (dipole)
transitions. Conversely, the transition amplitude
/2jHIjCS does not cancel to zero and jCS remains
coupled to the upper state j2S.

When the steady-state regime has been reached,
the state jNCS will acquire all the atom’s population
under the combined effects of optical pumping from
jCS to j2S and spontaneous emission from j2S to
jNCS. At last, no absorption process will depopulate
the state jNCS where all population will remain

trapped. The noncoupled state jNCS is often re-
ferred to as ‘‘dark’’ state whilst the other state jCS,
which remains coupled to the fields, is instead
referred to as ‘‘bright’’ state.

Electromagnetic Induced Transparency

A highly opaque medium may be rendered almost
transparent through EIT. Even in this case, as for
CPT, cancellation of absorption relies on a process
involving laser-induced coherence and quantum in-
terference between the atomic coherences induced by
the electromagnetic fields.

Formally, coherences are identified with the
off-diagonal elements of the density matrix r.
Off-diagonal elements of the density matrix play a
critical role in the evolution of an atom coupled to
electromagnetic fields. Many calculations on the ef-
fects of EIT in three-level systems are, therefore,
developed in terms of the density matrix. Besides,
this approach naturally lends itself to the inclusion
of dampings that cause the decay of populations
and coherences. Characteristic configurations for
which EIT takes place in three-level atoms interact-
ing with two near-resonance electromagnetic fields
are shown in Figure 2. Atomic dipole selection rules,
for example, in the lambda configuration of Figure 2,
normally require that jgS� jeS and jeS� jmS tran-
sitions be dipole allowed but not the jgS� jmS
transition. Often jmS is a metastable state. In the L
or ladder scheme, jgS is normally the ground state of
the atom where the largest part of the population
initially resides while states jeS and jmS, which re-
main essentially unpopulated throughout the proc-
ess, need not be ground state(s).

To understand how EIT works to reduce absorp-
tion when two laser fields interact with a three-level
atom, for definiteness, the L configuration in Figure 2
is examined. The states jgS and jeS are coupled by a
probe field of amplitude Ep and frequency op while
the excited state jeS is coupled to jmS by a coherent
field of frequency oc and Rabi frequency Oc. The one-
photon detunings dp and dc as well as the two-photon
(Raman) detuning d are defined here as in the
previous section. The off-diagonal decay rates for
the coherences reg, rem, and rgm are denoted by g1, g2,
and g3, respectively. The explicit form of the total
Hamiltonian H¼H0þH1þH2 is

Ho ¼ _ogjgS/gj þ _oejeS/ej þ _omjmS/mj

H1 ¼ �
megEp

2
e�ioptjeS/gj þ h:c: ½3�

H2 ¼ �_Oc

2
e�ioctjeS/mj þ h:c:
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From the Liouville equation for the density matrix r,
one obtains a set of coupled equations connecting the
density matrix elements and their temporal deriva-
tives. These equations are generally solved by numer-
ical methods. If a steady-state limit is assumed,
however, all time derivatives in the density matrix
elements vanish. Under the additional assumption
that the coupling field is much stronger than the
probe, the former is the only field that must be re-
tained to all orders. In these two limits, one arrives at
a simplified form of the coupled density matrix equa-
tions and an exact solution can be attained. If initially
the atoms are in the ground state jgS, that is,

rggð0ÞC1; reeð0ÞC0;

rmmð0ÞC0; remð0ÞC0 ½4�

the simplified set of coupled equations for a resonant
coupling beam ðdc ¼ 0Þ reads as

’*regðtÞ ¼ � ðg1 þ idpÞ *regðtÞ

þ
imegEp

2_
þ iOc

2
*rmgðtÞ ½5�

’*rmgðtÞ ¼ �ðg3 þ idpÞ *rmgðtÞ þ
iOc

2
*regðtÞ ½6�

where dp ¼ oeg � op denotes the probe-field detuning
while the new variables *reg ¼ reg eiopt and *rmg ¼
rmg eiðopþomeÞt have been introduced. In the steady-
state limit one has from [5] and [6],

reg ¼
megEpðdp � ig3Þ

ðdp � ig3Þðdp � ig1Þ � O2
c=4

½7�

The complex steady-state coherence [7] is directly
proportional to the probe susceptibility wp and hence
reg describes the medium optical response to the
incident probe and, in particular, its absorption or
transparency properties.

The expression for reg contains a number of terms
in the various parameters that will lead to cancella-
tion of its value, both real and imaginary parts, when
two-photon resonance takes place. In this case,
in fact, the real part of [7] is always zero while
for appropriately strong coupling beams, or when
O2

c\g1g3, the imaginary part of eqn [7] is seen to
become several orders of magnitude smaller than the
value it acquires when the coupling beam is absent,
making the medium essentially transparent. It is like-
wise seen that the Lorentzian-like absorption dip
obtained by expanding the imaginary part of eqn [7]
around resonance exhibits a width given approxi-
mately by O2

c=g1. Because there exists an upper
bound to the coupling beam Rabi frequency Oc for
EIT to take place, namely Octg1, it follows that
quenching of absorption only takes place over a
small bundle of probe frequencies which is appreci-
ably narrower than the natural line width g1. Thus,
under the two-photon resonance condition and for
Oc’s such that ffiffiffiffiffiffiffiffiffi

g1g3

p
tO ctg1 ½8�

a probe field can propagate without absorption with-
in a small transparency window, even though it
would be strongly absorbed in the absence of the
coupling beam.

Within the context of a density matrix formula-
tion, the interference that leads to induced trans-
parency manifests itself in the vanishing of the
coherence reg. This stems from the existence of the
coherence rmg which is coupled to it and which only
appears when the coupling laser beam is present. The
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Figure 2 Basic schemes leading to electromagnetic induced

transparency (EIT): (upper) a ladder scheme, (lower) a L
scheme. In the L configuration levels, Em and Eg are commonly

almost degenerate. As for coherent population trapping (CPT) the

two-photon (Raman) resonance condition should be met, yet the

strength of one of the two fields could be appreciably larger than

that of the other ðOc{OpÞ. State j3S in the L scheme need not

be a ground state.
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contribution from rmg to the coherence reg may can-
cel, in fact, with the direct contribution driving this
coherence due to the applied probe field (see eqns [5]
and [6]).

The relevant optical response of an EIT medium is
described by a linear susceptibility whose form de-
pends, in general, on the presence of the external
coupling beam. Imaginary and real parts of the sus-
ceptibility at the probe transition frequency op are
obtained from the macroscopic polarization
PðopÞ ¼ eowðopÞEp, which can, in turn, be related
to the microscopic coherence rðopÞ at op via the
expression PðopÞ ¼ ðN=VÞmegrðopÞ. Here, N/V is
the atoms density in the medium while meg is the
dipole matrix element associated with the transition.
This relation holds for a medium sufficiently dilute
that dipole–dipole coupling between atoms can be
ignored. Besides, for the relatively large fields used in
most EIT experiments, a semiclassical treatment,
where the fields are treated classically (i.e., in terms
of Maxwell’s equations and susceptibilities) and the
coherences are treated quantum mechanically with
spontaneous decay added as a phenomenological
damping, proves adequate. Only when atoms are
coupled to cavities modes or when the statistical
properties of light are important, a fully quantum
approach is indeed required. In the semiclassical lim-
it, the complex probe susceptibility for a resonant
coupling beam ðdc ¼ 0Þ can be written as,

wp ¼ 3pNp
G1ðdp � ig3Þ

ðdp � ig3Þðdp � ig1Þ � O2
c=4

½9�

where Np is the scaled sample average density
N|3

p=V and |p ¼ lp=2p is the resonant probe re-
duced wavelength. The expression [9] depends upon
parameters, namely detunings and laser intensities,
that can all be directly controlled within an exper-
iment. The real and imaginary parts of the refractive
index np � Zp þ ikp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ wp

p
associated with the

medium dispersion and absorption, respectively, are
plotted in Figure 3 as a function of the probe de-
tuning dp. The absorption vanishes at exact reso-
nance and this is a striking result when compared
with the situation in which the coupling field is ab-
sent ðOc ¼ 0Þ.

Most EIT experiments have concentrated on en-
sembles of atoms. In these experiments, one meas-
ures the transmission of a weak probe in the presence
of a strong-coupling field through an otherwise op-
tically opaque medium. A landmark demonstration
was performed by the Harris group at Stanford in
two atomic systems, namely strontium and lead
vapors. In both experiments, narrow-band pulsed
laser radiation were used.

In the Sr experiment, the first to be reported and
whose results are shown in Figure 4, the atoms are
pumped into the 4d5d1D2 autoionizing state starting
from the 5s5p1D2 state via a pulsed probe laser
(337.1 nm) spanning the transition that was to be ren-
dered transparent. A coupling laser (570.3 nm) was,
instead, applied between this autoionizing state and
the metastable bound state 4d5p1D2. In the absence of
the coupling beam, the probe field excited the system
to the state j2S, exhibiting strong absorption which
made the Sr vapor completely opaque. Transmission,
measured as the ratio of the transmitted to the incident
intensity, was estimated to be e�20 at resonance.
When the coupling laser was applied, instead, the res-
onant transmission increased dramatically to B40%.

In the Pb experiment, on the other hand, trans-
parency was demonstrated using bound states of a
collisionally broadened medium. Here, a ladder con-
figuration was adopted where probe and coupling
beams coupled the 6s26p7s 3P1 excited state re-
spectively to the 6s26p2 3P0 ground state and the
state 6s26p7p3D1. These two experiments serve to
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Figure 3 Real (upper) and imaginary (lower) part of the probe

refractive index np as a function of the normalized probe detuning

dp=g1 in the absence (dashed) and in the presence (solid) of a

resonant coupling beam with Rabi frequency Oc ¼ 0:8g1. Due to

destructive interference the imaginary part kp, associated with

medium absorption, vanishes at exact resonance when the coup-

ling field is on. The real part Zp, which determines the medium

dispersion, is likewise modified in the presence of the coupling

field and acquires a rather steep slope around resonance.
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demonstrate the principle of EIT in three-level atom-
ic systems. They also indicate how EIT can take
place when the excited states are either autoionizing
or collisionally broadened.

Fast and Slow Light

Along with induced transparency, there is a concom-
itant modification of the refractive properties of the
medium. These are characterized by a very steep
variation of the real part Z of the medium complex
refractive index n with frequency as shown in Figure 3.
Here, for comparison, Z is plotted both in the absence
and in the presence of the coupling beam that causes
the transparency.

In an ideal EIT regime, the atoms susceptibility
vanishes from the light fields and at resonance, and the
complex index n remains close to unity throughout the
EIT transparency window. The propagation speed c/n
of a monochromatic beam of light is then essentially
unchanged from its speed c in vacuum. This means
that the propagation velocity of the beam phase front
in the medium, that is, its phase velocity, is equal to c.

Yet for a light pulse, which contains, instead,
several Fourier components at different frequencies,
the small variations in the phase velocity that each
component experiences in the medium can add up
to make an appreciable effect. Components with
slightly different speeds get, in fact, out-of-phase
with each other, with the net result that the velocity
of the pulse envelope, that is, its group velocity, is
different from c.

Consider, for instance, the superposition of two
monochromatic plane waves of the form cos½ðoo7
doÞ t� ðko7 dkÞz�. Addition gives 2 cos½doðt�
ðdk=doÞzÞ�cos ðoot � kozÞ, which is a wave with an
amplitude that retains its shape as it propagates with
the velocity do=dk. More generally, if it is superposed
over many waves whose frequencies and wave num-
bers are distributed in a small range about the center
values oo and ko, one obtains a wave of the form
Aðt � z=vgÞ cosðoot � kozÞ. The intensity, averaged
over a few optical periods, is proportional to A2ðt�
z=vgÞ, which describes a light pulse propagating with-
out change of shape at a group velocity vg defined as
do=dk.

Using the relation k ¼ on=c with n ¼ Zþ ik, one
can, for very small absorptions ðk{1Þ, express vg in
terms of the real part Z of the refractive index and its
derivative dZ=do, so that for a given frequency o one
has

vgðoÞ �
do

dkðoÞ ¼
c

ZðoÞ þ o dZðoÞ=do
½10�

In the presence of EIT, dZðoÞ=do is large and
positive around resonance as one can see from
Figure 3 and according to [10], very small group
velocities can be attained. By substituting the expres-
sion [9] into [10], one has indeed at the resonance
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frequency oo,

vo
g

c
C

O2
c

6pNpg1oo
½11�

Note that vo
g depends on the control field intensity,

proportional to O2
c , and on the atomic density N/V.

Decreasing the control beam power or increasing the
atomic density can make vo

g orders of magnitude
smaller than the speed of light c in vacuum.

Evidence for ultraslow light is typically provided by
measuring the time delay between a pulse propagating
in a medium of given length L, and a twin pulse that
has instead propagated in vacuum. The leading edge
of a pulse that enters the medium is, in fact, rapidly
decelerated while its tail outside the medium still
propagates at speed c. As a result, upon entering the
medium, the spatial extent of the pulse is compressed
(by the ratio c=vg) and its energy decreased as photons
are being expended to establish the coherence be-
tween the states jgS and jmS, or, in other words, to
change the atomic state, with any excess energy car-
ried away by the control field. As the pulse exits the
medium, its spatial extent increases again and the at-
oms return to their original ground state. The pulse as
a whole, however, has experienced a peak-shift given
approximately by

DCL 1 � c

vo
g

 !
½12�

with a concomitant pulse delay t given by D=c.
The possibility of manipulating the group velocity

in EIT media was first pointed out by Harris. The
subject, however, was truly brought to focus by a re-
markable experiment of Hau in which an ultracold
gas of Na atoms was used to slow light pulses down to
few tens of m s� 1. The large pulse delay t measured in
this experiment is reported in Figure 5 for different
experimental conditions. Although the first demon-
stration of ultraslow light used ultracold gases, shortly
thereafter, two groups reported ultraslow light
propagation in hot Rb gases. This work was a mile-
stone on the way to making ultraslow light ‘‘on the
cheap,’’ that is, without expensive cold-atom traps.

Furthermore, it follows from eqn [10], that group
velocities can become infinite or even negative when
dZðoÞ=do is sufficiently negative, that is, when the
real part of the refractive index decreases with fre-
quency. Because in the visible, ZðoÞ normally in-
creases with frequency, the case dZðoÞ=doo0, for
historical reasons is called anomalous dispersion.
Directly from Figure 3, one sees that in EIT media
ZðoÞ acquires negative slopes slightly off-resonance.
A negative group velocity means that the peak of the

pulse emerging from the medium moves faster than
the pulse peak that has propagated in vacuum at
speed c. This, according to eqn [12], leads to a po-
sitive peak shift D or delay t rather than negative
ones as obtained in ultraslow light experiments. Such
anomalous group velocities can occur without signi-
ficant pulse distortion. An infinite group velocity, on
the other hand, means that the peak of the pulse
emerging from the medium occurs at the same time
as the peak of the pulse entering the medium as seen
again from eqn [12]. The pulse, in other words, ap-
pears to cross the medium instantaneously. Superlu-
minal peak velocities have been observed, though
with substantial pulse attenuation and pulse com-
pression. Such a superluminal behavior does not
contradict relativity as the pulse peak velocity is not,
in general, the velocity at which a signal can be
transmitted.

Unlike the pioneering experiments that demon-
strated anomalous group velocities of single-photons
wave packets carried out nearly a decade ago by
Chiao at Berkeley, the anomalous dispersion regime
attained by using EIT has been shown to lead to a
much larger superluminal effect. Again, these exper-
iments in no way contradict the principle of Einstein
causality, that is, the principle that no signal can
propagate faster than c.

Slow Light: Some Prospects

Recent advances in quantum information science
have led to many interesting new concepts such as
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quantum computation and quantum memories. The
practical implementation of these concepts involves
storing, retrieval, and transporting quantum states
between different nodes of a network. Methods for
manipulating photons and their quantum information
in EIT atomic media have recently been suggested.
Photons are indeed the most promising carriers of
quantum information: they are fast, robust, and read-
ily available. Atoms, on the other hand, represent re-
liable and long-lived storage units. These methods
essentially consist in trapping single-photon Gaussian
pulses in atomic media by adiabatically reducing their
group velocity to zero and subsequently releasing
them after a suitable interval of time. This represents a
reversible technique for coherent transfer of quantum
information carried by light pulses to atoms and vice
versa.

Photon–photon interaction strength is typically
very weak and conventional nonlinear optics re-
quires powerful laser beams tightly focused in non-
linear materials. Ultraslow light pulses in EIT media
may experience, however, exceedingly large nonlin-
earities so that nonlinear optical processes may be-
come efficient even at energy densities as low as a few
photons per atomic cross section. Low-light-level
nonlinear optics has recently become quite relevant
in the context of resonant four-wave mixing, tel-
eportation of atomic ensembles, and production of
correlated photon states.

Furthermore, laser pulses slowed down to the
speed of sound can produce strong coupling between
acoustic waves and the electromagnetic field. This
might be employed for efficient multiwave mixing as
well as for novel acoustooptical EIT-based devices.
Proof-of-principle experiments in support of some of
these ideas have already been conducted while others
are just underway.

Finally, slow and stopped light can also be attained
in solid materials enabling important steps toward
many potential applications. Recent attempts have
indeed led to the observation of group velocities of
the order of few tens of m s� 1, for example, in ruby
crystals either at cryogenic temperatures of few
degrees Kelvin or at room temperature.

See also: Nonlinear Optics.

PACS: 42.50.Gy; 42.50.Hz; 32.80.t; 42.65.Ky;
42.65.Lm

Further Reading

Bigelow M, et al. (2002) Physical Review Letters 88: 023602.

Bigelow MS, Lepeshkin L, and Boyd RW (2003) Observation of
ultraslow light propogation in a ruby crystal at room temper-

ature. Physical Reveiw Letters 90: 113903.

Boller KJ, Imamolu A, and Harris SE (1991) Physical Review
Letters 66: 2593.

Field JE, Hahn KH, and Harris SE (1991) Physical Review Letters
67: 3062.

Harris S (1997) Electromagnetically induced transparency. Physics
Today 50(7): 36.

Hau LV, Harris SE, Dutton Z, and Behroozi CH (1999) Light

speed reduction to 17 meters per second in a ultracold atomic

gas. Nature 397: 594.
Lukin M (2003) Trapping and manipulating photon states in

atomic ensembles. Review of Modern Physics 75: 457.

Marangos JP (1998) Electromagnetic induced transparency. Jour-
nal of Modern Optics 45: 471.

Matsko AB, Kocharovskaya O, Rostovtsev Y, Welch GR, Zibrov

AS, et al. (2001) Slow, ultraslow, stored and frozen light.

Advances in Atomic Molecular and Optical Physics 46: 191.
Milonni PW (2002) Controlling the speed of light pulses. Journal

of Physics B 35: 471.

Scully M and Zubairy M (1997) Quantum Optics. Cambridge:

Cambridge University Press.
Turukhin AV, Sudarshanam VS, Shahriar MS, Musser JA, Ham BS,

et al. (2002) Observation of ultraslow and stored light pulses in

a solid. Physical Review Letters 88: 023602.

Electron and Positron Sources
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Introduction

A particle source is a device producing particle beams
with well-defined and controlled intensity, diver-
gence, mean energy, and energy spread.

Electron beams are used in science and technology
to both investigate and modify matter. Applications
in science mainly concern material investigation,
processing and the study of elementary particle, nu-
clear and atomic physics. Technological applications
cover a vast number of fields, including particle ac-
celerators and lasers, microscopy, microprocessing,
communications, medical diagnostics and treatment,
welding and machining, and household appliances.
Positron beams, more difficult to produce, are almost
exclusively used in basic material, nuclear and atom-
ic sciences. Electrons can be directly produced using
thermal or field emission processes. Positron beams
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are obtained either from radioactive sources, or from
primary electron or photon beams via the pair pro-
duction mechanism.

Particle beams are accelerated by DC or alterna-
ting (RF) electric fields, handled and transported
using electric or magnetic components equivalent to
lenses and prisms. One therefore speaks of beam op-
tics. Because particles are charged, space charge, ra-
diation, and other possible forces between particles,
including those mediated by the beam environment,
have to be taken into account in addition to optical
aberrations.

The main parameters characterizing a particle
beam are energy E, energy spread DE, momentum
(P), current (I) and brightness (B). The beam current
is defined as I¼ qN bc, q being the particle charge, bc
the particle velocity, and N the number of beam par-
ticles. Brightness (see below) is a measure of the cur-
rent flowing through the unit area and solid angle
and ultimately of the current that, for a given energy
spread and optics, can be focused onto a spot of
a given size: for a given current, the higher the
brightness the smaller the spot, down to the diffrac-
tion limit. A brief introduction to beam dynamics,
given below, is required to precisely define the term-
inology and relations between the parameters.

Depending on their main application, electron
sources can be loosely classified as

* low (DC) current, high brightness, industrially
produced guns designed for ‘‘micro-applications’’
such as electron microscopy, material analysis and
processing, microlithography, micromachining;

* high average (DC or pulsed) current, moderate
brightness ‘‘conventional’’ guns to drive devices
such as appliances, power tubes, klystrons, and
conventional-type linear accelerators (Linacs);

* high-(pulsed) current, high-brightness, high-vol-
tage ‘‘preinjector’’ sources, usually including addi-
tional acceleration stages, for high-energy
accelerators, synchrotron radiation sources, and
free electron lasers.

Positron sources, devoted to science, are instead best
classified into low intensity, radioactive and nuclear
sources; and high intensity ones generated via pair
production.

Basic Beam Dynamics Elements

The equivalent of the optical axis in a beam optical
transport system is the trajectory followed by an
ideal reference particle having the nominal beam
momentum Po and an initial position. The position
and momentum of the generic beam particle are

defined relative to those of the reference particle and
described by a point in the six-dimensional (6D) phase
space whose coordinates are (x, px, y, py, s, ps). The
transverse space and momentum coordinates, x, px, y
and py, as well as ps, are in general, functions of the
longitudinal coordinate s along the trajectory. The
reference system is fixed to the reference particle so
that the latter always occupies the origin. Introducing
the familiar from optics angular coordinates x0, y0, the
prime indicating the derivative with respect to s, the
6D phase space reduces to [x, bgx0, y, bgy0, s, ps], with
g the reference particle Lorentz factor.

Consider an ideal paraxial beam of N noninterac-
ting particles (forces between particles negligibly
small), subject only to external conservative forces
(no radiation) with constant or slowly varying
momentum Po and px, py{Po. In this case, the
transverse [x,bgx0, y, bgy0] and longitudinal [s, ps]
phase space projections become (to first order in
the coordinates) uncoupled; it can then be shown
(Liouville’s theorem) that the volume and area re-
spectively occupied by the beam particles in each of
the two projections are constants of motion. From
the invariance of the beam occupied area in [s, ps],
it follows that DE/I is a constant of motion. In
transverse phase space, consider first a cylindrically
symmetric beam with radius r and angular half
aperture y: the occupied phase space volume
ðbgÞ2DS DOEp2ðbg � ryÞ2 � p2e2

n, with DS the beam
cross section and DO the beam subtended solid angle,
is invariant and so is the here-defined quantity en

called energy-normalized (or reduced) beam emit-
tance. Note that the quantity e ¼ p2ðryÞ2, is the area
occupied by the beam in the physical position–angle
space. Called physical emittance, it is the relevant
quantity in physical space and, because the invariant
quantity is bg � ry, it becomes smaller as the beam is
accelerated. The normalized brightness is defined as
Bn ¼ I=p2e2

n and is seen to be none other but the
energy-normalized phase space current density.
(Note that brightness is often defined in literature
either, incorrectly, as a current density B ¼ DI=
ðDS:DOÞ, or, correctly, in normalized form, as BnV ¼
I=ðDS � DO � VÞ; qV being the reference particle ki-
netic energy. BnV and our adimensional energy de-
pendence definition Bn are related through equation
Bn ¼ ðEo=qÞ � BnV , with Eo the particle rest energy.)
As expected, the smaller the beam radius and angu-
lar aperture, the brighter the beam. More generally,
when motions in x and y are uncoupled, the hori-
zontal and vertical normalized emittances, bg

R
z0

dz � penz (z stands for x or y), defined in the re-
spective (z, pz) phase space projections, are separate-
ly constant. (Here the factor p in the definition of enz

arises from the beam boundary in 2D phase space
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being an ellipse when the simple approximation is
made of external forces linear in the particle dis-
placements.) The resulting normalized brightness
value is Bn¼ I/p2 (enx � eny). For a Gaussian beam
with standard deviations sz(s) and s

0

zðsÞ (z standing
for either x or y), the most used normalized emit-
tance definition is enz ¼ bg szs

0
z.

When dealing with nonideal, irregular beam
shapes and current densities, it becomes useful to
introduce the rms (or average) normalized beam
emittances

peðrmsÞ
nz ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/z2S/ðbg � z0Þ2S�/z � bgz0S2

q

To define the actual ‘‘beam stay clear’’ envelope in ei-
ther physical transverse space projection, most authors
use the expression 4peðrmsÞ

nz , the resulting rms beam
brightness being B

ðrmsÞ
n ¼ I=ð16 � p2 eðrmsÞ

nx eðrmsÞ
ny Þ.

Note finally that when in real life one has to deal
with nonlinear optical elements and internal forces,
the rms normalized emittances are no longer invar-
iant. They will, in general, depend on the beam local
current density, tending to blow up during beam ac-
celeration and transport, thereby spoiling B

ðrmsÞ
n (see

Figure 4). A great amount of theoretical and exper-
imental work has been and is, therefore, devoted to
methods and techniques to minimize the final output
brightness deterioration particularly of high-current
sources. Last, keeping the beam energy spread small
is also important particularly to reduce chromatic
aberrations; the ratio of B

ðrmsÞ
n to the beam relative

momentum (energy) spread Dp/Po, called rms nor-
malized spectral brightness or brilliance, BnS, quan-
tifies this aspect.

Electron Sources

General

The typical e� source (electron gun) consists of a
cathode, the primary emitter of low-energy (few eV)
electrons, and of a system to accelerate the electrons
and shape them into a paraxial beam. Emission from
the cathode material is basically obtained lowering
the material work function by either heating or by
means of external electric fields or photoelectrically.
The most common cathodes are metal filament or
disk-shaped thermionic emitters. Field effect and pho-
toelectric cathodes are used for special applications.

Electron Sources for Micro-Applications

The main requirement for microscopy type applica-
tions is highest space resolution in the plane of the
object to be examined or processed, and consequently,

highest source brightness and brilliance. Micro-
machining and semiconductor processing put rather
more emphasis on high-power density and scanning
capabilities, requiring higher source currents and
somewhat lower brightness. The first element of a
micro-application-type source is a ‘‘needle’’ cathode
(Figure 1) producing a cylindrical symmetry beam. An
accelerating and focusing column, comprising one or
more electrodes and electrostatic or magnetic lenses,
collects the cathode-emitted electrons and focuses
them into the sample to be examined or processed.
Cathode tip diameters down to the sub-mm range are
used, a size limiting the maximum extracted current
to typically a few tens of mA. Further, collimation
down to a few nA (effective current) takes place in the
column allowing for very small normalized emittances
(enzE10� 8–10�11 m rad) and nanometer size spots at
the sample. The resulting normalized brightness can
exceed 1012 A (m� 2 rad)� 2 with energy spread in the
10�5 range. Electrons are extracted from the cathode
by either thermionic emission from heating it to
E2000–2800 K, or by cold field emission (CFE) in an
electrostatic field strong enough for electrons to ‘‘tun-
nel’’ through the surface barrier at room temperature.
A third technique (Schottky emission) combines
thermo and field emission allowing for lowering of
the operating temperature to E1700 K. A low opera-
ting temperature makes for longer cathode lifetime
and higher brightness since beam emittance is ulti-
mately determined by the thermal motion of the ex-
tracted electrons. With a cylindrical cathode of radius
r, the thermal contribution to the normalized emit-
tance is approximately e2

thEr2 � KBT=Eo; KB being
the Boltzmann constant and T the absolute cathode
temperature. CFE cathodes can therefore ultimately
produce the smallest emittance, but, at extracted

Suppressor
cap

Suppressor
cap

Needle emitterNeedle emitter
FilamentFilament

Current leadsCurrent leads

Figure 1 Schottky type cathode cross section.
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current values comparable to those of the other two
types, their lifetime is shorter. Schottky cathodes are
therefore the most popular solution for highest reso-
lution and brilliance, associated with a long lifetime.

Cathode materials vary from metal (mainly W)
filaments to single crystals of various metals or
of low work-function composites such as LaB6. A
typical Schottky cathode arrangement is shown in
Figure 1: the few mm-radius single-crystal tip,
mounted on a hairpin filament that heats it to the
desired temperature, protrudes through a hole in a
negatively biased shield (Wehnelt cap) so that only
electrons emitted from the very tip can enter the col-
umn. In the column the beam is further collimated,
accelerated to energies from a few hundred eV to a
few tens of keV (typically E25 keV) and focused
down into the sample to be studied or processed.

Schottky cathodes made of carbon nanotube bun-
dles are also under development: very high brightness
has been demonstrated in test stands.

A typical order of magnitude performance of micro-
application-type sources equipped with different kinds
of cathodes is presented in Table 1.

Conventional-Type Electron Guns

Electron guns covered in this section are used to drive
a great variety of devices such as power tubes, klystr-
ons, and linear accelerators for industrial, medical,
and scientific applications. The emphasis being on
high current, ease of operation, lifetime and price,
they are mostly rugged thermionic cathode DC guns
of the diode or triode (gridded) type. The gun voltage
and current specifications vary widely, depending on
the application, from the E50–100 kV/E10 A of
Linac guns to the E100–1000 kV/E100–1000 A of
the highest power klystron guns.

Common cathodes consist of a high melting-point
metal disk coated with a low work-function material
and indirectly heated by a filament. The extracted
current density JT ¼ A T2e�ðW=KBTÞ is a function of
temperature and of the material work function, W.
The most used material is Ba or Sr oxide coated
tungsten having a work function of E1.6 eV,
compared to 4.5 eV of pure tungsten, and capable

of 10–20 A cm� 2 at temperatures of E1500 K. Be-
cause in a high-temperature and high-voltage
environment the coating tends to be removed rather
rapidly by desorption, sputtering, and evaporation,
dispenser cathodes have been developed made of po-
rous tungsten impregnated with oxide which slowly
diffuses towards the cathode surface, continuously
replacing the removed material. Operated in good
vacuum (p10�7 hPa) and at current densities
E5 A cm� 2, a dispenser cathode can typically reach
useful lifetimes of B40 000 h. The gun operates ide-
ally in the space-charge limited Child–Langmuir
regime: a voltage applied to Pierce geometry elec-
trodes (Figure 2) provides the radial focusing re-
quired to form the cathode-emitted particles into
an ideally laminar flow beam. Laminarity ensures a
constant current density emission at the cathode,
lowest emittance, and highest brightness. Normal-
ized emittance and brightness values lie typically in
the en

2B10� 3–10� 5 A m� 2 rad� 2 and BnB108–
1011 A m� 2 rad� 2 range, respectively.

The relation between applied voltage and ex-
tracted current is I ¼ P�V3=2, P being a constant,

Table 1 Cathodes for micro-applications: order of magnitude parameters for various cathode materials

Main parameters W LaB6 Cold field Schottky Carbon nanotubes

Effective source size (nm) X104
X103 3 10 3

Operating temperature (K) 2800 2000 300 1800 300

Useful current (nA) 1000 1000 1 10

Normalized brightness (A m�2 rad� 2) 1010 1011 41013 1013 1014

Invariant emittance (m rad) 10� 9 5� 10� 9 5�10�12 10� 11

Energy spread (eV) 1.0 1.0 0.5 0.5 0.3

Figure 2 The cathode (gray disk) assembly of an S-band Linac

gun. (Courtesy of Sincrotrone Trieste.)
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characteristic of the device, called perveance. Its
measurement unit is the perv�1 A/V3/2. Highest
brightness values are obtained with perveance values
of less than 1mperv because above it, space-charge
forces make it increasingly difficult to produce lami-
nar beams. For very high peak and average currents
more complicated gun designs are therefore needed,
using annular beams or multiple beam (cathode)
devices (Figure 3). Multiple-beam klystron guns
having several large cathodes (up to E100 cm2) and
operating at p2.5 A cm� 2 s are being developed for
applications aimed at MW average power with 105 h
lifetimes. The various cathode beams are combined
after acceleration so as to minimize space-charge
effects.

Pulsed beam configurations are obtained by var-
ious methods, such as pulsing either the anode or the
grid voltage, or periodically sweeping the continu-
ous beam across a collimator (chopping), or by
imposing a periodic longitudinal velocity chirp on
the beam in such a way as to make particles bunch
together in a following field-free region (drift space)
of appropriate length (velocity bunching). The main
parameters of a typical S-band Linac gun and of DC
and pulsed high-power klystron guns are listed in
Table 2.

Electron Preinjectors

To drive free electron laser (FEL)-based, fully coherent,
short-wavelength (X-ray) sources and to imple-
ment techniques such as laser and plasma accelera-
tion for a future generation of compact electron
accelerators requires the most demanding beam
parameters: enro1 mm rad, (DE/E)o0.1%, BnrB1015

A ðm rad Þ�2; tEps and peak bunch current ÎbBkA.
(Such specifications are beyond those at present rou-
tinely obtainable. Physics and technology of generating
and transporting very high brightness, intense beams
are therefore being actively researched and developed
worldwide and advancing very fast.) Next generation
colliders for particle physics also need a similar source
performance and, in addition, high bunch charge, po-
larized, ribbon-shaped beams.

Preinjector systems (so-called because they are
normally only the first part of the injector to the final
accelerator) have been developed to approach the
above listed specifications, consisting of a high-
energy gun and of a number of auxiliary compo-
nents. A several MeV electron gun is the first com-
ponent needed to accelerate the source-emitted
electrons as fast as possible to relativistic energies
to minimize space-charge force effects, scaling like 1/
g2, which tend to blow the beam emittance up. It can
be shown, by ideally slicing up the bunch like a loaf,
that the emittance at the gun output has a fan-like
structure in phase space (Figure 4a) due to space-
charge forces being stronger on slices near the bunch
center than on tail ones. Each bunch slice thus con-
tributes one of the ribs of the fan, and the rms nor-
malized emittance of the whole fan becomes much
larger than that of any individual slice. The fraction
of the fan-like blow-up caused by the linear compo-
nents of the space-charge force can be taken out
(compensated) by adding a solenoid at the gun exit
followed by a drift space, and by additional accel-
erating sections and by proper shaping the bunch-
charge distribution (should ideally be uniform). How
the scheme works is seen in the simulation whose
results are presented in Figures 4 and 5. The simu-
lation follows a uniform charge distribution through
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electrode
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Equipotentials
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Figure 3 Pierce-type geometry scheme (upper half of cross

section shown).

Table 2 Parameters of typical power thermionic electron guns: for an S-band linear accelerator injector and for power klystron tubes

Electron guns V ðKVÞ I ðAÞ Perv. ðmpervÞ /WS ðkWÞ TM ðmsÞ Rep rate ðHzÞ

S-band linac 100 10 0.3 1.0 10 50–60

High power 100 20 0.6 1000 DC

500 210 0.6 1 1.5 10

535 700 2.0 35 3 60

800 4000 0.9 8 1 5

V: gun voltage; I: av. beam pulse current; /WS: average beam power; TM: pulse duration.
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from cathode to the end of such a space-charge com-
pensated preinjector whose two-Linac sections pro-
vide acceleration to 150 MeV.

Figure 4a shows the beam phase-space footprint at
the gun output, and its beam-stay-clear equivalent
ellipse having four times the area of the fan-like rms
distribution. Figures 4b and 4c show how the com-
pensating solenoid and the following drift space re-
duce the footprint. A further reduction of the rms
emittance in the final accelerating sections is shown
in Figure 5. The end en value is essentially due to
thermal contributions and to nonlinear space charge
force components only.

Peak-normalized brightness values measured at
state-of-the-art preinjector installations are shown in
Figure 6. Normalized emittances in the 2–4 mm rad
range are routinely obtained today at peak bunch
currents up to ÎbB50 � 100 A.

To raise the peak bunch current, preinjectors
are being developed using the preinjector additional
accelerating sections to reduce the bunch length
also: energy-chirping of the moderately relativistic
(E5 MeV) bunch produced by the gun and injection
into the following accelerator sections far off the RF

field crest produces a velocity bunching so that the
bunch itself is simultaneously compressed and accel-
erated. Focusing solenoids are added around the
accelerating sections to prevent an emittance blow-up.
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Figure 5 Computed rms normalized emittance and rms horizontal envelope evolution in the preinjector. The emittance is taken

through a minimum at s¼ 1.5 m by the compensating solenoid and the following drift space. It then starts increasing again and is

damped back in the next two accelerating Linac sections.
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Concerning the beam time structure, preinjectors
generate bunch trains whose typical configuration is
shown in Figure 7: a train of (macro) pulses, each
containing a train of short bunches. The macropulse
duration TM and repetition frequency, 1/Trep, are
usually determined by the allowed average power
consumption of the particle source and of the accel-
erator. Duty factors range from B10�5 to B10� 1.
The bunch repetition frequency in the macropulse
is a subharmonic of the accelerating field frequ-
ency 1/TRF, which also determines the initial bunch
duration, t.

Preinjector high-voltage guns in operation are ba-
sically of two types. The first consists of a normal
thermionic DC gun followed by a high frequency,
standing or traveling wave-accelerating structure.
The second (RF gun), simpler and more compact,
combines gun and accelerating structure in one by
directly embedding the cathode in a standing-wave
RF cavity. AE50–100 MV m� 1 peak RF field in the
E10 cm long cavity provides very fast acceleration to
several MeV, thereby minimizing the effect of the
defocusing space charge forces. The cathode of either
type gun can be either thermionic or a photocathode
from which electrons are photoelectrically extracted
by illuminating it with a laser beam.

Schematic diagrams of RF gun structures are
shown in Figures 8a and 8b, one mounting a therm-
ionic cathode, the other a photocathode.

The main asset of thermionic, metallic cathodes is
stability of the emitted current and long lifetime.
Drawing from micro-applications technology single
crystal, mm-diameter LaB6 cathodes are being pro-
posed to achieve a high current with emittance values
at the thermal limit. The required bunch microstruc-
ture must be produced by chopping or velocity-bun-
ching their continuous macropulse current.

With photocathodes, the beam microstructure can
be directly generated by modulating the drive laser

pulse length, shape, spot size, and intensity on a pulse-
to-pulse basis. On the other hand, stabilising to per-
cent accuracy, the extracted current, which depends
on the pulse-to-pulse stability of the high-power
high-repetition rate driving laser, is more difficult.
Nevertheless, because they offer much higher extract-
ed current densities than thermionic devices, photo-
cathodes are today’s choice for high-peak current,
bright-beam applications.

Photocathode materials such as Cu and Mg, to be
illuminated with UV light, can operate in pressures
of B10�7 hPa, have low, albeit constant, quantum
efficiencies (QE) in the 10�3–10�4 range. Alkali (Cs,
K, Rb, RbCs) telluride semiconductor devices, illu-
minated with 4.5 eV UV light, require ultrahigh
vacuum (E10� 9 hPa) but have high efficiency and
long lifetime: Cs2Te photocathodes have been rou-
tinely operated in accelerators with initial QE of
E10%, gradually dropping to a few percent over
many months of useful lifetime.

Negative electron affinity (NEA) photocathodes
have the advantage of operating at longer laser
wavelengths. Illuminated with polarized light, NEA-
GaAs devices can also produce 80–90% polarized
beams; they are being developed aiming at ps long,
E1 nC bunches with enE5� 10� 5 m rad. For ac-
ceptable quantum efficiency lifetime though, they
must operate in B10� 11 hPa vacuum, a specification
not easy to meet with high-frequency RF guns be-
cause of the intrinsic low pumping conductance of
the RF structure. Preinjectors equipped with easier-
to-evacuate DC guns, low-frequency (larger iris) RF
guns or open RF gun structures of the ‘‘plane wave
transformer’’ type are therefore also being developed.
Other photoemitters such as diamond-based, ferro-
electric ceramic, and nanostructured carbon cath-
odes are also being studied. Parameters of the most
commonly used photocathode materials are collected
in Table 3.

Trep TM

nTRF

�

Figure 7 Time structure of a resonant pulsed linear accelerator. TM long macropulses repeat with period Trep. The microstructure

repetition period is (equal to or) multiple of the accelerating field period TRF.

48 Electron and Positron Sources



RF input port

Full cellHalf cell

Cathode

RF monitor
port

Vacuum
port

e−

(a)

Coaxial
coupler

Waveguide

Mirror

Electron
beam

Main solenoid

Photo
cathode

Bucking
coil

Laser
beam

(b)

Figure 8 (a) Schematic layouts of a thermionic cathode equipped RF gun. (Courtesy of the LCLS Collaboration, SLAC, USA.)

(b) Schematic layout of photocathode equipped RF gun. RF power is fed coaxially from behind the cathode. (Courtesy of the TESLA

Collaboration, DESY, De.)

Table 3 Parameters of various photocathode materials

Material Quantum efficiency QEð Þ Lifetime Required vacuum hPað Þ Laser wavelength nmð Þ

Cu 2� 10� 4 Years 10� 7 260

Mg 2� 10� 3 years 10� 7 260

Alkali Antimonide 0.05 days 10� 10 532

Alkali Telluride 0.1 41 year 10� 9 260

NEA-GaAs 0.05 weeks 10� 11 780
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Gun developments include RF devices capable of
generating bright, continuous microbunch trains for
applications requiring the highest possible average
current such as CW operation of superconducting
linear accelerators.

New types of preinjectors are also being studied,
such as high-brightness devices, promising to directly
generate 100 fs, 0.1 nC bunches with peak currents up
to E103 A, by integrating the gun into the preinjector
high-energy accelerating section. A photocathode is
mounted only a few mm away from the back wall of
a Linac section serving as anode. By generating
GV m� 1, sub-ps pulses across the mm wide cathode-
to-anode gap, photoelectrons are accelerated to several
MeV in a few fs and directly injected into the prein-
jector final acceleration section, so that essentially no
space-charge-induced emittance blow-up is expected.

More exotic schemes are being investigated for ap-
plications to further future laser–plasma accelerators.
As an example, an ‘‘all-optical’’ electron source for a
laser-driven plasma wake-field accelerator is claimed
to be capable of GV cm�1 electric fields, micrometer
spot sizes, femtosecond-long bunches, and GA cm� 2

current densities. The scheme foresees a first-drive
laser creating a plasma wake by ionizing a confined
gas to below its self-trapping threshold (free electrons
oscillating around ions). The transverse pondero-
motive force of a second (injection) laser pulse, shin-
ing orthogonal to the first, then imparts to the plasma
electrons an extra kick in the wave direction so as to
inject them into the plasma wake-field with the cor-
rect phase to be trapped and accelerated.

Positron Sources

Positron Production

Positron beams are produced either by b-radioactive
sources or via pair production by photons. Photons
are normally obtained either from neutron-induced
nuclear reactions such as 113Cdðn; gÞ114Cd or from
electron-induced electromagnetic showers in solid
targets. Radioactive and nuclear eþ sources are main-
ly used to produce low intensity, quasi-monochromatic
positron beams in the o1 eV to BMeV range, used in
materials science for surface and bulk investigations.
Radioactive sources are relatively inexpensive and
suited for low-energy laboratory installations, while
neutron-induced production requires reactor-grade
slow n beams. For high intensities, primary high-
energy electron or g-ray beams must be used.

Radioactive and Nuclear eþ Sources

The most popular radioactive source is the 22Na iso-
tope which decays, according to the diagram of

Figure 9a, with 2.6 years half-life. One of its
advantages is that the fast g-ray accompanying the
decay can be used to perform eþ annihilation life-
time measurements. Positrons are emitted with a very
large energy spread B200 keV, extending to 540 keV.
A common method to produce a beam with the de-
sired energy and a narrow energy spread is to first
thermalize the decay positrons in a system of
tungsten vanes, from which they emerge with energy
of B0–2 eV, and then re-accelerate them. Using elec-
trostatic acceleration, continuous positron beams
with typical DC current values of a few pA, energies
up to several MeV, and relative energy spreads of
B10�4 can be obtained that, for microprobe-type
applications, can be focused to spot sizes of a
few mm. Higher intensities, up to E100 pA can be
obtained from other, less easily handled sources such
as 64Cu.

22Na

(a)

�   1.3 MeV
22Ne

�+

22Na 22Ne + e+ + �e + �

Cd

(b)

Beam pipe
He

Electrostatic
lensesPt

e+

Magnetic coil

Vacuum

Figure 9 (a) Main decay mode of isotope 22Na; (b) Slow neu-

tron driven source. (Courtesy of Prof. C. Hugenschmidt, TUM,

Garching.)
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The design of a much higher intensity eþ source
based on the 113Cd(n, g) 114Cd neutron capture re-
action is schematically shown in Figure 9b. Slow
neutrons from a reactor are captured in a Cd blanket,
each capture event producing a cascade of g-rays.
The high-energy photons are then converted into eþ

e� pairs in a set of Pt absorbers that also serve to
slow the positrons down. A system of electrical lenses
and solenoids finally collects the slow particles in a
continuous beam with design intensity of up to
B10 nA. Reactors are, in principle, capable of orders
of magnitude higher eþ production rates but only
over much larger target volumes, which makes it
difficult to collect the particles in a compact beam.

High-Intensity eþ Sources

High-intensity positron beams are obtained by let-
ting primary, high-energy, intense e� beams shower
in a converter, the shower photons producing the
positrons via pair production, or by directly hitting
the converter with a photon beam. The relatively low
energy, large emittance, large energy spread eþ pos-
itron beam out of the converter is captured in a sys-
tem of magnetic lenses surrounding the converter,
followed by an accelerating structure.

The converter thickness for maximum eþ yield
depends on the nature and energy of the primary. The
number of photons in an e� initiated shower in-
creases approximately proportional to the primary
electron energy (Ee) for EeX1 GeV, while the thick-
ness yielding the maximum collectable eþ /photon
ratio increases proportional to Eln(Ee). At EeB1
GeV, it is E3 Xo (Xo being the converter material
radiation length p1=Z2Þ and the eþ effective source
radius at the converter exit, which affects the pos-
itron collection efficiency, is E0:3 Xo neglecting the
contribution from the primary beam emittance. The
positron energy spectrum exiting the optimum target
thickness peaks at around a few MeV tailing out at a
few tens of MeV, almost independently of the pri-
mary energy. A typical yield figure, when collecting
E2–20 MeV positrons, is B5� 10� 2 positrons per
incident electron and per GeV of the primary beam.

The overall source intensity is ultimately limited by
the target material sustainable peak and average
thermal stresses from local, sudden temperature
peaks due to the energy deposited in the converter
by sub-ms electron bunches over very small volumes.
Materials with short Xo, high-mechanical strength
and high-melting point are thus favored, the most
used being tungsten (74W). Specific energy deposition
in a 74W converter can typically not exceed a few
tens of J g�1. For very high intensity eþ sources,
cooled rotating converters are used. Liquid metal

converters are also being studied. Large amounts of
radiation and residual activity produced in the target
surroundings require strict maintenance and person-
nel protection measures.

Higher positron beam intensities can be produced
using primary intense, bright, photon beams, such as
can be obtained from free electron lasers or from
high-energy e� beams spontaneously radiating in an
undulator magnet. High-power laser beams Thomp-
son back-scattered from a multi-GeV electron beam
are also candidates being studied to produce high-
energy photon beams.

Because the photon pair production cross section
saturates at E1 GeV, where the positron yield per
photon peaks at approximately 0.3 Xo, low Z, high-
heat capacity converter materials (typically 22Ti) can
be used, offering less multiple scattering and corre-
spondingly higher collection efficiency, less energy
deposition per collected eþ , and therefore, higher
allowed deposited energy density. In addition, more
than 40% linear or circular-polarized positrons can
be obtained by using polarized primary photons.

Finally, it has recently been shown that the periodic
atomic potential inside a single crystal converter can
act like a very short period undulator magnet and that
the positron yield from electrons or photons incident
at glancing angle to the crystal axis can be two to
three times larger than from an amorphous converter.

See also: Core Photoemission; Local Field Effects;
Valence Photoemission.

PACS: 41.85.�p; 41.75.Fr, Ht; 29.25.Bx; 29.25.� t;
52.38.Kd
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Nomenclature

B, Bn brightness, normalized brightness
c speed of light
e electron charge
e� , eþ electron, positron
E energy
Eo particle rest energy
Ee electron energy
I beam current

Ib, Îb bunch current, peak bunch current
mo particle rest mass
N number of particles
P, Po momentum, nominal beam momentum
q charge
Q quality factor
s longitudinal coordinate
v velocity
V voltage
W work function
x, y horizontal, vertical coordinates
Xo radiation length
z z stands for either x or y
Z atomic number
b reduced velocity v/c
g Lorentz factor
DP relative momentum deviation P�Po

e, en, eth emittance, normalized emittance, ther-
mal emittance

t bunch duration
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Introduction

The homogeneous gas of electrons (also known as
jellium) is the most important basic model in the
physics of condensed matter. It was introduced by
Drude in 1900 to account for the electromagnetic
properties of plasmas and was used by the pioneers
of quantum mechanics in the early 1930s to model
the sea of interacting valence electrons in a metal.
The valence electrons are the outer electrons of an
atom and determine how it interacts with its sur-
roundings, but in a metal they are released by the
atoms into a collective state. In the early studies, the
ions of the crystalline lattice in the metal were
smeared into a rigid uniform background of positive
charge, which exactly balances the negative charge
associated with the distribution of outer electrons.
More generally, through the development of density-
functional theory the electron gas has become the
basic reference system in most calculations of elec-
tronic structure not only for metallic or insulating
solids and liquids, but also often applied to describe
the electronic structure and the cohesion of atomic-
scale systems up to biomolecules.

In metals the density of valence (or conduction)
electrons is high enough that many of their properties

can be understood in terms of a picture in which they
move almost independently of each other, forming a
paramagnetic fluid made of equal numbers of up and
down spins. The success of this single-electron pic-
ture of metals rests on the work carried out in the
1950s by Landau in developing the theory of Fermi
liquids. But with decreasing density the potential
energy associated with the Coulomb interactions be-
tween the electrons grows to dominate over their ki-
netic energy and ultimately at very low density the
electron gas freezes into the ‘‘Wigner crystal,’’ in
which the electrons become localized on lattice sites.
This behavior is just the opposite of what happens
with classical systems, where it is high density that
favors a lattice structure. It is also believed that
crystallization of the electron gas in the jellium
model is preceded, in an intermediate range of
density, by the stabilization of a spin-polarized
state in which the spins spontaneously align into
a ferromagnetic state of order. This possibility was
already foreseen by Bloch in 1929, within the context
of the Hartree–Fock approximation. This theoretical
framework, when widened to include man-made
semiconductor devices in which the electronic carri-
ers are constrained to move in a plane (as in a quan-
tum well) or on a line (as in a quantum wire) or
under three-dimensional confinement (as in a quan-
tum dot), provides much of the basic understanding
that is necessary for modern condensed matter phys-
ics and nanotechnology.
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It is appropriate to note at this point, before em-
barking on a more detailed presentation of the issues
indicated above, that especially over the last few
decades some more exotic properties of the valence-
electron gas have come to the fore. These developm-
ents really started with the idea of Cooper pairs in the
BCS theory of superconductivity in metals and have
been stimulated by discoveries of novel materials,
such as the cuprate high-Tc superconductors and
other oxides, or of novel physical effects such as
the Kondo scattering against magnetic impurities or
the fractional quantum Hall effect. The quantum the-
ory of solids is now no longer confined to the electron
as the quasiparticle of a Fermi liquid, but in special
situations reconstructs the system of valence electrons
to produce quasiparticles that may behave like
fragments of an electron, such as composite fermi-
ons, composite bosons, or holons and spinons.

Ideal Fermi Gas and Fermi Liquid Theory

Conduction electrons in normal metals under ordi-
nary laboratory conditions form a highly degenerate
Fermi fluid, in which the mean interparticle spacing
a is a small fraction of the characteristic de Broglie
wavelength l ¼ h=pdB (here h is Planck’s constant
and pdB is the momentum of a particle of mass m
having kinetic energy equal to the thermal energy
kBT, with kB the Boltzmann constant and T the
temperature). If for the moment one neglects all in-
teractions, one can write the energy levels E of the
gas in terms of the single-particle kinetic energies ek
and of the number nk of electrons in a single-particle
state at energy ek, E ¼

P
k nkek. Here k is a label

specifying the momentum and the spin of each elec-
tron. The Pauli exclusion principle restricts the val-
ues that nk may take for particles of half-integer spin
to nk ¼ 0 or 1.

A cell of volume h3 in phase space can thus contain
at most two electrons with opposite spins, so that in
the ground state at T ¼ 0 the electrons must have a
spread of momenta in a range up to a maximum
momentum pF (the ‘‘Fermi momentum’’). For N elec-
trons with up and down spins inside a volume V and
defining kF ¼ pF=_, one can write the density n ¼
N=V as n ¼ k3

F=3p2. The wave number kF is the ra-
dius of a spherical surface in wave number space (the
‘‘Fermi surface’’) and the energy of an electron with
momentum corresponding to the Fermi surface is the
Fermi energy eF. This also is the lowest energy with
which one may add a further electron to the gas (i.e.,
eF is the chemical potential of the gas at T ¼ 0) and
evidently increases with the electron density, since
kF ¼ ð3p2nÞ1=3.

The notion of a Fermi sphere allows a vivid picture
of ground state and excitations in a normal Fermi
fluid. At T ¼ 0, the single-particle states inside the
Fermi sphere are fully occupied by the fermions and
the states outside it are empty. The momentum dis-
tribution (i.e., the occupation number of an electron
state of given momentum and spin) thus takes a dis-
continuous change from 1 to 0 as the momentum
crosses the Fermi surface. Thermal excitations at fi-
nite temperature bring fermions from states inside to
states outside the Fermi surface, leaving ‘‘holes’’ be-
hind and lowering the chemical potential of the gas
(see the schematic picture in Figure 1).

It is somewhat surprising that a number of prop-
erties of normal metals are observed to behave as
predicted by the ideal Fermi-gas model, in view of the
electron–electron and electron–ion interactions that
may be expected to lead to substantial departures
from ideality. In particular, the electronic contribu-
tion to the specific heat of a metal increases linearly
with temperature and the paramagnetic spin suscep-
tibility is independent of temperature, both quantities
being proportional to the density nF of electronic
states at the Fermi surface. The explanation of these
behaviors has been given by Landau: he assumed that
in a Fermi liquid the net effect of the interactions
would be to ‘‘dress’’ a particle excited out of the
ground state with a cloud of surrounding particles,
building up what is termed a quasiparticle. Once one
deals with quasiparticles rather than with ‘‘bare’’
electrons, the excitations of the fluid can be described
as an almost ideal gas of quasiparticles. A crucial
point in Landau’s theory is that the quasiparticles
obey Fermi statistics, so that at low temperature the
low-lying excited states in terms of the excitation of
quasiparticles across the Fermi surface can be de-
scribed. The correct behaviors of the electronic spe-
cific heat and spin susceptibility follow at once.

Figure 1 Schematic representation of a section of the Fermi

sphere for a paramagnetic electron gas, showing also a process

of excitation of an electron–hole pair.
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There is, however, one major difference to be em-
phasized between quasiparticles and bare particles,
that is a quasiparticle carries a renormalized effective
mass from the backflow that through its interactions
it induces in the surrounding fluid as it tears through
it. This implies a shift in the density of states at the
Fermi surface and hence in the absolute values of the
thermodynamic properties of the interacting electron
gas relative to the ideal Fermi gas. The spin suscep-
tibility is enhanced by a further factor which favors
the alignment of the spins of neighboring electrons
into a parallel configuration (see below).

Exchange Effects and
Hartree–Fock Theory

As a start to a calculation of the ground-state energy
of the interacting electron gas, one might ask what is
the distribution of electron pairs in the ideal Fermi
gas as a function of their relative distance r. The pair
distribution function, that is written in general as
g(r), is defined by setting equal to the quantity ng(r)
(4pr2dr) the average number of electrons that lie
within a spherical shell centered on an electron and
having radius r and thickness dr. For the electron gas
with equal numbers of up and down spins it can be
written as gðrÞ ¼ ½gmmðrÞ þ gmkðrÞ�=2, the average of
the values for pairs of electrons with parallel spins
and antiparallel spins.

Whereas gðrÞ ¼ 1 in a classical ideal gas, the prob-
ability of finding two electrons with the same spin at
a distance r vanishes exactly as r-0. This property
derives from the symmetry imposed by the Pauli ex-
clusion principle, according to which the wave func-
tion of a Fermi fluid changes sign under the operation
of exchange of two identical fermions. That is, the
many-body wave function of the electron gas has a
node at the mid-point between each pair of parallel-
spin electrons. The property gmmð0Þ ¼ 0 is an exact
result and implies that each electron of given spin
induces a local depletion of the density of electrons
with the same spin.

If we bear in mind that the Coulomb interactions
between electrons are repulsive, it is seen that the
presence of the ‘‘Pauli hole’’ that was introduced
above is accompanied by a gain in potential energy of
the electron gas. Exchange effects keep apart elec-
trons with parallel spins and therefore reduce on
average the Coulomb repulsive energy of parallel-
spin pairs. This consequence of the Pauli principle is
for the electron gas the analog of the so-called Hund
rule for the electronic structure of atoms, according
to which there is on total energy grounds a prefer-
ence for the state of maximum total spin. As seen in

more detail below, this same effect favors the
alignment of the spins of neighboring electrons in
the interacting electron gas and stabilizes a spin-po-
larized state at strong coupling.

In the ideal Fermi gas g(r) takes the expression

gidealðrÞ ¼ 1 � 9
2 ½ j1ðkFrÞ=ðkFrÞ�2

where j1ðxÞ ¼ ðsin x � xcos xÞ=x2 is a spherical Be-
ssel function. The shape of this function, which de-
scribes the Pauli hole in the ideal Fermi gas, is shown
in Figure 2. Of course, no correlations exist at this
level between pairs of electrons with antiparallel
spins, that is, gmk(r)¼ 1.

The expression for gidealðrÞ can be used to evaluate
the ground-state energy in first-order perturbation the-
ory. This calculation corresponds to the energy of the
electron gas in the Hartree–Fock approximation, since
by translational symmetry the self-consistent Hartree–
Fock single-particle orbitals must be the plane-wave
orbitals of the ideal gas. The result is

EHF
g ðrsÞ ¼

3

5a2r2
s

� 3

2pars

� �
Ryd

D
2:21

r2
s

� 0:916

rs

� �
Ryd

per electron, with a ¼ ð9p=4Þ�1=3 and in units of the
Rydberg (1 Ryd¼ e2/(2aB) with aB ¼ _2=ðme2Þ being
the Bohr radius). Here, the density parameter rs by
the definition 4pðrsaBÞ3=3 ¼ n�1 is introduced, that
is, rs represents the mean distance between neig-
hboring electrons in units of the Bohr radius. The
two terms in EHF

g ðrsÞ are the average kinetic energy
and the average potential energy per electron, re-
spectively, and their ratio is evidently proportional to
1/rs. This shows that the role of the electron–electron
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g
(r

)

r /rs
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Figure 2 The Pauli hole surrounding an electron of given spin

in the ideal Fermi gas.
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interactions becomes progressively more important as
rs increases – that is, as the density of the electron gas
decreases.

Coulomb Correlations: Screening and
Plasmons

It has been already remarked that no correlations
between antiparallel spins are present in the ideal
Fermi gas. Further depletion of the local electron
density around each electron arises when the
Coulomb repulsive interactions are switched on and
allowed to modify the many-body wave function.
The main effect is that the motions of opposite-spin
electrons start to be correlated, since pairs of elec-
trons with parallel spins are already kept apart by the
Pauli principle.

Figure 3 shows the ‘‘Pauli–Coulomb hole’’ at inc-
reasing values of the coupling strength rs. A property
of this function is that the total local depletion of
electron density around the electron at the origin
corresponds to taking away exactly one electron
from its neighborhood. This is a microscopic man-
ifestation of Faraday’s law, according to which an
electric field cannot penetrate in the depth of a con-
ductor. The bare electrical potential generated by
each electron is on average completely screened by a
local rearrangement of the other electrons, and the
effective potential that an electron creates decays to
zero over a microscopic distance. The notion of

screening provides the microscopic basis for the
Landau quasiparticles.

The screening effect has both static and dynamic
manifestations. Considering first the screening of a
static foreign charge, its bare potential is screened in
Fourier transform by an electronic dielectric function
e(q) which depends on wave number. The Thomas–
Fermi theory yields eðqÞ ¼ 1 þ ðqlTFÞ�2 where lTF ¼pðp_2=4mkFe2Þ is the Thomas–Fermi screening
length. In fact, the presence of the Fermi surface in-
duces microscopic ‘‘Friedel oscillations’’ of wave-
length p/kF in the local electron density. The electron
density n(r) at a distance r from the foreign charge is
asymptotically described by the expression

nðrÞ � npcosð2kFr þ fÞ=r3

This result should be contrasted with the monotonic
decay of the screened potential in a classical plasma,
as found for instance in the Debye–Hückel theory of
electrolytic solutions. Instead the effective potential
created by an ion inserted in the electron gas, as well
as the effective potential with which each electron
interacts with the other electrons, are oscillating
functions of distance showing both repulsive and at-
tractive regions. These properties have crucial con-
sequences for the electron theory of metals and for
the electronic systems of interest in nanotechnology.

With regard to dynamical screening, an argument
given by Langmuir in 1928 shows that the electron
plasma can be driven into harmonic oscillation at the
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Figure 3 The Pauli–Coulomb hole in the interacting electron gas at various values of the coupling strength rs: a comparison between

theory (full curves) and quantum Monte Carlo data (dots). The values of g(r) at rs¼ 5, 10, and 20 have been rigidly shifted upwards for

clarity by 0.4, 0.8, and 1.2.
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‘‘plasma frequency’’

op ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pne2=m

q
Such ‘‘plasmon excitations’’ are observed in inelastic
scattering experiments on metals, using either a beam
of fast electrons (in an EEL (electron energy loss)
experiment) or a beam of X-rays.

Hubbard Model and the Para–Ferro
Quantum Phase Transition

A simple way to illustrate the role of short-range
correlations in driving the formation of order in the
spins is provided by the model Hamiltonian intro-
duced by Hubbard in 1963. The Hubbard model
adds to the kinetic energy term a point-like repulsive
interaction of magnitude U between two electrons
with antiparallel spins whenever they meet on the
same site. Considering here just the case of ‘‘itiner-
ant’’ (nearly free) electrons, this interaction favors
the alignment of the spins of neighboring electrons:
the spin susceptibility in a constant magnetic field is
enhanced by a factor ð1 � UnF=2Þ�1 relative to the
Pauli value for the ideal Fermi gas (recall that nF is
the density of electron states on the Fermi surface).

Therefore, if U is increased in a continuous manner,
it is found that the static spin susceptibility diverges
when U attains the value 2=nF, and this corresponds
to an instability of the paramagnetic state against the
formation of a translationally invariant state of spin
order. That is, the interacting electron gas stabilizes
itself by a transition to a state having incipient fer-
romagnetic order. This ‘‘quantum phase transition’’
has been seen in quantum Monte Carlo studies car-
ried out by Ceperley and Alder in 1980 and may
correspond to the observation of magnetic (spin) po-
larization reported by Young et al. in 1999 for a di-
lute electron gas created in calcium hexaboride by
doping with lanthanum. Of course, the electrons
move in this system inside an ionic lattice, so that
their states involve an additional quantum number
which is absent in the electron gas model. Such ‘‘band
effects’’ increase the effective mass of the electrons
and hence the value of nF, enhancing the natural ten-
dency of the electron spins to align.

Wigner Crystallization

It has been already remarked that as the dimension-
less electron spacing rs increases (i.e., as the electron
density decreases) the kinetic energy is becoming less
and less important relative to the potential energy
associated with the Coulomb repulsions. In the

1930s Wigner had noticed that an optimal value is
obtained for the potential energy of jellium if the
electrons are placed on the sites of a body-centered
cubic lattice structure. Localization of the electrons
raises their kinetic energy and an electron crystal may
become favored only at very low density, where the
potential energy becomes dominant. Of course, in
the crystal the electrons are not strictly localized on
the lattice sites but execute vibrational motions
around them. Strong anharmonicity and high con-
centrations of lattice defects will be present in this
quantum crystal near melting.

The problem of ‘‘Wigner crystallization’’ has be-
come a classic in many-body physics, from both the
theoretical and the experimental point of view. Quan-
tum Monte Carlo studies have indicated that the
ground state of three-dimensional (3D) jellium, after
undergoing a continuous transition from a paramagne-
tic fluid to a fully spin-ordered ferromagnetic fluid,
undergoes a first-order transition to a ferromagnetic
crystal at rsE65. Similar studies of 2D jellium indicate
a first-order transition from a paramagnetic to a fer-
romagnetic fluid followed by crystallization into a
triangular lattice at rsE35. The search for Wigner
crystallization in the laboratory has been addressed to
quasi-2D assemblies of electronic carriers, mostly in
man-made semiconductor structures.

The first unambiguous observation of Wigner crys-
tallization was reported by Grimes and Adams in
1979 for electrons floating on top of a substrate of
liquid 4He in a quasi-classical regime. Metal–insulator
transitions have subsequently been reported in quasi-
2D systems of carriers subject to very strong magnetic
fields in the fractional quantum Hall effect regime or
in the presence of disorder and also in high-purity
quasi-2D samples having exceptionally high carrier
mobility.

Electron Gas in Reduced
Dimensionalities

As it has been already seen in the introduction to this
article, electron gases in reduced dimensionalities
present strong fundamental interest and high tech-
nological relevance. A general consequence of red-
ucing the dimensionality is an increasing role of the
electron–electron correlations at each given value of
the adimensional coupling strength rs. This is ulti-
mately a consequence of the modified topology of the
electronic motions as the electrons are constrained to
move in a plane or along a line or inside a quantum
dot. This profoundly modifies the excitation spec-
trum of the ideal Fermi gas and enhances its suscep-
tibility to any perturbation.
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Consider in particular a system in which the con-
duction electrons are restricted to move along a line.
The Fermi surface reduces to two planes located at
k ¼ 7kF and only forward or backward scattering
processes are allowed. The susceptibility of the 1D
Fermi gas to a static electrical potential varying along
the line with a wave number q becomes

woðqÞ ¼ �ð2m=p_2qÞ ln
q þ 2kF

q � 2kF

����
����

This function presents a logarithmic divergence at
q ¼ 72kF, which can drive the ‘‘Peierls distortion’’
when the Coulomb repulsions are switched on: for
example, a monoatomic 1D conductor with a half-
filled conduction band (one electron per atom) may
gain electronic energy by a lattice distortion opening a
gap at the Fermi level through the formation of dimers.

The sketch shown in Figure 4 illustrates the de-
pendence of woðqÞ on dimensionality. In all cases
there is a singularity at q ¼ 72kF, whose character
depends on dimensionality: from a logarithmic
divergence in the derivative of woðqÞ in 3D, to a dis-
continuity in the derivative of woðqÞ in 2D, and to a
logarithmic divergence in woðqÞ in 1D as seen above.

In conclusion, for conduction electrons in reduced
dimensionalities (D¼ 1 and also in some 2D tight-
binding-like models) a ‘‘Luttinger liquid’’ state may
be induced by the electron–electron interactions. A
Luttinger liquid differs from a normal Fermi liquid in
two respects, that is (a) the discontinuity in the mo-
mentum distribution across the Fermi surface is re-
placed by another type of nonanalytic behavior, and
(b) spin–charge separation occurs.

See also: Density-Functional Theory; Fermi Surface
Measurements; Ferromagnetism; Hartree and Hartree–
Fock Methods in Electronic Structure; Liquids, Theory of:
Fermi Liquids; Metallic Bonding and Crystals; Metals and
Alloys, Electronic States of (Including Fermi Surface Cal-
culations); Paramagnetism; Plasmons; Quantum Hall Ef-
fect; Scattering, Inelastic: Electron; Scattering, Inelastic:
X-Ray (Methods and Applications); Semiconductor Nano-
structures.
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Nomenclature

aB Bohr radius
g(r) pair distribution function
h Planck constant
_ Planck constant h-crossed (h divided by

2p)
kB Boltzmann constant
kF Fermi wave number
m electron mass
n electron density
pF Fermi momentum
q wave number
r distance
rs adimensional electron–electron coupling

strength
T temperature
U Hubbard repulsion
w0(q) static susceptibility
eF Fermi energy
l de Broglie wavelength
lTF Thomas–Fermi screening length
nF density of states at the Fermi surface
oP plasma frequency

3D

2D

χo(q )

1D

Figure 4 Static susceptibility of the Fermi gas in dimensionali-

ties 1D, 2D, and 3D, as a function of wave number q; the vertical

dashes show the position q¼2kF.
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Introduction

Since its discovery in 1945 by Zavoisky, the electron
spin resonance (ESR) technique is now commonly
used in fields ranging from biology to solid-state
physics and materials science. ESR, also known as
electron paramagnetic resonance (EPR), is a spec-
troscopic method used to study the systems posses-
sing a permanent magnetic moment of electronic
origin. Most of these systems belong to the class of
paramagnets, but the same experimental setup can be
used for the study of ferro- and antiferromagnets.
The states of magnetic materials and their corre-
sponding properties are discussed elsewhere in this
encyclopedia. The special cases of ferro- and antifer-
romagnets, corresponding to ferromagnetic reso-
nance (FMR) and antiferromagnetic resonance
(AFMR), respectively, is, however, not treated here.

The paramagnetic systems which have been stud-
ied extensively include free radicals, paramagnetic
metal complexes (especially transition metals or rare-
earth compounds), semiconductors (impurities, de-
fects, etc.), and excited triplet states of molecules.
Another important branch of ESR spectroscopy relies
on the use of spin labeling, where free radicals are
used to study diamagnetic hosts. As their magnetic
moments are influenced by their local environment,
the analysis of their ESR spectrum can give structural
information such as the local symmetry, the nature of
the environment, and the electronic distribution.

Usually, the ESR spectrum is obtained by irradia-
ting the system under study at a fixed frequency and
varying the applied external magnetic field until the
resonance condition is fulfilled. The position of the
resonance, its intensity, its lineshape, and line width
are the characteristic features of the spectrum. An
exact treatment of the ESR phenomenon requires the
use of quantum mechanics, as the electronic magne-
tic moment is related to the electronic spin. However,
a preliminary description can be obtained from a
classical approach.

Phenomenological Approach

The magnetic moment M is related to the angular
momentum J by the equation M ¼ �gJ, where g is

the gyromagnetic ratio and J is in units of _. When an
external magnetic induction B0 is applied to the
magnetic moment M, it induces a torque C ¼ M � B0

so that the resulting equation of motion for the sys-
tem is dJ=dt ¼ C or dM=dt ¼ �gM � B0. This de-
scribes the precession of the magnetic moment
around the applied magnetic induction (Figure 1),
with an angular frequency o0 ¼ gB0 for completely
isolated magnetic moments. In order to take into ac-
count the interaction of the magnetic moments with
the surroundings, a relaxation term has to be added
which is assumed to be exponential. Let M0 be the
equilibrium value of M; it is parallel to B0 which
is chosen to be along z. Two different relaxation
times, the spin–lattice relaxation time T1 (along the
z-direction) and the spin–spin relaxation time T2

(perpendicular to the z-direction), are introduced to
describe the relaxation processes. T1 corresponds to
the energy transfer between the magnetic moments
and the lattice via phonons, whereas T2 describes the
vanishing of the transverse components, a result of
the growing incoherence in the perpendicular plane.

Bloch Equations

When performing an ESR experiment, an oscillating
magnetic induction B1ðtÞ is superimposed to the static

z

y

x

B0

M

Figure 1 Magnetization precession about the applied magnetic

induction B0.
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induction B0, with B1 perpendicular to B0 and
B1{B0. The oscillating induction usually has a lin-
ear polarization, which can be decomposed into the
sum of two opposite circular polarizations. However,
only one of these two circular components acts on the
magnetic moment, so the other one can be neglected.
Then the Bloch equations describing the evolution of
a magnetic moment in the presence of static and
oscillating external magnetic induction are obtained:

dM

dt
¼ � gM � B�

Mx=T2

My=T2

ðMz � M0Þ=T1

2
64

3
75

¼ � gM �
B1 cosðotÞ
B1 sinðotÞ

B0

2
64

3
75�

Mx=T2

My=T2

ðMz � M0Þ=T1

2
64

3
75

At this stage, it is easier to consider the evolution of
the system in the rotating frame instead of the lab-
oratory frame. The rotating frame is a Cartesian
frame (xr, yr, zr) whose zr-axis coincides with the z-
axis of the laboratory frame, whereas the xr- and yr-
axis rotate around z at o so that B1 is stationary in
this frame. The xr-axis is chosen along B1. The trans-
formed Bloch equations describe the evolution of the
magnetic moment Mr in the rotating frame:

dMr

dt
¼ � gMr �

B1

0

B0 � o=g

2
64

3
75�

Mr
x=T2

Mr
y=T2

ðMz � M0Þ=T1

2
64

3
75

The effective magnetic induction along the z-axis is
reduced to B0 � o=g ¼ Do=g, which vanishes for the
resonance condition o ¼ o0. At resonance, the system
sees only B1 in the rotating frame and precesses around
this induction with an angular frequency o1 ¼ gB1.

Solution of the Bloch Equations

The steady-state solution of the Bloch equations,
which describes correctly the system for time dura-
tion t that is large with respect to T1 and T2, is ob-
tained easily in the rotating frame:

Mr
x ¼ o1DoT2

2

1 þ ðT2DoÞ2 þ o2
1T1T2

M0

Mr
y ¼ �o1T2

1 þ ðT2DoÞ2 þ o2
1T1T2

M0

Mr
z ¼ Mz ¼ 1 � o2

1T1T2

1 þ ðT2DoÞ2 þ o2
1T1T2

 !
M0

where Mr
x is the response of the system in-phase with

respect to B1, and Mr
y is the out-of-phase response.

These two components are associated to the dynamic
susceptibility w ¼ w0 � iw00 at the angular frequency o.
As M ¼ wH ¼ wB=m0 (in the case where the relative
permeability equals 1), and under nonsaturating
conditions ðo2

1T1T2{1Þ,

w0 ¼ Doo0T2
2

1 þ ðDoT2Þ2
w0

w00 ¼ o0T2

1 þ ðDoT2Þ2
w0

where w0 ¼ m0M0=B0 is the static magnetic suscepti-
bility. w00 represents the power absorption and has a
Lorentzian lineshape (Figure 2) with a half-width at
half height equal to 1/T2, whereas w0 is the dispersion
of the resonance.

Zeeman Interaction

Basis for a Free Electron

The classical picture given by the Bloch equations
allows one to visualize the magnetic resonance phe-
nomenon. However, as ESR deals with the electronic
spin, it is necessary to perform a quantum mechan-
ical treatment. The description with the Bloch
equations then corresponds to the evolution of the
medium value of the magnetic moment, that is, the
evolution of the magnetization.

When an electron with spin 1/2 is placed in an
external magnetic induction B0 applied along the z-
direction, the degeneracy of the two energy levels cor-
responding to the two possible spin projections (71/2)
is lifted (Figure 3). This is the Zeeman interaction des-
cribed by the spin Hamiltonian: HS ¼�l � B0 ¼
g_B0Sz ¼ gemBB0Sz, where ge the Landé factor for a
free electron, is proportional to the variation of the

′

 ′′

∆�

Figure 2 In-phase (w0) and out-of-phase (w00) components of the

dynamic magnetic susceptibility, as a function of the angular fre-

quency deviation Do.
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energy levels with the applied induction; for a free
electron, ge¼ 2.0023. It is not equal to 2, as would be
expected from a simple approach, due to relativistic
corrections. mB ¼ e_=2m is the Bohr magneton, with e
the absolute value of the charge, m the mass of the
electron, and _ the reduced Planck constant. Sz is
the dimensionless spin projection operator along the
z-direction. The eigenvectors of HS are the eigenvectors
of Sz, jmS ¼ 71=2S, with the corresponding eigenval-
ues: E7¼7(1/2)gemBB0. Thus, the resonance condi-
tion is hn ¼ Eþ � E� ¼ gemBB0, where n is the
frequency of the exciting radiation.

Besides the resonance condition, there also exists
an important selection rule resulting from the fact
that the photon possesses only two spin polariza-
tions, 71 (in units of _). The conservation of the
total angular momentum implies the selection rule
for the paramagnetic system: DmS ¼ 71. Such a rule
is valid when one uses a ‘‘standard’’ spectrometer, for
which the exciting light propagates with its oscillat-
ing magnetic induction B1 perpendicular to the main
magnetic induction B0.

General Case

Up to now, when looking for the resonance phe-
nomenon only the Zeeman interaction of a free elec-
tron with the external induction has been considered.
However, a spin also feels the internal magnetic field
created by the system it is embedded in. As a result,
its resonance will give direct information on this in-
ternal field and thus on the spin environment. A very
important feature of ESR spectroscopy is to provide
local properties of the system and not global ones, as
does the magnetic susceptibility. This comes from the

spatial dependence of the interactions creating the
internal magnetic field, which decrease rapidly with
increasing distances (e.g., the magnetic dipole–dipole
interactions decrease like 1/r3). The contributions to
the internal field can be divided into two classes: the
ones induced by the external field and thus propor-
tional to it, and the others which are independent of
the applied field and correspond to permanent prop-
erties of the system.

The first class of interactions is taken into account
within the formalism of the Landé factor, g. This
means that instead of considering a total induction
B ¼ ð1 þ aÞB0 acting on the system, the effect of the
induced term is introduced via a Landé factor differ-
ing from the free electron value: HS ¼ gemBS � ðB0 þ
aB0Þ ¼ gmBS � B0 with g ¼ ð1 þ aÞge. In the general
case of a spin 1/2 embedded in a low symmetry
environment, g will transform to a second-rank ma-
trix g, not necessarily symmetric. In its principal axes
(x, y, z), the g-matrix reduces to

gx 0 0

0 gy 0

0 0 gz

0
B@

1
CA

and an external induction B0 can be expressed as

B0 sin W cos j

B0 sin W sin j

B0 cos W

0
B@

1
CA

so that the Zeeman interaction leads to

E7 ¼ 71
2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

x sin2W cos2jþ g2
y sin2W sin2jþ g2

z cos2W
q

�mBB0

¼ 71
2 gmBB0

From this equation, it can be seen that the g2 value
for each field orientation is found on an ellipsoid
having g2

x, g2
y , and g2

z as principal values (Figure 4).
Three different cases should be distinguished de-

pending on their symmetry: cubic symmetry, axial,
anisotropy and rhombic symmetry. It is the local sym-
metry at the unpaired electron position that has to be
taken into account and not the crystal symmetry. In
the case of cubic symmetry, the three principal values
of the g-matrix are equal to each other: gx ¼ gy ¼ gz;
the ellipsoid reduces to a sphere. Thus, the resonance
position will be the same for any orientation of the
applied external induction. The powder spectrum of
such a system, in which all the possible orientations of
the external induction are present with the same

Energy

B0

mS = +1/2

mS = −1/2

∆E = h�

Figure 3 Zeeman effect on the energy levels for a spin

S ¼ 1=2.
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probability, consists of a single symmetric line, the
same that one would obtain for a single crystal.

In the case of axial symmetry, the principal values
are reduced to two independent values, gjj and g>,
with g> doubly degenerate. The ellipsoid associated to
such a system has a cylindrical symmetry. Such a case
is encountered when the axis of symmetry has a sym-
metry higher than twofold. Then, for all the magnetic
induction directions perpendicular to the symmetry
axis, the resonance position will be the same; however,
it changes when the angle between the external field
and the axis of symmetry varies. When studying a
powder sample, the resonance spectrum will have the
shape shown in Figure 5a if gjjog>, and in Figure 5b
if gjj4g>.

In the case of rhombic symmetry, there are three
different principal values and this is reflected on the
ellipsoid corresponding to it (Figure 4). This is
observed not only when the system has no symme-
try elements at all but also if there are only twofold
axes or inversion centers or mirrors as local symme-
try elements. Then, any rotation of the external field
will result in a variation of the resonance position.
The shape of the spectrum obtained from a powder
sample is shown in Figure 6.

Field-Independent Interactions

Besides the g-matrix, the other important properties,
which can be obtained from ESR spectroscopy, of a

paramagnetic system are field independent. Here, the
two most important properties, resulting from the
interactions giving rise to the hyperfine and fine
structures, are addressed.

Hyperfine Interaction

The hyperfine structure results from the interaction
of an electronic spin S with the neighboring nuclei
possessing a nonzero nuclear spin I. Its analysis
yields very important information on the system un-
der study, such as the determination of the chemical
elements surrounding the electronic spin or the spin
density of the electronic wave function. The hyper-
fine interaction is described by the Hamiltonian:
Hhf ¼ S � %a � I, where %a is the hyperfine tensor. The

Figure 6 Powder spectrum (up: absorption and down: deriva-

tive) for a totally rhombic S ¼ 1=2 system.

B0 B0

(a) (b)

Figure 5 Powder spectrum (up: absorption and down: deriva-

tive) for an axially symmetric S ¼ 1=2 system. (a) gjjog>; (b)

gjj4g>.

gz
2

gy
2

gx
2

�

�
B0

Figure 4 g2 ellipsoid and definition of the angles y and j.
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hyperfine interaction splits each of the electronic
Zeeman levels into 2Iþ 1 levels, depending on the
relative orientation of both spins, as illustrated in
Figure 7a for S ¼ I ¼ 1=2. The existence of a hyper-
fine interaction adds a new selection rule for
observing an ESR transition: DmI ¼ 0.

There are two contributions to the hyperfine ten-
sor: the first comes from the magnetic moments as-
sociated to the electronic and nuclear angular
momenta (S and I), which interact with each other
via the well-known magnetic dipolar interaction. For
a distance vector r between them, and neglecting the
g-anisotropies, the effective Hamiltonian is

HdipðrÞ ¼ � m0

4p
gmBgnbn

S � I
r3

� 3ðS � rÞðI � rÞ
r5

� �

where gn and bn are the nuclear g-factor and
magneton, respectively, and m0 the permeability of
vacuum. The dipolar contribution to the hyperfine
tensor is then obtained by averaging the electron
probability distribution resulting from the electronic
wave function. The second contribution comes from
the contact or Fermi interaction, when the dipolar
treatment breaks down. It is directly proportional to
the electronic spin density at the nucleus, and thus
concerns electrons with wave functions containing s-
type orbitals, which have a nonzero probability den-
sity at the nucleus. The symmetry of these orbitals
implies that the contact interaction is isotropic. On
the other hand, the dipolar interaction, being a
traceless interaction, gives no isotropic term and is
responsible for the anisotropic part of the hyperfine
tensor.

Here, the hyperfine interaction is illustrated in the
simplest case of a spin S ¼ 1=2 interacting with a nu-
clear spin I ¼ 1=2, but this treatment can be generali-
zed to spins (S as well as I) of higher multiplicity, and
considering isotropic values both for the Zeeman and
the hyperfine interactions. Choosing the z-axis along
the applied magnetic induction B0, and in the limit
where the resulting Zeeman effect is much larger
than the hyperfine interaction, the Hamiltonian des-
cribing the system reduces to H ¼ gmBB0Sz þ aSzIz.
For the sake of simplicity, the nuclear Zeeman
interaction is neglected. The eigenvectors are then
jmS ¼ 71=2;mI ¼ 71=2S with the corresponding
eigenvalues EðmS;mIÞ ¼ gmBB0mS þ amSmI. There
exist four different energy levels (Figure 7a) between
which two ESR transitions can be observed (Figure 7b)
separated by jaj= gmBð Þ. The center of these lines cor-
responds to the resonance position of the system in
the absence of hyperfine interaction. A nice illustra-
tion of the simple case ðS ¼ I ¼ 1=2Þ is found with
the example (classical system) of n-type silicon doped
with phosphorus, Si : P. When the doping level is
low enough (no1018 cm� 3), the phosphorus atoms
can be treated as isolated. Two resonance lines are
observed at low temperatures with a splitting of 42 G
(Figure 8), as a result of the hyperfine coupling of the
donor electron spin and the phosphorus nuclear spin
(31P with 100% natural abundance).

It should be pointed out that an ESR study cannot
determine the sign of the hyperfine parameter. It can
be inferred from theoretical considerations or, from
the experimental point of view, by using a double-
resonance method (such as electron nuclear double

|+1/2, +1/2>

|+1/2, −1/2>

|mS, mI>

|+1/2, −1/2>

|−1/2, +1/2>

|−1/2, −1/2>

|−1/2, +1/2>

|+1/2, +1/2>

|−1/2, −1/2>

a
vu

0 B0

u v

(a) (b)

Figure 7 (a) Energy levels of a system with S ¼ I ¼ 1=2, showing first the split induced by an isotropic hyperfine interaction a. In zero

field, there are two levels doubly degenerated split by the hyperfine interaction. Then the degeneracy removal from the application of the

magnetic induction is shown, together with the two expected ESR transitions (labeled u and v). (b) ESR spectrum for an S ¼ I ¼ 1=2

system. The dotted line represents the resonance position for a ¼ 0.
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resonance (ENDOR)). ENDOR is indeed a very pow-
erful method when dealing with complex systems with
several nuclear spins interacting with the unpaired
electrons, also because it allows one to take advantage
of the different gyromagnetic factors of nuclei.

Fine Structure

When the system under study possesses more than
one unpaired electron, the interactions between these
electrons have to be taken into account. Examples
of such systems are triplet-state molecules (either in
the fundamental or in the excited state), biradicals
and mostly systems containing transition metal or
rare-earth ions. Besides the Coulomb interaction,
which contributes to the energy difference (described
by the exchange interaction) between levels having

a different spin S and which will be ignored here,
the electron–electron interaction leads to new terms
in the spin Hamiltonian. These are the fine structure
terms which may appear when the electronic spin
is larger than 1/2. Among these terms only the
second order term, the lowest possible order, is
treated here.

There exist two different mechanisms giving rise to
the fine structure term. One results from the magne-
tic dipolar interactions between the individual elec-
tronic spins S1, and S2, and is described in a way

similar to the magnetic dipolar contribution to the
hyperfine tensor by

HdipðrÞ ¼
m0

4p
g2m2

B

S1 � S2

r3
� 3ðS1 � rÞðS2 � rÞ

r5

� �

and neglecting the g-factor anisotropy, for the sake of
simplicity. Integrating over the electron coordinates,
it is then possible to derive the magnetic dipolar
contribution to the fine structure, which is described
by a Hamiltonian of the form Hdip

f ¼ S � %Ddip � S.
The other contribution involves the spin–orbit

coupling and is usually considered within a perturba-
tion treatment using either the crystal field interaction
model or the more sophisticated ligand field approach
to take into account the effect of the surrounding at-
oms. Here, only a simple approach giving the basic
ideas is underlined. The unperturbed Hamiltonian H0

corresponds to the electronic kinetic energy and the
Coulomb interaction between the charged particles
(nuclei and electrons). The perturbation Hamiltonian
involves the effect of the surrounding atoms (crystal
field), the spin–orbit and the Zeeman interactions.
Depending on their respective strength, the effect of
the crystal field is treated before or after the spin–orbit
interaction. Consider the simplest case where the spin–
orbit and the Zeeman interactions are the smallest
contributing terms. The corresponding perturbation
Hamiltonian can then be written as Hp ¼ HSOþ
HZ ¼ lL � Sþ mBðLþ geSÞ � B0, with l the spin–orbit
coupling constant and ge the free electron Landé fac-
tor. In the hypothesis of an orbitally nondegenerate
ground state j0;mSS ðhere j0S represents the spatial
part of the eigenvector), there is no energy correction
to the first order of perturbation and all the jmSS
levels are degenerate in the absence of the external
field. In the second order of perturbation, the energy
correction has the form

with E0 and En the eigenvalues of the unperturbed
Hamiltonian corresponding to the states j0S and
jnS, respectively. Since it has no orbital operator, the
term gemBB � S vanishes. The other term can be fac-
torized into two parts, one involving the orbital
variables and the other involving only the spin
variables. By introducing a matrix

%L ¼
X
na0

/0jLjnS/njLj0S
E0 � En

42 G

Figure 8 Low-temperature ESR spectrum of an Si : P sample

(donor concentration 1016) showing the double line expected

from the hyperfine interaction between the 31P nuclear spin I ¼
1=2 and the donor electron spin S ¼ 1=2, with a hyperfine con-

stant a ¼ 42 G.

E
ð2Þ
0;mS

¼
X
na0

/0;mSjðmBBþ lSÞ � Lþ gemBB � Sjn;m0
SS/n;m0

SjðmBBþ lSÞ � Lþ gemBB � Sj0;mSS
E0 � En
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the energy correction can be associated to the ef-
fective spin Hamiltonian, Heff ¼ mBB � %g � Sþ l2

S � %L � S, with %g ¼ ge%1 þ 2l%L where %1 is the unit ma-
trix. This Zeeman term explains the origin of the g-
anisotropy and, more generally, how the g-values can
differ from the free electron g-factor. The second
term of the effective Hamiltonian gives the spin–orbit
contribution to the fine structure, so that in this sim-
ple case, %DSO ¼ l2 %L.

While the dipolar contribution to %D is traceless,
there is no such constraint for the one involving the
spin–orbit effect. However, this isotropic part only
contributes to a global energy shift of the whole S
multiplet and can simply be omitted here (it gives no
spectroscopic contribution). Thus, the general ex-
pression for the fine structure interaction up to the
second order is Hf ¼ Hdip

f þ HSO
f ¼ S � %D � S, with

Dx, Dy, and Dz the principal values of the %D tensor.
%D is called the zero-field splitting (ZFS) tensor, as it
leads to an energy difference between the different mS

levels of the S multiplet in the absence of a magnetic
field (Figure 9). As %D is traceless, Dx þ Dy þ Dz ¼ 0,
the three principal values reduce to only two inde-
pendent parameters, D and E, defined by D ¼ 3Dz=2,
E ¼ ðDx � DyÞ=2. Dz is chosen to be the largest ab-
solute principal value ðjDzj4j Dxj and jDzj4jDyjÞ
which results in �1=3pE=Dp 1=3. Thus, the fine
structure term can be written as Hf ¼ DðS2

z � SðS þ
1Þ=3Þþ EðS2

x � S2
yÞ. D characterizes the axial anisot-

ropy, whereas E describes its rhombicity (E ¼ 0 for a
system with axial symmetry).

The above Hamiltonian applies for all systems with
spin S41/2. However, with respect to ESR spectros-
copy, it is worth noting the difference between integer
and half-integer spin systems associated to the fine
structure. For a half-integer spin S, time reversal
invariance implies that the levels corresponding to the
same absolute value of the spin projection are degene-
rate ðEðmSÞ ¼ Eð�mSÞÞ in the absence of an external
magnetic field. They form the so-called Kramer’s
doublets. In zero field, the existence of a zero-field
splitting will induce an energy gap between the levels
j71=2S, j73=2S, y. As the energy level j71=2S is
at least doubly degenerate and will split with the ap-
plied magnetic field, half-integer spin systems should,
in principle, always give rise to a signal (at any ESR
frequency). For an integer spin S, there is no such
restriction on the splitting of the multiplet and all the
jmSS levels can differ in energy in zero magnetic field,
depending on the local symmetry of the system. As a
result, the observation of an ESR signal is no more
guaranteed for integer spin systems but depends on
the spectrometer (frequency and available magnetic
field range). This has led to the denomination ‘‘ESR
silent’’ spin systems (Figure 9b), in order to describe
integer spin systems giving no signal essentially in
X-band ESR (9 GHz). However, using frequencies
high enough to overcome the splitting should allow
one to obtain a spectrum.

Finally, another property of S41=2 spin systems
worth mentioning is the possibility to observe the so-
called forbidden transitions. At high field, when the

B0 B0

(a) (b)

2D
D

0 0

|−1/2>

|+1/2>

|+1>

|−1>

|0>

|+3/2>

|mS>

|mS>
S = 3/2 S = 1

|−3/2>

Figure 9 (a) Energy levels of an S ¼ 3=2 system with axial symmetry, and their Zeeman splitting for a magnetic induction applied

along the z-axis. (b) Idem for an S ¼ 1 system. The dotted arrows depict the allowed ESR transitions.
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Zeeman interaction dominates with respect to the
field independent interactions, the field direction de-
fines the quantization axis and the eigenvectors of the
system are the corresponding jmSS levels. Then the
selection rule DmS ¼ 71 holds for a spectrometer
operating in the perpendicular configuration. At low
field, the eigenvectors are still labeled with the same
jmSS; however, they are no more pure levels as the
other interactions become comparable to, or larger
than, the Zeeman term. In general, the quantization
axis will not coincide with the field direction and it
will be possible to observe ‘‘forbidden transitions,’’
that is, transitions corresponding to DmSa71 with
mS defined by the field direction. For instance, for
spin S ¼ 1, an additional half-field signal is observed.
Even if they are called ‘‘forbidden,’’ these transitions
are observed because they are actually allowed. They
play an important role because, when dealing with
powders, they often give rise to intense signals as
they are relatively isotropic.

High-Frequency ESR

A recent evolution in ESR spectroscopy is the use of
higher magnetic fields and frequencies. Usually, ESR is
considered high field when performed in magnetic
fields beyond the electromagnets range, that is, for
fields higher than 2 T and for an exciting frequency
higher than 60 GHz. The reasons for using higher
fields and higher frequencies may vary. One reason is
obviously the increased Zeeman interaction. Using
higher fields can help in separating signals with slightly
different g-values and resolving small g-anisotropies.
Starting from the resonant condition hn ¼ gmBB, the
separation between two lines associated with two dif-
ferent g-factors, g1 and g2, is given by

DB ¼ B1 � B2 ¼ hn
mB

1

g1
� 1

g2

� �

Thus, increasing the field, and consequently the fre-
quency, increases the separation of the lines linearly,
and leads to an increased resolution as long as the line
width does not change.

Another main interest of using higher frequencies
concerns spin systems with S41=2. High frequencies
allow one to overcome large zero-field splittings and
to observe transitions inaccessible with a lower-fre-
quency excitation, especially in the case of integer
spin systems (there are no more ‘‘EPR silent’’ sys-
tems). This characteristic has been used for the study
of simple systems, such as mononuclear or binuclear
species, for instance, single ion complexes with high
spin Mn(III) ðS ¼ 2Þor Ni(II) ðS ¼ 1Þ. It has also
proven very important for unraveling the striking
properties of more complex compounds known as

molecular spin clusters. These are molecules con-
taining several spins, most often arising in metal ions,
coupled together. Among the huge variety of these
systems, a particularly attractive class is the one
composed of single-molecule magnets (SMMs), in
which the spin clusters behave like superparamagnets
(showing, for instance, a hysteresis in the magnet-
ization curve). SMMs are obtained for molecules
with a large ground spin state associated to an Ising-
type magnetic anisotropy, as observed for an octa-
nuclear Fe(III) cluster (Figure 10, inset) which has
an S ¼ 10 ground state associated to a ZFS of
� 0.2 cm� 1. A single-crystal spectrum obtained on
this system, at 230 GHz and 35 K with the field ori-
ented along the principal x-axis of the SMM, illus-
trates the benefits of high-frequency EPR in the study
of spin clusters, and more generally of systems with
large ZFS (Figure 10). Besides the impurity signal in
the center, the spectrum shows a regular pattern of
20 lines (the expected 2S transitions of the S ¼ 10
multiplet). The distance between the lines allows one
to determine the ZFS along the recording direction,
as ZFS is proportional to this distance. The intensity
pattern is not symmetric with respect to the center of
the spectrum, because the intensity of the lines also
depends on the thermal population of the spin levels.

Finally, another important property of high-
frequency ESR is the possibility to reduce second-
order effects, which make the spectra difficult to
interpret, with the increase of the Zeeman term.
More generally, when it is not possible to reach the
high-field limit, operating at several frequencies
allows one to distinguish the interactions independ-
ent of the magnetic field from the Zeeman term, thus
obtaining a complete picture of the system under
study.

Technical Aspects

Standard Spectrometer

Even if many different ESR spectrometers have been
constructed, the most frequently encountered one is
the cw X-band ESR spectrometer (see Table 1 for a
review of the most used bands), operating with the
standard elements shown in Figure 11.

The 9 GHz microwaves, conveying the exciting
magnetic field, are generated by a klystron. The
sample is mounted in a resonant cavity placed at the
center of the electromagnet generating the main
magnetic field. A small coil is inserted in the main
magnet, and produces a small (with respect to the
line width) modulating field superimposed to the
main field, resulting in the observation of a derivative
signal. The microwaves reflected by the cavity are
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then directed to a diode detector, associated to a
lock-in (detecting the first derivative signal). The
parasitic microwaves reflected from the detector are
directed to a load which absorbs them. A circulator is
used to direct the microwaves from one part to the
other.

Pulsed Techniques

Since the early 1970s, important technical advances
have led to a renewal of ESR spectroscopy. One of
the changes as already mentioned, deals with the
development of spectrometers using higher magnetic
fields and higher frequencies, whereas the other is
the introduction of pulsed methods. Both of these
techniques have developed enough to become, at
least partially, commercially available. While NMR
switched to pulsed operation and looked for higher
fields very early, a similar development was not pos-
sible for ESR mostly due to the higher frequencies
involved in ESR spectroscopy and, for pulsed ESR,
the short relaxation times of paramagnetic species.

Basically, pulsed ESR relies on the use of short
(typically B1 ns) and powerful (typically B104 W)
microwave pulses to modify the spin distribution and
relies on the detection of the time evolution of the
perturbed system (free induction decay). Then, the
Fourier transformation of the time response gives

3Dx

5 6 7 8 9 10 11 12

Magnetic field (T)

Figure 10 Inset: Schematic view of the molecular structure of the Fe8 cluster, [Fe8O2(OH)12(tacn)6]Br8 � 9H2O where tacn¼1,4,7-

triazacyclononane. The oxygen atoms are shown in black, nitrogen atoms in gray, carbon atoms in white (small circles) and the large

white circles denote Fe(III) ions. Main: Single-crystal ESR spectrum of Fe8 recorded at 35 K and 230 GHz along the principal axis x. The

signals are regularly spaced, with a separation of 3Dx, as expected when close to the high field limit. The intensity of each line results

from the interplay between the transition probability and the thermal population of the involved levels. The small signal in the center of

the spectrum (8.2 T) is due to an impurity.

Table 1 Main ESR frequencies and corresponding band

denomination

Band Wavelength

ðcmÞ
Frequency

ðGHzÞ
Resonance

ðg ¼ 2ÞðTÞ

L 19 1.5 0.05

S 9.5 3 0.11

X 3 9.5 0.34

Q 0.8 35 1.3

W 0.3 95 3.4

Load

Klystron Detector

Cavity

M
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Circulator

Figure 11 Block diagram showing the main components of an

ESR spectrometer.
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the frequency spectrum. Another important feature
of pulsed operation is that the main magnetic field is
no more swept; conversely, the microwave field be-
comes time dependent (pulsed). These experiments
give access to time-dependent properties of the sys-
tem under study, such as relaxation times. The basic
experiment, already proposed in the 1960s by Mims,
is a simple spin echo measurement (Figure 12) and
has led to a specialized branch called electron spin
echo spectroscopy. Another very important pulsed
technique for ESR is known as the electron spin echo
envelope modulation (ESEEM; also developed by
Mims in 1965), which deals with the nuclear spins
coupled to the paramagnetic center. Several pulse
sequences have now been developed for ESEEM.

More generally, in the same way NMR evolved,
more and more pulse sequences are being imple-
mented. Clearly, ESR is turning to Fourier transform
ESR, even if it is still very far from the status of NMR
where almost only FT-NMR exists.

See also: Crystal Field Splitting; Jahn–Teller Effect; NMR
Methods for the Determination of Local Structure;
Paramagnetism; Transition Metal Compounds, Electron-
ic and Magnetic Properties of.

PACS: 76.30.� v; 75.10.Dg; 71.70.Ch; 71.70.Ej;
33.35.þ r; 33.15.Kr; 33.15.Pw
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Introduction

The analysis of the spectrum of the hydrogen atom
has been the starting point of the development of
quantum mechanics at the beginning of the twentieth
century. The calculation of the energy eigenvalues
and of the corresponding eigenfunctions of this
one-electron system is simple enough both in non-
relativistic and in relativistic quantum mechanics.

When the number of the electrons in the atom
increases, an exact solution, such as for the hydrogen
atom, is no more possible. A multielectron atom is a
many-body system in which the electron–electron
interactions together with the fermionic nature of the
electrons as identical particles play a fundamental
role. It is necessary to introduce some approxima-
tions. The majority of these approximations use a
spherical self-consistent mean field Vc(r) that in-
cludes, in an average way, all the interactions (mainly
the electron–electron and electron–nucleus interac-
tions) and in which the electrons move as independ-
ent particles. The electrons, being fermions of spin
_=2, obey the Pauli principle, and this circumstance,

� �

�/2 �

a

a

b

b

c

c

d

d

e

e

Figure 12 Echo experiment. Upper part showing a two pulse

sequence and the echo signal. Lower part showing the corre-

sponding magnetization evolution.

Electronic Structure (Theory): Atoms 67



as it will be shown later, allows one to justify the
structure of the periodic table of the elements, that is
the most important regularity property of the elec-
tronic structure of atoms.

The study of the helium atom, which has only two
electrons, demonstrates the goodness of the mean-
field approach because it provides a very good agre-
ement with experiments from both a qualitative and
a quantitative point of view. The choice of a suitable
central mean potential depending on the atomic
number Z provides a description of the periodic table
of the elements. The most important ways to achieve
Vc(r) are the Thomas–Fermi, the Hartree, and the
Hartree–Fock methods.

To improve this approximation, the nonspheri-
cal part of the electron–electron interaction has to be
taken into account. The effect of this residual
electrostatic interaction can be estimated as a per-
turbation on the Slater determinants containing the
single-particle states of Vc(r). The residual electro-
static interaction mixes these determinants, yielding
states with a total angular momentum L and with
a total spin S (the orbital angular momentum l and
the spin s of the single electrons are no more good
quantum numbers).

The spin–orbit coupling gives the fine structure of
the levels (multiplets) that are also characterized by
the total angular momentum J ¼ Lþ S, so that the
stationary states of the atom are eigenstates of J2, L2,
S2, Jz. The knowledge of the multiplets structure
allows the interpretation of the complex spectra of
many-electron atoms also in the presence of electrical
and magnetical fields.

The Helium Atom

The Hamiltonian of the two electrons that includes
only the electrostatic interactions after the separation
of the center-of-mass motion, is

H ¼
X2

i¼1

�
_2r2

r i

2m
� Ze2

ri

 !
þ e2

jr1 � r2j

� _2

M
rr1

.rr2
½1�

The nucleus, in the origin, has mass M and charge
þZe, the electrons have the reduced mass m¼Mm/
(mþM) (m is the electronic mass), positions r1, r2 and
charge � e. In eqn [1], the terms _2r2=2m are
the kinetic energies of the relative electronic motion;
the electron–electron interaction e2/|r1� r2| screens the
external Coulomb nuclear potential �Ze2/r. The last
term in eqn [1] represents the mass polarization term
which, in the first approximation, will be neglected.

A mean spherical field Vc(r) can be obtained by
substituting Z with an effective charge Zeff. This
charge is estimated within a variational approach
using, for the ground state, the trial wave function

cðr1; r2Þ ¼
1

pa3
e�ðr1þr2Þ=aw00ð1; 2Þ

where the single-particle ground state of the potential
�Zeffe

2/r appears (a ¼ _2=Zeffme2). Here, w00(1, 2)
is the singlet spin wave function of the total spin S.
The addition of two 1/2 spins gives a singlet state
S¼ 0, Ms¼ 0 and a triplet state S¼ 1, MS¼ 0,71

w00ð1; 2Þ ¼ 1ffiffi
2

p ðað1Þbð2Þ � bð1Það2ÞÞ
w10ð1; 2Þ ¼ 1ffiffi

2
p ðað1Þbð2Þ þ bð1Það2ÞÞ

w11ð1; 2Þ ¼ að1Það2Þ; w1�1ð1; 2Þ ¼ bð1Þbð2Þ

½2�

where a is the spin-up state, b the spin-down state,
while the numbers 1 and 2 distinguish the electrons.
The fermionic wave function is totally antisymmet-
ric, having a spatial part symmetric (exchanging the
coordinates) and a spin part antisymmetric (ex-
changing the spins). The minimization of the energy
provides the following effective charge:

Zeff ¼ Z � 5
16 ½3�

In Table 1, the ground-state energies calculated with
the variational method are compared with those es-
timated from experiments for three different two-
electron systems (He, Liþ , and Be2þ ). As it can be
seen, the central-field approximation overestimates
the electron–electron repulsion.

An improvement has been obtained by Hylleraas
and Kinoshita using trial wave functions (depending
on r1þ r2, r1� r2, and |r1� r2|), that take into ac-
count the correlation between the electrons. The
density probability of such wave functions is no more
the product of two independent functions of r1 and
r2. When the mass polarization, the relativistic, and
the radiative effects are included, the agreement be-
tween theory and experiment is within the experi-
mental error, as Table 2 shows.

The independent-particle scheme applies to the
excited states too. The lowest-lying excited states

Table 1 Values of the ground-state energy of two-electron He

atom and ions in eV. Z is the atomic number, E0 the energy

without the electron–electron interaction (with only the Coulomb

field of the nucleus), Evar the variational estimate (with

Zeff¼Z� 5/16), and Eexper the experimental value

Z E0 Evar Eexper

He 2 � 108 �76.6 � 78.6

Liþ 3 � 243.5 �195.6 � 197.1

Beþþ 4 � 433 �368.1 � 370.0
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correspond to the couple of single-particle states:

c100ðrÞ; cnlmðrÞ ½4�

where n is the principal quantum number, lðl þ 1Þ_2

is the eigenvalue of the orbital angular momentum
operator l2, m_ the eigenvalue of the operator lz.
Now, a two-independent-particle state (totally anti-
symmetric) can have either the singlet or the triplet
spin part

Fþ
nlm ¼ 1ffiffi

2
p ðc100ðr1Þcnlmðr2Þ
þ c100ðr2Þcnlmðr1ÞÞw00

F�
nlmMS

¼ 1ffiffi
2

p ðc100ðr1Þcnlmðr2Þ
� c100ðr2Þcnlmðr1ÞÞw1MS

½5�

Starting from the Coulomb nuclear potential �Ze2/
r, these states have the energy eigenvalues

En ¼ � Z2e2

2a0
1 þ 1

n2

� �
; a0 ¼ _2

me2
½6�

on which the electron–electron interaction e2/r12 has
to be included. The degeneracy with respect to l and
between triplet and singlet states is removed with the
energy shifts

e7nl ¼
Z

d3r1

Z
d3r2jc100ðr1Þj2jcnlmðr2Þj2

e2

r12

7

Z
d3r1

Z
d3r2c

�
100ðr1Þc�

nlmðr2Þ

� c100ðr2Þcnlmðr1Þ
e2

r12

¼ Inl7Knl ½7�

where the signs þ and � are relative to singlet and
triplet states, respectively.

The first integral is called the Coulomb (or direct)
integral. It represents the Coulomb interaction be-
tween the charge distributions of the two electrons.
The integral K is known as the exchange integral and

does not have a classical analog. Since the Coulomb
integral is positive and being in the general case
Knl40, it turns out that a spin triplet state has a
lower energy than the corresponding spin singlet state
with the same n and l quantum numbers. Although
the Hamiltonian does not contain spin-dependent
terms, the purely electrostatic electron–electron inter-
action removes the spin degeneracy. The exchange
term is much stronger than the spin-dependent terms
arising from relativistic effects, such as the spin–orbit
interaction. In fact, as Heisenberg first observed, the
exchange term is strong enough to keep the electron
spins aligned in certain solids, giving rise to the phe-
nomenon of ferromagnetism.

Figure 1 shows the splitting of the unperturbed
helium level for n¼ 2. In the electric dipole approx-
imation, the transitions between the singlet states
and the triplet states are forbidden and the most in-
tense helium spectral lines belong to two independent
families and apparently two different kinds of helium
exist: the orthohelium (with S¼ 1) and parahelium
(with S¼ 0).

When n-N, then Inl and Knl go to zero and the
first ionization limit of two-electron atoms (ions) is
reached on the energy EN ¼ �Z2e2=2a0 (see eqn
[6]). The crude approximation of noninteracting
electrons yields, for higher-energy excited bound
states with n, n041, the levels

Enn0 ¼ � Z2e2

2a0

1

n02 þ
1

n2

� �
4EN ½8�

These levels are degenerate with the continuous
energy spectrum of the ion starting from EN. The
electron–electron interaction induces radiationless
transition between the bound state and the scatter-
ing state. These doubly excited states are called au-
toionizing states because they can de-excite losing one
of the electrons. The phenomenon of autoionization
is known as the Auger effect. Not only helium-like

Table 2 INp is the ionization potential (in cm�1, 1 cm�1¼1.24� 10� 4 eV) calculated including the correlation effects of the two-

electron interaction without the relativistic corrections. The complete theoretical estimate I th0 is obtained by adding the corrections due to

the reduced mass, the mass polarization, the relativistic corrections, and the radiative quantum electrodynamics corrections. It coincides

with the measured value Iexp
0 within the experimental error

H� He Liþ

INp non rel. ion. pot. 6 090.644 298 198 344.580 143 48 610 120.488 2

Reduced mass corr. � 3.315 791 �27.192 711 � 47.768 9

Mass pol. corr. � 3.928 �4.785 � 4.960

Relativistic corr. � 0.304 �0.562 19.69

Radiative corr. � 0.003 7 �1.341 � 7.83

I th0 6 083.092 198 310.699 610 079.62

Iexp
0

6 1007100 198 310.8270.15 610 079725
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(ions) but all atoms or ions with two or more elec-
trons have such autoionizing states.

The Periodic Table of the Elements

The Hamiltonian of an atom with Z electrons without
relativistic spin-dependent terms and external fields is

H ¼
XZ

i¼1

p2
i

2m
� Ze2

ri

� �
þ 1

2

XZ

i¼1

XZ

jðaiÞ¼1

e2

jr i � r jj
½9�

The ground state and the first excited states can be
described using a mean central field Vc(r), in which the
electrons move as independent particles. In this ap-
proximation

HCHc ¼
XZ

i¼1

p2
i

2m
� VcðriÞ

� �
½10�

and the overall effect of the electrons is to screen the
Coulomb nuclear field more and more increasing the
distance from the nucleus: near the nucleus Vc(r) is of
the form �Ze2/r and very far from it, VcðrÞC� e2=r.
The screening can be represented by an effective
charge depending on the distance r and the spherical
mean field is no more Coulombian

VcðrÞ ¼ �ZeffðrÞe2=r ½11�

The eigenstates of Hc are the Slater determinants
Z�Z that can be formed with the single-particle states
|nlmlmsS which are eigenstates of p2/2mþVc(r), of the

orbital momentum operators l2, lz, and of spin z-com-
ponent sz. The single-particle energy levels enl have a
2(2lþ 1) degeneracy (� lomlol, ms¼71/2). The
central potential Vc changes with the atomic number Z
but the order in the levels sequence enl is nearly the
same for all the atoms and it is shown in Table 3.

The total energy is the sum of the individual energy
levels and the Pauli principle allows the occupancy
with only one electron of the state |nlmlmsS. The dis-
tribution of the electrons with respect to the quantum
numbers n and l is called the electron configuration.
The states with the same n and l form a subshell, the
subshells with the same n form a ;shell. The ground
state of an atom has a configuration with filled
(closed) subshells, each containing ni¼ 2(2lþ 1) elec-
trons and an open subshell with noni electrons (called
equivalent). A subshell has a degeneracy:

di ¼
ni!

n!ðni � nÞ!

the closed subshells have di¼ 1.
As an example, the ground state of the carbon at-

om Z¼ 6 has the configuration 1s22s22p2. The sub-
shells 1s, 2s are nondegenerate while the subshell 2p
has a degeneracy:

6!

2!4!
¼ 15

The total degeneracy of the ground state is
1� 1� 15¼ 15.

1s2s, 1s2p, − 5 Ry

1s2p

1s2s

K21= 0.009 Ry

K20= 0.029 Ry

I20= 0.649 Ry

I21= 0.743 Ry

21P

21S

23S

23P

Figure 1 Splitting of the first unperturbed excited state n¼ 2 of the He by the electron–electron interaction. The Coulomb and

exchange integrals are given in Rydberg (1 Ry¼27.2116 eV).
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The last tightly bound electrons, which are in the
subshell of the highest energy, and are in an insuf-
ficient number to form another closed subshell, are
called valence electrons. They are responsible for the
bondings between the atoms in the molecules.

All the information that is needed to discuss the
electronic structure and the ‘‘building up’’ (aufbau) of
atoms is on hand now.

The list of the elements begins with hydrogen that
has an ionization potential of 13.6 eV. The next
element is helium that has the largest ionization
potential (24.59 eV). The configuration 1s2 corre-
sponds to the closed shell n¼ 1. There are no valence
electrons and helium is the first inert rare gas. The
third element is lithium (the first alkali atom) with
the ground-state configuration 1s22s1. If the screen-
ing of the closed n¼ 1 shell were perfect, the ion-
ization potential would be 13.6/4¼ 3.4 eV (Zeff¼ 1);
but the electron–electron potential reduces Zeff and
rises the ionization potential to 5.39 eV. Berillium
has a configuration 1s22s2. The ionization potenial is
larger (9.32 eV) because of the increase of the nu-
clear charge. The subshell 2p is progressively filled
starting from boron (Z¼ 5) up to neon (Z¼ 10), for
which the shell n¼ 2 is full. Neon is the second inert
rare gas for which the ionization potential is in-
creased up to 21.56 eV. From Z¼ 11 (sodium, the
second alkali atom) to Z¼ 18 (argon, the second
rare gas), the subshells 3s and 3p are progressively

filled. The filling of the shell n¼ 3 is interrupted at
Z¼ 19 (potassium, third alkali element) because the
level 4s is lower in energy than the 3d level that
starts to be filled after the 4s from scandium (Z¼ 21)
to zinc (Z¼ 30). There is a competition between the
levels 4s and 3d that are very close in energy and the
filling is not so regular as for the elements with lower
atomic numbers. The elements with an incomplete
3d subshell belong to the first transition or iron
group. The higher incomplete subshells of chromium
(Z¼ 24) correspond to the state [Ar]4s13d5 ([Ar]
stands for the noble gas argon configuration
1s22s23s23p6) that is energetically more favorable
to the [Ar]4s23d4 configuration. The high number of
valence electrons allows the very rich class of mol-
ecules that can be formed with chromium. The filling
competition between the subshells 5s and 4d char-
acterizes the second transition or palladium group
(from Z¼ 39 (yttrium) to Z¼ 48 (cadmium)), and
the third transition or platinum group (from Z¼ 71
to Z¼ 80 (mercury)) corresponds to the irregular
filling of the states 6s and 5d. The list of elements
ends with the actinides beginning from Z¼ 89
(actinium) in which a competition occurs between
5f and 6d states. The Z¼ 103 (lawrencium) is the
element with the largest atomic number because the
actinides are radioactive elements with highly un-
stable nuclei that decay by spontaneous fission into
lighter elements.

The list of the elements can be organized in a table
by arranging the elements with similar outer sub-
shells in columns. All the alkali metals have a single
weakly bound electron in a subshell s (2s Li, 3s Na,
4s K, and so on). All the halogens (F, Cl, Br, I) have a
subshell p5 lacking only one electron. The alkalis and
the halogens have high chemical reactivities because
they can reach more stable energetic arrangements,
losing or acquiring an electron in such a way as to
form completely filled subshells. The last column of
the table contains the rare gases (He, Ne, Ar, Kr, Xe,
and Rn).

The recurrences of similar chemical properties led
Mendeleev in 1869, long time before the existence of
the electrons and the nuclei were known, to classify
the elements in the periodic table. He placed ele-
ments with similar chemical properties in the same
column. The chemical properties change progre-
ssively along the rows, which are called periods.
There are seven periods and each of the periods
begins with an alkali element and ends with a noble
gas atom, except for the seventh period, which is
incomplete.

The ionization potential increases along a period
and has a sudden drop passing from a noble gas to
the alkali of the next period (Figure 2).

Table 3 The ordering of the single-particle energies of each

subshell. The energy increases from bottom to top. The levels

enclosed in the square brackets have very similar energies and

their order can change by varying the atomic number Z

Quantum numbers n,l Spectroscopic

notation for

subshell (n,l)

Maximum number of

electrons allowed

in the subshell¼
2(2lþ 1)

6;2
5;3
7;0

2
4 6d

5f
7s

2
4 10

14
2

6,1 6p 6

5;2
4;3
6;0

2
4 5d

4f
6s

2
4 10

14
2

5,1 5p 6

4;2
5;0

�
4d
5s

�
10
2

4,1 4p 6

3;2
4;0

�
3d
4s

�
10
2

3,1 3p 6

3,0 3s 2

2,1 2p 6

2,0 2s 2

1,0 1s 2
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Beyond the Central-Field Approximation

There are two main corrections to the approximate
Hamiltonian Hc. The first one is the correlation due
to the electron–electron interaction

H1 ¼H � Hc

¼ �
X

i

ðZ � ZeffðriÞÞe2

ri
þ 1

2

X
i;jðjaiÞ

e2

rij

rij ¼ jr i � r jj ½12�

that is called the residual electrostatic interaction and
is no more spherically symmetric. The second cor-
rection is the spin–orbit term that, within the central
field approximation, is

H2 ¼
X

i

xðriÞli . si

xðriÞ ¼
1

2mc2

1

ri

dVcðriÞ
dri

½13�

If the spin–orbit coupling terms are neglected, the
effect of the residual electrostatic interaction can be
evaluated treating H1 as a perturbation on Hc. The
ground state and the first excited states of Hc are
strongly degenerate and the levels of H can be ob-
tained by diagonalizing H1 in the subspace S0 of the
lowest eigenvalue E0 of Hc. As an example, the sub-
space S0 of the ground state of the carbon atom
contains 15 Slater 6� 6 determinants formed with
the four states of the two closed subshell 1s2 and 2s2

and two states of the incomplete 2p subshell, namely,

�1; 1
2

�� �
; �1;�1

2

�� �
; 0; 1

2

�� �
;

0;�1
2

�� �
; 1; 1

2

�� �
; 1;�1

2

�� �
where the first number is the eigenvalue of lz, the
second one that of sz (in units _). The subspace S0 is
called a multiplet. The multiplet is spanned by the
eigenvalues of the angular orbital momenta li and of
the spins si of the single-particle levels of the central
potential Vc(r). If the overall electron–electron inter-
action is taken into account, only the total angular
momentum L ¼

P
li commutes with H, while the

single angular orbital momenta are not conserved (H
is invariant only under overall rotations). The per-
turbation H1 is diagonal in the multiplet basis {L2,
Lz, S

2, Sz} whose vectors aLSMLMSj i are eigenvec-
tors of the total orbital momentum and the total
spin, and the quantum number a labels the different
vectors having the same total angular momentum
and total spin. The use of this basis, that has the
symmetries of the total Hamiltonian H, greatly sim-
plifies the diagonalization of H1

a0L0S0M
0

LM
0

SjH1jaLSMLMS

D E
¼ dLL0dSS0dMLM0

L
dMSM0

S
V

ðLSÞ
aa0 ½14�

and one needs only to diagonalize the matrices V
ðLSÞ
aa0

corresponding to each pair of quantum numbers LS.
The complete electron–electron interaction does not
remove the degeneracy with respect to ML and MS

because H1 has an overall spherical symmetry and it
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Figure 2 The first ionization potential against the atomic number.
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does not have a preferential direction. The levels LS
(generally denoted as 2Sþ 1C, C being the capital let-
ter S for L¼ 0, P for L¼ 1, D for L¼ 2,y) are left
by the residual electrostatic interaction with a
(2Lþ 1)(2Sþ 1) degeneracy.

The vectors gLSMLMSj i can be constructed by
summing up the single orbital momenta li, and the
single spins si. The Slater determinants spanning the
subspace S0 have to be mixed with each other to
form the eigenstates of the basis {L2, Lz, S

2, Sz}. The
antisymmetry of the wave function forbids some val-
ues of L and S compatible with the single-particle
angular momenta addition. Returning to the exam-
ple of the carbon atom ground state and setting aside
the Pauli principle, the addition of the single-particle
angular momenta of two 2p electrons gives the fol-
lowing spectral terms:

3S;3 P;3 D;1 S;1 P;1 D

that have an overall degeneracy of 3 � 1 þ 3 � 3þ
3 � 5 þ 1 � 1 þ 1 � 3 þ 1 � 5 ¼ 36 ¼ 6 � 6, while
only 15 states are available. It turns out that the
terms of this list satisfying the Pauli principle are

3P;1S;1D

as the triplet- and the singlet-spin states are, re-
spectively, symmetrical and antisymmetrical in the
exchange of the spins, and as the states S and D, and
P are, respectively, symmetrical and antisymmetrical
in the interchange of the orbital variables. The
number of linearly independent antisymmetrical
states is 9þ 1þ 5¼ 15, just the number of the Slater
determinants in S0.

Although the perturbation H1 does not depend
on the spin S, the perturbed levels depend on S via the
exchange integrals introduced by the two-body oper-
ator H1, such as those that appear in the excited levels
of the helium. The repulsive electron–electron inter-
action decreases with the mutual distance of the elec-
trons, that is, when the orbital part of the wave
function becomes more antisymmetrical. The spin
part of the wave function is more symmetrical for
larger S and, therefore, the orbital part is more an-
tisymmetrical for larger S. The levels of a given con-
figuration are in the order of decreasing total spin
(Hund’s rule). In the ground state of the carbon atom,
the lowest level is the triplet one 3P, followed first
by the singlet 1D and then by 1S. These two levels
have the same spin multiplicity, but 1D has an higher
orbital momentum and in this state the electrons
are farther away and the repulsive effect of electron–
electron interaction on it is less.

Subshells that contain the same number of occu-
pied or empty states (holes in the filled subshell) are

equivalent to one another. It can be seen that the two
subshells with k and 4lþ 2� k equivalent electrons
have the same LS terms, so the perturbative correc-
tions due to H1 are the same.

The addition of the spin–orbit coupling H2 to the
electrostatic correction H1 gives a less symmetric
perturbative correction to Hc: H1þH2 commutes
with J¼Lþ S, but neither with L nor with S. The
relative importance of H2 increases rapidly with Z.
In the light and medium atoms jH1jcjH2j; in heavier
atoms (starting from Pb), |H1| and |H2| are of the
same order of magnitude. In the first case, H2 is
treated as a small perturbation on LS levels. This
scheme is called Russel–Saunders coupling or LS
coupling. First, H1 removes the degeneracy of the
linear combinations of Slater determinants corre-
sponding to the values of L ¼

P
li and of S ¼

P
si

allowed by the Pauli principle. Then, H2 gives a dif-
ferent energy eigenvalue to each possible value of J
( J¼Lþ S, Lþ S� 1,y, |L� S|) with a residual deg-
eneracy of order (2Jþ 1).

The other scheme relatively simple is the jj coup-
ling, where jH2jcjH1j. The Slater determinants are
formed using single-particle states perturbed by a
spin–orbit interaction on Vc: first, the orbital angular
momentum li is coupled with the spin si as ji¼ liþ si
by H2, then H1 removes the degeneracy between the
allowed values of J ¼

P
ji. The level structure of the

ground state of the heavier atoms is intermediate
between those given by LS and jj coupling.

It turns out that the matrix elements in the sub-
space of a level (aLS) with a degeneracy of the order
(2Lþ 1)(2Sþ 1) are the same as those of the operator
g(a, L, S) L � S, where g(a, L, S) is a constant charac-
teristic of the unperturbed level:

aLSMLMSjH2jaLSM0
LM0

S

� �
¼ g aLSMLMSjL . SjaLSM0

LM0
S

� �
½15�

This relationship between the matrix elements
of

P
i li�si and L�S is proved in the quantum

mechanics theory of angular momentum by the
Wigner–Eckart theorem. The constant g is propor-
tional to the average value of x(r) on the radial
orbital part common to all the single-particle states
spanning the subspace of the level. The spin–orbit
correction on a closed subshell is null (for this level,
L¼ S¼ML¼MS¼ 0). While H2 is not diagonal in
the representation faLSMLMSg, as LxSxþLySyþLzSz

does not commute with Lz and Sz, it becomes
diagonal in the equivalent representation faLSJMJg.
Since

J2 ¼ L2 þ S2 þ 2L�S ¼ 1
2 ð J

2 � L2 þ S2Þ ½16�
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one has

aLSJMJjH2jaLSJM0
J

D E
¼ 1

2 g_
2ð Jð J þ 1Þ � LðL þ 1Þ � SðS þ 1ÞÞ

¼ Eð JÞ ½17�

and the unperturbed level aLS splits into as many
levels as the possible values of J(¼Lþ S,y, |L� S|).
The degeneracy of these levels is of the order (2Jþ 1)
(Figure 3).

The energy separation between adjacent levels
E( J) and E( J� 1) is proportional to J:

Eð JÞ � Eð J � 1Þ ¼ 1
2 g_

2½ Jð J þ 1Þ � LðL þ 1Þ
� SðS þ 1Þ � Jð J � 1Þ
þ LðL þ 1Þ þ SðS þ 1Þ�

¼ g_2J ½18�

This result is known as the Landè interval rule and is
well satisfied experimentally for Z large enough,
when among the overall magnetic interactions be-
tween the angular momenta

aijli � sj; bijli � lj; cijsi � sj

only the diagonal terms aii dominate all the others.
For a single open subshell that is less than half-filled,
the constant g is positive and the lowest energy value

has the smallest possible value of J. These multiplets
are called regular. On the other hand, multiplets that
are more than half-filled have go0, the order with J
is turned upside down and they are called inverted.
Regular and inverted multiplets have opposite spin–
orbit corrections

X
kAfilled states

lk � sk

�����
�����

¼
X

kAall shell

�
X

kAempty states

0
@

1
Alk � sk

������
������

¼ �
X

kAempty states

lk � sk

������
������ ½19�

being X
kAall shell

lk � sk

�����
����� ¼ 0 ½20�

When the subshell is just half-filled, there is no mul-
tiplet splitting.

See also: Hartree and Hartree–Fock Methods in Elec-
tronic Structure.

PACS: 31.10.þ z; 31.25.–v; 31.30.–i; 32.10.–f; 32.10.
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Figure 3 Splitting of the ground-state configuration of the carbon atom due to electrostatic residual interaction and to the spin–orbit

coupling. Here z ¼ gða; L;SÞ_2=2. The numbers near the levels (in cm� 1) are the experimental values of the energy levels. The Landè

interval rule is approximately satisfied. The separation between 3P0 and 3P1 gives a value of z ¼ 8 cm�1 and the energy of 3P2, above the

ground state 3P0, foreseen by the interval rule is of 6�8¼ 48 cm� 1, a little larger than the measured value of 43 cm� 1.
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Introduction

In this article, some of the most popular and simple
empirical theories of electronic structure and chem-
ical bonding are described. The quantum mechanical
treatment is then introduced in a qualitative way,
with reference to valence bond and molecular orbital
theories. A more detailed description of a quantitative
evaluation of molecular properties is also presented.

Lewis Theory of Bonding

The description of the electronic structure of mole-
cules in terms of the bonds connecting the constitu-
ting atoms is a natural consequence of basic chemical
concepts. Historically, the Lewis theory represents
the first systematization of the matter.

The basic idea is that chemical bonds are made by
sharing one electron pair between two atoms. Thus,
the electronic structure of some simple molecules can
be represented (each dot represents one electron) as

H  +  Cl             H  Cl

2H   +   O             H   O  H

4  Cl  +  C             Cl     C    Cl

Cl

Cl

The bonding electron pairs are generally indicated by
a dash (the bond), while the nonbonding pairs (lone
pairs) are often omitted:

Cl     C    Cl  

Cl

Cl       C        Cl             Cl        C   −  Cl

Cl

Cl Cl

Cl

Cl

In a similar way, the Lewis theory describes the for-
mation of double and triple bonds:

2  O  +  C            O    C    O           Ο         C          O

 N   +   N              N      N               Ν ≡ Ν

In these examples, all the atoms belonging to the first
row of the periodic table satisfy, the octet rule, with
the exception of hydrogen, that is, they form bonds
in such a way that each atom is surrounded by eight
electrons. This is, in fact, the most stable electronic
configuration, the so-called closed shell configuration
characteristic of the noble gas atoms.

Electron Pairs and Molecular Geometry

The Lewis picture of chemical bonding and molec-
ular structure does not account at all for the molec-
ular shape. This is, of course, a fundamental aspect
of the molecular electronic structure: it can be intro-
duced along the same phenomenological line as that
of the Lewis theory, by using the concept of valence
shell electron pair repulsion (VSEPR). This approach
provides a simple and efficient tool for rationalizing
and predicting the geometry of molecules, starting
from their Lewis electronic structure. The VSEPR
method is based on a set of simple and essentially
empirical rules, with the main assumption that the
geometry of a molecule depends only upon the elec-
tron–electron interactions. The main points are:

* Atoms in a molecule are bound by bonding elec-
tron pairs; multiple bonds consist of more than
one set of bonding pairs. The electron pairs not
involved in bonds are called lone pairs.

* The general criterion for organizing bonding pairs
and lone pairs around any atom in a molecule is
that of minimum mutual interaction between elec-
tron pairs. This rule comes from the simple and
intuitive idea that negatively charged electrons re-
pel each other.
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Applying the method requires that the single, dou-
ble, and triple bonds binding the atoms in the mol-
ecule and the lone pairs are first determined on the
basis of the Lewis theory. VSEPR then provides the
criteria for positioning the bonds in space.

It can be directly and easily applied to molecules
containing a central atom and just single bonds, but
it can be easily extended to less simple structures.

Elementary geometrical considerations, based on
the idea of maximizing the interpair angular distanc-
es around the central atom, give the following
geometries for the disposition of n electron pairs (di-
sregarding whether bonding pairs or lone pairs):

Electron pairs Geometry

2 Linear
3 Trigonal
4 Tetrahedral
5 Trigonal bipyramidal
6 Octahedral

The method fully accounts for the structure of a
molecule such as methane CH4, in which all the H–

C
6

–H angles equal the tetrahedral angle of 109.51.

Also, the geometry of ammonia NH3 is correctly pre-
dicted (the same as for methane, with one bond re-
placed by the lone pair sitting on the nitrogen atom).

However, the experimental H–N
6

–H angle in ammonia
does not coincide with the tetrahedral angle (1071 in-
stead of 109.51). In order to complete the picture, a
further VSEPR rule is introduced, stating that lone
pairs require more space than bonding pairs.

In the VSEPR method double and triple bonds are
treated, from a geometrical point of view, as single
bonds. For instance, the Lewis structure of the
perchlorate ion ClO�

4 is

O Cl− O

O

O

The theory correctly predicts, for this ion, a tetrahe-
dral structure (Figure 1), the same that would have
been obtained if all the bonds were single bonds.

According to VSEPR rules, the same is true in cases
where both single and double bonds are present, such
as in the sulphate ion SO2�

4 , whose Lewis structure is

O        S        O

O

O

Also in this case, a tetrahedral geometry is correctly
predicted.

VSEPR can also be applied to molecules without a
central atom: for instance, ethylene C2H4 has the
Lewis structure

C C

H

H

H

H

Each carbon atom is surrounded by three bonds (two
single bonds and one double bond). The model pre-
dicts that the bonds are distributed around each car-
bon atom according to a trigonal geometry. The
overall shape of the molecule is then

C C

H

H

H

H

with 1201 angles between the bonds. Strictly speaking,
the planar structure of ethylene molecule cannot be
inferred from these simple arguments: its justification
requires concepts concerning the nature of the double
bonds that can be better understood in the quantum
mechanical picture (vide infra). This is just one of the
limitations of the VSEPR method. It has been already
noticed that only approximated values are predicted

Figure 1 The tetrahedral structure of perchlorate ion.
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for the bond angles; in addition, the method does not
tell anything about the length of the bonds. The
strength of the method is its simplicity, but it clearly
lacks a sound theoretical basis that can justify the
overall picture and provide quantitative estimates.

Quantum Mechanical Description of
Molecular Electronic Structure

The proper treatment of the electronic structure of
atoms and molecules requires adopting the fully quan-
tum mechanical approach. For a molecule, one has to
consider a collection of n electrons and N nuclei
interacting through the Coulomb potential. The quan-
tum treatment requires that the Schrödinger equation

HC ¼ EC

for the full system is solved, with the Hamiltonian H
containing the kinetic and potential energy of all the
electrons and nuclei. In principle then, the eigenfunc-
tion C explicitly depends on both electronic and nu-
clear coordinates.

Here comes the main assumption common to all the
generally adopted quantum treatments for molecules:
the Born–Oppenheimer approximation. It derives from
considering that, since the mass of the nuclei is much
larger than that of the electrons, the nuclear coordi-
nates can be considered fixed in the timescale typical of
the very fast electronic motions. This assumption al-
lows one to consider just an electronic Hamiltonian
Hel, which does not contain the kinetic energy of the
nuclei. In other words, the positions of nuclei are con-
sidered fixed, and the electronic Schrödinger equation
HelCel ¼ ECel is solved for the given nuclear geome-
try. By choosing different sets of nuclear positions, it is
possible to follow the dependence of the electronic
structure and energy on the nuclear coordinates.

The orbital description of the electronic structure
of molecules follows the scheme already adopted for
atoms. In the orbital approximation, each electron is
assumed as independently described by a wave func-
tion, consisting of the product of a function f de-
pending on the spatial coordinates of the electron
and of a spin function. The overall wave function of
the molecule is then given by the product of the spin-
orbitals, that is, of the one-electron wave functions,
including the spin functions:

C ¼ f1ð1Þf2ð2ÞyfnðnÞ � spin function

There are two main approaches to the quantum
mechanical description of the molecular electronic
structure: the valence bond (VB) theory and the mo-
lecular orbital (MO) theory. Both were formulated
in 1927; many of the most common and intuitive

concepts of chemical bonding can be found in the VB
theory, but the MO theory became more and more
popular during the years, being definitely better suited
for quantitative estimates of the molecular properties.

Valence Bond Theory

The VB theory can be seen as the translation, in
quantum mechanical language, of the basic Lewis
ideas on chemical bonding. The basic assumption is
that of considering a molecule as formed by atomic
‘‘cores’’ (i.e., atomic nuclei surrounded by inner elec-
trons) and valence (outer) electrons, which are re-
sponsible for the formation of chemical bonds. The
starting point is the orbital description of the elec-
tronic structure of atoms: bonding in molecules oc-
curs via the overlap of two half-filled orbitals of the
atoms taking part in the bond formation.

In the case of the hydrogen molecule H2, there are
two nuclei a and b, and two electrons 1 and 2: one
possible structure (f1) is that electron 1 is assigned to
nucleus a (in the atomic orbital 1sa) and electron 2 to
nucleus b (in the atomic orbital 1sb). Since the elec-
trons are indistinguishable, the opposite assignment
(f2) is also equally probable. A good wave function
(C) for the system is then the linear combination of
the two structures f1 and f2:

f1 ¼ 1sað1Þ1sbð2Þ; f2 ¼ 1sað2Þ1sbð1Þ
C ¼ c1f1 þ c2f2

By introducing this wave function in the Schrö-
dinger equation, one obtains the two solutions Cþ ¼
Nþðf1 þ f2Þ and C� ¼ N�ðf1 � f2Þ, where N7 is a
normalization factor. The corresponding energies are

Eþ ¼ Q þ J

1 þ S
; E� ¼ Q �þJ

1 � S

where Q is the Coulomb integral /f1jHjf1S, J is the
exchange integral /f1jHjf2S, and S is the overlap
given by the integral S ¼ /1sað1Þj1sbð1ÞS /1sað2Þj
1sbð2ÞS.

The overlap of the 1s orbitals to give the H–H
bond is shown in Figure 2.

The C7 functions depend only on the spatial elec-
tronic coordinates: the complete wave function is
obtained by multiplying the C functions by the ap-
propriate spin function. For the two electrons, there
are four possible spin functions:

að1Það2Þ
bð1Þbð2Þ
1=

ffiffiffi
2

p
ðað1Þbð2Þ þ að2Þbð1ÞÞ

1=
ffiffiffi
2

p
ðað1Þbð2Þ � að2Þbð1ÞÞ

Electronic Structure (Theory): Molecules 77



The Pauli principle requires that the overall wave
function is antisymmetric for the exchange of the co-
ordinates of the electrons. Cþ is clearly symmetric,
and can only be multiplied by the antisymmetric spin
function (the last one): its spin multiplicity is 1, and
Cþ corresponds to the singlet state of the bound
atoms. The antysimmetric C– can be multiplied by
any of the other three symmetric spin functions: the
corresponding triply degenerate state is a triplet state.

Following the Born–Oppenheimer approximation,
the Schrödinger equation can be solved for different
interatomic distances; the results for the energies are
given in Figure 3. Evidently Cþ corresponds to the
ground state of the molecule: its (monodimensional)
energy surface has a minimum corresponding to the
stable molecular structure. E–, instead, has no min-
imum, and the corresponding C– wave function dec-
ribes a dissociative state.

In the case of atoms with higher atomic number,
bonding involves higher orbitals: fluorine for in-
stance, has the atomic structure F: (ls)2(2s)2(2p)5; the
electrons in the 1s and 2s orbitals are part of the
atomic core; four of the five 2p electrons form two
nonbonding pairs that occupy two 2p orbitals. The
third 2p orbital contains one unpaired electron,
which is available for bonding. The bonding to H to
form the hydrogen fluoride HF can be depicted as the
overlap of the 1s orbital of hydrogen and the 2p or-
bital of fluorine containing one electron (Figure 4). In
a similar way, the two collinear 2p orbitals of two

fluorine atoms overlap to accommodate the bonding
pair of the F2 molecule (Figure 5).

Hybrid Orbitals

The p orbitals being mutually orthogonal, it is
evident that the VB picture needs some improvem-
ent, in order to account for the trigonal, tetrahedral,
octahedral, etc., molecular structures observed ex-
perimentally and predicted by the VSEPR method
(Figure 6). This can be done by introducing the
concept of orbital hybridization: the carbon atom
provides a good example.

The electronic configuration of the carbon atom is
(1s)2(2s)2(2p)2; the 1s electrons are core electrons
and do not take part in bond formation. The four
valence electrons are distributed among the available
orbitals according to

2s 2px 2py 2pz

↓↑ ↑ ↑

In this configuration, carbon has only two electrons
available for pairing. Thus only two bonds are pos-
sible. This is obviously in contrast with the existence
of compounds such as methane CH4. The VB solution

H H

1s 1s 1s 1s

H2

Figure 2 The H–H bond if formed by the overlap of the 1s

atomic orbitals of hydrogen.
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Figure 3 The Cþ wave function corresponds to the bound

state of molecular hydrogen: the corresponding energy Eþ has a

minimum at the equilibrium internuclear distance. C– instead is a

dissociative state: the E– energy has no minimum.
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Figure 4 1s orbital of hydrogen and one 2p orbital of fluorine

overlap to accommodate the bonding pair of hydrogen fluoride

HF.
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Figure 5 The F–F bond of molecular fluorine F2 is formed by

the overlap of two collinear 2p atomic orbitals.
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to this inconsistency is the introduction of hybrid or-
bitals. The 2s and the three 2p wave functions mix
together yielding four iso-energetic hybrid orbitals of
the sp3 type:

sp3 orbitals
↑ ↑ ↑ ↑

The sp3 orbitals are directed along the tetrahedral di-
rections, and each one is occupied by one unpaired
valence electron (Figure 7). The overlap of the sp3

hybrid orbitals with the 1s orbital of hydrogen leads to
the formation of the molecule of methane (Figure 8).

r and p Bonds

In all the bonds considered above, the electron den-
sity has a cylindrical symmetry around the line con-
necting the two bound atoms. Bonds of this type are
named s bonds. There is also a different way of
having two atomic orbitals overlapped. Two p or-
bitals, for instance, may overlap sideways, forming a
p bond (Figure 9).

A good example again comes from the carbon
atom. Starting from its electron configuration
(ls)2(2s)2(2p)2, if two of the three 2p orbitals are hy-
bridized with 2s, three sp2 hybrid orbitals are gene-
rated, whose lobes are coplanar (with angles of 1201)
and directed along the trigonal directions:

sp2 orbitals

↑ ↑ ↑ ↑

2s 2px 2py 2pz

↓↑ ↑ ↑

2pz

↑

The three sp2 hybrid orbitals are used to form three s
bonds per carbon atom in the xy plane. This is the
case of ethylene C2H4 in Figure 10.

The remaining 2pz orbitals, orthogonal to the s
bond plane, overlap sideways, giving rise to a bond of
p character between the two carbon atoms (Figure 11).
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Figure 6 The 2s and the three orthogonal 2p atomic orbitals.
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Figure 7 The four hybrid orbitals of sp3 type, generated by the mixing of the atomic orbitals of Figure 6, are directed in the tetrahedral

directions.
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Figure 8 In the VB theory, the tetrahedral geometry of methane

CH4 is attributed to the formation of four s bonds involving the sp3

hybrid orbitals of methane.
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The p bond is characterized by two lobes separated
by a nodal plane (the xy plane) where the electron
density is zero. It is evident that the two CH2 groups
must be coplanar so that the double bond C¼C may
be set up.

The VB theory translates the most basic concepts
of chemical bonding in the language of quantum
mechanics; it has been very successful in providing
support to essentially empirical theories, such as, the
Lewis theory and VSEPR, and has established a large
part of the language that chemists use in describing
the properties of chemical bonds. The very fast
development of computers, however, demonstrated
severe limits of the VB approach in applications
where quantitative estimates are required: accurate
calculations of molecular energies, of excited state

structures and dissociation energies, of molecular
multipole moments, polarizability, etc, are especially
for large molecules, practically not possible in the VB
framework. The alternative quantum mechanical
approach, the MO theory, acquired more and more
popularity for its easy implementation in computer
programs: it is now practically the only method in
use in the quantum chemistry community.

Molecular Orbital Theory

Differently from the VB theory, the MO theory does
not base its treatment on the formation of bonds be-
tween the atoms of a molecule. Its goal is, instead,
that of describing the distribution of electrons around
the atomic nuclei that represent the backbone of the
molecule. Each electron is then described by a wave
function (the molecular orbital), extended over all the
nuclei. The Born–Oppenheimer approximation, allo-
wing for a separation of the timescales of the electron
and nuclear motion, is at the basis of the treatment.
The Schrödinger equation cannot be solved exactly
for polyelectronic molecules: the MO theory employs
approximate methods to solve the problem.

The most simple molecule to start with is the hy-
drogen molecular ion Hþ

2 . Its electronic Hamiltonian is

H ¼ �1

2
r2 � 1

ra
� 1

rb

where the first term on the right-hand side is the ki-
netic energy, and the other two terms are the potential
energy of the electron in the field of the two nuclei a
and b.

This monoelectronic system is the only molecule
for which the Schrödinger equation can be solved
exactly; however, it is useful to consider its approx-
imate treatment, since it provides the general scheme
for describing the electronic structure of more com-
plex molecules.

The first step is that of choosing a convenient form
for the zero-order approximate wave function. It is
easily acceptable in the MO spirit, that this function
should correspond to the electron ‘‘belonging’’ both
to nucleus a and to nucleus b: a simple form is
f ¼ ca1sa þ cb1sb, where only the 1s atomic orbitals
have been considered. This choice for the basic MO
function takes the name of linear combination of
atomic orbitals (LCAO); it is a frequent choice, al-
though absolutely not the only one possible.

Minimization of the energy provides the values for
the coefficients ca and cb, and the resulting orbitals
are

f1 ¼Nþð1sa þ 1sbÞ; f2 ¼ N�ð1sað1Þ � 1sbð2ÞÞ
ðN7 are normalization factorsÞ

Figure 10 On the left: the sp2 hybrid orbitals, obtained from 2s

and two 2p atomic orbitals. On the right: the sp2 hybrid orbitals

participate in the formation of the s type bonds of ethylene mol-

ecule.

C C C C

H H

H H

H H

H H

�

�

Figure 11 The p bond between the carbon atoms participates

in the formation of the double CQC bond of ethylene. Its geo-

metrical constraints force the molecule to assume a planar con-

figuration.

(a) (b)

Figure 9 Two 2p orbitals overlap sideways to form p bond.
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with corresponding energies

E1 ¼ Haa þ Hab

1 þ Sab
; E2 ¼ Haa � Hab

1 � Sab

with the definition of the integrals

Hab ¼ /1sajHj1sbS; Sab ¼ /1saj1sbS

Hab has a negative sign, so that the two VB energy
levels are

1s1s

E2 �*

E1 �

The shape of the two molecular orbitals is shown in
Figure 12.

The MO with energy lower than the two 1s atomic
orbitals is said to be a bonding orbital; the one with
higher energy is the antibonding orbital. Both MOs
are cylindrically symmetric around the line connect-
ing the bound atoms: they are s molecular orbitals.

The mechanism of generating molecular orbitals
can be extended to the combination of higher energy
atomic orbitals 2s, 2p, etc. If x is the internuclear
direction, the molecular energy level scheme pro-
duced from 1s, 2s, and 2p orbital is

2px,y,z

�*

�

�*

�

2s

�*

�

1s

�*

�

The combination of the 2px atomic orbitals produces
two s MOs; the 2py and 2pz atomic orbitals combine
sideways, giving rise to two doubly degenerate p or-
bitals (Figure 13).

The extension of the method to the hydrogen mol-
ecule H2 is immediate. With the Hartree assumption,
the global electronic molecular wave function is the
product of two one-electron wave functions, each
one describing one electron in the s1s bonding or-
bital:

C ¼ s1sð1Þs1sð2Þ

The scheme of molecular orbitals developed for
H2

þ can be extended, in a qualitative way, to other
diatomic molecules. Following the same procedure
used for atoms, the sequence of molecular orbitals
can be filled with the electrons provided by the atoms
of the molecule: thus, for molecular hydrogen, one
has just two electrons to allocate in the available or-
bitals; the ground state configuration is then

2px,y,z

�*

�

�*

�

2s

�*

�

1s

�*

�
↓↑

+
++

1s 1s �*1s

�1s

Antibonding

Bonding

Figure 12 Bonding and antibonding molecular orbitals of Hþ
2

molecular ion.
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Figure 13 Bonding and antibonding molecular orbitals ob-

tained by linear combination of 2p atomic orbitals. Upper figure:

s-type orbitals generated by two collinear 2p atomic orbitals;

lower figure: p-type orbitals generated by two parallel 2p atomic

orbitals.
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Similar to atoms, an aufbau principle holds for mo-
lecular orbitals also: the levels are filled in an inc-
reasing order of energy, respecting the Hund’s rule
(maximum multiplicity favored) and the Pauli prin-
ciple (two electrons cannot be described by the same
spin–orbital).

For instance, an oxygen atom has eight electrons:
there are 16 electrons to be placed in the molecular
orbitals given above. The distribution of the elec-
trons in the MO is

2px,y,z

�*

�

�*

�

2s

�*

�

1s

�*

�

↓↑ ↓↑

↓↑

↓↑

↓↑

↓↑

↓↑

↑ ↑

The electronic configuration of molecular oxy-
gen is then ðs1sÞ2ðs�1sÞ2ðs2sÞ2ðs�2sÞ2ðs2pÞ2ðp2pÞ4

ðp�2pÞ2. Note that the two electrons in the highest
occupied doubly degenerate p� orbital have parallel
spins (as required by Hund’s rule): the ground state of
oxygen is then a triplet state, and the molecule is
paramagnetic.

From the electronic configuration comes the def-
inition of the bond order: it is defined as one half
the number of electrons in bonding orbitals minus
the number of electrons in antibonding orbitals. The
bond order in an oxygen molecule is then 2.

The MO approach has been particularly successful
in explaining the structure of a class of organic mol-
ecules called conjugated molecules. These are planar
organic molecules consisting of a framework of car-
bon atoms joined by alternating single and double
bonds. A typical example is benzene C6H6 (Figure 14).
The six carbon atoms are at the vertices of a planar
hexagon in the xy plane; each carbon is bound to two
neighbor carbons and to one hydrogen (not shown).
The planar structure originates from s bonds invol-
ving the 2px and 2py atomic orbitals. The three double
bonds in the above figure are due to p orbitals
obtained by the linear combination of the 2pz orbitals,
orthogonal to the molecular plane.

In reality, all six C–C bonds in benzene are identical
(the two bonding schemes in Figure 14a are equally

probable) and possess properties intermediate be-
tween those for single and double bonds. The electron
pairs forming the p bonds are not localized between
specific carbon atoms but are delocalized over the
whole ring (Figure 14b). A simple adaptation of the
MO theory, called Hückel theory, which takes the s
bonds for granted and describes the p MOs as linear
combinations of the 2pz atomic orbitals on each car-
bon atom, provides a very good explanation of the
properties of conjugated molecules.

The shape of the six MOs, obtained by combining
the six 2pz carbon orbitals in the Hückel approxi-
mation together with the distribution of the six 2pz

electrons in the energy levels, is given in Figure 15.
The three occupied MOs are bonding orbitals; no
electron occupies the antibonding orbitals. The p
contribution to the bond order for the six C–C bonds
is then 1/2.

The highest occupied molecular orbital (HOMO),
and the lowest unoccupied molecular orbital
(LUMO) are widely used acronyms indicating the
so-called frontier orbitals. In general, the energy dif-
ference of the two, and their energy separation from
the relative zero-energy determine many spectro-
scopic and chemical properties of molecules.

The above discussion is very useful for under-
standing many aspects of the electronic structure of
molecules, but is essentially qualitative. For a quan-
titative treatment, the full electronic Hamiltonian of
the molecule must be considered, the necessary ap-
proximations introduced, and the solutions at differ-
ent levels of accuracy discussed and compared.

Molecular hydrogen is the simplest case: the exact
electronic Hamiltonian for H2 is

H ¼ � 1=2r2
1 � 1=2r2

2 �
1

ra1

� 1

ra2
� 1

rb1
� 1

rb2
þ 1

r12

that can be written as the sum of two one-electron
Hamiltonians plus the electron–electron interaction
terms 1/r12, which makes the exact solution of the
Schrödinger equation impossible:

H ¼ Ho
1 þ Ho

2 þ 1

r12

(a) (b)

Figure 14 The actual structure of benzene molecule ‘‘reso-

nates’’ between the two structures in (a). The delocalization of the

three double bonds is often represented as shown in (b).
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With the Hartree assumption, and following the
example of Hþ

2 , the general form of the molecular
wave function is the product of two one-electron or-
bitals and of an antisymmetric spin function

F ¼ sg1sð1Þsg1sð2Þ 1ffiffiffi
2

p ½að1Þbð2Þ � að2Þbð1Þ�

With the LCAO assumption, its spatial part is

F ¼ N½1sað1Þ þ 1sbð1Þ�½1sað2Þ þ 1sbð2Þ�

The approximate solution is obtained by minimi-
zation of the variational integral

/FjHjFS ¼ 2E1 þ/Fj1=r12jFS

The evaluation of the integral on the right-hand
side is the main obstacle. The Hartree–Fock method
provides an approximate solution to the problem: it
transforms the n-dimensional problem (for a mole-
cule with n electrons) in the solution of n one-electron
eigenvalue equations of the type

ffi ¼ eifi

where f is the Fock operator, an effective one-
electron operator, which includes the mean field
generated by all the n� 1 electrons and acting on
electron i.

The fi functions are generally expressed as a com-
bination of basis functions

fi ¼
X

s

wscsi

The basis functions may be atomic orbitals (for the
LCAO method), or may have other functional forms
(Gaussian, for instance). Generally, a larger number
of basis functions ensures a higher accuracy for the
results of the calculation. However, the solution of
Fock equations requires the evaluation of a large
number of integrals involving the basis functions; this
poses a practical limitation to the size of the basis set,

specially for large molecules. The full Hartree–Fock
method, where all the integrals are calculated is
named ab initio Hartree–Fock method. From it, a
number of approximate methods have been devel-
oped, in which all or part of the integrals are not
explicitly calculated, but are treated as semi-empirical
parameters. Methods known with acronyms, such
as CNDO, MNDO, MINDO, etc. are widely used,
because their computational cost is very low, while
providing satisfactory results in many cases.

Electron Correlation

Ab initio Hartree–Fock calculations, nowadays, can
be very accurate and reliable, even for large mole-
cules. In addition to the ground electronic structure
and energy, knowledge can be gained of the molec-
ular excited states, of the dissociation energies, of the
molecular multipoles, and polarizability; the vibra-
tional and electronic spectra can be calculated. There
is, however, an important point missing in the
Hartree–Fock approach, namely the electron corre-
lation. The Coulomb repulsion between electrons
makes them ‘‘avoid’’ each other at any time: this ef-
fect is not fully accounted for by the mean-field in-
terelectronic potential adopted in the Hartree–Fock
method. Configuration interaction (CI) is one of the
most general ways to improve upon the Hartree–
Fock theory by taking into account the correlations
between electron motions.

The wave function for the ground electronic con-
figuration of the molecule thus includes contributions
of the wave functions corresponding to excited con-
figurations. Even for small systems, their number is
enormously large. Generally, the CI expansion is
limited to the singly and doubly excited configura-
tions, but also with this restriction the method is not
applicable to large molecules.

A different approach to electron correlation has be-
come very popular in recent years: the second-order
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Møller–Plesset perturbation theory (MP2). The
Hartree–Fock Hamiltonian is the unperturbed oper-
ator H(0); the perturbation operator H(1) is the dif-
ference between the Hartree–Fock and the exact
Hamiltonian. The first nonzero term of the pertur-
bation expansion is the second-order correction to
the energy E(2); it corresponds to including the con-
tribution of an electron pair excitation, that is, it
accounts for the correlation energy between electron
pairs. MP2 leads to a simple and tractable expression
for the correlation energy that can be easily imple-
mented in computer programs, with satisfactory re-
sults for large molecules also.

Density-Functional Theory

An alternative approach to solving the problem of
the electronic structure of molecules, which is beco-
ming more and more popular, is the one known as
the density-functional theory (DFT). The method is
particularly suited for computer implementation,
and, most of all, it allows one to include the elec-
tron correlation effects in a much simpler and less
costly way.

The theory is based on the Hohenberg–Kohn the-
orem, stating that any molecular property can be
expressed in terms of the electron density r(x, y, z).
Kohn–Sham then demonstrated that the ground-state
energy of an n-electrons molecule is expressed in
terms of the one-electron density r(1) as

E0 ¼ � 1

2

Xn

i¼1

/cið1Þjr2
i jcið1ÞS

�
X
a

Z
Zarð1Þ

r1a
dv1

þ 1

2

Z Z
rð1Þrð2Þ

r12
dv1dv2 þ Exc½r�

where ci are the Kohn–Sham orbitals, Za is the nu-
clear charge, and Exc is the so-called exchange–cor-
relation energy; r is a function, then Exc[r] is a
functional of the electron density.

In a broad sense, it can be included in the family of
the molecular orbital techniques: the Kohn–Sham
orbitals are, in fact, obtained by solving equations
formally similar to the Fock equations:

FKSð1Þcið1Þ ¼ ei;KScið1Þ

The Kohn–Sham operator contains (like the Fock
operator) a mean-field potential term that is ex-
pressed as a function of the exchange–correlation
energy Exc[r]. One important difference is that the
electronic correlation contribution can be included
from the beginning in Exc[r]. In contrast to the

Hartree–Fock method, the calculations performed in
the DFT do not need any further improvement to
include electron correlation, with a remarkable
saving of computer time. In spite of the formal sim-
ilarities, DFT substantially differs from the MO
treatment: the latter, in fact, optimizes the results by
improving the approximate wave function. DFT,
instead, is oriented toward improving the quality of
the approximate Hamiltonian, which is eventually
solved exactly.

The main drawback of DFT is that the form of the
Exc[r] functional cannot be known a priori; many ef-
forts have been devoted to formulate convenient forms
for this functional, and different ‘‘recipes’’ are now
available that have shown a very good heuristic pow-
er. The popularity of the method has been growing
fast: DFT is now at the basis of ab initio treatments of
complex systems. For instance, the implementation of
DFT techniques made it possible to perform molecular
dynamics simulations calculating the forces from first
principles: electronic properties of molecules and con-
densed phases, reaction mechanisms in solution, and
structure and dynamics of biomolecules and biological
systems (enzymes, for instance) can be investigated at
ab initio accuracy level.

See also: Electronic Structure (Theory): Atoms.

PACS: 31.15.Ar; 31.15.Ct; 31.15.Ew; 31.15.Rh;
31.15.Ne; 31.15.Eb; 31.15.Qm
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Introduction

Understanding the electronic structure of solids is
basic to explaining and predicting solid-state prop-
erties, but what is an appropriate description of elec-
tronic states in solids?

Although it is clear that solids are made of atoms
and that one can think of the gas-to-liquid-to-solid
transitions as a process in which atoms just get closer
together, the electronic properties of solids often dif-
fer significantly from what one would expect from a
collection of isolated atoms. In cases where the in-
teractions between the atoms are weak, as in the case
of rare gas solids, it is reasonable to consider these
interactions as perturbations of atomic states. How-
ever, when atoms are close to each other in a solid,
sometimes they can give up their outermost electrons
easily, and it is even possible to end up with a sea of
nearly free electrons. In fact, a nearly free-electron
model is appropriate for metals such as the alkali
metals, aluminum, and many others.

It is also fortunate and useful that this nearly free-
electron model applies to a wider class of solids when
a few modifications are added. A totally free electron
is described by a plane-wave wave function. Hence,
if one assumes that the electrons describing a metal
behave as if they are nearly free, then a plane-wave
position-dependent wave function CðrÞ confined to a
box of volume O, having a wave vector k which can
be written as

cðrÞ ¼ 1ffiffiffiffi
O

p eik�r

may be a good starting point for describing the elec-
trons in metals such as sodium. If one examines the
resulting electronic density corresponding to a plane-
wave wave function, it is constant since it is pro-
portional to c�ðrÞcðrÞ. Therefore, the collection of
atoms with localized wave function on each atomic
site and peaked electronic density yields a valence
electron density which is vastly different.

What about bonds? For example, covalent bonds
arise because electrons tend to concentrate in certain
regions between atoms. Can the bonds and charge
modulation known to exist in metals and especially in
covalent semiconductors be described using plane
waves as a starting point? The answer is yes for a
broad class of solids. A plane wave is a solution to
Schrödinger’s equation when the electron–ion and
electron–electron potentials are zero. However, when
these potentials are included (and if they are not too
strong and if the electrons are not strongly correlat-
ed), a perturbative scheme can be used to modify the
free-electron picture, and this is the ‘‘nearly free-elec-
tron model’’ which is described in many textbooks.
However, more generally, Schrödinger’s equation is
solved by diagonalizing a Hamiltonian matrix with
appropriate potentials and a basis set composed of
plane waves to describe the wave function.

What about alternatives to the nearly free-electron
model? The opposite approach to using plane waves
is the utilization of atomic wave functions for the
basis set. There are tight-binding methods where lin-
earized combinations of atomic orbitals form the
basis. This description is also very useful especially
when the solid-state wave functions are not too dif-
ferent from the atomic wave functions forming them.
If done correctly with sufficient orbitals in the basis
set, both the above methods work and are useful.

In the following discussion, the plane-wave basis
is featured. In particular, a pseudopotential-density
functional approach is described which has been
applied successfully to a large number of solids,
clusters, nanostructures, and molecules.

The Standard Model of Solids

In Figure 1, a schematic picture of a solid is presented
where the nuclei and core electrons for the atoms are
represented as positive cores and the stripped-off val-
ence electrons are contributed to the electron sea
which flows through the periodic array of cores. In this
model, the solid system is viewed as having two types
of particles: cores and valence electrons. The interac-
tion between the positive cores is taken to be a stand-
ard Coulomb interaction describable by Madelung
sums. The electron–core and electron–electron
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interactions are essential inputs to this model. As
mentioned above, the form of the standard model of
solids, represented by Figure 1, which is focused
here, will model the electron–core interaction using
pseudopotentials and the electron–electron interac-
tion using the density-functional theory – in partic-
ular, the local density approximation (LDA).

Pseudopotentials

Arguments for the use and/or appropriateness of a
weak electron–core potential have been made since
the 1930s. In 1934, Fermi constructed a pseudopo-
tential to describe highly excited electronic states of
alkali atoms. His weak potential was designed to
yield an accurate description of the outer portions of
the wave function and to avoid the more difficult
calculation of the properties of the oscillations of the
wave function near the core. This would require a
strong potential. Since solid-state effects are domi-
nated by the outer portions of atomic wave func-
tions, this is a viable approach for constructing
pseudopotentials for solids. As shown in Figure 2, a
‘‘pseudoatom’’ wave function is generated which is
identical to an ‘‘all-electron’’ 3s radial wave function
for Si away from the core and smooth near the core.
The weak pseudopotential which produced the pseu-
doatom wave function can be computed from first
principles using only the atomic number as input.

There are many schemes available for producing
these ab initio pseudopotentials, which in principle
can be constructed for all atoms.

The electron–electron interactions can be approx-
imated using the electronic density. This density-
functional approach represents the Hartree and
exchange-correlation potentials as functionals of
the electronic density. Hence, a self-consistent calcu-
lation can be done with a plane-wave basis set, pseu-
dopotentials, and the LDA to density-functional
theory. The calculated electronic density can be used
to produce LDA potentials which in turn can pro-
duce updated wave functions and subsequently, new
LDA potentials. This scheme and variants using
pseudopotentials and plane waves are often referred
to as the ‘‘plane-wave pseudopotential method’’
(PWPM). In general, the method has been extreme-
ly successful for determining the electronic structure
and many other properties of solids.

Although most modern pseudopotential calcula-
tions use ab initio pseudopotentials of the type de-
scribed above, the pseudopotential method went
through a semi-empirical stage of development where
experimental input was used to generate a potential
representing the total valence electron potential (elec-
tron–core plus electron–electron). This approach,
called the empirical pseudopotential method (EPM),
used plane waves and a few Fourier coefficients of the
potential which were fit to experimental data. In
addition to explaining the origin of the optical struc-
ture in the visible and UV in terms of interband elec-
tronic transitions and many other properties of solids,

0.5

−0.5

1.0

0

0 1 2 3 4 5
Radial distance (a.u.)

3s Radial wave function of Si

Pseudoatom

All-electron

Figure 2 The solid line represents the Si 3s pseudo-wave-

function resulting from the use of a pseudopotential. The dashed

line results from an ‘‘all electron’’ calculation.
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Figure 1 Schematic view of a solid with positive cores at fixed

lattice positions in a periodic array and a sea of relatively free

valence electrons moving through the lattice.
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the EPM set the stage for the first-principles methods
and the standard model.

A schematic real space potential is illustrated in
Figure 3. The strong ionic Coulomb potential is ‘‘cut
off’’ in the core region. The physical origin of the
cancelation of the ionic potential in the core region
was attributed by Phillips and Kleinman to a rep-
ulsive potential arising because of the Pauli exclusion
principle preventing the valence electrons from oc-
cupying core states. The result is again a weak net
potential describable by a few Fourier form factors
and a wave function which can be expanded in a
plane-wave basis set. Usually, three pseudopotential
form factors per atom gave highly accurate electronic
band structures.

The EPM was the first successful plane-wave
method for real materials with applications to met-
als, semiconductors, and insulators. Dozens of band
structures and optical response functions were cal-
culated with high precision for the first time. The
optical spectra of semiconductors were interpreted in
terms of critical points in the electronic band struc-
ture, and when the wave functions were used to
compute the electronic density, the covalent and ion-
ic bonds were pictorially displayed – again for the
first time.

In Figure 4, a plot of the predicted electronic den-
sity for Si is displayed and compared with results
based on subsequent X-ray studies. In addition to the
striking agreement between theory and experiment,
these plots reveal the nature of the covalent bond. It
is particularly satisfying to see the local build-up of
charge in the Si–Si bond region even though the basis

set is composed of plane waves which yield a con-
stant density before the potential is ‘‘turned on.’’
There is no prior prejudice for this pile-up of charge
in the bond region built into the basis set.

Total Energy Calculations and
Structural Properties

The EPM calculations were constructed to deal with
bulk crystals which were not terminated. Standard
techniques, described in textbooks, use periodic
boundary conditions to avoid having surfaces or in-
terfaces. The EPM pseudopotential VðrÞ has the pe-
riodicity of the lattice so it could be expressed as an
expansion using reciprocal lattice vectors G:

VðrÞ ¼
X
G

SðGÞVðGÞeiG:r

where SðGÞ is the structure factor that locates the
atoms relative to a lattice point. It is the form factors
VðGÞ which are fit to experiment in the EPM scheme.

In order to deal with surfaces and interfaces, one
has to allow charge to redistribute at a surface or
interface and break translational invariance. To do
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this, the EPM evolved into a scheme where the
electron–core and the electron–electron potentials
were separated. As in modern calculations, the elec-
tron–core potential is referred to as the ‘‘pseudopo-
tential’’ and the electron–electron potential was
expressed in terms of the density. In early calcula-
tions, the Slater and Wigner approximations were
used. This allowed the charge density to readjust to a
surface or interface and because of self-consistency,
so did the potentials. The surface or interface was
modeled by introducing a supercell which contained
the geometric configuration of interest. For example,
a (1 1 1) Si surface was modeled using a slab con-
taining 12 atomic layers separated from the next slab
by an equivalent space with no atoms. The surface of
the slab represented the surface of the Si crystal and
self-consistency required the rearrangement of the
electronic density to correspond to the new geometry.
Figure 5 shows this rearrangement of electron den-
sity on an ideal Si (1 1 1) surface in one of the first
calculations done with this method. Later calcula-
tions used supercells to examine Schottky barriers,
heterojunctions, and reconstructions at surfaces and
interfaces.

The evolution of the use of the LDA was
straightforward since in this approach the electron–
electron potentials are expressed as functionals of

the electron density. Hence, surfaces, interfaces, and
localized configurations in general could be dealt
with using supercells and by letting the charge den-
sity adjust to the geometric constraints. The use of
the PWPM and the LDA also allowed the explora-
tion of other solid-state properties.

Important applications became possible once a
scheme was developed to calculate the total structur-
al energy ES of the solids for given configurations of
the atomic cores. Once ES is evaluated for a series of
candidate structures, a comparison of their structural
energies immediately reveals the lowest energy struc-
ture for the group. At a given volume, this lowest
energy structure would be the most stable structure if
all possible structures are considered. Since it is not
possible to test all structures, a limitation on this
method is the possible omission of the most stable
structure. However, in practice, it has often been pos-
sible to choose the most likely structures, and the
success rate of the PWPM is high for predicting new
structures and structural properties. Because ES

depends on volume (or lattice separations), changes
induced by pressure can cause solid–solid phase tran-
sitions where crystal structures can change. Therefore,
calculations of the dependence of ES on volume can
predict transition pressures and volumes for the struc-
tural phase changes. Similar calculations for lattice
constant changes caused by strains or alloying can
yield elastic constants and even vibrational spectra.

Using the standard model with cores and valence
electrons as illustrated in Figure 1, the total struc-
tural energy of the solid can be expressed as

ES ¼ Ecc þ Eec þ Ee
k þ Eee

c þ Eee
x

and all the energy components can be evaluated
using the PWPM. The core–core Coulomb energy Ecc

can be calculated from point–ion sums as discussed
earlier, Eec is evaluated using the pseudopotential,
and both the Hartree (Coulomb) electron–electron
energy Eee

c and the exchange-correlation energy Eee
x

can be approximated using the electron density. The
electron kinetic energy Ec

k is obtained once the wave
function is computed. Therefore, with pseudopoten-
tials and the LDA approximation, the total energy ES

and many ground-state properties can be determined
for different structural configurations.

It is convenient to evaluate the above energy con-
tributions to ES using expressions for the potentials
and energies in reciprocal space. An early application
was the examination of the ground-state properties
of Si. Figure 6 contains the results for calculations
of ES as a function of volume for seven candidate
structures. The volume is normalized by the exper-
imental volume of the diamond phase at atmospheric
pressure. Therefore, when the volume is unity, this
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corresponds to ambient pressure and the diamond
structure has the lowest energy. As the pressure in-
creases and the volume decreases, it is noted that the
hexagonal diamond-structured material is always at a
higher energy than the diamond (cubic) structure;
therefore, diamond is the more stable phase. At small-
er volumes (higher pressures), the b-tin phase has a
lower energy than diamond-structured Si, and b-tin is
therefore the stable phase. If one views the transition
as occurring along the dashed line (Figure 6) which is
the common tangent between the diamond and b-tin
curves, the transition volumes (points 2 and 3) can be
evaluated along with the transition pressure which is
the slope of the common tangent. These values are all
found to be in good agreement with the measured
data. In addition, the minimum energy volume for the
diamond structure yields a calculation of the equilib-
rium lattice constant while the curvature of ES as a
function of volume near the minimum energy point
yields the bulk modulus or compressibility for Si. In
all the calculations, it is assumed that the temperature
is zero.

Using the above method, the lattice constants and
bulk moduli have been calculated for many solids.
Typical accuracies are less than 1% for lattice con-
stants and less than 5% for bulk moduli. Discrepancies

between theory and experiment for transition volumes
and pressures are normally in the few percent range. In
addition, modifications of structures at interfaces and
surfaces can also be addressed with this approach. By
calculating the changes in energy with movements of
specific atoms or by computing Hellmann–Feynman
forces, it is possible to determine reconstructions of
surfaces and interfaces. In the calculations described
above, the only input is the atomic number of the
constituent atoms to calculate the pseudopotential and
the candidate structure.

Another important application of this method is
the determination of vibrational spectra. The method
often used within the PWPM is called the ‘‘frozen
phonon’’ approach, where the crystal structure is
distorted to represent the displaced atoms associated
with a particular phonon mode. By comparing the
energies of the undistorted and distorted structures
or by directly calculating the forces on the atoms, the
phonon spectrum can be determined. Here, one
needs to input the atomic masses of the constituent
atoms as well as their atomic numbers. Again, agre-
ement with experiment is excellent.

Superconductors, Optical Properties, and
Novel Materials

A particularly striking success of this approach is its
application to superconductivity. The systems con-
sidered are expected to be ‘‘BCS electron–phonon
superconductors.’’ A variation on the frozen phonon
method allows a determination of the electron–
phonon coupling constants. As described above, the
PWPM within the LDA yields ground-state proper-
ties with high precision. Since the superconducting
transition temperature in the BCS description is ex-
tremely sensitive to the strength of the electron–pho-
non parameter l and, to a lesser extent, the Coulomb
parameter m�, it is imperative that the normal-state
properties of the material studied be known with
high precision. Only a few first-principles calcula-
tions of m� are available; however, this parameter
does not vary a great deal for different materials, and
it scales reasonably well with the density of states at
the Fermi energy. In contrast, l can have a much
larger variation and therefore the focus for first-prin-
ciples calculations for superconducting materials has
been on the determination of l.

The enhancement of the effective mass is also re-
lated to l:

m� ¼ mbð1 þ lÞ

where mb is the band mass calculated without inclu-
ding the electron–phonon interactions. The strong de-
pendence on l for the superconducting transition
temperature, Tc, can be illustrated by equations such
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as the McMillan equation which have the generic form

Tc ¼ ATD exp
1

l� � m�

� �

where A is a constant, TD is the Debye temperature,
and l� ¼ l=ð1 þ lÞ.

The PWPM formulation for the calculation of l
had as its first application a study of high-pressure
phases of Si. The results were dramatic because the
existence of the two high-pressure solid metallic
phases, simple (or primitive) hexagonal (s.h.) and
hexagonal close packed (h.c.p.) were predicted by
PWPM calculations. In addition to predicting the
transition pressures needed to obtain these phases,
their electronic, structural, vibrational, and super-
conducting properties were successfully predicted.
The input information was only the atomic number
and atomic mass of Si, the candidate structures, and
an estimate of m�.

Although the PWPM has limited use for highly
correlated materials, it is sometimes used as a star-
ting point to obtain the electronic structure before
correlation effects, such as a Hubbard U parameter,
are considered to estimate the expected changes
when correlation is considered. However, when new
superconductors are found, it is common to apply
the approach described above as a test of whether
one is dealing with a conventional superconductor or
not. Superconducting doped C60 materials, nano-
tubes, and MgB2 are good representatives of mate-
rials in this category.

The case of MgB2 serves as an excellent example of
what can be done now with the PWPM and El-
iashberg theory, which is an extension of the BCS
theory. The method yielded the electronic and vib-
rational properties of MgB2 and demonstrated that
the strongest electron–phonon coupling was associ-
ated with a particular phonon mode. By considering
phonon anharmonicity and including the anisotropy
of the superconducting energy gap which was found
to be important when doing the calculation, it was
possible to reproduce the experimental data and pre-
dict new properties. The results were consistent with
the proposal that MgB2 is a BCS superconductor
with electron pairing caused by electron–phonon
coupling and that the superconducting energy gap
was multivalued. The results for MgB2 are particu-
larly striking since this PWPM calculation had no
experimental input except for the estimate of m� and
the known structure of MgB2.

The optical properties of solids are of particular
interest when one is describing a method for compu-
ting an electronic structure. The interplay between
the development of quantum mechanics and the
study of atomic optical spectra was extremely

important to the evolution of both fields. However,
identifying peaks in optical response functions for
solids appeared to be a formidable task. Unlike
atomic spectra that contained very sharp peaks
which could be interpreted in terms of electronic
transitions between narrow electronic states, solid-
state spectra were broad and featureless.

The challenge remained in essence until the 1960s,
and, for the most part, it was the use of the EPM
which provided the tools to deal with these spectra,
particularly for semiconductors. An important fea-
ture is the fact that peaks in optical response func-
tions, such as reflectivity, arise from interband
transitions between states where the bands are par-
allel. For example, if an electron in a valence band n
at point k in the Brillouin zone with energy EnðkÞ is
excited to an empty state m with energy EmðkÞ, this
requires a photon having energy _o ¼ EmðkÞ� EnðkÞ.
This transition will result in a more prominent struc-
ture or ‘‘signature’’ in the reflectivity if the initial
occupied and final unoccupied bands are parallel at
the point k. The condition is rkEnðkÞ ¼ rkEmðkÞ,
and this is the requirement for a ‘‘critical point’’ to
occur in the band structure. It can be shown that this
critical point is associated with the structure in the
joint density of states between the two bands. This
structure, referred to as a Van Hove singularity, in
turn, appears in the optical response functions such
as the reflectivity or frequency-dependent dielectric
function. It was the analysis of these critical points in
semiconductor spectra that yielded the energy sepa-
rations used to fit the pseudopotential form factors
for the EPM. A typical result is shown in Figure 7
where the modulated or derivative reflectivity spec-
trum of Ge is displayed. Derivative spectroscopy is
used to accentuate the Van Hove structures, and the
zeros and peaks arise because of the nature of the
critical points. As discussed before, the positions of
these are related to the energies of the critical points.
In Figure 7, near the 2 eV region, it is noted that
although there is reasonable agreement between the-
ory and experiment for the critical point energies, the
magnitudes of the curves differ considerably. This
arises because of electron–hole attraction effects
which are not included in the calculation. These are
discussed later.

Although the transition from the EPM to ab initio
PWPM applications was fairly straightforward, there
were particularly interesting problems associated
with the calculations of energy-band separations,
the minimum bandgap, optical spectra, and the role
of electron–hole effects described above. The most
dramatic signal that one could not just apply the
LDA and the PWPM to obtain experimental band
structures was the fact that researchers using this
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approach were consistently underestimating band-
gaps. The specific focus was on Si where the meas-
ured and EPM values for the minimum gap were
1.1 eV, while the PWPM–LDA gap was half this
value. The EPM was fit to give the correct result, but
the ab initio method had as its input the LDA, the
pseudopotential, and the plane-wave bases. It was
soon found that other methods using the LDA gave
similar results. Hence, it was concluded that it was
the use of the LDA which resulted in calculations
which underestimated the bandgap. Since it was em-
phasized by the inventors of the LDA that, in prin-
ciple, this approximation should not be applicable
for bandgap determination, this result came as no
surprise. However, because of the ease of use of the
LDA and its success for determining ground-state
properties, it was hoped that modifications could be
made to standard LDA methods to allow the com-
putation of bandgaps and optical spectra.

A successful practical solution to this dilemma that
was often referred to as ‘‘the bandgap problem’’
involved the use of the ‘‘GW’’ method. In this ap-
proach, the quasiparticle energies appropriate to ex-
cited electron and hole states are calculated starting
with LDA calculations. In this scheme, the electron
self-energy is computed using the Green’s function G
and a screened Coulomb potential W. When the re-
sulting self-energy is included in the LDA calculation,
the electronic states are renormalized and yield
bandgaps in excellent agreement with experiment
for a broad class of materials. An analysis of the
results of applying the GW method reveals that two
important physical features are mainly responsible
for the success of the method. First, by using an ap-
propriate dielectric function which includes local

field effects, the variations in the charge density ari-
sing because of bonding effects are correctly includ-
ed. Second, the renormalization of the electronic
energies because of their interactions with plasmons
and electron–hole excitations is included to produce
appropriate quasiparticle states produced because of
the excitations.

Hence with the inclusion of GW modifications to
the LDA, the calculations employing the PWPM can
yield bandgaps and band structures in agreement
with experiment on a level of accuracy found for the
experimentally fit EPM results. In addition, these ab
initio calculations have been extended further and
have addressed the problems of the effects on the
optical response functions arising from electron–hole
interactions. This problem was raised earlier when
discussing the results shown in Figure 7. Modifica-
tions of spectra of this kind are sometimes referred to
as exciton enhancements of oscillator strengths near
band edges. However, even when excitons, which are
bound states of electron–hole pairs, are not formed,
the electron–hole interactions in the excited state
can still modify the oscillator strengths and in turn
the optical response functions. Applications of the
Bethe–Salpeter approach for two-particle interac-
tions to this problem with electron and hole wave
functions computed using the PWPM have been
successful. At this point, applications of the GW ap-
proximation including electron–hole effects have
been done for several materials. The computational
requirements are somewhat heavy, but the results in
all cases tested yield excellent spectra.

A major and important component of condensed
matter physics is the research focused on the
development of new and novel materials. In the past
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Figure 7 The modulated or derivative reflectivity spectrum for Ge. A comparison is made between the experimental spectrum and the

theoretical calculation.
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two or three decades, new systems have revealed new
physical properties, new physics, and important ap-
plication. Systems such as superlattices, fullerenes,
nanotubes, and high-temperature superconductors
have broadened the horizons. Often novel materials
are complex, structurally or electronically, and they
offer new challenges for theoretical methods such as
the PWPM. In particular, the number of atoms in a
unit cell or supercell is a constraint on this method.
Usually, complex materials or configurations of ma-
terials can only be modeled with a large number of
atoms, and this may require a very large number of
plane waves in the basis set. If the electronic struc-
ture results in very localized configurations as might
be appropriate for complex molecules, again many
plane waves may be required. A further and interes-
ting aspect of most novel systems on the nanoscale
level is that there are effects of confinement. These
effects can be dominant for lower-dimensional or
very small structures, and they must be accounted for
in the calculational scheme.

A typical example is the case of research on nano-
crystals where there have been significant advances in
recent years. Here, supercells can be employed along
with the PWPM. Other techniques which start out
with plane waves have had success. One such ap-
proach is to use the EPM to generate Bloch functions
for a bulk crystal and then convert these itinerant
states into more localized states represented by Wan-
nier functions. If the nanocrystal is then modeled
using a potential which is bulk-like inside the nano-
crystal and zero outside, the Wannier functions can
be used to solve the resulting Hamiltonian appropri-
ate to the nanocrystal. One example of the applica-
tion of this method is a study of the bandgap of InAs
as a function of the nanocrystal radius. The results
are in excellent agreement with experiment.

Many applications of the PWPM to C60 and nano-
tubes have appeared in the literature. Electronic
structure calculations for C60 were used to interpret
optical, photoemission, superconducting, and other
properties. For nanotubes, the explorations have
been even more extensive. For carbon nanotubes,
calculations of the properties of semiconductor and
metal nanotubes have revealed interesting aspects of
their electronic structure for interpreting transport
and optical properties. Theoretical predictions of
Shottky barrier and heterojunction systems com-
posed of semimetallic and semiconductor nanotubes
have been verified. There is even evidence of super-
conductivity which is consistent with semi-empirical
calculations based on PWPM results. No completely
ab initio calculations of the superconducting proper-
ties of fullerenes or nanotubes as in the case of MgB2

have as yet been done.

A dramatic success of applications of the methods
described here to this area is the successful prediction
of compound nanotubes. In particular, the prediction
of BN nanotubes was verified. In this case, unlike the
situation for carbon nanotubes, all BN nanotubes
without defects or impurities are semiconducting in-
dependent of their ‘‘chirality.’’ Theory also suggests
that when doped, BN nanotubes will have interesting
behavior. An example is the nature of the free elec-
tron-like wave function associated with the lowest
conduction band for this system. It is predicted that
when doped appropriately, the electron density for
this state will reside in the center of the BN nano-
tube. It is expected that this system will resemble a
tube with electrons filling its center. Other interesting
predictions are that, for BC2N nanotubes, doping
can result in electrons traveling along a spiral path
producing effects resembling a nanocoil. For BC3N,
it is expected that each tube will behave as if it were a
semiconductor, but a collection of these tubes would
be metallic. Although the existence of these predicted
compound nanotubes has been established, in gen-
eral, their transport properties have not been meas-
ured, so tests for these unusual predicted properties
will have to wait until the appropriate experimental
techniques become available.

Conclusion

Summarizing, the history of the use of plane-wave
methods for electronic structure calculations has
many components. As was discussed, the physical
justifications came in different forms, and the
development of the techniques required physical
interpretation. For example, the major changes in
the development of the PWPM were motivated
by the desire to answer new questions or to broad-
en the application of the method. Although the
advances in computer hardware had a large effect,
the largest impact came from the knowledge gained
from doing the calculations. It is important to know
what is important, or as Linus Pauling said, ‘‘The
secret to having good ideas is to have many ideas
and the judgment to know which ones should be
discarded.’’
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Introduction

Walter Kohn and his collaborators derived the den-
sity-functional theory (DFT) that justifies the re-
placement of the complicated Schrödinger equation
for N electrons with simpler equations for the one-
electron orbitals:

� _2

2m
r2 þ VðrÞ

" #
ciðrÞ ¼ EiciðrÞ ½1�

Methods such as the local density approximation
(LDA) or the generalized gradient approximation
(GGA) are used to generate the effective one-electron
potential V(r). In all of these approaches, V(r) is a
functional of the density of the electrons in the sys-
tem, r(r), which means that the one-electron equa-
tion must be solved self-consistently.

An electronic structure calculation involves finding
the eigenvalues and the orbitals from the one-elec-
tron equation. Any property of the structure, be it a
cluster, a molecule, or a solid, can then be calculated.
For example, the charge density is

rðrÞ ¼
X
occ:

c�
i ðrÞciðrÞ ½2�

and the total energy is

Etotal ¼
X
occ:

Ei �
1

2

Z
rðrÞrðr 0Þ
jr � r 0j dr dr 0

þ Exc½r� �
Z

dExc½r�
drðrÞ rðrÞ dr ½3�

The sums are over all occupied states including spin,
and the exchange correlation functional Exc[r] is

determined by the particular method used to calcu-
late the effective one-electron potential.

The standard approach to solving the one-electron
Schrödinger equation is the Rayleigh–Ritz variational
method. The one-electron orbitals are expanded in a
complete set of trial functions, and the Schrödinger
equation is converted into a set of coupled equations
for the expansion coefficients. A problem with the
variational method is that all of the core states of the
atoms have to be included in the calculation so that
the valence-electron orbitals are orthogonal to
them. Plane waves are convenient basis functions.
The difficulty that these functions cannot be made
orthogonal to the core states is circumvented by
converting the actual potential into a pseudopotential
that has no core states. The pseudopotential method
works well for covalent crystals, for example, dia-
mond and silicon, and for simple metals. It is difficult
to apply to solids containing transition metals or rare
earths because they have too many electrons outside
the core, although a class of potentials called soft
pseudopotentials has had some success in that area. A
completely different method, which was also initiated
by Lord Rayleigh, is based on the scattering theory.
The orbitals corresponding to a given energy are au-
tomatically orthogonal to those for any other energy,
so the core levels pose no problem. Another advan-
tage to the multiple-scattering method is that it is the
most convenient way to obtain the one-electron
Green’s function for a solid, which is discussed else-
where in this encyclopedia.

Scattering Theory

In the Dirac notation, eqn [1] can be written as
an inhomogeneous equation, ðE � H0ÞjcS ¼ VjcS,
where H0 is the kinetic energy operator. The solution
of the homogeneous equation is jðrÞ ¼ /rjjS,
where ðE � H0ÞjjS ¼ 0. A formal solution of the
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inhomogeneous equation is the sum of the solution of
the homogeneous equation with a particular solution
of the inhomogeneous equation jcS ¼ jjSþ G0þ
VjcS, where G0þ ¼ lime-0 ðE � H0 þ ieÞ�1. This is
the Lippmann–Schwinger equation, and it is the start-
ing point for modern treatments of the scattering
theory. The infinitesimal e avoids the singularity at
E � H0 ¼ 0. Letting it approach zero through positive
values guarantees the boundary conditions, as will be
seen later. Using the identity, ðA � BÞ�1 ¼ A�1þ
A�1B ðA � BÞ�1, the Lippmann–Schwinger equation
can be written in another way,

jcS ¼ ð1 þ G0þTÞjjS ½4�

where the t-matrix is defined by

T ¼ V þ VG0þV þ VG0þVG0þV þ? ½5�

Suppose the potential V is the sum of N potentials,
V ¼

PN
i¼1 vi. The physical meaning of this is that it

describes the interaction of the electron with a cluster
of atoms having nuclei located at positions Ri. It is
assumed that, in the position representation, the po-
tentials are localized in space and do not overlap, so
that viðrÞvjðrÞ ¼ 0 for iaj and all r. Define an oper-
ator Qi so that T can be written as a sum

T ¼
XN
i¼1

Qi

Inserting the expressions for V and T into the defini-
tion of T leads to

X
i

Qi ¼
X

i

vi 1 þ G0þ
X

j

Qj

 !

¼
X

i

viG0þQi þ vi 1 þ G0þ
X
jai

Qj

 !" #

so

Qi ¼ ti 1 þ G0þ
X
jai

Qj

 !

where ti ¼ ð1 � viG0þÞ�1vi. Iterating this equation
leads to

T ¼
X

i

ti þ
X

i

tiG0þ
X
jai

tj

þ
X

i

tiG0þ
X
jai

tjG0þ
X
kaj

tk þ?

In terms of the operators Qi, eqn [4] becomes

jcS ¼ 1 þ G0þ
X
jai

Qj

 !
jjSþ G0þQijjS

¼ jjin
i Sþ jjout

i S

The site i that is chosen to focus on can be any of the
sites in the cluster. The incoming wave on this site is
taken to be

jjin
i S ¼ 1 þ G0þ

X
jai

Qj

 !
jjS ¼ jjSþ

X
jai

jjout
j S

and the outgoing wave from the site is defined as

jjout
i S ¼ G0þQijjS ¼ G0þtijjin

i S

In other words, the first of these equations states that
the incoming wave on site i is the sum of the wave
coming onto the cluster of scatterers plus the waves
scattered out from all of the other scatterers. At first
sight, this seems obvious, but one might wonder about
the effect of intervening scatterers. It is fundamentally
a statement about the superposition of solutions of a
linear differential equation. The second equation
states that the outgoing wave from a site is obtained
from the incoming wave by the solution of a simple
scattering problem, which is obvious. To sum up,
the fundamental equations of the multiple-scattering
theory are

jcS ¼ jjin
i Sþ jjout

i S

jjin
i S ¼ jjSþ

XN
jai

jjout
j S

jjout
i S ¼ G0þtijjin

i S

½6�

Using the lowest-level approximation to the t-ma-
trix, T ¼

P
i ti, the Lippmann–Schwinger equation

can be written as

ckðrÞ ¼jkðr 0Þ þ
XN
i¼1

eik�Ri

Z
G0þðr i � r 0iÞ

� tiðr 0i; r 00i Þjkðr 00i Þ dr 0i dr 00i

where r i ¼ r � Ri, and Ri is the position of the ith
nucleus. The function tiðr 0i; r 00i Þ is zero outside the
range of the potential vi(ri), which is a relatively small
region surrounding Ri. The incoming wave is taken to
be a plane wave, which may be written as

fkðrÞ ¼ ð2pÞ�3=2eik�r

¼ eik�Rið2pÞ�3=2eik�r i

¼ eik�Rifkðr iÞ

Assuming that ricr0i, the Green’s function can be re-
cast into the form

G0þðr � r 0Þ ¼G0þðr i � r 0iÞ ¼ � 1

4p
eikjr i�r 0ij

jr i � r 0ij

E � 1

4p
eikri

ri
e�ik0i�r 0i
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where k0i ¼ ðr i=riÞk. The solution is then

ckðrÞ ¼
1

ð2pÞ3=2
eik�r þ

XN
i¼1

eikri

ri
f iðk0i; kÞeik�Ri

" #
½7�

where

f iðk0i; kÞ ¼ � 1

4p

Z
e�ik

0
i �r

0
i tiðr i; r

0
iÞeik�r i dr i dr 0i

¼ � 2p2/k0ijtijkS ½8�

This form of the formula holds for positions r outside
the range of any individual potential function. If the
solution is to be evaluated only for points outside the
cluster of atoms, then rcRi for any i and

ckðrÞ ¼
1

ð2pÞ3=2
eik�r þ eikr

r

XN
i¼1

f iðk0; kÞeiðk�k0Þ�Ri

" #
½9�

where k0 ¼ ðr=rÞk.
The approximations used to derive eqn [9] are

obviously very good for a standard X-ray, neutron, or
electron diffractometer, where the sample size is of the
order of millimeters, while the counter is a sizable
fraction of a meter away. If the sample is a monatomic
crystal, the scatterers are all identical atoms and they
are distributed in a periodic array. It follows that the
f iðk; k0Þ are all the same, and

PN
i¼1 eiðk�k0Þ�Ri ¼ N

P
n d

ðk� k0 þ KnÞ, where Kn are the reciprocal lattice vec-
tors, which explains the occurrence of Bragg peaks.
The application of the multiple-scattering equations
to explain diffraction was pioneered by P P Ewald,
and the Born approximation:

f iðk0; kÞ ¼ � 1

4p

Z
viðr iÞ eiðk�k0Þ�r i dr i

is adequate to describe the weak scattering from the
atoms. More complicated effects can be treated by
including higher-order terms in the t-matrix.

These multiple scatterings can be used to explain
many other scattering experiments, such as the scat-
tering of electrons from molecules, low-energy elec-
tron diffraction (LEED) from surfaces of solids, and
extended X-ray absorption fine structure (EXAFS).
They are also used to describe the propagation of
radio waves in inhomogeneous media and the scat-
tering of sound waves from obstacles in water or air.
In 1892, Lord Rayleigh introduced the concept that
evolved into the multiple-scattering theory in a treat-
ment of the electrical conductivity of a solid with a
periodic array of rods embedded in it. Jan Korringa
made the conceptual leap that the multiple-scattering
equations can also be used to calculate the stationary
states of electrons in a solid. The computer power
was not adequate to carry out useful calculations
with Korringa’s equations when they were published
in 1947, so they did not get the attention they should

have. In 1954, Walter Kohn and Norman Rostoker
rederived Korringa’s equations using the Kohn variat-
ional method. The resulting energy band theory is
called the Korringa–Kohn–Rostoker (KKR) method.

Electronic States in Periodic Solids

The picture of a solid that is used in theoretical
treatments of the stationary electronic states is an
infinite array of atoms that fills all space. This makes
it possible to ignore surface states, which are not of
interest at this stage. The incoming wave on the
cluster jjS may be set equal to zero in the multiple-
scattering equations, so eqn [7b] is replaced by

jjin
i S ¼

XN
jai

jjout
j S ½10�

A simple description of the resulting stationary states
is that the electrons scatter from one atom to the
other ad infinitum, so there is no incoming or
outgoing wave.

Since the vi(r) are bounded in space and do not
overlap, there is an interstitial region between them
within which the potential is a constant, usually tak-
en to be zero, VðrÞ ¼ 0. In the interstitial region, eqn
[1] becomes

Ir2 þ a2mciðrÞ ¼ 0 ½11�

where a ¼
ffiffiffiffiffiffiffiffiffiffi
2mE

p
=_. The solutions of this equation

are YlmðW;jÞjlðarÞ and YlmðW;jÞnlðarÞ, where
YlmðW;jÞ is the spherical harmonic, jlðarÞ is a Bessel
function, and nlðarÞ is a Neumann function. The
incoming wave on site i can thus be written in the
position representation

/rjjin
i S ¼ jin

i ðr iÞ ¼
X
l;m

Ylmður iÞjlðariÞdi
lm

where the di
lm are undetermined coefficients and

ri¼ r�Ri. The unit vector ur i defines the angles W and
j in a coordinate system centered on the site of the
ith nucleus, Ri. The Green’s function may be ex-
panded in the interstitial region:

G0þðr � r 0Þ ¼ � 1

4p
eiajr i�r 0ij

jr i � r 0ij
¼ � ia

X
l0;m0

Yl0;m0 ður iÞhþ
l0 ðariÞjl0 ðar0iÞY�

l0;m0 ður 0iÞ

where hþ
l ¼ jl þ inl is the outgoing Hankel function.

It follows that eqn [6a] can be written in the position
representation:

cðrÞ ¼
X
l;m

�
Ylmður iÞjlðariÞ

� ia
X
l0;m0

Yl0m0 ður lÞhþ
l0 ðariÞti

l0m0;lmðEÞ
�

di
im ½12�
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where

ti
l0m0;lm ¼

Z Z
jl0 ðar0iÞY�

l0;m0 ður 0iÞtiðr 0i; r 00i Þ

� Yl;mður 00i Þjlðar00i Þ dr 0i dr 00i

and the outgoing wave can now be identified as

/rjjout
i S ¼jout

i ðr iÞ
¼ � ia

X
l;m

X
l0;m0

Yl0;m0 ður iÞhþ
l0 ðariÞ ti

l0m0;lmðEÞdi
lm

The content of eqn [10] is that the incoming wave on
site i is the sum of the outgoing waves from all of the
other sites. The incoming wave is a sum of Bessel
functions that are finite for all r. The outgoing wave
from the site j is infinite at the nuclear position Rj,
but is finite in the neighborhood of the ith site. The
equality can be demonstrated with the help of the
mathematical identity:

�iaYl0m0 ðr jÞhþ
l0 ðrjÞ ¼

X
l;m

Ylmðr iÞjlðariÞglm;l0m0 ðE;RijÞ

where the vector Rij is the position of the ith scatterer
relative to the jth, Rij ¼ Ri � Rj, and

glm;l0m0 ðE;RijÞ ¼ � 4piaiðl�l0Þ
X
l00;m00

i�l00Cl00m00

lm;l0m0

� hþ
l00 ðaRijÞY�

l00m00 ðRijÞ

The Cl00m00

lm;l0m0 are called Gaunt factors

Cl00m00

lm;l0m0 ¼
Z Z

Yl00m00 ðy;fÞY�
lmðy;fÞYl0m0 ðy;fÞ

� sin y dy df

Equation [10] thus leads to a set of homogeneous
simultaneous equations that determines the un-
known coefficients di

lmX
j;l00m00

dijdlm;l00m00 � ð1 � dijÞ
�

�
X
l0m0

glm;l0m0 ðE;RijÞtj
l0m0;l00m00 ðEÞ

#
dj

l00m00 ¼ 0 ½13�

The eigenvalues of the one-electron equation, eqn [1]
for the potential VðrÞ ¼

P
N

i¼1 viðrÞ, are the energies
for which the determinant of the coefficients in the
square bracket in eqn [13] is zero. It is more conveni-
ent to deal with a symmetric matrix, and this can be
done by defining the coefficients ci

lm ¼
P

l0m0 ti
lm;l0m0

ðEÞdi
l0m0 . These coefficients satisfy the set of linear

equations X
j;l0m0

Mij
lm;l0m0c

j
l0m0 ¼ 0 ½14�

with the elements of the matrix M being

Mij
lm;l0m0 ¼ mi

lm;l0m0dij � ð1 � dijÞglm;l0m0 ðE;RijÞ ½15�

and the mi
lm;l0m0 are the elements of the inverse of the

t-matrix.

Periodic Solids, One Atom Per Unit Cell

Equations [14] and [15] can, in principle, be used to
calculate the electronic states for any solid, but they
require that the zeros of an infinitely large matrix
must be found. The problem is simplified considerably
for periodic solids in which all of the potentials vi(ri)
are the same, and the nuclear positions Ri form a pe-
riodic array. Bloch’s theorem holds for such a system
because the potential V(r) is invariant under the
operations of the lattice translation group. Bloch’s
theorem states that the eigenfunctions of eqn [1] can
be indexed by a quantum number k, and ckðr þ RiÞ ¼
eik�RickðrÞ. This implies that the coefficients in
eqn [14] can be written in terms of coefficients that
do not depend on the site, cj

l0m0 ¼ e�ik�Rj cl0m0 ðkÞ. Pre-

multiplying eqn [14] by eik�Ri and summing leads toX
j;l0m0

Mlm;l0m0 ðE; kÞcl0m0 ðkÞ ¼ 0 ½16�

where

Mlm;l0m0 ðE; kÞ ¼ mlm;l0m0 ðEÞ � Alm;l0m0 ðE; kÞ ½17�

and

Alm;l0m0 ðE; kÞ ¼
X
jai

eik�Rijglm;l0m0 ðE;RijÞ ½18�

These are the KKR band theory equations for a pe-
riodic crystal with one atom in the unit cell. The
Ewald summation process can be used to calculate the
structure constants Alm;l0m0 ðE; kÞ. It is easy to prove
that the sum in eqn [18] does not depend on i because
of the periodicity of the system.

The energy eigenvalues of the periodic solid for a
particular k, Eb(k), are the roots of the equation
det MðE; kÞ ¼ 0. The eigenfunctions are found by
solving eqn [16] with E ¼ EbðkÞ. The dimension of
these matrix equations is technically infinite, but by
ignoring all contributions that correspond to an
angular momentum quantum number l greater than
lmax, they have dimension ðlmax þ 1Þ2. The justifica-
tion for this approximation is that the matrix ele-
ments of the t-matrix tlm;l0m0 are very small when l
and l0 are greater than lmax, and the elements of the
inverse matrix mlm;l0m0 are very large. The choice of
lmax depends on the specific calculation, but lmax ¼ 3
can be used in many applications.
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Periodic Solids, Several Atoms Per Unit Cell

Periodic solids with several atoms in a unit cell can
be treated using the multiple-scattering equations in
the form of eqns [14] and [15], but it is convenient to
change the notation. The origin of the coordinate
system in the mth unit cell is Rm, and the positions of
the nc particles in the unit cell are Rm þ ai. It is pos-
sible to write X

nj;L0

Mmi;nj
L;L0 cnj

L0 ¼ 0 ½19�

with the elements of the matrix M being

Mmi;nj
L;L0 ¼mi

L;L0dmndij

� ð1 � dmndijÞgL;L0 ðE;Rmn þ aijÞ ½20�

where Rmn ¼ Rm � Rn and aij ¼ ai � aj. In order to
simplify the appearance of the equations in the face
of the increasing number of indices, the abbreviation
L is used for the pair of angular momentum quantum
numbers l, m. This crystal is invariant under trans-
lations of entire unit cells, not atoms, so the relation
between the coefficients due to Bloch’s theorem is
cnj

L0 ¼ e�ik�Rncj
L0 ðkÞ. Premultiplying eqn [14] by eik�Rm

and summing leads to

Xnc

j¼1

X
L0

Mij
L;L0 ðE; kÞcj

L0 ðkÞ ¼ 0 ½21�

where

Mij
L;L0 ðE; kÞ ¼ mi

L;L0 ðEÞdij � Aij
L;L0 ðE; kÞ ½22�

and

Aij
L;L0 ðE; kÞ ¼ ð1 � dijÞgL;L0 ðE; aijÞ

þ
X
man

eik�RmngL;L0 ðE;Rmn þ aijÞ ½23�

The structure constants, Aij
L;L0 ðE; kÞ, are somewhat

more complex than those for the monatomic case, but
they can also be evaluated with the help of the Ewald
summation process. If the contributions to these
equations that correspond to angular momentum
quantum numbers greater than lmax are ignored, the
dimension of the matrix equations is ðlmax þ 1Þ2nc.

Madelung Energy

The atoms in a crystal with more than one atom per
unit cell are typically charged. The exact value for the
net charge qi on the atom at the position Rm þ ai is
somewhat arbitrary, depending on the manner in
which space is divided up. The sum of the charges in
the unit cell must satisfy the neutrality condition,Pnc

i¼1 qi ¼ 0. The one-electron potential at the site i is
shifted by the Madelung potential Vi, and the proper
calculation of these electrostatic shifts is an important

part of the band theory calculation. In principle, Vi

can be calculated from the usual Coulomb equation
from electrostatics

Vi ¼
Xnc

jai¼1

qj

jai � ajj
þ
X

n

Xnc

j¼1

qj

jai � aj þ Rnj

but this sum is notoriously difficult to converge. In
practice, the potential is calculated from the expression

Vi ¼
Xnc

j¼1

aij
Mqj ½24�

where the elements of the Madelung matrix, aij
M, are

obtained by a sophisticated mathematical method,
such as the Ewald summation process or the fast mul-
tipole method.

Electronic States in Nonperiodic Solids
Using Supercells

It is often desirable to calculate the electronic struc-
ture of systems of atoms that are not arranged pe-
riodically. Examples are solids containing impurities
or structural defects, liquid metals, amorphous sol-
ids, or solid solution alloys. An approach to these
problems might be to construct a cluster of N atoms
and use the multiple-scattering equations in the form
of eqns [14] and [15]. This will not work for a
number of reasons. The ratio of near-surface atoms
to bulk atoms is so high that surface effects dominate
the calculation. Because of the slow convergence of
the Coulomb sums, the Madelung potentials in the
cluster are quite different from those in a solid.

A way around these difficulties is to reproduce the
N-atom cluster periodically to fill all space. This now
looks like a periodic solid with N atoms per unit cell,
and eqns [21]–[23] can be used to find the electronic
structure. Such supercell calculations have been used
extensively to treat solids without symmetry.

The eigenvalues Eb(k) of the matrix M(E, k) from
eqn [22] have a k-dependence due to the forced pe-
riodicity of the supercell. The error that is introduced
is of the order of the bandwidth, dEb(k), which can
be estimated by taking the difference between the
eigenvalues at the Brillouin zone boundary and the
center of the zone:

dEbðkÞ ¼ Eb
p
D

	 

� Ebð0ÞE

@Eb

@k

p
D

The way to make the error small is to make D large,
where D is a dimension of the supercell and is pro-
portional to

ffiffiffiffiffi
N3

p
. The algorithms for finding the

eigenvalues of any matrix require a number of floating
point operations that increases as the cube of the
dimension of the matrix. The dimension of the matrix
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M(E, k) for the supercell is ðlmax þ 1Þ2N, so the com-
puter time required to diagonalize the matrix increas-
es as the cube of the dimension, N3 or D9. There is
thus a competition between the goals of reducing the
error in the eigenvalues dEb(k) and minimizing the
computer time required for the calculation. A solution
to this dilemma is to develop order-N methods for
which the number of floating point operations in-
creases as N instead of N3. Two order-N methods
based on the multiple-scattering approach are dis-
cussed elsewhere in this encyclopedia.

Surface Electronic States

One of the reasons that the solid was assumed to fill
all space in the preceding two sections is to focus on
the bulk states. There are electronic states in a real
solid that are specifically associated with the surface.
An understanding of the surface states is important
in applications, such as chemical catalysis. The
magnetic properties of atoms in the surface region
are frequently different from the atoms in the bulk.

The multiple-scattering method can be used to cal-
culate the electronic states associated with surfaces.
Consider planes of atoms stretching to infinity in di-
rections perpendicular to the z-direction. The planes
that are well separated from the terminal plane at
the surface will have the same arrangement of atoms
and the same separation from each other as they have
in the bulk solid. Closer to the surface, the distance
between planes is not the same as the bulk, and the
arrangement of atoms in the planes may reconstruct
into another arrangement. In any case, there is peri-
odicity in the xy-plane, and hence a 2D Bloch’s the-
orem for each plane.

Perhaps the easiest model to visualize is a slab
geometry that starts with a central plane of atoms
with the same arrangement as the bulk. Similar planes
are placed on either side of the central one, building a
slab with symmetry about the central plane and con-
taining an odd number of planes. These slabs are then
periodically reproduced in the z-direction, separated
by a large distance that contains no atoms. Making
use of the symmetry in the xy-planes, the system can
be modeled with long, narrow supercells that are a
few lattice constants wide in the planar directions but
many angstroms long in the z-direction. Equations
[21]–[23] can be used to calculate the electronic
structure, but the dependence on kz can be ignored
because of the length of the supercell.

After the electronic states have been calcula-
ted self-consistently for a given configuration, the
atomic positions in the outer planes of atoms are
allowed to relax and the calculations are repeated.
The Hellmann–Feynman theorem is useful in this

step, which leads to a prediction of the spacing be-
tween planes and possible reconstruction of surface
atoms. Experience has shown that, at least in metals,
only the first few planes nearest the surface differ
significantly from the bulk.

The multiple scattering equations have been used
in other ways to treat surfaces. Instead of periodi-
cally reproducing the slabs, a mirror-like scatterer
with a planar surface is put outside of the slab on
either side to reflect the electrons back in. Another
variation is to extend the slab to infinity in the minus
z-direction. This is called the layer Korringa, Kohn,
Rostoker (LKKR) method, and it is more like the
surface on a real solid.

Approximations and Extensions

The Muffin–Tin Approximation

Until recently, the one-electron potentials used in
multiple-scattering calculations were approximated
by muffin–tin (MT) potentials that are spherically
symmetric within bounding spheres centered on the
nuclei and are constant outside them. The spheres do
not overlap, and a 2D drawing of the function is
similar to a pan that is used to cook muffins.

The inverse of the scattering matrix can be written as

mi
L;L0 ¼ a

X
L0

ci
LL00si

L00L0 � ia

where the cosine and sine matrices are defined by

ci
LL0 ¼ dLL0 � a

Z
nlðarÞYLðrÞviðrÞFi

L0 ðE; rÞ dr

si
LL0 ¼ a

Z
jlðarÞYLðrÞviðrÞFi

L0 ðE; rÞ dr

In these equations, Fi
LðE; rÞ is the solution of a one-

electron equation containing the single potential vi(r)
that approaches the limit limr-0 Fi

LðE; rÞ ¼ jlðarÞ
YLðrÞ. These equations are laborious to solve for non-
spherical potentials because both vi(r) and Fi

LðE; rÞ
have to be expanded in spherical harmonics. For the
spherical potentials used in the MT approximation,
they simplify to

ci
LL0 ¼�aS2

i dLL0 nlðarÞdF
i
lðE; rÞ
dr

�dnlðarÞ
dr

Fi
lðE; rÞ

" #
r¼Si

ci
LL0 ¼ aS2

i dLL0 jlðarÞdF
i
lðE; rÞ
dr

� djlðarÞ
dr

Fi
lðE; rÞ

" #
r¼Si

where Si is the radius of the MT sphere.
The MT approximation works very well for elec-

tronic structure calculations on metals in close-packed
structures. For nonperiodic structures, it is frequently
desirable to calculate the forces on the atoms using the
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Hellmann–Feynman theorem. Any shape approxima-
tion on the potential will cause significant errors in
such calculations. The MT approximation is also not
acceptable for loosely packed covalently bonded crys-
tals. With some care, the multiple-scattering equations
written in the preceding sections can be used for any
nonoverlapping potential.

An atomic sphere approximation (ASA) has been
proposed to simplify multiple-scattering calculations.
The potential is forced into a form that is spherically
symmetrical for r less than the radius of a sphere that
has the same volume as the Wigner–Seitz cell for the
atom. The ASA potentials overlap, and this violates
the fundamental assumptions of the multiple-scatter-
ing theory.

Relativity

The multiple-scattering equations have been written
in the nonrelativistic form because they are easier to
visualize. The technical problems involved with a
multiple-scattering theory based on the Dirac equa-
tion rather than the Schrödinger equation have been
resolved, and all of the statements made above apply
to the relativistic theory. Spin polarized versions of
these equations have been used to discuss magnetism
in metals, alloys, and surfaces.

Linearized Versions of the Multiple-Scattering
Equations

The KKR equations are time-consuming to solve
because all of the matrix elements depend on the
energy. The eigenvalues and eigenvectors can be
found much more easily for equations of the form
that is obtained from a linear variational method in
which the matrix M in eqn [21] is replaced by one
with the elements:

Mij
L;L0 ðE; kÞ ¼ EdijdLL0 � Dij

L;L0 ðkÞ

because it is only necessary to diagonalize the matrix
D. The linear combination of MT orbitals (LMTO)

approach achieves this by using trial functions
suggested by the multiple-scattering theory in a Ray-
leigh–Ritz variational calculation.

When the potentials fill all space, the interstitial
volume goes to zero. Thus, the value Vint of V(r)
when r is in the interstitial region, chosen to be zero
in the preceding equations, becomes irrelevant. This
fact can be used to derive a version of the multiple-
scattering equations that has the eigenvalue form of
the preceding equation.

The freedom to choose any value for Vint for space
filling potentials can be used in another way to sim-
plify the multiple-scattering equations. If Vint is cho-
sen much larger than the average value of vi(r) in the
region of the Wigner–Seitz cell farthest from the nu-
cleus, the equations describe a barrier that the elec-
tron must tunnel through to propagate from one site
to another. The sum that defines the structure con-
stants in eqn [23] converges after a small number of
nearest-neighbor shells. The resulting screened-struc-
ture-constant (SSC) approximation leads to multiple-
scattering equations that are similar to tight-binding
equations.

See also: Density-Functional Theory; Disordered Solids
and Glasses, Electronic Structure of; Intermetallic Com-
pounds, Electronic States of; Magnetoresistance Tech-
niques Applied to Fermi Surfaces; Metals and Alloys,
Impurity and Defect States in; Surfaces and Interfaces,
Electronic Structure of.

PACS: 71.15.�m; 71.15.Ap; 71.15.Mb; 71.20.Be;
73.20.At; 73.21.�b
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Developments in Polaron Physics

A conduction electron (or hole) together with its self-
induced polarization in an ionic crystal or in a polar

semiconductor forms a quasiparticle, which is called
a polaron. The polaron concept is discussed in an
article by E I Rashba in the present encyclopedia (for
references about the standard polaron theory, see the
‘‘Further reading’’ section). A polaron is character-
ized by its binding (or self-) energy E0, an effective
mass m� and by its characteristic response to external
electric and magnetic fields (e.g., DC mobility and
optical absorption coefficient).
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If the spatial extension of a polaron is large com-
pared to the lattice parameter of the solid, the latter
can be treated as a polarizable continuum. This is
the case of a ‘‘large polaron.’’ An electron or a hole
trapped by its self-induced atomic (ionic) displacement
field in a region with linear dimension of the order of
the lattice constant is called a ‘‘small polaron.’’

An all-coupling polaron theory was developed by
Feynman using his path-integral formalism. He first
studied the self-energy E0 and the effective mass m�,
and later the mobility of polarons. Subsequently, the
path-integral approach to the polaron problem was
generalized and developed to become a tool to study
optical absorption, magnetophonon resonance, and
cyclotron resonance.

The present article, which is primarily devoted to
the response properties of polarons, deals with the
following aspects of polaron physics.

First, the polaron self-energy, the effective mass,
the mobility, and the optical response are discussed.
The optical absorption spectrum of a single large
polaron at all electron–phonon coupling strengths has
been analyzed using the path-integral method. The
path-integral approach is also applied to investigate
the properties of the interacting polaron gas including
its optical absorption. Also Monte Carlo simulations
have been used to examine the large-polaron model.
Furthermore, the dynamics of the polaron formation
has become a subject of investigation.

Second, polarons are studied in systems of reduced
dimension and reduced dimensionality, for example,
using cyclotron resonance. Magnetopolarons have
been investigated in layered semiconductor com-
pounds and quantum wells. The role of polaronic
quasiparticles has been confirmed for the transport
mechanism in quasi-1D conductors and for the
optical properties of quantum dots. In semiconduc-
tor nanostructures, the mixing of the electron–hole
or exciton states by the polaron interaction leads to
the need for a nonadiabatic treatment.

Third, the polaron concept is used to study the
properties of a variety of materials, for example,
transition-metal oxides, conjugated polymers, per-
ovskites, high-Tc superconductors, layered MgB2

superconductors, and fullerenes. No consensus exists
concerning the microscopic mechanism leading to the
creation of Cooper pairs in high-Tc superconductors.
Nevertheless, there is evidence for the existence of
polarons and bipolarons in high-Tc superconductors
(as manifested, for example, in their optical absorp-
tion spectra in the normal phase).

Recent Developments

Polaronic effects were observed in a 2D electron sys-
tem on helium films covering a glass substrate. For

thin films and for strong holding electric fields, the
conditions were achieved under which the calculated
binding energies are larger than kBT, and the mobili-
ties were shown to be in good agreement with the
theoretically predicted values for the polaron mobility.

A theoretical analysis of the small-polaron and
small-bipolaron formation in a cubic perovskite lat-
tice showed that there exists a large window of elec-
tron–phonon coupling where the polaron is stable but
the bipolaron decays into two polarons. An interes-
ting development of the polaron concept was pro-
posed in connection with recent studies in the theory
of high-Tc superconductivity. The bipolaronic mech-
anism of superconductivity in terms of small bipolar-
ons supposes that both electron–phonon and
Coulomb interactions are short range (i.e., on-site).
This model satisfactorily describes several properties
of the insulating phase of the cuprates, but it cannot
explain the high superconducting critical tempera-
ture. The effective mass of a bipolaron within the
model with short-range interactions is very large, and
the predicted critical temperature Tc is very low.
Motivated by this fact, the so-called Fröhlich–
Coulomb model of the high-Tc superconductivity
was proposed, in which it is assumed that a long-
range Fröhlich interaction, rather than a short-range
Holstein interaction, should be the adequate model
for the cuprates. Differently from the usual continu-
um Fröhlich polaron, a multipolaron Fröhlich-like
lattice model is used with electrostatic forces taking
into account the discreteness of the lattice, finite elec-
tron bandwidth and the quantum nature of phonons.
Recently, this model was applied in order to explain
various physical properties of superconducting cup-
rates (see the monograph by Alexandrov).

A path-integral Monte Carlo scheme was present-
ed to solve the large-polaron model in three and two
dimensions. The ground-state features of the Fröh-
lich polaron model were revisited numerically using a
diagrammatic Quantum Monte Carlo method, and
analytically using the variational Hamiltonian
approach. Three aforementioned approaches dem-
onstrate the remarkable accuracy of the Feynman
path-integral approach to the polaron ground-state
energy. A linear superposition of two variational
wave functions, which describe the asymptotic regi-
mes of weak and strong electron–phonon coupling,
provides an estimate of the polaron ground-state
energy, which is slightly lower than that obtained
within the Feynman path-integral method, and com-
pares well with the energies calculated within a
diagrammatic Quantum Monte Carlo method. The
a-dependence of the polaron effective mass and the
other calculated ground-state properties suggest that
the crossover between the two asymptotic regimes
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characterizing a polaron occurs smoothly and does
not suggest any sharp ‘‘self-trapping’’ transition.
From the spectral analysis of the Green’s function,
it was concluded that, for all coupling strengths, in
contrast to the small-polaron model, there is no sta-
ble excited state for the Fröhlich polaron in the
energy gap between the ground-state energy and the
incoherent continuum; however, several many-pho-
non unstable states are found.

The formation of a small polaron from a bare
electron has been studied by Ku and Trugman. The
polaron formation time is related to the dephasing
time of the continuum of unbound phonon excited
states in the spectral function, which depends on the
phonon frequency and the electron–phonon coupling
strength. As the electron–phonon coupling increases,
qualitative changes in polaron formation occur when
the one-phonon polaron bound states form. In the
adiabatic regime, a potential barrier between the
quasi-free and heavy polaron states exists in both
two and three dimensions which is crucial for polar-
on formation dynamics.

The density-functional theory and its time-depend-
ent extension is exploited by Bassani and co-workers
to construct an appropriate effective potential for
studying the properties of the interacting polaron gas
beyond the mean-field theory. The main assumptions
of the theory are to consider the coupled system of
electrons and ions as a continuum, and to take the
weak electron–phonon coupling limits into account.

The optical properties of quasi-one-dimensional
metallic LaTiO3.41 studied for the polarization along
the a and b axes revealed that with decreasing tem-
perature, modes appear along both directions sugges-
tive of a phase transition. A pronounced midinfrared
band was observed with a temperature dependence
consistent with interacting polaron models. The polar-
onic picture was also corroborated by the presence of
strong electron–phonon coupling and the temperature
dependence of the DC conductivity. Band softening
was interpreted in terms of large polaron models
including polaron–polaron interactions. These find-
ings suggest the general importance of polaronic qua-
siparticles for the transport mechanism in quasi-1D
conductors.

The studies of thermal dissociation and photoion-
ization for bound hole O� polarons in oxide com-
pounds MgO and corundum showed a surprising
closeness of the results obtained on the basis of in-
dependent models: a continuum theory at arbitrary
electron–phonon coupling and a quantum-chemical
method. The bound-polaron model, applied to de-
scribe the optical properties of submonolayer CdSe
insertions epitaxially grown between ZnSe layers,
revealed excited-state energies equidistantly separated

by the LO phonon energy as a typical signature of
bound polarons.

Polaronic Response in Solids

Optical Absorption of Polarons at Arbitrary
Coupling: Internal Structure of Polarons

The theoretical optical absorption spectrum of a
single large polaron, at all electron–phonon coupling
strengths, was obtained by Devreese and co-workers

GðoÞ ¼ � 1

ne0c

Im SðoÞ
½o� Re SðoÞ�2 þ ½Im SðoÞ�2

½1�

with o the frequency of the incident radiation ex-
pressed in units of the LO-phonon frequency in the
medium oLO, e0 the dielectric permittivity of the
vacuum, n the index of refraction of the medium, and
c the velocity of light. The memory function S(o)
contains the dynamics of the polaron and depends on
a and o. This function is related to the impedance
function Z(o) of the polaron through �iZðoÞ ¼ o�
SðoÞ. The starting point was the general eqn [1]
together with the ½Im SðoÞ� obtained by Feynman and
co-workers for the Feynman polaron. A key ingredient
is the calculation of Re SðoÞ (which is a Kramers–
Kronig-type transform of ½Im SðoÞ�).

The resulting polaron optical absorption spectra
are shown in Figure 1 for values of a in the range
from 1 to 6.

The absorption spectrum for relatively weak coup-
ling (e.g., a ¼ 1) consists of a ‘‘one-phonon line,’’
similar to the weak-coupling result obtained by
Gurevich, Lang, and Firsov. The absorption peak for
a ¼ 3 contains components with more than one free
phonon in the final state. It was suggested that part of
the oscillator strength in the polaron absorption for
a ¼ 3 is due to incipient lattice relaxation in the final
states, though to a much lesser extent than for a ¼ 6.

From [1], as applied to the Feynman model, the
three different kinds of polaron excitations, which
were found by Kartheuser, Evrard, and Devreese
using the adiabatic strong-coupling approximation,
appear in the calculated optical absorption spectra
for polarons at aX5:

1. scattering states where, for example, one real
phonon is excited (the structure starting at
o ¼ oLO);

2. relaxed excited states (RES), the ‘‘resonance’’ po-
laron states, which result if the lattice polarization
is allowed to adapt to the electronic distribution
of the excited electron (which itself then adapts its
wave function to the new potential etc., leading to
a self-consistent final state);
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3. Franck–Condon (FC) states, the (unstable) polar-
on states, in which the lattice polarization corre-
sponds to the electron ground state, while the
electron is excited.

Furthermore, at zero temperature, the optical ab-
sorption spectrum for one polaron contains a ‘‘cen-
tral peak’’ [Bd(o)] at the origin. For nonzero
temperature, this ‘‘central peak’’ smears out and the
optical absorption spectrum consists of both a broad
envelope and an ‘‘anomalous’’ Drude-type low-fre-
quency component.

For example, in Figure 1, the main peak of the
polaron optical absorption for a ¼ 5 at o ¼ 3:51oLO

is interpreted as due to transitions to an RES. A
‘‘shoulder’’ at the low-frequency side of the main
peak is attributed to one-phonon transitions to ‘‘scat-
tering states.’’ The broad structure centered at about
o ¼ 6:3oLO is interpreted as an FC band. As seen
from Figure 1, when increasing the electron–phonon
coupling constant to a ¼ 6, the RES peak at o ¼
4:3oLO stabilizes and becomes very intense com-
pared with the FC peak centered at o ¼ 7:5oLO.

Recent calculations of the optical conductivity for
the Fröhlich polaron performed within the diagram-
matic Quantum Monte Carlo method fully confirm
the results of the path-integral variational approach

at at3. In the intermediate-coupling regime
3oao6, the low-energy behavior and the position
of the maximum of the optical conductivity spectrum
as obtained by Mishchenko and co-workers follow
well the prediction of the path-integral approach
based on eqn [1]. There are the following qualitative
differences between the two approaches in the inter-
mediate and strong coupling regime: in the Quantum
Monte Carlo method, the dominant peak broadens
and the second peak does not develop, giving rise
instead to a flat shoulder in the optical conductivity
spectrum at a ¼ 6. This behavior can be attributed to
the optical processes with the participation of two or
more phonons. The nature of the excited states of a
polaron needs further study.

Free-carrier polaron effects were revealed through
measurements of the optical constants, of the cyclo-
tron resonance, and of the carriers mobility in polar
semiconductors and insulating photoconductors. Op-
tical absorption experiments revealed spectra, con-
sistent with the theoretical predictions in Figure 1 up
to aB3. The more dramatic structure of GðoÞ, eqn
[1], characteristic of transitions to the RES for aX5
arises in cyclotron resonance experiments (see ‘‘Fur-
ther reading’’ section).

Scaling relations for polarons in 2D and in 3D Sev-
eral scaling relations connect the polaron self-energy,
the effective mass, the impedance Z and the mobility
m in two dimensions to the same quantities in three
dimensions. Those relations were obtained at the
level of the Feynman model and are listed here:

E2DðaÞ ¼
2

3
E3D

3p
4

a
� �

½2�

m�
2DðaÞ
m2D

¼ m�
3Dð3p=4Þa

m3D
½3�

Z2Dða; nÞ ¼ Z3D
3p
4

a; n
� �

½4�

where n is the frequency of the external elect-
romagnetic field, and

m2DðaÞ ¼ m3D

3p
4

a
� �

½5�

Expressions [2] to [5] provide a straightforward link
between polaron characteristics in three dimensions
with those in two dimensions.

Many-Polaron Systems

Interacting polarons In most polar semiconductors,
the weak-coupling regime is realized. The perturba-
tion theory is then adequate to describe the polaron
gas in such semiconductors. In early approaches to
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Figure 1 Polaron optical absorption spectra at zero temperature,

calculated within the path-integral method according to J T Devre-
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the problem of a high-density polaron gas, the inter-
action between polarons was supposed to be com-
pletely screened. The ground-state energy of a gas of
interacting polarons was first derived by L F Lemmens,
J T Devreese, and F Brosens using a canonical trans-
formation extended to the case of a many-polaron
system. It was shown that the minimum of the total
ground-state energy per particle for a polaron gas in
ZnS and in ZnO lies at a density lower than that for
the electron gas.

A Wigner lattice of polarons is assumed to be the
ground state of the many-polaron system in the low-
density limit. The nondegenerate system of interacting
polarons in polar-doped insulators is analyzed by
Quimerais and Fratini using a Feynman model for the
polaron, while the effect of other polarons forming a
Wigner lattice is approximately described by a para-
bolic confinement potential. With increasing density,
there is a competition between the melting of the po-
laron Wigner lattice and the dissociation of the polar-
ons themselves. As a result, for sufficiently large values
of the electron–phonon coupling constant a, the for-
mation of a polaron liquid appears to be impossible.

Optical absorption coefficient of a many-polaron
gas The possibility that polarons play a role in
high-Tc superconductors has increased interest in the
physical properties of many-polaron systems and, in
particular, in their optical properties. Theoretical
treatments were extended from one-polaron to
many-polaron systems, and 2D as well as 3D struc-
tures were examined.

The optical absorption spectrum of a many-polaron
gas has been derived starting from a many-polaron
canonical transformation and from the variational
many-polaron wave function. This approach to the
many-polaron optical absorption allows one to include
the many-body effects in terms of the dynamical struc-
ture factor of the electron (or hole) system. It is then
possible, within the weak (and intermediate) coupling
polaron theory, to select the level of approximation
used in the treatment of the many-polaron gas by
choosing an appropriate expression of the dynamical
structure factor for the electron (or hole) gas.

The many-polaron optical conductivity is gov-
erned by the response of the current density to an
applied electric field (here along the x-axis) with fre-
quency o. Introducing the standard expression for
the dynamical structure factor of a system of charge
carriers interacting through a Coulomb potential:

Sðq; nÞ

¼
Z þN

�N

jel
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2

X
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the real part of the many-polaron optical con-
ductivity can be expressed in the form
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xjVkj2Sðk;o� oLOÞ ½7�

where n ¼ N=V is the density of charge carriers, Vk

is the electron–phonon interaction amplitude and kx

is the x-component of the wave vector. Formula [7]
for the optical absorption of the many-polaron
system has an intuitively appealing form. In the
one-polaron limit, eqn [7] reduces to the result of
Gurevich and co-authors for the nondegenerate case.

Equation [7] is reminiscent of the formula of
Hopfield that describes the effect of impurities on
the optical absorption of metals. The earlier discussion
of many-body effects related to Fermi statistics was
subsequently extended by Tempere and Devreese to
study the influence of plasmons and the many-body
effects in polaron systems.

The optical properties of the many-polaron gas
were investigated by calculating the correction to the
RPA dielectric function of the electron gas due to the
electron–phonon interaction. Variational parameters
of a single-polaron Feynman model were exploited for
the treatment of the interacting many-polaron gas. In
order to find the many-polaron optical conductivity,
the memory-function approach for the optical absorp-
tion of noninteracting large polarons is used. As a
result, a suppression of the optical absorption with
increasing density is found, as seen from Figure 2.

Comparison of theoretical optical-absorption spectra
to the observed infrared spectra of Nd2� xCex
CuO2� y and La2/3Sr1/3MnO3 The experimental
optical absorption spectrum (up to 3000 cm� 1) of
Nd2CuO2� d (do0.004), obtained by Calvani and co-
workers is shown in Figure 3 (shaded area) together
with the theoretical curve for the interacting many-
polaron gas and, for reference, the one-polaron optical
absorption result. At lower frequencies (600–
1000 cm� 1), a marked difference between the single
polaron optical absorption and the many-polaron
result is manifest. The experimental ‘‘d-band’’ can be
clearly identified, rising in intensity at about
600 cm�1, peaking around 1000 cm� 1, and then
decreasing in intensity above that frequency. A
good agreement between the theoretical predictions
and the experimental results (for a density of n ¼
1:5� 1017 cm�3) is found. A background contribu-
tion, taken to be constant over the frequency range of
the ‘‘d-band,’’ is subtracted in Figure 3.

The material parameters characterizing polarons
ðe0; eN;mbÞ are not known for Nd2CuO2� d

(do0.004). For oLO, a value of 7.005� 10� 2 eV
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was derived from available experimental data. In the
calculations, the values a ¼ 2:1 and mb ¼ 0:5me were
considered. However, these figures need further anal-
ysis in view of the limited available experimental data
for e0; eN;mb.

There exists also a fair agreement between the the-
oretical and the experimental values of the normal-
ized first-frequency moment for the samples of
Nd2� xCexCuO4 with lowest density, which have a
cerium doping content of xo0:12. For x40:12, a
discrepancy between the theoretically predicted first-
frequency moment for unpaired polarons and the
observed first-frequency moment appears. It has been
observed experimentally that the weight of the low-
frequency component in these samples (with x40:12)
is significantly larger than the corresponding weight
in samples with xo0:12. This was interpreted as
a consequence of an insulator-to-metal transition
taking place around a cerium-doping level of

x ¼ 0:12. Therefore, it seems reasonable to assume
that above this doping level a change in the nature of
the charge carriers takes place. One could hypothe-
size that, as the formation of bipolarons is stabilized
with increasing density of the polaron gas, bipolarons
start playing a role in the optical absorption spec-
trum. In a variety of other cuprates and manganites,
the presence of bipolarons has also been invoked to
interpret a number of response-related properties.

The experimentally observed optical conductivity
spectrum of La2/3Sr1/3MnO3 is compared with dif-
ferent theoretical large-polaron models in Figure 4.
The one-polaron approximations (the weak-coupling
approach and the phenomenological model) lead to
narrower polaron peaks than the peak with maxi-
mum at oB900 cm�1 given by the many-polaron
approach. It is seen from Figure 4 that the many-
polaron approach describes the experimental optical
conductivity better than the single-polaron methods.

Thermal conductivity of cuprates In cuprates, it is
difficult to separate experimentally the electron and
phonon contributions to the thermal conductivity,
since they are of the same order of magnitude.
Recently, a way to experimentally determine the
Lorenz number has been realized by Zhang and
co-authors, based on the thermal Hall conductivity.
The thermal Hall effect allows for an efficient way to
separate the phonon heat current from the electric
heat current. The particular interest of the experi-
ment lies in the conclusion of Alexandrov and co-
workers that the Wiedemann–Franz law is violated
in the cuprates in the temperature range below the
temperature T� of the BCS-Bose liquid crossover.

The Lorenz number of the electron–phonon system
has been calculated by Lee, Alexandrov, and Liang in
order to show that the Wiedemann–Franz law breaks
down because of the interference of small-polaron
and small-bipolaron contributions in the heat flow.
When thermally excited polarons are included in
the consideration, the bipolaron model explains the
violation of the Wiedemann–Franz law in the
cuprates and the behavior of the Hall–Lorenz
number as seen in the experiment. As follows from
Figure 5, the model is in good agreement with the
experimental Hall–Lorenz number, which provides
direct evidence for bipolarons in the cuprates. It also
quantitatively reproduces the (quasi)linear in-plane
resistivity and the inverse Hall ratio, as observed in
the cuprates (upper inset of Figure 5). The lower inset
of Figure 5 shows a slightly lower Lorenz number
compared to the calculated Hall–Lorenz number.
Because the thermal Hall conductivity determines the
Lorenz number in the framework of the model, it can
be used to find the lattice contribution to the heat
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flow as well. When the electronic contribution, de-
termined by using the Lorenz number is subtracted,
the lattice contribution to the diagonal heat flow ap-
pears to be much higher than is anticipated in the
framework of any Fermi-liquid model.

Cyclotron Resonance of Polarons

Polaron effects in a magnetic field are sometimes re-
ferred to as ‘‘magnetopolaron’’ effects. These effects
have been reviewed, for example, Larsen and Petrou
and McCombe.
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A powerful technique to study the electron–phonon
coupling in semiconductors is cyclotron resonance.
Changing the magnetic field B allows one to vary
the cyclotron frequency oc ¼ eB=mbc. When oc is
brought closer to resonance with the phonon frequen-
cy oLO, a strongly renormalized ‘‘magnetopolaron’’
state is formed. This results in a splitting of the
cyclotron resonance signal, which is a measure of the
electron–phonon (polaron) coupling constant a.

The experimental observation by Johnson and
Larsen of a discontinuity in the energy spectrum of a
polaron in a magnetic field under the resonance con-
dition oc ¼ oLO has stimulated numerous theoretical
works aimed at the description of observed magneto-
absorption spectra. In the early works, the energy
spectra of a polaron subjected to a magnetic field were
studied in the weak-coupling limit, and the polaron
cyclotron mass was determined from the energy dif-
ferences between the polaron (Landau-) energy levels.

For an adequate description of experiment, the
magnetoabsorption spectrum itself must be calculat-
ed. In the sixties and seventies, several weak-coupling
approximations for the magnetoabsorption spectra
of polarons were suggested.

The most direct approach to study the (magneto-)
polaron mass is to calculate the magnetooptical
absorption spectrum of the polaron (the quantity

which is actually measured) and to define the polaron
mass in the same way as the experimentalists do, from
the peak positions in the spectrum. This approach was
chosen by Peeters and Devreese on the grounds of the
memory-function formalism and elaborated over
many years as a basic theoretical tool to analyze ex-
perimental data on magnetopolaron spectra.

A direct evidence for the polaron character of
charge carriers in AgBr and AgCl was obtained
through CR experiments in external magnetic fields
up to 16 T. The magnetoabsorption calculated within
the all-coupling approach leads to the best quanti-
tative agreement between theory and experiment for
AgBr and AgCl.

Nicholas and co-workers demonstrated polaron
coupling effects using cyclotron resonance measure-
ments in a 2DEG, which naturally occurs in the polar
semiconductor InSe. One clearly sees, over a wide
range of magnetic fields ðB ¼ 18234 TÞ, two distinct
magnetopolaron branches separated by as much as
11 meV (B0.4oLO) at resonance.

In quasi-2D semiconductor structures, the phonon
modes are modified by the presence of the interfaces.
Wang and co-authors studied the cyclotron resonance
of polarons in GaAs/Al0.3Ga0.7As multiple quantum
well structures. It appeared possible to observe the
anticrossing effects due to different phonon modes.
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The analysis of the experimental data has shown that
the observed anticrossing effects are caused by the
resonant interaction of electrons with the confined
GaAs slab phonon modes and the AlAs-like interface
optical phonons.

The availability of very high magnetic fields allows
one to achieve the resonant condition oc ¼ oLO as
well as the condition oc4oLO even for II–IV semi-
conductor compounds, where the effective mass of the
conduction electrons can be considerably larger than
in II–V semiconductors. Experiments on cyclotron
resonance in bulk n-type CdS at ultrahigh magnetic
fields (up to 450 T) revealed a pronounced maximum
in the temperature dependence of the cyclotron mass.
Polaron effects beyond the weak-coupling approxi-
mation significantly influence the magnetoabsorption
even for a relatively small Fröhlich coupling constant
like 0.527 in n-type CdS. Extending the memory-
function approach to account for the elastic scattering
of electrons by piezoacoustic phonons and lattice
defects provides a quantitative interpretation for the
experimental data of Imanaka, Mivra, and Nojiri.

Polaronic Response in Confined
Structures

Electron–Phonon Interaction and Cyclotron
Resonance in Quantum Wells

Numerous experiments on cyclotron resonance
give clear evidence of this effect. The resonant

magnetopolaron coupling manifests itself near the
LO-phonon frequency for low electron densities and
also for higher electron densities. Cyclotron reso-
nance measurements performed on semiconductor
quantum wells with high electron density reveal an-
ticrossing near the TO-phonon frequency rather than
near the LO-phonon frequency. This effect is inter-
preted by invoking mixing between magnetoplasm-
ons and phonons and in terms of a resonant coupling
of the electrons with the mixed magnetoplasmon–
phonon modes.

The CR spectra for a polaron gas in a GaAs/AlAs
quantum well are theoretically investigated, taking
into account (1) the electron–electron interaction and
the screening of the electron–phonon interaction,
(2) the magnetoplasmon–phonon mixing, and (3) the
electron–phonon interaction with all the phonon
modes specific for the quantum well under investigat-
ion. As a result of this mixing, different magnet-
oplasmon–phonon modes appear in the quantum well
which give contributions to the CR spectra.

It is clearly seen from Figure 6 that, for the high-
density polaron gas, anticrossing of the CR spectra
occurs near the GaAs TO-phonon frequency oT1

rather than near the GaAs LO-phonon frequency oL1

for both the experimental and the calculated spectra.
This effect is in contrast with the cyclotron resonance
of a low-density polaron gas in a quantum well, where
anticrossing occurs near the LO-phonon frequency.
The occurrence of the anticrossing frequency close to
oT1 instead of oL1 is due to the screening of the
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longitudinal polarization by the plasma vibrations. A
similar effect appears also for the magnetophonon
resonance: as shown by Afonin and co-authors, the
magnetoplasmon–phonon mixing leads to a shift of
the resonant frequency of the magnetophonon reso-
nance in quantum wells from oEoL1 to oEoT1.

Interacting Polarons in Quantum Dots

The ground-state energy and the optical conductivity
spectra for a system with a finite number of interact-
ing arbitrary-coupling large polarons in a spherical
quantum dot are calculated using the path-integral
formalism for identical particles. A parabolic confine-
ment potential characterized by the confinement
energy _O0 and with a background charge is con-
sidered. Using a generalization of the Jensen–Feynman
variational principle, the ground-state energy of
a confined N-polaron system is analyzed as a func-
tion of N and of the electron–phonon coupling
strength a.

The total spin S is analyzed as a function of the
number of electrons in the quantum dot for different
values of the confinement energy, of the coupling
constant, and of the ratio Z of the high-frequency and
the static dielectric constants.

Confined few-electron systems, without electron–
phonon interaction, can exist in one of the two
phases: a spin-polarized state and a state obeying
Hund’s rule, depending on the confinement frequen-
cy. For interacting few-polaron systems with aX3,
besides the above two phases, there may occur a
third phase: the state with minimal spin.

To investigate the optical properties of a many-
polaron system, the memory-function formalism is
extended by Devreese and co-workers to the case of
interacting polarons in a quantum dot. The shell
structure for a system of interacting polarons in a
quantum dot is clearly revealed when analyzing both
the addition energy and the first-frequency moment of
the optical conductivity. The envelope of the optical
absorption spectrum for polarons in a quantum dot
bears a similarity to the corresponding spectrum for
an interacting polaron gas, especially at low densities.

Electron–Phonon Interaction and the Optical
Response of Polaronic Excitons in Quantum Dots

The interest in the optical properties of quantum dots
has been continuously growing, among others, be-
cause of the prospects of these structures for opto-
electronic applications. Recent measurements of
photoluminescence of self-assembled InAs/GaAs
quantum dots reveal high probabilities of the pho-
non-assisted transitions. Attempts to interpret some
of these experiments on the basis of the adiabatic

theory meet with difficulties. For spherical CdSe
quantum dots, for example, the Huang–Rhys factor S
calculated within the adiabatic approximation takes
values which are significantly (by one or two orders
of magnitude) smaller than the so-called ‘‘experi-
mental Huang–Rhys’’ factor, determined from the
ratio of measured intensities of the phonon satellites.
In the framework of the adiabatic approach, various
mechanisms, which cause the separation of the elec-
tron and hole charges in space are commonly con-
sidered as a possible origin for the unexpectedly large
Huang–Rhys factor.

It has been shown that nonadiabaticity of exciton–
phonon systems in various quantum-dot structures
drastically enhances the efficiency of the exciton–
phonon interaction, especially when the exciton
levels are separated with energies close to the pho-
non energies. Also ‘‘intrinsic’’ excitonic degeneracy
can lead to enhanced efficiency of the exciton–pho-
non interaction. The effects of nonadiabaticity are
important to interpret the surprisingly high intensi-
ties of the phonon ‘‘sidebands’’ observed in the
optical absorption, the photoluminescence, and the
Raman spectra of quantum dots. Considerable
deviations of the oscillator strengths of the phonon-
peak sidebands, observed in some experimental op-
tical spectra from the Franck–Condon progression,
which are prescribed by the commonly used adia-
batic approximation, find a natural explanation
within the nonadiabatic approach.

Fomin and co-authors proposed a method to cal-
culate the optical absorption spectrum for a spherical
quantum dot taking into account the nonadiabaticity
of the excition–phonon system. This approach has
been further refined by Gladilin and co-authors for
the matrix elements of the evolution operator: a
closed set of equations has been obtained using a
diagrammatic technique. This set describes the effect
of nonadiabaticity both on the intensities and posi-
tions of the absorption peaks.

From the comparison of the spectra obtained in the
adiabatic approximation with those resulting from
the nonadiabatic approach, the following effects of
nonadiabaticity are revealed. First, the polaron shift
of the zero-phonon lines with respect to the bare-
exciton levels is larger in the nonadiabatic approach
than in the adiabatic approximation. Second, there is
a strong increase of the intensities of the phonon sat-
ellites as compared to those given by the adiabatic
approximation. Third, in the optical absorption spec-
tra found within the nonadiabatic approach, there
appear phonon satellites related to nonactive bare-
exciton states. Fourth, the optical absorption spectra
demonstrate the crucial role of nonadiabatic mixing
of different exciton and phonon states in quantum
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dots. This results in a rich structure of the absorption
spectrum of the exciton–phonon system. Similar
conclusions about the pronounced influence of the
exciton–phonon interaction on the optical spectra of
quantum dots have been formulated by Verzelen and
co-authors in terms of a strong coupling regime for
excitons and LO phonons. Such a strong coupling
regime is a particular case of the nonadiabatic mixing
related to a (quasi-) resonance which arises when the
spacing between exciton levels is close to the LO
phonon energy. The large enhancement of the two-
phonon sidebands in the luminescence spectra as
compared to those predicted by the Huang–Rhys
formula, which was explained by nonadiabaticity of
the exciton–phonon system in certain quantum dots,
has been reformulated in terms of the Fröhlich coup-
ling between product states with different electron
and/or hole states.

Due to nonadiabaticity, multiple absorption peaks
appear in spectral ranges characteristic for phonon
satellites. From the states, which correspond to these
peaks, the system can rapidly relax to the lowest
emitting state. Therefore, in the photoluminescence
excitation (PLE) spectra of quantum dots, pronounced
peaks can be expected in spectral ranges characteristic
for phonon satellites. Experimental evidence of the
enhanced phonon-assisted absorption due to effects
of nonadiabaticity has been provided by PLE meas-
urements on single self-assembled InAs/GaAs and
InGaAs/GaAs quantum dots.

See also: Cyclotron Resonance: Semiconductors; Dielec-
tric Function; Local Field Effects; Polarons.

PACS: 71.38.� k; 63.20.Kr; 71.38.Mx; 71.10.�w;
73.21.�b; 74.20.Mn
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Introduction

The paramount role of semiconductors in technology
ever since the invention of the transistor consists
mainly in their use in electronic devices, particularly
very large scale integrated circuitry, in which electric
currents are due to mobile electrons and holes. The
possibility of growing single crystals of very high
purity and to control their transport properties
through intentional n-type and p-type doping has
been crucial to the development of the electronic in-
dustry. Silicon is presently the material of choice for
electronic devices not only because of its outstanding
processing properties, but also because its native
oxide forms a high-quality semiconductor–insulator
interface. Semiconductors have at the same time at-
tracted a lot of attention from the viewpoint of basic
science, and understanding their electronic structure,
optical, and transport properties has been a great
success of the modern theory of solids.

The resistivity of semiconductors is intermediate
between that of metals and insulators, varying at
room temperature between 10� 4 and 1010O cm, and
is extremely sensitive to the presence of impurities.
The value of resistivity is not the best criterion de-
fining a semiconductor, but rather the property that
in pure enough samples the resistivity decreases with
increasing temperature in a way that is exponential
with the inverse temperature. Another property of
semiconductors is that not only the electrons, but
also the positive charge carriers (i.e., the holes) may
be responsible for electrical conductivity, as shown
by the sign of the Hall coefficient.

Semiconductors are characterized by an energy gap
of the order of an electronvolt separating the highest
occupied band (the valence band) from the lowest
unoccupied one (the conduction band); the former
may be populated by mobile holes (corresponding to
missing electrons) and the latter by mobile electrons.
In the following, the behavior of electrons and holes in
homogeneous semiconductors will be described con-
sidering relevant electronic band structure properties,
doping and equilibrium carrier concentration, mobil-
ity, and electrical conductivity.

Electron and Hole Pockets

The transport properties of semiconductors are dom-
inated by carriers (electrons and holes introduced by

doping or excited across the energy gap) which occu-
py the bottom of the conduction band or the top of
the valence band. An accurate description of the elec-
tronic energy bands near these extrema is usually ob-
tained employing the k � p perturbative method. Then,
the response of the carriers to external perturbations,
such as electric and magnetic fields, slowly varying on
the scale of the lattice constant can be dealt with by
using the effective mass approximation.

The k � p method consists of a perturbative calcu-
lation of the electronic states with a Bloch wave
vector k close to a given k0 point (usually of high
symmetry) in the Brillouin zone (BZ) corresponding
to a maximum in the valence band (hole pocket) or a
minimum in the conduction band (electron pocket).
For a nondegenerate band, as typical for electrons, a
single-band approximation is usually employed, the
interaction with all other bands being treated in per-
turbation theory up to second order in ðk� k0Þ. In
this case, one gets simply

EðkÞ ¼ Eðk0Þ þ
_2

2
ðk� k0Þ �m�1 � ðk� k0Þ ½1�

where the inverse effective mass tensor m�1 for the
extremum of interest has been introduced. Finally,
measuring the energy from Eðk0Þ and the wave vec-
tor from k0, and choosing the #1, #2, and #3 directions
along the principal axes of m�1, the standard ex-
pression for ellipsoidal pockets is obtained:

EðkÞ ¼ _2

2

k2
1

m1
þ k2

2

m2
þ k2

3

m3

� �
½2�

Then, in the presence of slowly varying external
perturbations, the dynamics of the electrons in a con-
duction band minimum can be described as that of free
carriers (i.e., without considering the rapidly varying
crystal potential) with a positive (anisotropic) effective
mass and a negative charge � e. In particular, they will
give rise to a current in the same direction as the ap-
plied electric field while moving in the opposite direc-
tion. Likewise, a hole pocket is associated with a
maximum in the valence band and is characterized by
negative values of the effective mass parameters ap-
pearing in eqn [2]. Such states, which in a pure crystal
at zero temperature are completely occupied, may be-
come empty and, upon the action of an applied electric
field, give rise to a current that can be thought of as
due to positively charged particles with a positive (an-
isotropic) effective mass. This is so because instead of
considering the motion of the very large number of
electrons which fill almost the entire valence band, it is
convenient to focus on the dynamics of the few empty
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states whose electrons are missing (i.e., the hole states).
As the energy of a hole state increases when the energy
of the corresponding missing electron decreases, in the
hole picture used in the following, the sign of the
effective mass parameters of a hole pocket will be
taken as positive and at the same time the charge of a
hole as þ e40. A hole moves in the same direction as
the applied electric field and contributes to a current in
the same direction.

The symmetry of the dispersion relation of elec-
tron (or hole) pockets as well as the values of the
corresponding effective mass parameters can be
measured by cyclotron resonance, that is, the ab-
sorption of radio frequency radiation in the presence
of an external magnetic field B. The resonance
frequency is oc ¼ ðeB=m%ðB̂ÞcÞ, with

m%ðB̂Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m1m2m3

m1ðB̂ � #1Þ2 þ m2ðB̂ � #1Þ2 þ m3ðB̂ � #3Þ2

s
½3�

From the dependence of the observed absorption on
the magnitude and direction of the magnetic field, the
symmetry of the pockets of carriers as well as their
effective mass parameters can be determined. Also
magnetoresistance measurements are sensitive to the
mass anisotropy and other band structure features, in
particular from the strong dependence on the current
and magnetic field directions with respect to the cu-
bic axes the symmetry of the carrier pockets involved
can be identified, similar to the case of cyclotron
resonance measurements.

The conduction band of Ge has four electron
pockets at the L point of the BZ (see Figure 1; the
half pockets at k and �k are to be combined
together); they are ellipsoids of revolution elongated
along the /1 1 1S directions. The values of the
longitudinal mass mL ¼ m3C1:6 m and of the
transverse mass mT ¼ m1 ¼ m2C0:08 m have been
determined from cyclotron resonance measurements
such as those shown in Figure 2: with B along
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Figure 1 Electron pockets in Ge.
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½
ffiffiffi
3

p
;
ffiffiffi
3

p
;
ffiffiffi
2

p
�=2 the four /1 1 1S electron pockets

split into three groups inequivalently oriented with
respect to the magnetic field, each one of these giving
rise to a distinct resonance according to eqn [3]. The
conduction band of Si has six electron pockets along
the /1 0 0S directions (see Figure 3); they are ellip-
soids of revolution elongated along the same direc-
tions with a longitudinal mass mL ¼ m3C1:0 m and
a transverse mass mT ¼ m1 ¼ m2C0:2 m (measured
from cyclotron resonance; see Figure 4, where due to
the choice of magnetic field orientation two distinct
electronic resonances show up). Typical zinc blende
semiconductors have a simple electron pocket at the
center of the BZ (G point) with an isotropic effective
mass; for instance, the electron effective mass of
GaAs is 0.067 m.

The hole pockets in Si, Ge, and typical zinc blende
semiconductors are at the center of the BZ and cor-
respond to a threefold p-like degenerate band (with-
out spin) that splits due to the spin–orbit interaction
into an upper fourfold degenerate (J ¼ 3=2) band
and a lower twofold degenerate (J ¼ 1=2) band (spin
included). The former corresponds to the top of the
valence band and the latter to the split-off valence
band which, apart from spin, is nondegenerate. The
split-off hole states can be described as a simple band
with an isotropic effective mass msoC0:25 m in Si,
msoC0:08 m in Ge, msoC0:2 m in GaAs. In a rough
approximation, the topmost hole states can be de-
scribed as belonging to two distinct spherical pockets
each characterized by an isotropic mass: the heavy
hole pocket (with mass mhhC0:5 m for Si,
mhhC0:3 m for Ge, mhhC0:5 m for GaAs) and the
light hole pocket (with mass mlhC0:16 m for Si,
mlhC0:044 m for Ge, mlhC0:09 m for GaAs). Also
the hole masses have been determined from cyclotron
resonance measurements such as those shown in
Figures 2 and 4. A complete description of the hole
states beyond this simple picture can only be given
within a multiband k � p approach, in which the val-
ence band degeneracy is fully accounted for.

Donors and Acceptors

The ability to control the content of impurities
is a key issue in semiconductor technology: the
concentration of undesired dopants in Si is typically
kept below 1012 cm�3. A foreign atom may give rise
to electronic states, more or less localized around the
impurity site, with energies lying in the forbidden
energy gap of the host material. The impurity levels
may either be close to the conduction or valence band
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Figure 3 Electron pockets in Si.
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edges (shallow donor or acceptor states) or to the
middle of the gap (deep states). In the first case, they
behave as dopants and dominate the transport prop-
erties providing extrinsic free carriers; in the second
case, they mainly affect the recombination of free
electron–hole pairs by trapping them at the same site.

Depending on their chemical valency, foreign atoms
typically used as dopants may provide one extra elec-
tron or one extra hole (i.e., one missing electron) with
respect to the host atoms they replace. For instance, a
group V impurity, say P, substituting a group IV host
atom, such as Si, provides an extra electron to the
crystal (donor behavior), while a substitutional group
III impurity, say B, at the same site would provide an
extra hole (acceptor behavior). The extra hole or
electron, with respect to the fully occupied valence
band, is bound to the defect site by the long-range
Coulomb potential due to the charge difference be-
tween the impurity and host nuclei. Because of the
low effective masses ðm%C0:2 mÞ and the high di-
electric constants ðe\10Þ typical of semiconductors,
the corresponding localized states extend over many
unit cells and may be described within the effective
mass approximation as a solid-state analog of the hy-
drogen atom with scaled down Rydberg energy R% ¼
ðm%e4=2_2e2Þ and Bohr radius a% ¼ ð_2e=m%e2Þ
ðR%C20 meV; a%C50 ÅÞ. As their binding energy
is small, such impurity levels are shallow, that is, close
to the bottom of the conduction band for the case of
donors and close to the top of the valence band for the
case of acceptors. Thus, they are easily thermally ion-
ized providing free electrons to the conduction band
(n-type doping) or free holes to the valence band
(p-type doping), as discussed below.

Free Carrier Density

According to the Boltzmann distribution law (valid
at typical carrier concentrations and temperatures,
that is, excluding the case of quantum degeneracy),
the density n of electrons in the conduction band and
of holes p in the valence band can be expressed as

nðT; mÞ ¼ NcðTÞ expððm� EcÞ=kBTÞ ½4�

pðT; mÞ ¼ NvðTÞ expððEv � mÞ=kBTÞ ½5�

with a chemical potential m well inside the energy gap
between Ev and Ec (the top of the valence band and the
bottom of the conduction band, respectively), being

Nc ¼
kBT

p_2

� �3=2 ðmðDÞ
c Þ3=2ffiffiffi

2
p

Nv ¼ kBT

p_2

� �3=2 ðmðDÞ
v Þ3=2ffiffiffi

2
p

where m(D) is the density of states effective mass given
for a many-valley conduction band by an average over
the equivalent valleys m

ðDÞ
c ¼ g2=3ðm2

TmLÞ1=3, g being
the valley degeneracy (6 for Si, 4 for Ge), and for the
valence band by an average over heavy and light holes
m

ðDÞ
v ¼ ðm3=2

lh þ m
3=2
hh Þ2=3. The densities of electrons

and holes in thermal equilibrium at temperature T
satisfy the law of mass action

np ¼ NcNve
�Eg=kBT ½6�

In a pure (intrinsic) semiconductor, the density of
electrons ni thermally excited into the conduction band
equals the density of holes pi left behind in the valence
band and they are given by

ni ¼ pi ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
NcNv

p
expð�Eg=2kBTÞ

the intrinsic concentration of carriers is dominated by
the exponential dependence on Eg/(2kBT). For in-
stance, one obtains at room temperature, for Si,
Eg ¼ 1:1 eV, NcC3 � 1019 cm�3, NvC1 � 1019 cm
�3, ni ¼ piC1:5 � 1010 cm�3; for Ge, Eg ¼ 0:66 eV,
NcC1 � 1019 cm�3, NvC6 � 1018 cm�3, ni ¼ pi C
2:3� 1013 cm�3; for GaAs, Eg ¼ 1:43 eV, NcC4:4�
1017 cm�3, NvC8 � 1018 cm�3, ni ¼ piC2� 106

cm�3. For the nondegenerate regime here considered,
the intrinsic Fermi level (chemical potential) is given by
mi ¼ ðEc þ EvÞ=2 þ ð3=4ÞkBT ln ðmðDÞ

v =m
ðDÞ
c Þ, and is

close to the center of the gap (i.e., (EcþEv)/2).
In a doped semiconductor with a concentration of

donors Nd and of acceptors Na, if Nd4Na (n-type)
the electron (majority carrier) density is approxi-
mately n ¼ Nd � Na and the hole (minority carrier)
density is correspondingly p ¼ ðnipiÞ=n; if NdoNa

(p-type) similar formulas hold with the role of ma-
jority and minority carriers interchanged. In n-type
semiconductors the chemical potential m is shifted a
bit closer to Ec with respect to mi, as given by

Nd � Na

2ni
¼ sinh

m� mi

kBT

� �
½7�

the converse is true for p-type semiconductors. In the
above, the temperature has been assumed to be high
enough to ionize all the impurities, but not so high
that the concentration of intrinsic carriers (i.e., those
thermally excited across the energy gap) should be
comparable to the majority carrier concentration. In
this case, that is, the extrinsic regime, the carrier con-
centration is independent of temperature and deter-
mined by the doping level. At lower temperatures, the
concentration of ionized impurities decreases because
more and more electrons fall in the impurity bound
states and the concentration of free carriers drops
(freeze-out regime). The typical temperature depend-
ence of the majority carrier concentration in a doped
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semiconductor over a wide temperature range is de-
picted in Figure 5. The wide plateau (extrinsic regime)
around room temperature shows how the carrier con-
centration can be suitably fixed by intentional doping,
a characteristic semiconductor behavior of paramount
importance for electronic applications.

Carrier Mobility and Electrical
Conductivity

In a cubic semiconductor, the low-field conductivity
tensor relating the current density J to the electric
field E is a scalar J ¼ sE given by

s ¼ eðnmn þ pmpÞ ½8�

where n and p are the densities of conduction band
electrons and valence band holes, respectively, and mn

and mp the corresponding mobilities, relating the
average drift velocities of electrons or holes to the
electric field, given by

mn;p ¼ ðe=m
ðsÞ
n;pÞtn;p ½9�

where m(s) is the appropriate effective mass and t the
appropriate momentum relaxation time as deter-
mined by the scattering mechanisms briefly discussed
below. For a many-valley band extremum, such as
for the electron pockets in Si and Ge, the con-
ductivity effective mass to be used above is an
average given by

1=mðsÞ
n ¼ ð2=mT þ 1=mLÞ=3 ½10�

and n is the total density of electrons equally dis-
tributed among the equivalent valleys. From the val-
ues of the electron transverse and longitudinal

masses, one obtains, for Si, m
ðsÞ
n C0:27 m and, for

Ge, m
ðsÞ
n C0:12 m. When more than one electron or

hole bands are populated (e.g., light and heavy hole
bands) their contributions add up in the above ex-
pression for s. The conductivity of a semiconductor,
in contrast to that of a metal, varies strongly because
of the dramatic dependence of the electron and hole
densities on the temperature and the doping level;
only a smoother variation is brought about by mo-
bility changes. The carrier mobilities are related to
the respective diffusion coefficients by the Einstein
relation eDn;p ¼ mn;pkBT.

At room temperature, in pure or moderately doped
elemental semiconductors, the mobility is limited
mainly by phonon scattering, whereas, at lower
temperatures or heavy doping levels, the ionized im-
purity scattering is dominant. In nonpolar semicon-
ductors such as Si and Ge, the main electron–phonon
scattering mechanism is due to longitudinal acoustic
phonon deformation potential scattering with a scat-
tering rate 1/tac depending on temperature like T3/2.
However, significant deviations from this behavior
are observed, mostly due to the mixture of acoustic
and optical phonon scattering. In zinc blende semi-
conductors such as GaAs, at room temperature
the main scattering mechanism is due to polar longit-
udinal optical phonon scattering with a stronger
dependence on temperature. The mobility values in
pure materials at room temperature are, for Si,
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mnC1500 cm2 V�1 s�1, mpC500 cm2 V�1 s�1; for
Ge, mnC3900 cm2 V�1 s�1, mpC1900 cm2 V�1 s�1;
for GaAs, mnC8500 cm2 V�1 s�1, mpC400 cm2 V�1

s�1. The impurity Coulomb scattering rate 1/tim,

instead, is proportional to T�3/2Nim, Nim being the
density of ionized impurities. Experimentally, it is
not easy to see the T3/2 dependence of the impurity
scattering limited mobility as the temperature range
in which this mechanism is dominant is restricted at
low temperatures by the carrier freeze-out and at
high temperatures by the onset of phonon scattering.
However, when more sources of scattering are co-
mpeting the total resistivity is approximately given
by the sum of the resistivities obtained from each
single scattering mechanism at a time (Matthiessen’s
rule). As a result, the mobility of doped semicon-
ductors may exhibit a maximum at the temperature
corresponding to the crossover from impurity scat-
tering to phonon scattering. Such a behavior is
evident in Figures 6 and 7 which show, respectively,
the electron mobility in Si and GaAs versus temper-
ature for various doping levels.

The temperature dependence of the conductivity of
Si at different doping levels is shown in Figure 8. The
intrinsic regime is evident over most of the temper-
ature range; the flattening of some of the curves at
about room temperature corresponds to the extrinsic
regime in which the conductivity is determined by
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the doping level. The temperature dependence of s is
dominated by that of the carrier concentration in the
intrinsic regime, whereas its weaker variation in the
extrinsic regime is due to the temperature depend-
ence of the mobility.

Measuring the Hall coefficient is a widely used
method to characterize the concentration (and type)
of free carriers; the Hall coefficient RH is given by

RH ¼
pm2

p � nm2
n

ceðpmp þ nmnÞ2
½11�

In weak fields, the mobilities appearing in the nu-
merator of the above expression are in general to be
multiplied by corrective factors of order unity (i.e.,
the ratios of Hall mobilities to drift mobilities: mH/m)
which depend on the scattering mechanism and the
band structure details. Notice that in p-type samples
the sign of RH is positive (i.e., opposite to that of
n-type samples).

So far the low-field conductivity corresponding to
the ohmic regime has been considered. With increa-
sing field strength, the free carrier drift velocity ap-
proaches their thermal velocity and hot carrier effects
become important. In particular, in Si and Ge, the
high-field mobility (limited mainly by inelastic pho-
non scattering) eventually decreases linearly with the
electric field and the drift velocity saturates to values
close to 107 cm s� 1 at electric fields B10 kV cm� 1. In
the presence of hot carriers, the equivalent valleys
need not be equally populated and, as a consequence,
even in a cubic material like n-type Ge, the current
need not be parallel to the electric field. Moreover,
also inequivalent, higher-energy valleys may become
populated: for instance, dramatic changes in the Hall
coefficient of n-type Ge at electric fields higher than
1 kV cm� 1 are brought about by the transfer of
electrons from the /1 1 1S lowest minima to the
/1 0 0S higher minima, the Hall coefficient is dom-
inated by the contribution of the /1 1 1S high-mo-
bility valleys and starts to increase as their population
starts to decrease. In several compound semiconduc-
tors such as GaAs, such a carrier transfer to in-
equivalent valleys is responsible for a decrease of
drift velocity leading to negative differential resistance
(at a field value of about 3 kV cm� 1 in GaAs, as
shown in Figure 9) and also to peculiar current os-
cillations (Gunn effect) at microwave frequencies. In
the presence of hot holes, complex features of the
degenerate valence band become important, such as

the non-parabolicity of the hole dispersion (i.e., the
variation with kinetic energy of the effective mass).

Finally, increasing the electric field strength beyond
the saturation regime, a sudden ‘‘run-away’’ growth
of the conductivity is eventually observed (break-
down). This is due to the avalanche multiplication of
the number of free carriers: the field is so strong that a
carrier can gain enough kinetic energy between two
collisions to knock out an electron from the valence
to the conduction band. Typical breakdown electric
fields are 105 V cm� 1 for Ge, 3� 105 V cm� 1 for Si
and 4� 105 V cm� 1 for GaAs.

See also: Elemental Semiconductors, Electronic States
of; Semiconductor Compounds and Alloys, Electronic
States of; Semiconductor Devices; Transport in Two-
Dimensional Semiconductors.

PACS: 71.20.�b; 71.20.Mq; 71.20.Nr; 72.20.� i;
72.80.Cw; 72.80.Ey
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Introduction

A magnetic field applied to the electron gas of a solid
breaks the time-reversal symmetry giving access to
information at the atomic scale that is inaccessible
otherwise. The de Haas–van Alphen oscillations of
the magnetic susceptibility or the Shubnikov–de
Haas oscillations of the conductivity are among the
classical experimental tools used in high-magnetic-
field facilities worldwide to investigate the structure
of the Fermi surface. The Hall effect gives access to
the type of charge carriers, electrons, or holes. The
cyclotron resonance frequency can also be measured
through radiowave oscillations, which give access to
the electron effective mass or various relaxation
times. Finally, NMR experiments give local informa-
tion on the local density of states.

In most situations, the magnetic field can be con-
sidered as uniform at least on the scale of the electron
mean free path. In much the same way, it is only at
frequencies in the THz range and beyond, namely, of
the order of the inverse of the inelastic collision time,
that the magnetic field must be considered as non-
constant in time. Hence, a magnetic field of up to
500 T applied during a microsecond (explosion) can
still be considered as constant in time.

The determination of the energy spectrum of inde-
pendent electrons in a periodic potential and submit-
ted to a magnetic field was immediately recognized as
a difficult task. This problem was investigated more
systematically from the early 1950s onward. As a
consequence of the Peierls approach, Harper de-
signed, in 1955, a simplified model which is the par-
adigm of this problem (see eqn [6]). The calculation of
the band spectrum of this model was investigated
in several papers later on, until Hofstadter, in 1976,
made a numerical computation and showed that it
is a remarkable Cantor set (see Figure 1), at a time
when even the word ‘‘fractal’’ had not been coined by
Mandelbrot. Since then, this ‘‘Hofstadter butterfly’’
has never ceased to fascinate physicists and mathe-
maticians, even though it is still controversial whether
it can be fully observed in realistic experiments. This
butterfly has zero Lebesgue measure, namely, it can-
not fly!

Low Magnetic Fields

In the simplest approximation, the electron gas in a
metal can be seen as a perfect Fermi gas of independ-
ent, free electrons (or holes) with mass m� and charge
q ¼ 8e: If R¼ (R1, R2, R3) are the position operators
and P ¼ ðP1;P2;P3Þ the momentum operators, then
½Ri;Pj� ¼ i_dij: The free Hamiltonian is given by
H ¼ P2=2m�: A uniform constant magnetic field
B¼ (0, 0, B) can be added through the substitution
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Figure 1 Band spectrum for the Harper model describing a 2D Bloch electron in a uniform magnetic field.
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P/P � qA if A ¼ ðA1;A2;A3Þ is the vector potential,
depending upon the position and defined by

@1A2 � @2A1 ¼ B

@2A3 � @3A2 ¼ 0 ¼ @3A1 � @1A3

The quasimomentum operator is defined by K ¼
ðP � qAÞ=_ ¼ ðK1;K2;K3Þ and satisfies the following
commutation rules:

½K1;K2� ¼ �i
qB

_
; ½K2;K3� ¼ ½K1;K3� ¼ 0 ½1�

The Hamiltonian for the free particle in a magnetic
field becomes

ĤB ¼ _2

2m�
ðK2

1 þ K2
2 þ K2

3Þ ¼ HB þ _2

2m�
K2

3

Since K3 commutes with K1 and K2, it is sufficient to
compute the spectrum of HB. HB is called the Landau
Hamiltonian and represents the electronic motion in
the plane perpendicular to B. Thanks to the commu-
tation rules [1], HB can be seen as a harmonic oscil-
lator with effective Planck’s constant _eff ¼ qB=_: In
particular, its spectrum consists of isolated eigenvalues
(called Landau levels)

En ¼ _ocðn þ 1=2Þ; n ¼ 0; 1; 2;y; oc ¼ qB=m�

oc is called the cyclotron frequency. Thanks to the
translation invariance of the problem, each such
eigenvalue has, however, an infinite multiplicity given
by 2p times the number of flux quanta per unit area,
namely, eB=_.

If the electron gas is now placed in a periodic po-
tential V(R), such as what happens in a real metal,
the one-particle Hamiltonian is ĤB þ V: Then there
are three vectors fa1; a2; a3g in R3 such that
V(Rþ a)¼V(R) whenever a¼m1a1þm2a2þm3a3

and miAZ: If B¼ 0, the Bloch theory shows that the
energy spectrum is made of bands described by func-
tions Ej(k) depending upon the quasimomentum k
and periodic with respect to the reciprocal lattice
defined as the set of bAR3 such that ai � bA2pZ for
i¼ 1, 2, 3. Here j is the band index and runs in a
countable set. If Ba0 is small enough, the effective
Hamiltonian describing electrons can be obtained
from the band functions by substituting K to k (Pe-
ierls substitution). Using the periodicity, each band
function can be expanded into a Fourier series

EjðkÞ ¼
X

mAZ3

Ej;meik . ðm1a1þm2a2þm3a3Þ

) HPeierls ¼
X

mAZ3

Ej;meiK . ðm1a1þm2a2þm3a3Þ ½2�

Actually this substitution is only the lowest order
contribution to an expansion in powers of B, but the
following theorem holds.

Theorem 1. Let ĤB¼0 þ V have an interval ICR in
its spectrum that is disconnected from the rest Ic of
the spectrum and let I be generated by a finite family
E1ðkÞ;y;ENðkÞ of band functions. Then as Ba0 is
small enough, the gaps separating I from Ic do not
close. Moreover, the spectrum of ĤB þ V inside this
region is described by an effective operator HPeierls of
the form given by eqn [2] where the Fourier coeffi-
cients are now N�N matrices depending continu-
ously on the magnetic field.

This theorem gives an effective Hamiltonian in
terms of a noncommutative Fourier expansion using
the three unitary operators

Ui ¼ eiK�a1 ¼ ðU�1
i Þ�

UiUj ¼ eiyijUjUi

yij ¼ �yji ¼ 2p
e

h
B � ai � aj

The angle yij represents 2p times the ratio of the
magnetic flux through the parallelogram defined by
vectors ai and aj by the flux quantum f0¼ h/e. To
complete the analogy with Fourier series, T may be
the linear map defined on the set of polynomials in
the Ui’s such that

TðUm1

1 Um2

2 Um3

3 Þ ¼ 0 if jm1j þ jm2j þ jm3ja0

Tð1Þ ¼ 1 ½3�
It can be checked that if A, B are two such pol-

ynomials, then TðABÞ ¼ TðBAÞ (trace property).
Moreover, it can be shown that T coincides with the
trace per unit volume. Clearly, this map generalizes
the integration over k.

For most values (modulus and directions) of the
magnetic field B, the three angles yij are incommen-
surate so that the algebra generated by the Ui’s be-
comes simple, namely, it cannot be decomposed
easily, making the explicit computation of the energy
spectrum a very difficult problem. However, the yij/
2p can be seen as the dimensionless effective Planck’s
constant and for a realistic crystal with |ai|¼ 1 Å and
a magnetic field B¼ 1 T, their value is O(10� 5), thus
justifying the use of semiclassical methods.

Semiclassical Methods and Magnetic
Oscillations

The semiclassical methods go back to the early
days of the old theory of quanta, with the
Bohr–Sommerfeld quantization formula. The use of

118 Electrons in Periodic Potentials with Magnetic Fields



such methods for electrons in magnetic fields was the
basis of the Onsager argument to explain the de
Haas–van Alphen (dHvA) and Shubnikov–de Hass
(SdH) oscillations.

As explained in the section ‘‘Low magnetic fields,’’
the magnetic field B quantizes the quasimomentum
space with an effective Planck constant proportional
to B. Moreover, if a periodic potential is added, the
relevant dimensionless Planck constant is so small as
to make the problem semiclassical. In particular, the
Heisenberg equations of motions for the effective
Peierls Hamiltonian [2] give

dK

dt
¼ i

_
½HPeierls;K�

Since K3 commutes with K1, K2, it follows that dK3/
dt¼ 0, so that the motion takes place in the plane
perpendicular to B. Moreover, the commutation rules
[1] lead to the following approximate equation of
motion:

dk1

dt
¼ �qB

_2

@Ej

@k2
;

dk2

dt
¼ qB

_2

@Ej

@k1
;
dk3

dt
¼ 0

implying that Ej(k) is conserved. Thus, the classical
orbit associated with conduction electrons lies on the
Fermi surface Ej¼EF in a plane perpendicular to the
magnetic field corresponding to k3¼ k �B¼ const.
Each such plane plays the role of a phase space for
one degree of freedom, where k2 is equivalent to the
position and k1 to the momentum, while the band
function E(k1, k2) plays the role of the Hamiltonian.
Thanks to the Bohr–Sommerfeld quantization for-
mula, only orbits with quantized action survive
quantum interferences, leading toI

orb

k1 dk2 ¼ �2pe
B

_
ðn þ nÞ

nAZ; n ¼ Maslov index ½4�

where the contour integral is computed on the clas-
sical orbit. By the Stokes formula, the LHS is the area
A enclosed by the classical orbit. The usual argument
is now to compute the free energy F of such an elec-
tron gas. It should be noted that it takes into account
these orbits with all possible values of k3 provided k
stays inside the Fermi surface. The Bohr–Sommerfeld
condition [4] selects cylinders indexed by n with ar-
eas depending on the magnetic field (see Figure 2).

As the magnetic field increases, the radius of each
such cylinder increases as well, until it gets out of the
Fermi surface. Then the cylinder with index n has an
area equal to the maximum area Amax of a section of
the Fermi surface with a plane perpendicular to the
magnetic field. As B increases again, the cylinder with
index n – 1 dominates, leading to oscillations of the

free energy with periods given by the Onsager formula

D
1

B

� �
¼ 2pe

hAmax

Since the magnetization is given by the thermody-
namical relation M¼ m0(@F/@B)m, it also exhibits os-
cillations at the same period and this is what
experiments measure, giving access to the size of the
Fermi surface. Extensions of this theory (the Lifschitz
and Kosevich formula, and the magnetic breakdown)
have been discussed by Shoenberg.

Strong Magnetic Fields in 2D

If the magnetic field is oriented along one of the crys-
tal axes, the operator U3 commutes with the others, so
the model can be reduced to the two-dimensional
(2D) plane perpendicular to B. On the other hand,
modern devices which are effectively 2D are currently
available in labs. Such is the case for interfaces
between the semiconductor and the oxide of an
MOSFET or between the two parts of a heterojunc-
tion used in mesoscale or nanoscale technology.

Then, if only one band contributes, two unitaries
suffice to express the effective Hamiltonian as

H ¼
X

m1;m2

hm1;m2
eiym1m2=2Um1

1 Um2

2

U1U2 ¼ eiyU2U1 ½5�

where %hm1;m2
¼ h�m1;�m2

(self-adjointness of H) are
called the Fourier coefficients of H. The simplest ex-
ample is the almost-Mathieu model (if t1at2) or
Harper model (if t1¼ t2) given by

HHarper ¼ t1ðU1 þ U�1
1 Þ þ t2ðU2 þ U�1

2 Þ ½6�

where t1, t240 are called the hopping parameters.
A numerical calculation of the band spectrum is

Fermi surface

Figure 2 Landau cylinders inside the Fermi surface.
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possible if y¼ 2pp/q, where p/q is a fraction. Here is
the recipe:

1. U1 and U2 are replaced by Uiðk1; k2Þ ¼ eikiui;
where

u1 ¼

0 1 0 ? 0

0 0 1 ? 0

^ ^ ^ & ^

0 0 0 ? 1

1 0 0 ? 0

2
6666664

3
7777775

u2 ¼

1 0 0 ? 0

0 e2ipp=q 0 ? 0

^ ^ ^ & ^

0 0 0 ? 0

1 0 0 ? e2ipðp�1Þp=q

2
6666664

3
7777775

Then H becomes a q� q Hermitian matrix de-
pending periodically on k¼ (k1, k2) with period
2p. Then k is called the quasimomentum.

2. For each value of (k1, k2) the eigenvalues e1(k1,
k2)p?peq(k1, k2) of H(k1, k2) are computed.
The spectrum is obtained as the union of all these
values. In practice, the ej’s are computed for only a
finite number of values of (k1, k2). Then, as in the
case of the band theory, the symmetries of the
model to choose the relevant (k1, k2)’s are used. In
the Harper or in the almost-Mathieu models, the
values (k1, k2)¼ (0, 0) or (p, p) give the band
edges.

Figure 1 represents the energy spectrum of the
Harper model (see eqn [6]) and was obtained for the
first time in 1976 by D R Hofstadter in his PhD thesis
as a numerical calculation following the previous
algorithm. The vertical axis represents the values of
y/2p between 0 and 1, while the horizontal one rep-
resents the values of the energy in units of t (here
t1¼ t2), which then varies between � 4 and þ 4. The
picture obtained suggests that the gap edges are con-
tinuous with respect to y even though a closer look
shows that these functions have a discontinuous
derivative at each rational point. This has been
proved rigorously by J Bellissard in 1994.

Theorem 2. Let H be given by eqn [5] with Fourier
coefficients depending smoothly on y and decreasing
fast enough as (m1, m2) increase to infinity. Then the
gap edges of the spectrum of H are continuous func-
tions of y. Moreover, these functions are differenti-
able almost everywhere. At each rational value of y,
the right and left derivatives of such functions exist
but are not necessarily equal. The discontinuity of

the derivative at a rational point p/q at the edge of
the band j, represented by the band function ej(k1,
k2), can be computed through the following formula:

D ¼ jdet @m@nejðkðjÞÞj1=2

where kðjÞ ¼ ðkðjÞ
1 k

ðjÞ
2 Þ is the value of the quasimo-

mentum corresponding to the gap edge of the band j.

In the specific case of the almost-Mathieu operator
(see eqn [6]), additional properties have been proved
over the years by several mathematicians, prominent
among them being B Simon, Y Last, S Jitomirskaya,
and J Puig.

Theorem 3. Let H be given by eqn [6]. Then

1. for all irrational values of y/2p and for t1at2, the
Lebesgue measure of the spectrum of H is equal to
4|t1� t2| (Aubry’s conjecture);

2. for almost all irrational values of y/2p and for
t1¼ t2, the spectrum of H has zero Lebesgue
measure. For a large set of such y’s, the Hausdorff
dimension of the spectrum is less than or equal to
1/2; and

3. if y/2p satisfies a diophantine condition, then the
spectrum of H is a Cantor set (i.e., its complement
is a dense open set and it has no isolated points).

Let T be the trace defined in eqn [3]. Then, the
integrated density of states (IDoS) NðEÞ is defined
as the number of eigenvalues of H per unit volume
smaller than or equal to E. The Shubin formula
asserts that

NðEÞ ¼ TðwðHpEÞÞ

where w(HpE) is the projection on the space
spanned by the eigenstates of H with eigenvalues
smaller than or equal to E. Then the following
theorem holds.

Theorem 4. Let H be given by eqn [5]. Then

1. Its IDoS is a nondecreasing function of E varying
from 0 to 1. It is constant of spectral gaps and its
values on spectral gaps are given by the fractional
part of ny/2p from some integer n (gap labeling
theorem).

2. If H is the almost-Mathieu model and if y/2p is
irrational. then for any integer n there is a gap
with IDoS equal to the fractional part of ny/2p.

The previous class of models can be seen as a tight-
binding representation for the effective Hamiltonian
representing the charge carrier motion on a perfect
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2D lattice. Other models can be constructed by con-
sidering that U1 and U2 represent translation along
the basis vectors of a 2D crystal. Examples of models
are given below.

1. The Harper model on a triangular lattice: there
are three translations U1, U2, U3 with
U1U2U3¼ e2ipZ and U1

� 1U2
� 1 U3

�1¼ e2ip(g� Z), if
Z and g� Z are the dimensionless fluxes in the two
types of triangles (see Figure 3). The Hamiltonian
becomes

HD ¼ tðU1 þ U�1
1 þ U2 þ U�1

2 þ U3 þ U�1
3 Þ

2. The corresponding model for the honeycomb lat-
tice takes into account the existence of two sub-
lattices A and B (see Figure 4). Each site in A has
its neighbors in B in directions e1; e2; e3; where
these three vectors add up to zero and make an
angle of 1201 and vice versa. Hence, a wave
packet can be seen as a spinor with components
|cAS and |cBS and the Hamiltonian becomes a
2� 2 matrix with coefficients depending on the

Ui’s as follows:

Hhexa: ¼ t
0 U1 þ U2 þ U3

U�1
1 þ U�1

2 þ U�1
3 0

" #

Here, g represents the dimensionless flux through
the cell generated by e1; e2 namely, it is the third of
the flux through the unit cell given by a hexagon and
Z¼ g/2.

Various compounds admit a honeycomb structure,
such as graphite monolayers built on the surface of
silicon carbide SiC. More generally for quasi-2D sys-
tems, the previous construction can be used to build
the effective Hamiltonian. It has been applied, for
instance, to the magnetic breakdown observed in
organic conductors of type (BEDT–TTF) which are
mainly a stack of weakly coupled 2D layers.

Semiclassical Methods at Strong
Magnetic Field

It is remarkable then that semiclassical methods
could be used at strong magnetic fields as well. For
indeed, the stronger the magnetic field the bigger _eff:
The work by Helffer & Sjöstrand in the eighties, and
by Rammal & Bellissard in the 1990s on the Harper
model and its extensions showed the method.

If y is close to a rational multiple of 2p, say
y¼ 2pp/qþ d, with d40 small, then the two unitar-
ies U1 and U2 can be taken as Ui ¼ eikiui#Ûi with
Û1Û2 ¼ eidÛ2Û1 implying U1U2 ¼ eiyU2U1: These
unitary operators are q� q matrices with operator
coefficients. The phase factor eiki can be chosen ar-
bitrarily, without changing the spectrum. This sub-
stitution is the rigorous version of the Peierls one.
The following representation is used

Ûi ¼ ei
ffiffi
d

p
Ki ; Ki ¼ K�

i ; ½K1;K2� ¼ �i1

Then using the Feshback method (also called Schur
complement or Green function method), the q� q
Hamiltonian H is transformed into a 1� 1 effective
one given by

HeffðzÞ ¼ /jjHjjSþ j HQj
1

z � QjHQj
QjH

����
����j

� �
;

Qj ¼ 1q � jjS/jj

For d¼ 0, the Hamiltonian becomes a q� q-matrix
valued function of k denoted by H; while for da0 its
matrix elements depend on Û1; Û2: It is possible to
expand the Hamiltonian in powers of

ffiffiffi
d

p
; leading to a

generalization of the semiclassical expansion. How-
ever here, the Hamiltonian being a q� q matrix, some

e1

e3

e2

�
� − �

Figure 3 Triangular lattice, its basis, and two types of triangles.

e1

e3

e2

BA

Figure 4 The honeycomb and its basis.
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complication occurs depending upon what point of
the spectrum is considered. The simplest expansion
corresponds to expanding near a band edge. Then
k¼ (k1, k2) is chosen to correspond to this band edge
in the eigenvalue ej of the Hamiltonian at d¼ 0.
Moreover, if jjS is the q-dimensional eigenvector of
the Hamiltonian for eigenvalue ej at k, the eigenvalue
equation is then EjcS ¼ HeffðEÞjcS; which is non-
linear in E. Expanding this operator in powers of

ffiffiffi
d

p

to the lowest order gives again a harmonic oscillator
as the lowest-order contribution which can be inter-
preted as a Landau Hamiltonian.

Using the Landau spectrum, this gives eigenvalues
in the following form (see Figures 5 and 6):

En;jðdÞ ¼ ejðkÞ þ jdjðn þ 1=2Þðdet D2ejðkÞÞ1=2

þ d
@ejðkÞ
@d

þ dsþ Oðd3=2Þ

where

s ¼
i

2

X
l:aj

ojj@1HjlS/lj@2HjjS�/jj@2HjlS/lj@1HjjS
 �

ej � el
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Figure 5 Comparison between semiclassical calculations (continuous lines) and exact numerical spectrum (points) for Landau levels

in the Harper model [6] on the square lattice near the band edge at y¼ 0.
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Figure 6 Discontinuity of derivatives of the band edge near the magnetic flux a¼ y/2pE1/3 for the Harper model on the square lattice.
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The very same formula holds if do0 using a similar
method. This formula gives rise to the discontinuity
of the derivative of the band edges as stated in The-
orem 2. It is remarkable that a systematic higher or-
der expansion gives right corrections to the Landau
levels, as long as the level width is ignored.

If two bands are touching (see Figure 7) for d¼ 0,
the previous analysis fails. The degeneracy of the
eigenvalues ej and say, ej�1 at k for d¼ 0 requires
using a degenerate perturbation theory. The lowest
order in the

ffiffiffi
d

p
expansion is given by a 2D Dirac

operator of the form

HDirac ¼ C;
ffiffiffi
d

p 0 K1 þ iK2

K1 � iK2 0

" #
þ OðdÞ

) E7
n ¼ 7C

ffiffiffiffiffiffi
nd

p
ð1 þ OðdÞÞ

where C is a model-dependent constant, the E7
n ’s are

the eigenvalues and n ¼ 0; 1; 2;y is an integer (see
Figure 8).

As can be seen in Figures 1, 6, and 8, the Landau–
Dirac level broadens into a band as d gets too large.
This is a general phenomenon due to tunneling in the
phase space. A spectacular illustration of the tunnel-
ing effect is the braiding seen in Figure 9 in the fol-
lowing model:

H2 ¼ tðU1 þ U�1
1 þ U2 þ U�1

2

þ tðU2
1 þ U�2

1 þ U2
2 þ U�2

2 ÞÞ ½7�

As t passes beyond the critical value 1/4, the min-
imum of energy at zero flux bifurcates to become a
local maximum and gives four degenerate minima. If
t is close enough to 1/4, these four minima are so
close that the tunneling effect between them becomes
enormous. The semiclassical analysis for the tunnel-
ing effect consists in extending the classical motion
into the complex values of (k1, k2). Then the classical
(complex) action is given by

S ¼
I
g

k1 dk2

where g is any path joining two such minima in the
complex energy surface E(kþ ik0)¼E0 (if E0 is the
minimum of the energy). Cohomology arguments

4

2

0

0

−2

�

�

� /2

� /2
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E
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1,
 k

2)

k2U

Figure 7 Bandtouching and bandoverlapping near half-flux in

the model H¼U1þU2þ 1/2(U 1
2þU 2

2)þ h.c.
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Figure 8 Comparison between semiclassical calculations (full curves) and exact numerical spectrum (points) for Dirac levels in the

Harper model near half-flux.
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(Stokes theorem) show that the value of S depends
only upon the homotopy class of g provided it stays
in the energy surface. In the previous case,
S¼ S0 þ iS00 with S0a0 and S0040. Then the splitting
between the four levels, consecutive to tunneling be-
tween the classical minima is proportional to Re (exp
i(fþ S/d)), for some phase f depending upon what
splitting is considered, leading to (1) a damping of
the amplitude as dk0 given by e� S0 0/d, and (2) an
oscillation of the amplitude due to the term eiS0/d.
This is illustrated in Figure 10.

Tunneling also explains the broadening of the
Landau subbands. Indeed, the classical effective
Hamiltonian obtained for d¼ 0 (or for y¼ 0 when
p/q¼ 0) is a periodic function of the quasi-momenta
k1, k2. Thus, any band edge occurring at k also
occurs at kþ 2p(m1, m2) for all miAZ: Hence, each
classical orbit is infinitely degenerate in the phase
space. Each such orbit represents an approximate
eigenstate that can, in principle, be computed
semiclassically and called a quasimode. Hence, the
Hilbert space corresponding to these semiclassical
eigenvalues is infinite dimensional and the tunneling
effect between the quasimodes produces a broad-
ening of the Landau or Landau–Dirac levels. As
usual, with the tunneling effect, this broadening is

exponentially small in the effective Planck constant
(here given by d). Such a calculation is difficult and
many attempts were made in the 1960s. Eventually,
Helffer and Sjöstrand carried it out for the special
case of the Harper model based upon Wilkinson’s
analysis.

The main result of this analysis is that the Landau
subbands are well described by an effective Hamil-
tonian of the form

Hsubband ¼dk0
EðdÞ þ ðeiS=dðŨ1 þ Ũ2Þe�i%S=d

� ðŨ�1
1 þ Ũ�1

2 ÞÞ þ Oðe�S1=dÞ

where E(d) is the semiclassical value of the eigenva-
lue computed by the previous method, t is a model-
dependent constant (computable by semiclassical
methods), S is the classical action between the two
nearest-neighbor repetitions of the corresponding
band edge in the complex energy surface, S14jIm Sj
and

Ũ1Ũ2 ¼ ei4p2=dŨ2Ũ1

Hence the spectrum of the subband is itself approx-
imately the same as the Harper spectrum, but for a
renormalized value of the dimensionless flux namely
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a ¼ d=2p/1=a ¼ 2p=d: Since this new flux arises
in a phase, adding or subtracting an integer to 1/a
does not change the phase, so that the map becomes
aAð0; 1Þ/GðaÞ ¼ f1=agAð0; 1Þ where {x} denotes
the fractional part of x. G is called the Gauss map
and is known to generate the continuous fraction
expansion of the number a, namely, if [x] denotes the
integer part of x

a ¼ 1

a1 þ
1

a2 þ?
1

an þ?

; an ¼ ½Gn�1ðaÞ�

This rule does not work near a band center. Then the
analysis is more complicated because the classical
Hamiltonian associated with the Harper equation has
a saddle point. Then tunneling between periodic
equivalent quasimodes is enhanced by the proximity
near a saddle point. Helffer and Sjöstrand showed that
depending on the subband considered, there are three

types of normal forms for the effective Hamiltonian
describing them. Moreover, the rule for the new flux
might not be given by the Gauss map as was shown by
Hofstadter. They also showed that each of them can be
analyzed in the same way as the Harper equation so
that at each step of the renormalization procedure, the
effective subband Hamiltonian takes on one of the
four normal forms previously considered: Harper or
the three ones occurring at saddle points. Such an
analysis explains why the Hofstadter spectrum shown
in Figure 1 (see an enlargement in Figure 6) looks like
a fractal set, namely it is self-reproducing at any scale.

See also: Electric and Magnetic Fields in Cells and Tis-
sues; Shubnikov–de Haas and de Haas–van Alphen
Techniques.
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Introduction

Physiology can be defined as the study of the functions
of living organisms and their parts, together with the
physical and chemical factors and processes involved.
The branch of physiology dealing with the electric
phenomena associated with living bodies and involved
in their functional activity is called electrophysiology.

The major target of electrophysiological studies is
the central nervous system, a structure composed of a
particular cell type, the neuron. Indeed, neurons are
cells specialized for the integration and propagation
of electrical events, and through such electrical
activity they communicate with each other as well
as with muscles and other end organs. Even though
some concepts and techniques that are discussed in
this article are general and can be applied virtually to
all cell types, some are specifically referred to neu-
rons. In the first part of this article, basic theoretical
concepts are introduced, and the ionic basis of cell
membrane and action potential is discussed using an
equivalent circuit treatment of the membrane. In the
second part, the major experimental techniques ap-
plied to electrophysiological studies are described.

Basic Theories

Cell Resting Potential

All living cells are surrounded by a plasma membrane,
which separates the internal cellular compartment
from the environment. Across this plasma membrane,
there is an unequal distribution of ions, both organic
and inorganic. Potassium ions are predominant in the
intracellular fluid, together with organic anions, such
as amino acids, proteins, or nucleic acids. Conversely,
in the extracellular fluid the predominant ionic species
are sodium and chloride. Normally, electrical phe-
nomena arise whenever charges of opposite sign are
separated or can move independently. Indeed, one of
the main electrical features of all cellular types is the
existence, at resting conditions, of an electric potential
difference between the inner and the outer sides of the
cell membrane. This potential difference, called mem-
brane resting potential, depends on the ionic concen-
tration gradient across the membrane and on the
relative permeability of the membrane to the ions
present in the extracellular and intracellular medium.
Moreover, as discussed later, transient changes in the
membrane potential are used by nerve cells and mus-
cle fibers to generate and propagate electrical signals.
Such potential changes are in turn due primarily to
changes in the permeability of the cell membrane to
the different ionic species.
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To better understand the nature of the established
ionic gradients in the resting cell and how such
gradients come to exist, some simple observations
are described. Consider a water system (like the one
depicted in Figure 1a) with two compartments sep-
arated by a membrane permeable only to small
inorganic ions but not to large organic ones. Dif-
ferent concentrations of an organic potassium salt
[KþA� ] are placed in each compartment, and the
potential difference between them is measured with a
voltmeter. Initially (at time t ¼ 0), no voltage differ-
ence will be observed, because both sides of the sys-
tem are electrically neutral. However, potassium
(Kþ ) ions will immediately start diffusing from
compartment 1 to compartment 2, down their con-
centration gradient following the Fick’s law: Jdiff ¼
�D@c=@x (Jdiff is the ion flux, D is the diffusion
coefficient, c the concentration of Kþ ions, and
@c=@x is the concentration gradient along the x axis).
This diffusion process gives an excess of positive
charge to compartment 1, building up across the
membrane an electric field E directed against the
movement of Kþ ions. Conversely to Kþ ions,
the A– inorganic ions cannot cross the membrane,
so that the charge separation persists. Thus, at t40
there are two factors governing the movement of Kþ

ions: the concentration gradient and the electric field.
These factors push ions toward opposite directions,
until a balance between electrical and diffusional
fluxes of Kþ ions is reached, the total net flux is zero
and the system no longer changes (Figure 1b). At this
moment, the concentration of Kþ ions in both com-
partments changes, while the concentration of A�

ions does not change. There is no more electrical
neutrality in each compartment and a potential dif-
ference DV1�2 between them is established. DV1� 2

can be easily calculated with the well-known Nerst

equation:

DV1�2 ¼ ðRT=zFÞ lnð½Kþ�2=½Kþ�1Þ ½1�

where R is the gas constant, T is the temperature, z is
the charge of Kþ ion, F is the Faraday constant, and
[Kþ ]1 and [Kþ ]2 are the K concentration in the
compartments 1 and 2, respectively.

A real cell membrane is permeable to several
inorganic ions (Kþ , Naþ , Cl� ) present in the
extracellular and intracellular medium in different
concentrations. Assuming that: (1) the potential dif-
ference drops only across the membrane and occurs
with a uniform gradient, (2) the membrane is a
homogeneous phase, and (3) the fluxes of different
ions are independent, it is possible to derive the
so-called Goldman–Hodgkin–Katz (GHK) voltage
equation, which gives the membrane potential (called
the reversal potential Vrev) at which no net current
flows:

Vrev ¼ðRT=FÞ ln½ðPK½K�o þ PNa½Na�o
þ PCl½Cl�iÞ=ðPK½K�i
þ PNa½Na�i þ PCl½Cl�oÞ� ½2�

where indices i and o refer to inside and outside of
the cell membrane, respectively, and PK, PNa, and PCl

are the membrane permeability coefficients of the
corresponding ions. When the cell is in resting con-
dition, the GHK equation yields the membrane res-
ting potential, which is now clearly established by
ion concentration gradients and permeability. If the
membrane is permeable only to one ionic species, the
GHK equation reduces to the Nernst equation,
which gives the reversal potential for that ion.

Measuring the membrane potential of real cells,
one can observe that the intracellular compartment
is always at a potential value more negative than the
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Figure 1 Ion diffusion across a semipermeable membrane.
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extracellular one. As just discussed, this is a conse-
quence of the different concentration of ions in the
two compartments. Typical values for such concen-
trations and for the corresponding reversal potentials
are reported in Table 1 for two kinds of cells. It is
experimentally observed that membrane resting po-
tential and potassium reversal potential values are
quite similar if measured in the same cell, indicating
that in resting conditions potassium gives the main
contribution to membrane permeability. This is a
general phenomenon observed in many cell types.

How do ions permeate the cell membrane? Partic-
ular membrane proteins, called ion channels, connect
the intracellular and extracellular compartments of
the cell forming a macromolecular pore in the mem-
brane, which can be crossed by ions. A wide number
of different ion channels, accounting for a variety of
cellular functions, are expressed in all the cellular
types. They can be selective for specific ions (sodium,
potassium, etc.), and most of them are gated. This
means that they fluctuate between closed and open
states with characteristic open times. For a few
channels, the open state predominates at resting con-
ditions (e.g., some potassium channels responsible
for the membrane resting potential), while the re-
mainder are predominantly in the closed state, and
the probability of an individual channel opening is
low. An appropriate stimulus can activate or in-
activate channels, sharply increasing or decreasing
the frequency of openings. Some channels may re-
spond to changes in the membrane potential, and
thus are called voltage-gated ion channels, while
others may respond to applied chemicals, and thus
are called ligand-gated ion channels.

Electrical Properties of Cell Membranes

Depending on their electrical properties, biological
membranes or cells can be subdivided into two main
categories: excitable or nonexcitable. Both classes are
characterized by passive electrical properties, while
only excitable membranes or cells show active elec-
trical properties and are, therefore, able to generate
and propagate electrical signals.

Passive properties As far as it concerns passive prop-
erties, common to all cell types, the cell membrane can

be schematized with a simple RC circuit. Cm and Rm,
the membrane capacitance and resistance, are inde-
pendent of the membrane potential and represent the
membrane dielectric or insulating properties and the
ion permeability through the membrane, respectively
(Figure 2a). If a pulse of electric current is passed
through the cell membrane, its potential will rise to a
maximal and sustained value and then will decay, fol-
lowing in both cases an exponential law:

Vm ¼ V0½1 � e�t=RmCm � ¼ V0½1 � e�t=tm � ½3a�

for the rising phase and

Vm ¼ V0e�t=RmCm ¼ V0e�t=tm ½3b�

for the decaying one (Figure 2b). tm is the membrane
time constant. For the sake of the following discussion,
a change in the membrane potential toward more po-
sitive values is referred to as a depolarization, while a
change toward more negative values will be referred to
as a hyperpolarization. The Rm values being voltage
and time independent, the current–voltage relationship
for the maximal sustained potential during current
pulse application will be linear (Figure 2c), and if the
membrane potential is kept at a particular voltage
level Vm, the total current flow will be

Jm ¼ Jc þ Ji ¼ CmðdVm=dtÞ þ GmðVm � VrevÞ ½4�

Table 1 Ionic concentrations and reversal potentials for mammalian skeletal muscles and squid giant axon

Ion Extracellular concentraion ðmMÞ Intracellular concentration ðmMÞ Reversal potential ðmVÞ

Skeleton Squid Skeleton Squid Skeleton Squid

Naþ 145 440 12 50 þ 67 þ55

Kþ 4 20 155 400 � 98 �75

Cl� 123 560 4.2 52 � 90 �60

Time

J inj

Cm

In

OutLipidic membrane

J inj

Time

Vm

Vrev VmVm

Rm

(a) (c)

(b)

Figure 2 (a) Equivalent circuit of membrane passive proper-

ties. (b) Membrane voltage recorded in response to a current

pulse injection. (c) Current–voltage relationship for a nonexcitable

membrane.
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where Gm ¼ 1=Rm is the membrane conductance and
Vrev is the previously defined reversal potential.

Actually, for excitable membranes Cm and Rm

values are voltage-dependent (as voltage-gated ion
channels are present on the membrane), and the
previous schematic description holds only at resting
condition or in a range of membrane potential below
a particular threshold. Indeed, in these conditions the
values of Cm and Rm become virtually constant,
while in any other condition active properties arise.

Active properties: action potential and the Hodgkin–
Huxley model Active electrical properties account
for the generation of electrical signals and their
propagation in excitable membranes. To this end,
excitable membranes contain voltage-dependent ionic
channels. Mainly, three different kinds of channels –
selective for sodium, potassium, or chloride, res-
pectively – are necessary. The electric equivalent
circuit for the membrane now becomes a little bit
more complicated, as depicted in Figure 3a. Cm is
again the membrane capacitance, gNa, gK, and gCl are
the voltage-dependent conductances, and VNa, VK,
and VCl are the Nernst reversal potentials for sodium,
potassium, and chloride, respectively. Holding the
membrane potential at a value Vm, the current

flowing is

Jm ¼ Jc þ JNa þ JK þ JCl

¼CmðdVm=dtÞ þ gNaðVm � VNaÞ
þ gKðVm � VKÞ þ gClðVm � VClÞ ½5�

and, in resting condition when Jm ¼ 0 and
dVm=dt ¼ 0, the membrane potential becomes

Vm ¼Vresting

¼ðgNaVNa þ gKVK þ gClVClÞ=ðgNa þ gK þ gClÞ ½6�

The current–voltage relationship of excitable mem-
branes is obviously nonlinear, due to the voltage and
time dependence of the ionic conductances present
and, in particular, one can observe different nonlinear
current–voltage relationships for the isolated potassi-
um and sodium currents (Figure 3b).

But how do excitable cells, and in particular neu-
rons, code electrical signals? As previously discussed,
neurons are the basic units of the central nervous
system – receiving, analyzing, and perceiving infor-
mation, and communicating with one another
through synapses. The single neuron codes and trans-
mits signals using the so-called action potential (AP).
The AP is a sudden and transient depolarization of
the cell membrane, and it occurs as an all-or-nothing
event. This means that, in the same cell, a stimulus
intense enough to produce an AP will always pro-
duce APs with the same amplitude. The information
about stimulus intensity will be coded in the fre-
quency of APs. A qualitative scheme of an AP is de-
picted in Figure 4a. AP has three main phases:
(1) depolarization; (2) repolarization (or hyperpolar-
ization); and (3) after-hyperpolarization. It is mainly
due to the activation of two kinds of voltage-
dependent ionic channels, permeable to sodium and
potassium, respectively, showing different and non-
linear current–voltage relationships. If the cell mem-
brane is depolarized over a threshold level, sodium
channels (inactive at resting conditions) are suddenly
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Figure 3 (a) Equivalent circuit of membrane active properties.

(b) Current–voltage relationship for potassium and sodium

channels.
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Figure 4 (a) Schematic representation of an action potential. (b) Equivalent circuit for cell membrane in the Hodgkin–Huxley model.
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activated. Sodium enters into the cell and the mem-
brane is further depolarized. When the membrane
potential reaches the threshold for potassium chan-
nels activation, potassium starts to exit from the cell,
repolarizing the membrane, even to values more
negative that the resting one.

A fundamental step in understanding AP nature
was done by A L Hodgkin and A F Huxley in the
mid-twentieth century, proposing a semi-empirical
model describing the AP generated in the squid giant
axon. According to their model gK and gNa, potas-
sium and sodium conductances, can be expressed as
experimentally determined maximum conductances
#gK and #gNa multiplied by coefficients, representing
the fraction of the maximum conductances actually
expressed. The kinetics of the conductances is con-
sidered to be driven by independent membrane-
bound particles, each one with a certain probability
to be in the right position to turn on the correspond-
ing conductance. Thus,

gKðV; tÞ ¼ nðV; tÞ4
#gK

gNaðV; tÞ ¼mðV; tÞ3hðV; tÞ#gNa

½7�

where n, m, and h are the probabilities for the hy-
pothetical particles to be in the permissive state.
Consider the axon membrane patch represented by
the equivalent circuit in Figure 4b, where gL and VL

are the voltage-independent conductance and rever-
sal potential of a leakage current JL. Accordingly, the
current flowing through this patch of the membrane
will be

Jm ¼CmðdVm=dtÞ þ nðV; tÞ4
#gKðVm � VKÞ

þ mðV; tÞ3hðV; tÞ#gNaðVm � VNaÞ
þ gLðVm � VLÞ ½8�

All the kinetic properties of Jm depend on the time
and voltage dependences of n, m, and h. In the
Hodgkin and Huxley model, these parameters can be

calculated as

nðV; tÞ ¼ nN � ðnN � n0Þ e�t=tn

mðV; tÞ ¼ mN � ðmN � m0Þ e�t=tm

hðV; tÞ ¼ hN � ðhN � h0Þ e�t=th

½9�

where nN, mN, hN, tn, tm, and th are experimentally
determined parameters related to the voltage-de-
pendent rate of activation or inactivation of sodium
and potassium conductances.

Equations [8] and [9] together are referred to as
Hodgkin and Huxley equations. By solving them, it
is possible to obtain remarkable fits between the re-
corded and calculated APs. Even though this model is
to some extent oversimplified, it is yet sufficiently
good to predict correctly the major feature of excit-
ability, such as the AP shape and conduction velocity.

Electrical models of cells The equivalent electric
circuit approach can be extended to the description
of the electrical properties of the whole cell obviously
with some simplifications. The simplest case is that of
a spherical cell with a uniform membrane potential
(isopotential cell). The current flowing across the
membrane will be again due to capacitive and con-
ductive terms: Jm ¼ Ji þ Jc. While considering partic-
ular cells like neurons, it should be borne in mind
that these cells have extensive dendritic trees and
axons, and that electrical signals, like APs, travel
along them. When a neuron is active, or receives
signals from other neurons, it is nonuniformly po-
larized and it cannot be considered isopotential. In
this situation, the linear cable theory is applied. Ax-
ons or dendrites can be considered as cylindrical
compartments schematized by the electrical equiva-
lent circuit in Figure 5. For simplicity r0, the extra-
cellullar space resistance, can be set equal to zero,
because of the isopotentiality of such a compartment
(this condition is not true only in some special cases).
ri, rm, and cm (the intracellular resistance, the mem-
brane resistance, and the membrane capacitance,

Cm rm

r i

ro

i i

x

im

Figure 5 Equivalent circuit of an axon using the cable theory.
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respectively) are considered to be uniform and con-
stant along the entire cylinder, and to be independent
of Vm. With some simple computations, it is possible
to find the cable equation describing the membrane
potential Vm produced in response to current injec-
tion at some point along the cylinder. This potential
will be a function of time and of the distance from
the point of injection:

l2@2Vmðt; xÞ=@x2 ¼ tm@Vmðt; xÞ=@t þ Vm ½10�

where l ¼ Oðrm=riÞ is the space (length) constant and
tm ¼ rmcm is the membrane time constant. The so-
lutions of the cable equation were derived for specific
situations: infinite cable, finite cable, semifinite cable,
and finite cable with soma. The potential Vx at a
distance x for the infinite cable is given by
Vx ¼ V0e�x=l, with V0 equal to the potential at the
point of current injection. In this case, the conduc-
tion velocity, y, of the potential is given by y ¼ 2l=tm

and thus depends on cell membrane characteristics
and on cell cytoplasm resistance.

Experimental Techniques

Several experimental techniques have been developed
to understand the electrical functioning of cells, and
in particular of neurons of the central nervous sys-
tem. Depending on the level of analysis, different
methods can be used. One can move from a subcel-
lular approach, in which patch clamping and single-
channel recording are the main techniques, to a
behavioral approach where neuronal recordings in
awake primates can be performed. Noninvasive
electrophysiological techniques, such as elect-
roencephalography (EEG) and event-related poten-
tial recordings, are also possible, together with
methods of metabolic imaging to measure neuronal
activity (e.g., the PET).

Channel Function

As discussed in previous paragraphs, electrical
activity of biological systems at the cellular level
consists of ion movement through highly specialized
channels spanning the cell membrane. ‘‘Native’’
channels, normally expressed in a particular cell,
can be studied. However, a deep understanding of
the ion channels functioning is now greatly facilitat-
ed by the use of particular experimental systems,
such as artificial and natural membranes in which
specific ion channels can be selectively expressed. For
natural membranes, ionic channels are newly syn-
thesized by foreign DNA or RNA injected into a
large living cell (such as the Xenopus laevis oocyte)
via large pipettes.

Apart from the choice of the system expressing the
ion channels under investigation, different tech-
niques can be used to record their electrical activity.
A fundamental method for electrophysiological stud-
ies, namely the single-cell patch clamp, was devel-
oped around 1978 by Sakmann and Neher. The
starting point of this technique is the formation of
a high-resistance (gigaohm) seal when the tip of a
fire-polished glass micropipette is pressed against a
cultured or acutely isolated cell membrane. The
gigaohm seal essentially allows a high current gain,
and low noise amplification, necessary for recording
small, brief currents passing through single ionic
channels. After this first step, the patch-clamp meth-
od can be applied in at least four configurations: cell-
attached, inside-out, outside-out, and whole-cell
(Figure 6). The first three configurations allow study
of individual ion channels under different conditions.

The cell-attached configuration (Figure 6a) is es-
sentially obtained with the formation of the gigaohm
seal. In this mode, the electrical activity of single
channels, present under the pipette tip, is recorded
without disruption of the cell membrane. In the in-
side-out and outside-out configurations, the mem-
brane patch is detached from the cell after the
gigaohm seal is formed, and single-channel activity is
recorded in isolation from the cell. In particular, in
the inside-out configuration (Figure 6c), the patch of

Suction

Pull

Cell-attached
(a) (b)

(c) (d)

Inside-out Outside-out

Whole-cell

Figure 6 The four configuration of the patch-clamp technique.
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membrane is gently pulled away from the cell, and
the patch remains attached to the pipette with its
cytoplasmic surface now exposed to the bathing so-
lution. On the other hand, to reach the outside-out
configuration (Figure 6d), the patch of membrane is
gently pulled away from the cell only after an inter-
mediate step (the whole-cell configuration that will
be described below), in which the membrane patch
under the pipette is ruptured by applying a strong
suction to the recording pipette interior. Once de-
tached, the membrane seals over the pipette tip, in
favorable cases forming a membrane patch in which
the extracellular membrane surface is exposed to the
bathing solution.

The last configuration is the whole-cell clamp
(Figure 6b). It is a form of the cell-attached con-
figuration that uses the same pipette type and
gigaohm seal method described above but that, by
rupturing the membrane under the tip, allows record-
ing of the ‘‘macroscopic’’ or summed currents flowing
through all channels in the entire cellular membrane,
rather than through a single channel, and for this
reason is mainly used to study cellular electrical func-
tion (as it will be described in the next paragraph). In
this configuration, the diffusible contents of the pi-
pette exchange with those of the cell over time.

Cellular and Neural Circuit Function: In Vitro
Studies

A neuron normally receives contacts from thousands
of other neurons, and many of those inputs may be
synchronized. To understand the way in which the
cell integrates these numerous inputs and alters its
own electrical activity, or how an action at one locus
can lead to transmission of information to another
locus, without interference from outside events, prep-
aration of intact neurons in isolation or semi-isolation
have been developed. An ‘‘acutely isolated neuron’’
model, prepared by mild enzymatic digestion and
gentle agitation and trituration of brain slices, and
chronically cultured neurons and cell lines (such as
those also used for previously described single-chan-
nel studies) has been a major cellular source for
electrophysiological studies, as have single neurons
within brain slices. This last system can also be used
in electrophysiological studies of synaptic transmis-
sion and local brain circuits. Another more recently
developed model is the slice culture (or organotipic
culture). In this case, cultures are prepared by long-
term incubation of brain slices in a rotating drum,
where the slices develop into a monolayer of neurons
retaininig their local cytoarchitectonic organization.

To study the electrical activity of cellular sys-
tems, extracellular recording is probably the most

straightforward electrophysiological recording situa-
tion. With this technique, the tip of a microelectrode
is positioned immediately adjacent to, but outside of,
a single neuron. In close proximity to the cell, current
fields generated by APs in that cells are detected by
the microelectrode as small voltage deflections. A
multiple-cell recording configuration is also possible,
with several microelectrodes inserted into one region
of the system under study. By recording simultane-
ously from many neurons, their concerted activity
can be investigated.

With intracellular recordings, membrane current
or potential is measured via an electrode inserted in-
to, or in contact with, the intracellular compart-
ments. Two configurations are possible: the current
clamp and the voltage clamp. In the current-clamp
mode, the voltage difference across the cellular mem-
brane is measured while injecting constant positive or
negative current into the cell. Without current injec-
tion, the membrane resting potential can be meas-
ured. On the other hand, by injecting repetitive
constant current pulses into the cell, a variety of in-
formation can be obtained, such as a relative measure
of the resistance of the membrane, the current–
voltage curves, and the voltage responses to activat-
ion of inhibitory or excitatory afferents. Conversely,
during voltage-clamp recordings, the current required
to hold the cell at a constant voltage is measured. A
major advantage of this method over current-clamp
recordings is that it is possible to measure ionic
currents directly. In practice, voltage and current-
clamp recordings involve the same sorts of micropi-
pettes. In fact, one often penetrates a cell with the
micropipette under the current-clamp mode. Then
after the cell stabilizes, a series of adjustments of the
recording characteristics can allow stable switching
to the voltage clamp.

Neural Circuit Function and Behavioral Link

In vivo single-cell studies The intact, functioning
brain can be readily explored with microelectrodes in
anesthetized animals. The microelectrode tip can be
positioned in a desired position, so that any site
within the brain can be found and cellular activity
recorded. X-ray or magnetic resonance imaging
methods may also be used for this purpose in human
studies. In these experiments, the impulse activity of
neurons is typically recorded extracellularly. There
are many experimental applications of in vivo single-
cell electrophysiology, such as iontophoresis (and
other methods for local drug application), stimulation
recordings (for discerning the functional effect of an
afferent input to a neuron), and antidromic activation
(used to confirm the projection to an area and to
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determine the time required for conduction of an im-
pulse along a projection pathway).

Behavioral electrophysiology A function at the
behavioral level is a product of neuronal networks
rather than simply the product of properties of
individual neurons. To this end, neurons are typically
associated in functionally related groups and circuits
that can be specialized, for example, for sensory and
motor functions or for associative activities. Many
questions concerning cognition require experiments
in the intact animal, because molecular and cellular
experiments are unable to completely explain cogni-
tive functions such as attention, perception, emotion,
or memory. Hence, most studies in the elect-
rophysiology of cognitive processes involve record-
ing single neurons in behaving animals. Such studies
often employ extracellular recordings from a metal
microelectrode held in a miniature micropositioner
on the animal’s head. As with all extracellular
recordings, it is important to know whether activity
seen on an individual electrode is generated from one
neuron only, or from several nearby neurons simul-
taneously recorded. Results of the latter, termed
multiple-cell recording or multi-unit recording, are
more difficult to interpret because neurons in the

multiple-cell population may be physiologically he-
terogeneous. In addition, it is more difficult to ensure
the stability of the recorded signal over time with
multiple-cell activity.

See also: Electric and Magnetic Fields in Cells and Tissues;
Ion Transport in Biological Membranes; Neuroscience.

PACS: 87.16.Dg; 87.16.Uv; 87.17.Nn; 87.19.La;
87.19.Nn
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Introduction

Silicon, the paradigmatic elemental semiconductor, is
by far the most relevant material in the electronic
industry and possibly the best-known solid both
from the point of view of basic science and tech-
nology. The present understanding of virtually all the
properties of a crystalline solid such as Si is based on
an accurate knowledge of its electronic states, that is,
its electronic band structure. Quantum mechanics
predicts the energies and wave functions available to
the electrons in the periodic crystal potential. In con-
trast to the case of atoms or molecules, the transla-
tional symmetry of the crystal leads to extended
states characterized by a Bloch wave vector k. Just as
in atoms and molecules, the Pauli exclusion principle
dictates how distinct electronic states are occupied,
each by a single electron starting from the lowest

energy levels. From such information, mechanical,
transport, and optical properties can be inferred.

Semiconductors are characterized by an energy
gap (Eg) between the highest occupied states (top of
the valence band) and the lowest unoccupied ones
(bottom of the conduction band), which is compa-
rable to 1 eV. Silicon (Eg ¼ 1:17 eV) and germanium
(Eg ¼ 0:774 eV) are the most important elemental
semiconductors, while diamond with an energy gap
exceeding 5 eV is an insulator and grey tin a ‘‘zero-
gap semiconductor.’’ All these elements, belonging to
group IV of the periodic table, are tetrahedrally co-
ordinated and crystallize in the diamond structure
with a cubic symmetry. The focus here is on Si and
Ge, and to a lesser extent on a-Sn, while other el-
emental semiconductors, such as boron and seleni-
um, having a more complex crystal structure and
being less representative, are not considered.

The main features of electronic bands are deter-
mined by the symmetry of the crystal more than by the
detailed shape of the crystal potential, and there are
strong similarities in the band structures of C, Si, Ge,
and a-Sn. In the following, the symmetry properties of
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the diamond crystal and the main ingredients to cal-
culate the energy bands are first described, and then
the electronic band structures of Si, Ge, and a-Sn and
their direct comparison with optical and photoemis-
sion experiments.

Crystal Structure and Symmetry

The group IV elemental semiconductors, such as car-
bon, are characterized by four electrons in the outer
shell, with an electronic configuration s2p2 which, in
the solid, gives rise to four tetrahedrally oriented sp3

hybrid orbitals. The resulting network of covalently
bonded atoms corresponds to a face-centered cubic
(f.c.c) crystal in which each atom occupies an
equivalent position. Such diamond crystals belong
to the Fd3m (O7

h) crystallographic space group
having the point group full cubic symmetry Oh.

Its translational symmetry is described by a
Bravais f.c.c. lattice of primitive translations: s1 ¼
ða=2Þ ð0;1; 1Þ, s2 ¼ ða=2Þð1; 0; 1Þ and s3 ¼ ða=2Þ
ð1; 1; 0Þ, where a is the side of the conventional unit
cell, that is, the crystal is invariant for translations by
any vector R ¼ n1s1 þ n2s2 þ n3s3, with integral val-
ues of n1, n2, and n3. The lattice constants of cubic
elemental semiconductors are a ¼ 5:43 Å for Si,
a ¼ 5:65 Å for Ge, a ¼ 6:46 Å for a-Sn. The corre-
sponding reciprocal lattice is body-centered cubic
(b.c.c.) with primitive vectors: K1 ¼ ð2p=aÞð %1; 1; 1Þ,
K2 ¼ ð2p=aÞð1; %1; 1Þ and K3 ¼ ð2p=aÞð1; 1; %1Þ; the
reciprocal lattice vectors, G (G ¼ m1K1 þ m2K2

þm3K3, with m1, m2, and m3 integers), have the
property: eiR�G ¼ l, for any lattice translation R. The
primitive (symmetric) cell of the reciprocal lattice,
that is, the first Brillouin zone (BZ), of the diamond
structure is shown in Figure 1. The physical signi-
ficance of the reciprocal lattice and of the BZ is that,
as a consequence of the periodic translational sym-
metry, the extended electronic states in a crystal are
described by wave functions of the form CkðrÞ ¼
eik�ruðrÞ (Bloch’s theorem), where the wave vector k
belongs to the BZ and the function u is invariant
under lattice translations (uðr þ RÞ ¼ uðrÞ).

Beside the f.c.c. lattice translations, the rotations
and reflections belonging to the full cubic group (Oh)
leave the diamond structure invariant. At the micro-
scopic level, though, half of the 48 symmetry oper-
ations of Oh are accompanied by a fractional
translation such that the two interpenetrating f.c.c.
lattices are exchanged (the space group of diamond
being a nonsymmorphic space group with a basis of
two atoms). This is the main difference with respect to
the zinc-blende symmetry of compound semiconduc-
tors such as GaAs in which the two sublattices are not
equivalent. In particular, an elemental semiconductor

such as Si has an inversion symmetry with respect to
the middle point of its homonuclear covalent bond,
whereas in a compound semiconductor such as GaAs,
this symmetry is lacking. The point-group symmetry
determines the degeneracies of the electronic levels as
a function of their wave vector k in the BZ. In par-
ticular, the electronic wave functions at points and
lines of high symmetry in the BZ, those marked in
Figure 1, are characterized by their transformation
properties under point-group symmetry operations
that leave their wave vector unchanged (i.e., they be-
long to the irreducible representations of the little
group of their wave vector).

Besides space-group symmetry, time-reversal sym-
metry also affects the properties of a crystal, and it
may bring about additional degeneracies of the elec-
tronic states. In particular, when the spin of the elec-
trons is taken into account, in a crystal with inversion
symmetry (such as Si) at each wave vector k the elec-
tronic states are (at least) doubly degenerate, because
the state 9k, mS with spin up is degenerate with the
state 9� k, mS by inversion symmetry, and the latter
is degenerate with the state 9k, kS by time-reversal
symmetry. The spin degeneracy between the states
9k, mS and 9k, kS is, in general, absent in materials
lacking an inversion center (such as in GaAs). Stand-
ard group theoretical methods are employed to sys-
tematically obtain all the wealth of information that
symmetry alone provides.

Energy Band Calculations

Even though translational symmetry enormously
simplifies the computation of the electronic states
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Figure 1 BZ of the diamond crystal; lines and points of high

symmetry are indicated.

134 Elemental Semiconductors, Electronic States of



in a crystal, reducing the size of the problem to
that of a unit cell, still a quantitative band structure
calculation generally adopts a number of approxi-
mations. The electrons are considered to move in
the presence of nuclei fixed at the equilibrium posi-
tions of the lattice (adiabatic approximation). The
electron–electron interactions are treated at the mean
field level neglecting many body correlations (one-
particle approximation). Finally, the interactions
with the nuclei, also including typically the core of
inner electronic shells, and with all other electrons in
average are lumped into a local potential V(r) which
has the full symmetry of the crystal (band approx-
imation). The crystal potential V(r) can be either
chosen empirically or determined within a self-con-
sistent ab initio scheme. The solution of the corre-
sponding Schrödinger equation for the electronic
states

p2

2m
þ VðrÞ

� �
Cn;kðrÞ ¼ EnðkÞCn;kðrÞ

gives the (possibly degenerate) Bloch eigenfunctions
C, with a wave vector k in the BZ and a band index
n, which correspond to the electronic energy levels
En(k), that is, the energy bands which depend con-
tinuously on k. Relativistic corrections can be in-
cluded in the above equation and may be important
for heavy elements as discussed later on.

There are numerous and diverse methods to cal-
culate the energy bands. In particular, some consider
a crystal as a collection of atoms (localized orbital
methods), while others treat it as a perturbed uni-
form fluid (plane-wave methods). A very popular lo-
calized orbital approach is the tight-binding method
in which the wave functions are expanded in a basis
of linear combination of atomic orbitals (LCAO);
usually, only a limited number of atomic orbitals are
included and only the interactions among a limited
number of neighbors are considered. This method, at
least in its simpler semiempirical versions, is trans-
parent and economical; it has been very successful in
calculating both electronic and structural properties
of semiconductors and establishing their chemical
trends. The minimal tight-binding model to ration-
alize the electronic band structure of elemental sem-
iconductors, at least concerning their valence band
states, is sketched in Figure 2. For each one of the
two atoms in the elementary unit cell, a basis of
atomic states is chosen including only one s and one
p level respectively (two and six times degenerate
including spin). If one imagines bringing two atoms
close together as in a diatomic molecule, each level
would give rise to one bonding and one antibonding
molecular orbital, the former having a lower energy.

In the Ge crystal, for example, such states give rise at
the center of the BZ at k ¼ 0 (the G point) to a se-
quence of levels having the full cubic symmetry and
corresponding, in order of increasing energies, to an
s-bonding-like G1 level, a p-bonding-like G

0

25 level, an
s-antibonding-like G

0

2 level and a p-antibonding-like
G15 level. The eight outer shell electrons (four for
each atom in the unit cell) fill the G1 and G

0

25 levels
completely, the latter being thus the top of the val-
ence band, while the G

0

2 and G15 levels remain empty
(conduction states). State-of-the-art tight-binding
calculations, of course, are based on larger basis
sets, possibly including also d states, and can also
describe well the more delocalized conduction band
states (see Table 1).

The plane-wave methods take an opposite point of
view and start considering the electronic states in the
presence of a very small crystal potential: in such an
‘‘empty lattice,’’ the zeroth-order eigenfunctions of
nearly free electrons are just plane waves folded back
in the BZ according to the translational symmetry as
sketched in Figure 3. For instance, looking again at
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Figure 2 Scheme showing how lower-lying bonding (b) and

higher-lying antibonding (a) molecular levels give rise to Bloch

states of specific symmetry at the G point in Ge.

Table 1 Energy levels in silicon and germanium in eV, from the

top of the valence band; the double-group symmetry labels inclu-

ding parity are indicated

Si Ge

Gþ
6 � 11.7 �12.7

Gþ
7 �0.04 � 0.29

Gþ
8 0.00 0.00

G–
6 þ3.09 þ 3.04

G–
8 þ3.13 þ 3.37

G–
7 þ4.32 þ 0.90

X5 �8.43 � 8.84

X5 �3.00 � 3.36

X5 þ1.30 þ 1.12

L�
6 � 10.4 �10.7

Lþ
6 �7.01 � 7.63

L�
6 �1.20 � 1.37

L�
4,5 �1.16 � 1.12

Lþ
6 þ2.47 þ 0.74

From recent empirical tight-binding calculations.

Courtesy of Dr. J-M Jancu.
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the G point, the lowest energy level corresponds to a
plane wave with a vanishing wave vector (G1 state in
the cubic crystal), while the next higher level includes
the eight plane waves having a wave vector of the
form q¼(2p/a)(7l, 71, 71), which differ from zero
by one of the shortest nonzero reciprocal lattice vec-
tors. When the crystal potential is turned on, these
eight states (sixteen including spin) split into several
levels according to the cubic symmetry as indicated.
However, the actual crystal potential is not small at
all; the most important plane-wave method devel-
oped to circumvent this problem is the pseudopo-
tential approach. In a crystal, the valence (or
conduction) band wave functions are rapidly varying
near each atomic site as they are orthogonal to those
of the core states; therefore, their expansions in plane
waves are very slowly convergent. It is possible,
though, to substitute them with pseudo-wave-func-
tions that are smooth (nodeless) near the atomic sites
while replacing the ionic potential with a much
smaller pseudopotential, in such a way that the
energies En(k) of the valence and conduction band
states can be computed using a limited number of
plane waves; furthermore, from the pseudo-wave-
functions, the electronic charge density outside the
cores can also be obtained. The pseudopotential (or
rather its first few Fourier components) can be em-
pirically chosen to reproduce a set of significant data
(mostly optical transition energies and effective
masses). For instance, empirical calculations using
only three Fourier components of the pseudopoten-
tial can already give a reasonable description of the
lowest energy bands of elemental semiconductors.

A significant improvement is obtained using energy-
dependent nonlocal pseudopotentials.

For state-of-the-art ab initio self-consistent calcu-
lations, made possible by the great increase of com-
putational capabilities, the pseudopotential method
has also been very successful in conjunction with the
density-functional theory in the local-density ap-
proximation (LDA), that is, using an exchange-
correlation potential dependent only on the local
electronic charge density. Such an LDA is not quite
satisfactory; in particular, the energy gaps of semi-
conductors are generally significantly underestimated
(even though the shapes of both valence and con-
duction bands are well described). This shortcoming
can be mended by going beyond the one-electron
approximation and calculating the quasiparticle self-
energies including (approximately) many-body ef-
fects, or adopting a time-dependent version of the
density-functional theory.

Band Structures of Si, Ge, and a-Sn

The band structures of group IV elemental semicon-
ductors show pronounced similarities and definite
chemical trends. Strong analogies are expected in view
of the identical configuration of the outermost elec-
tronic shell and of the identical crystalline symmetry.
At the same time, going from Si to a-Sn, decreasing
energy gaps accompany larger lattice constants due to
the increasing size of the atomic cores.

The band structure of Si, qualitatively similar to
that of diamond, is shown in Figure 4 neglecting re-
lativistic effects. The top of the valence band is at the
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G point and corresponds to the G
0

25 level (three times
degenerate, spin excluded). The bottom of the con-
duction band is along the D line from the G to the X
point at kC(2p/a)(0.85, 0, 0) and has a D1 symmetry
(nondegenerate, spin excluded). Thus, the conduc-
tion electrons have six pockets centered at the six
equivalent conduction band minima (multivalley
structure); they are ellipsoids of revolution elongated
along the /1 0 0S directions with a longitudinal
mass mL ¼ C1:0m and a transverse mass mTC0.2m,
as measured from the cyclotron resonance. A pecu-
liarity of the band structure of silicon, showing up in
its optical spectrum around 3.4 eV as discussed be-
low, is the fact that along the L line from the G to the
L point the higher valence band (of symmetry L3)
and the lowest conduction band (of symmetry L1)
are very nearly parallel.

The band structure of Ge including the spin–orbit
coupling interaction is shown in Figure 5. This is a
relativistic effect which, similar to the atomic case,
can reduce the degeneracy of the levels. For instance,
without spin–orbit coupling, the top of the valence
band would be, just as in Si, a p-bonding-like G

0

25. In
the presence of spin–orbit coupling, the sixfold
degenerate states obtained from the G

0

25 ones by the
inclusion of spin are split into a fourfold degenerate
Gþ

8 level and a twofold degenerate Gþ
7 level, which

play the role, respectively, of J ¼ 3=2 and J¼ 1=2 to-
tal angular momentum states. The corresponding
spin–orbit gap is D ¼ 0:3 eV (the corresponding value
for Si is only 0.04 eV). Besides spin–orbit splitting,

other relativistic effects become more important in the
heavier Ge than in Si; in particular, there are correc-
tions affecting primarily s-derived states which lower
their energy. These effects and the presence in the core
of Ge of d electrons that, together with p electrons,
contribute to pushing the G15 states to higher energies
(corresponding to the G�

8 and G�
6 spin–orbit split

states), through orthogonalization to the core states,
explain why in Ge the s-derived G

0

2 level (i.e., the G�
7

state, spin included) is lower than the G15 states. The
interchange of the conduction band energy level se-
quence at the G point with respect to Si is accompa-
nied by the fact that the minimum of the conduction
band in Ge occurs at the L point at the BZ border (the
Lþ

6 level). The conduction band of Ge, therefore,
leads to a multivalley structure with four electron
pockets (half pocket for each of the eight L points at
the BZ border); they are ellipsoids of revolution
elongated along the /111S directions. The values of
the longitudinal mass mLC1.6m and of the transverse
mass mTC0.08m have been determined from cyclo-
tron resonance measurements.

The top of the valence band in both Si and Ge is at
the center of the BZ: G

0

25 without spin, Gþ
8 and Gþ

7

including spin, as discussed above. The Gþ
7 split-off

hole states can be described as a simple band with an
effective mass msoC0.25m in Si and msoC0.08m in
Ge. In a rough approximation, the Gþ

8 hole states can
be described as belonging to two distinct spherical
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pockets each characterized by an isotropic mass: the
heavy-hole pocket (with mass mhhC0.5m for Si and
mhhC0.3m for Ge) and the light-hole pocket (with
mass mlhC0.16m for Si and mlhC0.044m for Ge).
Also, these hole effective masses have been deter-
mined from cyclotron resonance measurements in low
magnetic fields (classical regime). However, this sim-
ple picture is not quite correct: because of the valence
band degeneracy, the hole bands are not isotropic, but
‘‘warped’’ (particularly, the heavy-hole ones). A com-
plete description of the hole states can be given using
the multiband effective mass approach, in which the
valence band degeneracy is fully accounted for.

The tendency to have a lower energy s-derived G�
7

level is even stronger in gray tin where this level is
positioned between the spin–orbit split Gþ

8 and Gþ
7

levels (‘‘inverted gap’’ configuration). As a conse-
quence, the band structure of a-Sn, shown in Figure 6,
is characterized by the fact that the fourfold degene-
rate (spin included) Gþ

8 states correspond, at the same
time, to the topmost filled valence band and to the
lowest empty conduction band which touch each
other at the G point. Gray tin is thus a ‘‘zero-gap
semiconductor’’ rather than a semiconductor proper.

Comparison with Experimental Data

Just as for atoms and molecules, even for solids, the
most direct and informative experimental techniques
to study their electronic structure over a wide range

of energies are optical spectroscopy and photoelec-
tron spectroscopy.

In crystalline semiconductors such as Si and Ge,
the absorption due to direct interband transitions is
very strong and reflectivity measurements are more
popular than transmission ones. From reflectivity
spectra taken over a large frequency range, it is pos-
sible to obtain the real and imaginary parts of
the complex dielectric function *e ¼ e1 þ ie2 (via
Kramers–Kronig analysis) and, thus, all the linear
optical properties. From the theoretical point of
view, the imaginary part e2(o) can be calculated
summing over all possible transitions between filled
(valence) states and empty (conduction) states corre-
sponding to the absorption of a photon of frequency
o. As the wavelength of light is much larger than the
lattice constant, such optical transitions take place
between electronic states having the same wave vec-
tor within the first BZ (direct or ‘‘vertical’’ transi-
tions) and differing in energy by _o, thus:

e2ðoÞ ¼
1

p

X
v;c

Z
BZ

d3kjdcvj2dðEcðkÞ � EvðkÞ � _oÞ

where dcv is the transition electric dipole matrix
element between the initial and final state. It is to
be noticed that, because of the energy-conserving delta
function in the equation above, specific singulari-
ties in the frequency dependence of e2 are obtained
when rkðEcðkÞ � EvðkÞÞ ¼ 0 (critical points). Such
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structures (many of which are dictated by symmetry
alone) have been found in all elemental semiconduc-
tors, and this has allowed the identification of the
critical-point transition peaks and the verification of
the band structure.

As a classical and pioneering example, Figure 7
reports the optical excitation spectrum of Ge, meas-
ured as explained above, and computed from the
equation above on the basis of an empirical pseudo-
potential band structure calculation. It is emphasized
that not only have the critical points been identified,
but also the full band structure has been put to test
by the described analysis of the optical properties.
A better resolution of the critical point behavior can
be obtained by employing various kinds of modula-
tion spectroscopy (e.g., piezoreflectance, electrore-
flectance) that amounts to measuring the first (or
higher) derivatives of the dielectric function. As a fur-
ther example, one considers a recent calculation of the
optical absorption of Si shown in Figure 8 in com-
parison with experimental data. The time-dependent
density-functional theory includes electron–hole cor-
relations (i.e., excitonic effects) which are crucial to
reproduce the conspicuous peak at about 3.4 eV as-
sociated with interband transitions near the L point.

The direct optical transitions discussed so far are
usually dominant when allowed by energy cons-
ervation. It is however possible, through the absorp-
tion or emission of a phonon, to have indirect
transitions in which the wave vector of the initial and
final electronic states are different. These transitions
are much weaker, but in the case of indirect gap
semiconductors such as Si and Ge having the top
of the valence band and the bottom of the conduc-
tion band at different points in the BZ, they give
rise to absorption at energies below the onset of the
much stronger direct transitions. The corresponding
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(temperature-dependent) characteristic features have
also been observed and compared with theory
providing additional evidence for the band structure
determination.

Photoelectron spectroscopy has also proved to be a
very useful experimental technique to measure the
electronic structure of semiconductors. The photo-
emission process takes place through the following
steps: first, upon absorption of an incoming photon,
an electron is excited from a filled band to a higher
empty band; then, the excited electron travels to-
wards the surface and, finally, if energetic enough, it
escapes into the vacuum to be detected. Thus, low-
energy conduction states below the vacuum level are
not involved in photoemission processes as they can
be neither initial states (empty in the ground state)
nor final states (unable to escape from the solid once
excited). These levels can be investigated by inverse

photoemission which is, in a sense, the time-reversed
process of photoemission: an incoming electron falls
in an electronic level available in the solid, emitting a
photon which is then detected. In photoelectron
spectroscopy, the energy, wave vector, and polariza-
tion (spin) of the photon (electron) can be selectively
chosen or averaged over. The main advantage of
photoemission and inverse photoemission with re-
spect to optical spectroscopy is the capability of
providing absolute energy levels rather than energy
differences between levels. Besides a lower resolution
and (especially for inverse photoemission) lower sta-
tistics, the main disadvantage for the study of bulk
properties is that photoelectron spectroscopy is much
more surface sensitive because of the short escape or
penetration depths of electrons (B10 Å).

The detailed analysis of angle-resolved (inverse)
photoemission data allows one to obtain the com-
plete band structure of a semiconductor. In Figures 9
and 10, the energy bands of Si and Ge obtained by
first-principle quasiparticle calculations are com-
pared with photoemission and inverse photoemis-
sion data showing very good agreement.

In conclusion, all the main features of the band
structures of elemental semiconductors are firmly es-
tablished both from the theoretical and the experi-
mental point of view. These results represent one of
the most important achievements in solid state phys-
ics and provide a framework within which virtually
all material properties can be understood.

See also: Electrons and Holes; Semiconductor Com-
pounds and Alloys, Electronic States of; Semiconductor
Optics.
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Introduction

In condensed matter physics, it would be difficult to
understand the fate of energy injected into a solid or
a quantum liquid without invoking the notion of el-
ementary excitation. An elementary excitation is an
entity with a well-defined identity, interacting weakly
with others of its kind, which is to a good approx-
imation responsible for the dynamic evolution in the
system when it is not driven too far from equilibri-
um. Quasiparticles are more often than not highly
collective entities which have little, if anything, to do
with the microscopic constituents of the system such
as electrons or ions. Examples are the Landau qua-
siparticles in metals (electrons accompanied by an
electronic screening cloud), the polarons (electrons
dressed up with a phonon cloud), as well as topo-
logical excitations such as solitons, domain walls,
and vortices involving a reshuffling of an infinity of
microscopic degrees of freedom. In systems charac-
terized by a degree of translational symmetry, ele-
mentary excitations are delocalized. However, when
the symmetry is also broken by, for example, lattice
defects, localized excitations are still considered es-
sential to arrive at a proper theoretical description of
the solid state.

While elementary excitations are nowadays central
to the understanding of the physics of ‘‘hard’’ matter,
the idea barely plays a role in the current descriptions
of the biological solid state, in particular, the enzymes
built up from soft condensed matter at the mesoscopic
scale. While it lacks the regularity of crystalline mat-
ter, biological matter is quite orderly and it can be
regarded as more similar to a solid than to a simple
fluid, lacking structure. This problem is either ap-
proached in the language of chemistry with its em-
phasis on the microscopic scale (e.g., electrons
covalently binding atoms) or from the perspective of
molecular biology: protein function and the mecha-
nisms of protein operation are linked to protein struc-
ture and the DNA sequence of a protein, according to
the central dogma of molecular biology. Although still
limited in scope, biophysicists have made some
progress over the years in changing this situation
and it appears that at least in some circumstances, the
concept of elementary excitation is quite useful.

Since a biological system serves a purpose in the
biological hierarchy, the energy entering the system is
used in a coherent and orderly fashion through a
time sequence of highly nonlinear self-organization
events. For instance, enzymes involved in transport,
energy transduction, or signal transduction processes
operate unidirectionally, like molecular machines.
Such devices rely on highly nonlinear self-organizat-
ion mechanisms, a chain of elementary processes to
channel thermal or external energy from one sub-
process into the next. The resulting energetic path-
way fulfills both the requirements set by the
evolutionary constraints that apply to the system
and the universal physical principle that physical
changes and processes tend to take the easiest or least
action path. This is possible since a protein is a
biological construct; its folding is downward causal,
and is controlled by the cellular hierarchy. Every
protein is a small architecture, a compartment that is
metastable. In this compartment, the energy path-
ways are part of the design properties.

Biology builds upon ‘‘stochastic machines’’ that are
robust against noise. As illustrated with various ex-
amples, experimental evidence emerges that the no-
tion of an elementary excitation is quite helpful in
understanding the workings of these biological ma-
chines. This ‘‘mechanics’’ typically involves metasta-
ble states of the protein, with a well-defined identity,
involving cooperative change of the equilibrium
structure of the protein on a larger scale. As in the
solid, this excitation is largely responsible for the
dynamical evolution of the system when it is per-
turbed away from equilibrium. A difference with
conventional solids is that the lack of symmetry
renders these excitations to be quite a bit more
diverse, ‘‘complex.’’ Due to this complexity, mathe-
matical theory is of much less use than in convent-
ional condensed matter physics, while the standard
methods of experimental physics are not quite suited
to probe the time and length scales of relevance to
protein dynamics. It is a blessing in disguise,
however, that this complexity makes possible that
these biological systems can resemble the machinery
of the human world. The various examples discussed
below might further illustrate the case. The discus-
sion starts with the short-time dynamics in various
photoactive systems where the analogies with con-
densed matter systems are quite obvious. The focus is
then on the dynamics on larger lengths and time-
scales (ion channels, motor proteins, substrate chan-
neling), where the situation is much less clear
because of the aforementioned difficulties.
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Light-Induced Electron Transfer in
Photosynthetic Reaction Centers

In photosynthesis, the reaction center (RC) uses the
sunlight to pump electrons to generate chemicals
with a high redox potential. The O2 synthesized by
plants and trees drives the respiratory chain of many
of the known life forms, and, therefore, the photo-
synthetic electron pumping complex reaction chain is
among the most important chemical reactions for life
on earth. The initial photochemical process in green
plants occurs in RC protein complexes bound to the
photosynthetic membrane of chloroplasts. Two RCs
are working sequentially: photosystem II has a strong
oxidation power, which allows the oxidation of wa-
ter, and photosystem I has a strong reductive power.

In all types of RCs, light is absorbed by a (bacte-
rio)chlorophyll aggregate, known as the primary elec-
tron donor P. In the RC of purple bacteria (Figure 1), P
is a bacteriochlorophyll dimer, called the ‘‘special pair.’’
In the photochemically excited state of the dimer, an
electron (polaron) is emitted into one branch of co-
factors (Figure 2). This functional asymmetry in the
energy channel appears to be related to different me-
soscopic Coulomb force fields in both branches. In
RCs of purple bacteria, the primary electron acceptor
is a bacteriopheophytin H cofactor. While the light-
induced electron transfer from P to H occurs in 3ps,
the back-reaction to P in its electronic ground state
occurs at the millisecond timescale. Originally, the
slow-down has been explained by the high Gibbs
energy, shifting the back-reaction into the inverted
Marcus region. There are, however, several experi-
mental observations, contrasting the view of a static
cofactor arrangement, on which the Marcus concept is
based. A change of mesoscopic dielectric properties as

a consequence of the change of charge-state has been
observed on bacterial RCs by optical spectroscopy and
by photovoltage measurements and is described by
theoretical methods. The temperature dependence of
the electron transfer kinetics and photoacoustically
detected volume contraction provide evidence for
small structural (conformational) changes in the pro-
tein when the charge-separated state is established.
Upon long illumination, radical-pairs with lifetimes of
several minutes have been reported. The elementary
excitation is here represented by the highly cooperative
changes in the protein in response to the transfer of an
electron, which leads to well-defined nonequilibrium
states that are important for the function. A me-
soscopic nonlinear dielectric screening phenomenon to
stabilize the energy channel would help to prevent the
back-reaction, and this is of interest for the construc-
tion of artificial RCs. In this sense, the operational
mechanism of RCs could be described in terms of an
electron pump. The piston P, shuttling between differ-
ent electronic states is distinguished by its affinity to
electrons. The valve avoiding electron back-transfer
corresponds with the nonlinear dielectric response.
Interestingly, a similar terminology was introduced in
condensed matter physics by David Thouless already
in 1983 for charge pumping and is now common in
the field of solid-state photovoltaics.

Excitons in Photosynthetic Antenna
Complexes

In photosynthesis, light energy is used to drive chem-
ical processes. Under average conditions, the photon

LH-I

RC

LH-II
LH-II

LH-II

Figure 1 The photosynthetic apparatus of purple bacteria.

Reproduced with permission from Hu X, Damjanovic A, Ritz T,

and Schulten K (1998) Architecture and function of the light

harvesting apparatus of purple bacteria. Proceedings of the

National Academy of Sciences, USA, 95: 5935–5941, & 2005

National Academy of Sciences.

Figure 2 Charge separation in a photosynthetic reaction

center. (Source: Leiden Institute of Chemistry, Leiden, NL.)
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flux is limiting for photosynthesis. To improve the
performance, all photosynthetic systems embed RCs
in energy concentrators: arrays of light-harvesting
antenna complexes that increase the photosynthetic
efficiency. In most bacteria, the ratio is B40 anten-
nae to one RC; in plants, however, ratios of several
hundreds antenna per RC are common. The structure
of antenna complexes varies widely. The membrane-
integrated antenna LH1 and LH2 of purple bacteria
have ring-shaped structures (Figure 1). In LH2, 18
BChl a molecules (B850) are sandwiched between
two polypeptides and form a continuous overlapping
ring-shaped superstructure. Another ring of BChl a
(B800) is positioned between the subunits of the
outer cylinder with the bacteriochlorin rings perpen-
dicular to the transmembrane helix axis. The entire
LH2 complex has a ninefold rotational symmetry.
Chlorosome antennae of green bacteria obtain a size
of several micrometers and are bound to the surface
of the photosynthetic membrane where they have
contact with several dozens of RCs. The interior of
chlorosomes is formed by self-aggregation of bacte-
riochlorophyll molecules, a process which can also
be observed in an apolar solvent.

The elementary excitations in photosynthetic an-
tenna systems are excitons. Despite differences in their
structures, all antenna share similar functional prop-
erties: absorption of light over a broad spectral range,
storage of this excitation in the form of an exciton,
and excitation transfer into the RC. There is currently
a discussion about the exact description of the exciton
in LH2, whether it is localized on a single B850
cofactor and hopping around the superstructure, or
delocalized over several B850 cofactors. Excitations
in chlorosome-type aggregates have been shown to be
delocalized over at least 10–15 BChl molecules and
can migrate through the superstructure.

Double Bond Isomerization in Rhodopsin

The next example of an elementary excitation pre-
sented here is the polaronic-type structure that drives
the isomerization process in the rhodopsin photo-
receptor of vision, located in the disk membranes of
the rod outer segment of the retina of higher organ-
isms. Rhodopsin has a retinal chromophore in an
11-cis configuration that is bound to the protein by a
covalent Schiff base bond to the nitrogen of a lysine
residue L-296 (upper panel in Figure 3). The nitrogen
is protonated and stabilized by a negative counter-
ion. The proton positive charge is delocalized into
the polyene chain of the retinal. The charge in the
electronic ground state can be observed with NMR.
This is illustrated in the lower panel of Figure 3. The
color-coded spheres over the carbons represent an

NMR ‘‘snapshot’’ of the chemical shifts relative to a
neutral polyene. These shifts translate into charge,
from excess negative charge (blue) to strong positive
charge (red). The alternating charge pattern over
several bonds in Figure 3 corresponds with a trapped
positively charged polaron at the odd-numbered lat-
tice sites with a half-width of several bonds. This
example shows how the self-organization by nature
produces biological constructs that are physically in
a metastable state, far out of equilibrium. The rho-
dopsin can adapt to environmental constraints. For
instance, the electronic structure of the extended
p-system and the polaron can be tuned by the prop-
erties of the protein pocket by variation of Coulomb
fields, which cause stabilization or destabilization of
the different electronic states (Opsin shift). In this
way, variations in the protein can affect the HOMO–
LUMO gap and the action spectrum of vision.

Upon excitation with light, the 11-cis double bond
isomerizes to trans within 200 fs and this chemical
reaction triggers the visual signal transduction cas-
cade. The precise energy channel is difficult to assess
experimentally, but ab initio molecular dynamics
suggests that a light-induced flip of the cis-hydrogen
bound to C-12 to the corresponding trans-position
relative to C-11 yields a strained trans-chromophore
in the 11-cis binding pocket. Upon excitation with
light, the positive polaronic charge in Figure 3 is
transferred to the left side of the polyene, at the even
lattice sites. This initiates the motion of the charge
along the polyene backbone in the excited state,
where it is attracted by the negative counterion
charge at the Schiff base end. Since the electronic
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charge is present in the form of a polaron, it increases
its effective mass by two orders of magnitude, by
autodressing with phonons on a very short timescale,
B20 fs. Hence, the electronic charge is a very heavy
particle on the 200 fs timescale of the isomerization.
This leads to a classically coherent channel in the
excited state that keeps the energy focused. The po-
tential energy stored in the excitation is partly trans-
ferred into kinetic energy of the atoms and for
another part into molecular strain by the isomerizat-
ion. The polaron carries a node in the electronic
wave function into the isomerization region that is
eliminated in a quantum nuclear tunneling event, and
leads to a spring-loaded molecule that activates the
receptor protein in a series of first-order dark reac-
tions: the visual cascade. Every subsequent step in
this cascade takes more time, from picoseconds to
nanoseconds, microseconds, milliseconds, and sec-
onds. At every intermediate, the system partially re-
laxes and prepares itself for the next step, on a longer
time and length scale. Hence, a least action path is
effectuated by a compartmentalization in space and
time, where every self-organizing process in a chain
of events helps to stabilize the energy in the corre-
sponding subsystem.

Proton Transport in Bacteriorhodopsin

Another retinal protein, bacteriorhodopsin, is a light-
driven proton pump found in halophilic archaebac-
teria. During the photocycle, a proton is pumped
through this protein. The difference in pH and elec-
tric potential associated with the proton gradient is
used for the synthesis of the cellular ‘‘fuel’’ adenosine
triphosphate (ATP). Similar to the rhodopsin, the
retinal Schiff base in bacteriorhodopsin is protonated
and stabilized by a complex counterion that is part of
the proton conduction pathway. A schematic repre-
sentation of the proton pathway is presented in
Figure 4. A complex counterion in a biological solid
is an ice-like structure and can support elementary
excitations in the form of ionic defects and Bjerrum
defects that participate in a Grotthus proton transfer
mechanism. The figure shows the proton background

potential for the idealized case of a one-dimensional
channel of hydrogen-bonded atoms. The potential
energy is highest at the position of the heavy atoms,
and the two minima between each pair of atoms are
separated by a barrier u and correspond with sym-
metric hydrogen bonds. An excess proton in the
chain forms an ionic defect extending over dB3 at-
oms. Such defects are thermodynamically stable if
the proton chemical potential in the protein mp ex-
ceeds the defect creation energy mc. To first order, the
mcBj=d þ u� d, that is, the energy cost associated
with improper charge balance between adjacent at-
oms due to the Coulombic interactions between the
protons (measured by j), and the energy cost from the
energy barriers u between the minima in each hy-
drogen bond. Stability requires that @mc=@d ¼ 0 and
mcB2Oj� u with dBOj=u. This illustrates how a
simple self-organization process can give rise to an
elementary excitation in a protein water channel. It
has been experimentally verified that such excitations
can migrate. The H-bonding network, required for
such Grotthus/Bjerrum proton transfer mechanism,
has been found by X-ray structure analysis in many
cases, for instance in bacteriorhodopsin and in pho-
tosynthetic RC electron-pumping proteins. In cyto-
chrome c-oxidase, it was proposed that a H-bonded
unit may operate as a temporary storage device for
multiple elementary excitations, to accumulate en-
ergy for its electron pump mechanism. Mechanistic
details about structural changes of the protein during
the proton pumping in the bacteriorhodopsin protein
are currently under discussion.

Conformational Changes during
Molecular Transport

The broad definition of an elementary excitation as a
well-defined entity that is responsible for the dynamic
evolution of a system encompasses a wide variety of
biological machines that operate with mechanical
changes. In this context, the elementary excitations
are the few unique conformations of the protein that
it cycles through during its function. For instance, ion
channels are membrane-spanning proteins forming a

+

d

u

�c ≤ �p

Figure 4 A one-dimensional proton wire.
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pathway for the flow of inorganic ions across cell
membranes. Like enzymes, ion channels have their
specific substrates as potassium, sodium, calcium,
and chlorine ions. Potassium channels exhibit a re-
markable ability to discriminate between potassium
and sodium by a factor of B10000, even though
these ions are similar in size. Without such selectivity,
electrical signal production, which is related to many
fundamental biological processes as electrical signal-
ing in the nervous system, would be impossible. The
flow of ions occurs down their electrochemical gra-
dient. Although the high selectivity suggests strong
energetic interaction between ion and protein, the
transport rate approaches the diffusion limit. The
flow of ions can be gated by external triggers as
ligand binding or membrane polarization. Potassium
channels are tetramers of identical subunits forming a
pore in the center. Selectivity and gating are the main
features of this molecular machine. Cation selectivity
is an intrinsic property of the pore architecture
originating from a special arrangement of cation-
attractive a-helices. This specific sequence of amino
acids forming the selectivity filter is conserved in all
potassium channels. In potassium channels opening in
response to intracellular calcium, the receptor binding
leads to structural changes opening the gating ring at
the intracellular membrane surface. Voltage-depend-
ent potassium channels are switched by ‘‘voltage-sen-
sor paddles’’ on the outer perimeter of the channel
surface. These paddles positioned inside the mem-
brane contain positively charged arginine residues.
The angle of the paddles relative to the axis of the
pore changes with the polarization of the membrane.
This movement controls the gate of the pore.

Molecular motors or ‘‘mechanochemical proteins’’
convert chemical energy, usually in the form of ATP,
or the potential energy of an ion gradient into me-
chanical forces and motion. The motion can be trans-
lational or rotational. Molecular motor proteins that
carry cargo directly along a cytoskeletal track are
myosins (along actin) and kinesins and dyneins (along
microtubules). Rotary motors are bacterial flagelar
motors and F1F0 ATP synthase (Figure 5). The mo-
lecular structures of these motors show a large variat-
ion. In the past, it was generally assumed that motor
proteins generate forces by rectifying thermal fluctu-
ations. According to such fluctuation ratchets models,
motion is not produced directly by the chemical re-
action or diffusive process. Feynman had shown that
Brownian ratchets cannot produce a net-transport at
equilibrium conditions but require a gradient. Under
nonequilibrium conditions, transport can occur due
to fluctuations correlated to the surroundings. Driv-
ing by such colored noise is called stochastic reso-
nance. This means, that random walk moves the

motor, and a linked chemical or diffusional process
biases the walk such that forward steps become more
likely than back steps. However, recent experiments
have shown that motor proteins ‘‘walk’’ over a
biological rail by a series of conformational changes.
Dyneins, for example, are ATP-driven microtubule
motors assembled from three parts: stalk, head, and
stem. The stalk is linked to the track, and the stalk
and stem are connected to the head similar as the two
hands of a clock. During the chemomechanical cycle,
the positions of the hand change. Here, the elemen-
tary excitation is the coherent dynamics in the form
of a stepping motion involving conformational
changes when it burns ATP.

Finally, direct transfer of metabolites from one
protein to another or from one active site to another
in the same protein is called substrate channeling.
Such direct link decreases transport time of met-
abolites, prevents loss by diffusion, protects reactive
intermediates from solvent interaction, and avoids
interference with competing metabolic pathways.
The longest channeling pathway discussed currently
is that connecting the three active sites of carbamoyl
phosphate synthase (CBS) separated by a linear dis-
tance ofB100 Å. One of the best-studied examples is
the intramolecular hydrophobic tunnel in tryptophan
synthase connecting two active sites of B25 Å dis-
tance. As a channeling mechanism, tunneling by
Brownian dynamics as well as electrostatic attraction
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of the metabolite are considered. Although confor-
mational changes are not included in the traditional
definition of elementary excitations in condensed
matter physics, they do generally fit into the broader
definition. It is a challenge for condensed matter bi-
ophysicists to deal with these elementary excitations
experimentally, and to understand the dynamic
evolution theoretically. One can only speculate at
present how far this can go, from the molecular level
upwards, to the cellular level, and beyond.

See also: Bioelectronics; Biomolecules, Scanning Probe
Microscopy of.

PACS: 87.15.–v; 87.64; 5.45.Yv; 87.14.Ee; 87.16.Nn
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Introduction

Environmental science almost invariably proposes
problems of extreme complexity, typically character-
ized by strongly nonlinear evolution dynamics. The
systems under investigation have many degrees of
freedom – which makes them complicated – and
feature nonlinear interactions of several different
components taking place on a vast range of time–
space scales – which makes them complex. Such sys-
tems evolve under the action of macroscopic driving
(typically the solar heating) and modulating (e.g., the
Earth’s rotation and gravitation) agents. The most
comprehensive example is the entire climatic system.

In its most rigorous definition, the climatic system is
constituted by four intimately interconnected sub-
systems: atmosphere, hydrosphere, cryosphere, and
biosphere (Figure 1), and is powered by the elect-
romagnetic radiation emitted by the Sun (Figure 2).
These subsystems are by themselves complicated and
complex and interact nonlinearly with each other on
various time–space scales.

Moreover, environmental sciences are not usually
provided with real laboratories where theories can be
tested against experiments, since phenomena often
take place only once and cannot be reproduced. The-
ories can often be tested only against observational
data from the past, which may feature problems of
various degrees of criticality, essentially because of the
physical extension of the systems under analysis. In
many cases, the available observations feature a re-
latively low degree of reciprocal synchronic coherence
and individually present problems of diachronic
coherence, due to changes in the strategies of data
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gathering with time. The presence of strong variability
of both the outputs of theoretical models and of the
real systems contributes to blur the line between a
failed and a passed test, in terms of model reliability.

It is important to emphasize that the theoreti-
cal models unavoidably suffer from two distinct
kinds of uncertainties. The uncertainties in the initial
conditions of the systems, termed ‘‘uncertainties of

the first kind,’’ are problematic because of the effects
of chaos. These uncertainties may be partially dealt
with using well-suited Monte Carlo approaches on
the initial conditions.

The ‘‘uncertainties of the second kind’’ are struc-
tural uncertainties, due to the simplifications adopted
in the models for the description of the processes and
of the feedbacks characterizing the system under

Changes in the atmosphere: 
composition, circulation

Changes in the 
hydrological cycle

Atmosphere

Biosphere

Land surface

Cryosphere:
sea ice, ice sheets, glaciers

Clouds

Hydrosphere:
rivers & lakes

Hydrosphere:
ocean

Ice–ocean coupling

N2, O2, Ar,
H2O, CO2, CH4, N2O, O3, etc.,
Aerosols

Terrestrial
radiation

Volcanic activity

Atmosphere−biosphere
interaction

Ice sheet

Soil−biosphere
interaction

Land–
atmosphere
interaction

Precipitation
evaporation

Atmosphere–ice
interaction

Heat 
exchange

Wind
stress

Sea ice

Human influences

Glacier

Changes in
solar inputs

Figure 1 Components of the climatic system; the main interactions are also indicated. (Reproduced with permission from IPCC (2001)

Climate Change 2001: The Scientific Basis, Contribution of Working Group I to the 3rd Assessment Report of the IPCC. Cambridge:

Cambridge University Press.)

107

77

342

67

24

Absorbed by
atmosphere

Emitted by
atmosphere 165 30

40
Atmospheric
window

Greenhouse
gases

324
Back

radiation

324
Absorbed by surface

390
Surface
radiation

350

78
Evapo-
transpiration

24
Thermals

168
Absorbed by surface

235

Reflected by
surface

30

Reflected solar
radiation
107 W m−2

Reflected by clouds,
aerosol and
atmosphere

77

Incoming
solar

radiation
342 W m−2

Outgoing
longwave
radiation

235 W m−2

40

Latent
78 heat

Figure 2 Energy fluxes (in units of W m–2) through the atmosphere. (Reproduced with permission from IPCC (2001) Climate Change

2001: The Scientific Basis, Contribution of Working Group I to the 3rd Assessment Report of the IPCC. Cambridge: Cambridge

University Press.)

Environmental Science, Physical Principles and Applications 147



investigation. These latter uncertainties seem to be
somehow more fundamental – the dynamic frame-
work is uncertain – and harder to deal with.

Therefore, it is conceptually incorrect to expect
that the essentially phenomenological theories which
have been developed for the environmental sciences
could provide answers having comparable precision
and similar structure to those provided by theories
relevant for the study of systems having lower degree
of complexity.

In view of the above difficulties, it is not surprising
that the historical development of ‘‘environmental
science’’ took place essentially along two different
main paths: on the one side the descriptive, basically
qualitative, approach of naturalistic tradition, and on
the other the, quantitative formulation of physical–
mathematical tradition. Linneo’s classification of
living beings and Laplace tidal equations are classi-
cal examples. The synthesis between the two ap-
proaches took place in the nineteenth and twentieth
centuries mostly through applications of fluid dy-
namics and/or thermodynamics to specific systems.
However, a certain separation (sometimes even con-
tradiction) between the two approaches occasionally
still emerges today. Meteorological maps, interpreted
on the basis of the analogies of the so-called ‘‘synop-
tic’’ meteorology, are examples of the modern evolut-
ion in the descriptive tradition, while numerical
weather forecasting exemplifies the quantitative one.

The description of the macroscopic dynamics of
environmental systems is based on the systematic use
of dominant ‘‘balances’’ derived on a phenomenolo-
gical basis in order to specialize the dynamical equa-
tions. Such balances are suitable classes of
approximate solutions of the evolution equations
which represent a reasonably good approximation to
the actual observed fields when sufficiently large
spatial or temporal averages are considered. Actually,
different balances have to be considered depending
on the time and space scales that are being focused
on. Such an approach reflects the fundamentally
heuristic-inductive nature of the scientific research in
environmental sciences, where the traditional reduc-
tionistic scientific attitude is not always effective. In
order to exemplify this procedure, the very relevant
case of the motion of the fluids that permit the ex-
istence of life on Earth, air and water: the so-called
geophysical fluids is considered.

Geophysical Fluids and
Phenomenological Balances

Geophysical fluid systems are very complex in mi-
crophysical structure and composition and evolve

under the action of macroscopic driving (solar hea-
ting) and modulating (Earth’s rotation and gravitat-
ion) agents. The complexity essentially depends on
the presence of nonlinear interactions and feedbacks
between the various parts of the system, which cou-
ple very different time and space scales. In many
cases, the dynamics of such systems is chaotic (the
self-correlation of the fields vanishes within a finite
time domain) and is characterized by a large natural
variability on different timescales.

The dynamics of a geophysical fluid for an
observer in a uniformly rotating frame of reference
is described by the Navier–Stokes equation:

r
du

dt
þ 2rO� u ¼ �=p� rrFþ F ½1�

where r is the density of the fluid, u ¼ ðu; v;wÞ is the
velocity vector, O is the Earth’s rotation vector, p is
the pressure, F is the geopotential (essentially coin-
cident with the gravitational potential), F is the fric-
tional force per unit mass, and the total derivative is
expressed as

d

dt
� @

@t
þ u � = ½2�

thus including the nonlinear advection term.
Through the use of suitable approximations, the

equations of motion can be focused upon the desired
components of the flow. The filtering process is the
introduction of a set of mathematical approxima-
tions into the Navier–Stokes equation having the
scope of filtering out (excluding) solutions corre-
sponding to the physical processes that are heuris-
tically assumed to contribute only negligibly to the
dynamics of the system at the time and space scale
under examination. The magnitudes of various terms
in the governing equations for a particular type of
motion are estimated using the so-called scale anal-
ysis technique.

Hydrostatic Balance

As a relevant example of these procedures, the ‘‘hy-
drostatic approximation’’ is considered here. In a lo-
cal Cartesian coordinate system where z is
perpendicular to the surface, an obvious fixed point
(stationary solution) of the Navier–Stokes equation
can be derived from the time-independent classical
‘‘hydrostatic equilibrium’’ equations:

u ¼ ð0; 0; 0Þ

� rhg�
@ph
@z

¼ 0
½3�

where the functions rhðx; y; z; tÞ and phðx; y; z; tÞ sat-
isfying the above balance (the subscript h stands for
‘‘hydrostatic’’) depend only on the spatial variable z.
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Three points related to the above-described balance
are worth mentioning explicitly:

1. the fluid velocity is assumed negligible everywhere
in the system;

2. the condition of hydrostatic equilibrium does not
determine univocally the thermodynamic fields
rh(z) and ph(z) but only their relationship; other
information are requested in order to determine
univocally the profiles of density, pressure, and
temperature; and

3. the balance is observable (and practically useful!)
only if it is stable.

Now, the interesting point is that quite different
geophysical flows (atmosphere, ocean, surface, and

ground water) can be represented as being in near
hydrostatic equilibrium when suitable spatial and
temporal averaging process is considered (Figure 3).

In general terms, hydrostatic equilibrium is real-
ized when the portions of a fluid with lower specific
entropy are positioned below those with higher spe-
cific entropy, where directions are defined by the lo-
cal gravity force vector. When this condition is
broken because of an external forcing, the stratifica-
tion is not stable and the fluid rearranges so that
hydrostatic condition is re-established. Therefore,
violations of hydrostatic equilibrium exist only on
short time and space scales and often are not easily
observable. Typical models are formulated in such a
way that local nonhydrostatic conditions are quickly
eliminated and the equilibrium condition that is
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recovered is parametrized in terms of variables ex-
plicitly represented on the numerical grids. In a later
section, the general scope of the parametrization
procedures is briefly described.

As a matter of fact, nonhydrostatic models are
nowadays available and are currently used. However,
for any practical purpose, sufficiently detailed initial
and boundary conditions are not available and the
above-expressed methodological problems reappear
in connection with their definition.

Geostrophic Balance

Another instructive example is that of time-independ-
ent purely horizontal balanced flows where the hor-
izontal components of the pressure gradient force and
the Coriolis force cancel out in the Navier–Stokes
equation. Such flows are termed geostrophic, which,
etymologically, means Earth-turning. The structure
parameter determining qualitatively the goodness of
such approximation is the Rossby number Ro¼U/
f0L, where U is a characteristic horizontal velocity of
the fluid, L is a characteristic horizontal extension of
the fluid, and f0 is twice the value of the projection
of Earth angular velocity vector on the plane tangent
to the surface of the Earth at the considered latitude.
This approximation holds for relatively large-scale
extratropical flows in the regions where friction is not
important – that is, away from the boundaries of the
fluid. Geostrophic equations are obtained as a zeroth-
order Ro expansion of the Navier–Stokes equation.
The fluid motion is introduced by considering small
perturbations breaking the translation symmetry of
the baseline purely hydrostatic density and pressure
fields. This is achieved by assuming that the actual
density and pressure fields are given by rðx; y; zÞ ¼
rgðx; y; zÞ þ rhðzÞ and pðx; y; zÞ ¼ pgðx; y; zÞ þ phðzÞ,
respectively. Geostrophic equations thus result to be
the following:

rhuf0 ¼ �@pg
@y

rhvf0 ¼ �@pg
@y

grg ¼ �@pg
@z

½4�

Geostrophic and hydrostatic balance constrain at-
mospheric motions so that the fluid flows are unique-
ly determined by the pressure field, since the currents
are parallel (rather than perpendicular as in nonro-
tating fluids) to the isobars at a given geopotential
height (Figure 4). The time-independent nature of
these equations implies that the nongeostrophic
terms, although relatively small, are important for
the time evolution of the flow.

A system or flow that evolves slowly in time com-
pared to 1/f0 can be described using the so-called
‘‘quasi-geostrophic’’ theory. This is a perturbative the-
ory obtained as a first-order Ro filtering of the
Navier–Stokes equation and analyzes departures from
geostrophic balance. The quasi-geostrophic approxi-
mation is used in the analysis of extratropical systems,
in which currents can be closely approximated by
their geostrophic values. The use of the quasi-geo-
strophic approximation effectively filters out solutions
corresponding to high-speed atmospheric gravity
waves. This approximation is not accurate in situa-
tions in which non-geostrophic currents play an
important advective role, for example, around the
frontal discontinuities. Although modern computers
allow a fully nongeostrophic description of most geo-
physical fluids, quasi-geostrophic approximation re-
mains a fundamental tool of theoretical research and
is used for practical applications in everyday life:
every time we read an atmospheric isobaric map in
terms of wind flowing along the isobars we are, in
fact, using the notion of geostrophic balance.

Applications of Geophysical Fluid
Dynamics: Weather and Climate

Given the nature and the impact on human society of
their research, environmental scientists have had ac-
cess to powerful computers since the early days of
numerical computing. Actually, in the late 1940s, the
first large-scale application of automatic computing
consisted in the first numerical weather forecast,
based on greatly simplified equations, which was
proposed by Von Neumann and mainly devised by
Charney. Since the late 1950s, the US technical
services have been using computer-assisted numerical
integration of relatively accurate equations de-
scriptive of the physics of the atmosphere to rou-
tinely produce publicly available weather forecasts.
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Numerical models of geophysical fluids are usually
divided into limited area and global models, the fun-
damental difference being that the former require
lateral boundary conditions (at the boundaries of the
integration domain) that have to be continuously
provided by either observations or, more typically,
larger-scale models, while the latter essentially per-
form quasi-autonomous integrations – obviously,
still there is external forcing. In geophysical fluids
model, the three-dimensional fields are discretized on
a lattice, and the temporal evolution is discretized
through the adoption of a time-step. The adoption of
a finite spatial and temporal resolution implies that
the physical processes occurring on a space and/or
timescale smaller than the actual resolution of the
model can be taken care of only with approximate
parametrizations relating such processes to coarser
grain information. The parametrization of the so-
called subgrid processes is usually heuristic and
devised ad hoc by statistical interpretation of
observed or model-generated data.

Numerical modeling options strongly rely on the
available computer power, so that the continuous
improvements in both software and hardware have
permitted a large increase in the performances of the
models and at the same time an impressive widening
of their horizons. On one side, the adoption of finer
and finer resolutions has allowed a more detailed de-
scription of the large-scale features of the dynamics,
and, more critically, a more direct physical descrip-
tion of a larger set of processes, thus limiting the need
for parametrization procedures, which, where need-
ed, have become more accurate. On the other side, it
has been possible to implement and then refine the
coupling between models pertaining to different sys-
tems having a common boundary, such as the atmos-
phere and the ocean. The main purpose of such
procedure is to study in detail the time–space scales of
the interactions between the different systems and
reframe such interactions in the more intrinsic terms
of internal feedbacks of the compounded system.

Today, computer simulations probably constitute
the best laboratory instruments for environmental
scientists, since on one side permit the testing of the-
ories, at least in the previously exposed weak sense,
and on the other side provide stimulations for formu-
lating new hypotheses. It is notable that the present
most powerful computer has been engineered in or-
der to simulate geophysical fluid dynamics with the
particular scope of providing the most detailed sim-
ulation of the present and past climate.

When considering complex systems like those
investigated by the environmental sciences, there is a
clear distinction between providing efficient descrip-
tions of the local and of the global properties in the

phase space of the system. The local properties of the
phase space are addressed by considering dynamic
equations able to represent the short-time determin-
istic evolution of the system. The study of the global
properties of the phase space entails considering dy-
namic equations whose goal is to represent the statis-
tical properties of the system. The efficient description
of such properties requires very long integrations of
the equations. In order to clarify these very distinct –
albeit intersecting – perspectives, the problems of
weather forecast and of climate simulation are spe-
cifically discussed.

Weather Forecast

The task of weather forecast is to provide the best
description of the short-time evolution of the relevant
fields descriptive of the state of the atmosphere –
wind, temperature, pressure, humidity, and pre-
cipitation – as represented on a 3D lattice. Weather
forecast is addressed to describing and predicting the
instantaneous values of the main atmospheric vari-
ables. Weather forecast models use in the equations
quite a number of ad hoc assumptions and par-
ametrizations that have empirically proved their re-
liability for that purpose. Since the aim of these
models is to be as precise as possible in the local
sense, they do not necessarily need to obey global
constraints, for example, energy conservation, which
are obviously fundamental in terms of physics, but
not necessarily relevant when a small neighborhood
of the phase space is considered.

The time range of such forecasts extends up to the
deterministic predictability horizon of the atmos-
phere, which can be estimated in B7–10 days. It is
important to emphasize that the actual spread of the
model predictions can be estimated by using Monte
Carlo techniques on the initial state of the system.
Such an approach is termed ‘‘ensemble forecasting’’
and relies on sampling the phase space of a system by
integrating forward in time a set of initial conditions.
The initial conditions are suitably selected in order to
represent the unavoidable uncertainty on the initial
state of the system (Figure 5).

Climate Simulation

The climate consists of a set of statistical properties –
in the time and/or space domains – of quantities that
describe the structure and behavior of the various
parts of the climatic system. The goal of climate
modeling is to represent such statistical properties,
thus aiming at a precise picture of the main properties
of the phase space attractor of the system (Figure 6).
In the case of past or present climate change stu-
dies, models try to assess how such statistical pro-
perties change with time. In the case of climate
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modeling, the relevant uncertainties are not related to
the initial conditions of the system but rather to the
very structure of the model. Since ab initio formula-
tions based on first principles are not possible and
since anyway the relatively coarse-grain discretization
is being used (the best available models have average
resolutions of 100 km in the horizontal and 200m in
the vertical directions), the presence of structural un-
certainties, which are equivalent to uncertainties in
the attractor’s shape, is unavoidable.

A critical point in climate modeling is that, depen-
ding on the timescale of interest and on the problem
under investigation, the relevant active degrees of
freedom, which need the most careful modelization,
change dramatically. For relatively short timescales

(1–100 years) the atmospheric degrees of freedom
are active while the other subsystems can be con-
sidered essentially frozen. For longer timescales
(100–1000 years) the ocean dominates the dynamics
of climate, while for even longer timescales (1000–
10 000 years) the ice sheet changes are the most
relevant factors of variability. Therefore, the very
structure of climate models is gauged with respect to
the purpose of the specific study and, depending on
this, the models may be formulated in totally differ-
ent ways.

Lately, a relevant strategy, which may be termed
‘‘statistical ensemble forecasting,’’ has been proposed
for dealing with the delicate issue of structural un-
certainties, especially in the context of the study of
the future projections of climate change, even if in
principle this is not its only application. The main
idea is to consider a climate model and apply Monte
Carlo techniques not only on the initial conditions,
but also on the value of some key uncertain param-
eters characterizing the climate machine. The result-
ing statistics (and change of the statistics) is
expressed as a set of probability distributions rather
than as a set of values.

Statistical Inference

Another prominent approach to the problem of
providing an efficient description of the main prop-
erties of the environmental systems consists in trying
to infer information directly from observations. Such
an approach constitutes a natural and necessary
complement to the theoretical and model-based anal-
yses, which unavoidably suffer from the above-dis-
cussed uncertainties. A classical way of gathering
information on the investigated system from the ac-
tual measurements consists in applying techniques
that fall into the wide chapter of statistical inference.
Environmental science is rich in such applications,
some of which are quite well known to a wide public.
In the last two decades, the outstanding example is
that of global warming. In statistical terms, the
problem consists in trying to detect signs of ant-
hropogenic changes (expressed in terms of trends) of
local as well as global measures of relevant climatic
variables. In particular, the average global surface
temperature is – somewhat anthropocentrically –
usually considered as the variable descriptive of such
change. The general problem is quite abundantly
documented in the reports of the International Panel
on Climate Change (IPCC).

What is the concrete appearance of surface tem-
perature time-series? The presence of variability on a
vast range of timescales, or, in other terms, of a rather
composite spectrum, implies that suitable filtering

(1)

(2)

(3)

(4)

Figure 5 Scheme of the loss of predictability for ensemble

forecasting. The initial Gaussian distribution of the ensemble (1)

is distorted (2), and then loses its Gaussian shape (3), eventually

the ensemble points populate the attractor of the system (4).
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procedures are needed in order to detect changes with
time of the signal. An example of how statistical in-
ference can be applied to characterize the climatology
of a system is discussed below.

Figure 7 shows the 1951–2000 daily maximum
temperature records for two synthetic stations repre-
sentative of northern and southern Italy. These data
have been obtained after a suitable homogenization
process of few dozens of real meteorological stations
in each of the two parts of Italy. Apart from the
signature of the seasonal cycle, the signal features an
evident noisy structure. When the higher-frequency
components are removed and the inter-annual com-
ponents only are retained, one may observe an inc-
reasing trend for both records, which is consistent
with the large-scale picture for the last 50 years.
The observed warming trend can be proved to be
statistically significant. But, instead of focusing on
the long-term changes in the value of the signal, we
are often interested in detecting changes in the prop-
erties of the seasonal cycle, defined in terms of phase
and amplitude of the (1 year)–1 component of the
spectrum. Such a problem may be approached by

providing a time-dependent estimate of the spectrum,
obtained with a ‘‘shifting window’’ Fourier analysis,
and then performing a statistical analysis of the var-
ious estimates of the locally defined (in time) seasonal
signal.

In the case of the records shown in Figure 7, the
amplitude and the phase of the signal, albeit charac-
terized by a relatively large variability, do not have
statistically significant trends. In Figure 8, the results
for the amplitude of the signal are provided: the linear
trend does not have a statistically well-defined sign
for both records. Similar situation occurs for the
phase of the signals. From these results, one can infer
that the seasonal cycle has not undergone relevant
long-term changes. Apart from the analysis of the
variability of the signals under examination, one can
infer from the average properties some basic climatic
differences between the two systems, which in this
case are defined in terms of geography only. First,
quite trivially, northern Italy is colder, since its
average temperature is notably lower (Figure 7). This
is mostly due to latitudinal effects. Second, northern
Italy has a more continental climate, since its seasonal
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cycle has larger average amplitude (Figure 8). As a
first approximation, one can interpret this property as
an effect of the smaller effectiveness of the air–sea
thermal exchanges in smoothing out the effect of the
annual changes in the intensity of the incoming solar
radiation.

Diagnostics

Another relevant area of matching between quanti-
tative and qualitative approaches to the study of
environmental systems is that of diagnostics of the

complex space–time structure of fields based on in-
dicators derived from measure theory. It is well
known that, for example, the definition of the struc-
ture of precipitation, land cover, etc., can be given in
terms of estimators of the fractal measure derived
from observations. In fact, the very concept of
‘‘fractal dimension’’ has been elaborated also in the
effort of measuring territorial systems, with the clas-
sical example given by Mandelbrot for the evaluation
of the length of the southern coast of England.

Consider standard precipitation, which is defined
as the quantity of atmospheric water reaching the
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Figure 7 Daily records (1951–2000) of maximum temperature for northern (a) and southern (b) Italy. The signature of the seasonal

cycle is evident.
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Earth’s surface in unit time. Such a quantity is the
final result of an extremely long and complex chain
of events, virtually covering all the space scales, from
molecular water to the global scale of cyclonic areas,
and the timescales from the fractions of second of
enucleation to the lifetime of weather perturbations
(days). Of course, other modulations exist at longer
timescales (like the seasonal oscillation), but these
are to be considered variation of external forcing
rather than part of the precipitation process in itself.
Therefore, any series of precipitation observations

shows structure virtually at all scales. One way of
measuring such structure is to make use of the
so-called ‘‘box counting,’’ which is very instructive
since it makes reference to a basic definition of di-
mension in terms of the statistics of occupation of the
considered parameter space. When investigating the
statistical properties of homogeneous, stationary,
and isotropic rainfall, a more appropriate definition
of structure functions can be given through the mo-
ments of the integral measures of precipitation. Con-
sider a positive random field P(x), P(x)40, defined in
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the set xA[0,L]. Without loss of generality, P(x) is
normalized to 1, that is,Z L

0

PðyÞ dy ¼ 1 ½5�

for any realization. Our primary interest is to discuss
the scaling properties of the structure function:Z xþr

x

PðyÞ dy � mxðrÞ ½6�

P(x) is said to display anomalous scaling properties if

/½mxðrÞ�qSBrxðqÞ ½7�

where x(q) is a nonlinear function of q. The scaling
exponents x(q) are also referred to as multifractal
exponents of P(x). The random field is assumed to be
ergodic, so that in the previous equation / S stands
both for x-average (x being either a space or time
coordinate) and ensemble average. It follows that

one must require also stationarity and homogeneity.
Furthermore, if the field is embedded in a space of
dimension d41, the field is also assumed to be iso-
tropic, that is, the scaling properties depend only on
the modulus of r.

In Figure 9, some statistical results for the precip-
itation in Rome are presented. It is learnt from cor-
relation (the station of Rome is quite typical in this
respect) that precipitation is characterized by a limited
(with respect to other atmospheric variables like, for
example, the surface temperature considered above)
autocorrelation. The scale of decay of correlation is of
the order of hours. A simple fractal structure would be
represented in the logarithmic diagram of moments by
a straight line. Apart from modulations due to sa-
mpling, it is seen that the higher moments show ex-
ponent dependence on scale and, therefore, indicate a
multifractal distribution. The meaning of the inflec-
tion B28min (B4h) is that organized dynamical
processes (like the formation of rain bands) are op-
erating at larger timescales, while the incoherent, mi-
crometeorological processes dominate at smaller
scales. This kind of analysis can be performed also
in space (although this requires an extensive observat-
ional coverage that is rarely available) and produces
similar results. Other statistical approaches are pos-
sible, in particular for what concerns the parametric
distributions that are used in order to represent the
above shown type of behavior. As seen earlier, such an
analysis can identify statistical features revealing as-
pects of the structure and the dynamics of the systems
in question. Another use is for operations of upscaling
and downscaling the observed fields.

See also: Computer Simulation Techniques in Condensed
Matter Physics; Nonlinear Dynamics and Nonlinear Dyna-
mical Systems; Numerical Approximation and Analysis.

PACS: 02.50.� r; 02.60.� x; 02.70.� c; 05.45.� a;
47.27.� I; 47.32.� y; 92.10.� c; 92.40.� t; 92.60.� e;
92.70.� j
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Introduction

Epitaxy is the growth of a crystalline film suitably ori-
ented onto a substrate: the first advantage in pursuing
such a condition is to force the crystal in exposing free
surfaces, which are not naturally obtained by cleavage
or by conventional bulk growth. Moreover, the struc-
tural and compositional quality obtained by recent
epitaxial growth techniques is better than the one ob-
tained in the bulk: this quality can be controlled by
very sensitive and precise methods, which are partic-
ularly suited for thin films. Easy and spatially resolved
doping, along with monolithic integration on silicon
wafers, have fostered this technique for microelectron-
ic applications. Moreover, the stacking of different
semiconductors in quantum wells and superlattices
with sharp interfaces is a building block of modern
optoelectronics. Finally, the strain control obtained by
governing the lattice mismatch between the substrate
and the film allows for intriguing modifications of the
relevant physical properties in the latter, which in turn
can be used to tailor device performances. Due to these
exciting and recent applications, the focus here is on
epitaxial semiconductors, both inorganic and organic,
the latter ones being a rapidly growing field, which
contains interesting basic issues and promising device
developments. Epitaxial structures by metallic materi-
als have been historically and conceptually important,
particularly relevant for microstructural applications,
for example, the elastic stiffening in superlattices pro-
duced by the long debated supermodulus effect, and
for magnetic applications, more recently, in the field of
spintronics. Still, for the sake of synthesis, a satisfac-
tory review of this domain cannot be included, and the
interested reader is referred to the ‘‘Further reading’’
section.

What is an Epitaxial Structure?

The concept of epitaxy was introduced by the min-
eralogist L Royer in 1928 to describe the growth of
crystalline nuclei on various solid substrates. Since
then, it has been widely extended to any case when
some crystallographic relationship holds between a
film and its substrate. A general definition of epitaxy
comes from the Greek origin of the term itself, com-
posed of the prefix ’epı́ (¼ on, over, above) and the
word t !axiB (¼ ordered arrangement), so that one can
propose: EPITAXY – ordered growth of a crystalline

or, at least, highly oriented material over another
one, acting as substrate.

Epitaxy is therefore a fairly general concept, in-
dicating rather different relationships between the
substrate and the film, depending on their structural
features and on the strength of their interactions, as
is seen in the organic case. In particular, the surface
unit vectors of the substrate, a1sub and a2sub, are to be
compared to the ones of the film, a1film and a2film.
When the lattice constants match, that is,
asub ¼ afilm, the interface is coherent; when a rela-
tion such as masub ¼ nafilm exists, with m and n
integers (and the lengths masub and nafilm not too
long on the lattice length scale), the interface is com-
mensurate; otherwise it is incommensurate, although
some weaker relationship, typically an orientational
one, may hold, especially when the intralayer or
molecular interactions are stronger than substrate-
layer interactions. In the case of incommensurability,
real epitaxial growth and perfect matching can still
be obtained upon deformation of the film structure.
Indeed, for sufficiently thin layers and for moderate
deformations, well within the linear elastic regime
(i.e., some percentage of the lattice parameter), the
incommensurate film can be fully accommodated on
the substrate. To this end, an important parameter is
the geometric misfit f, expressing (usually in per-
centage) the amount of mismatch between the two
structures, along one surface vector or the other one:

f ¼ jafilm � asubj=asub ½1�

When a film is epitaxially grown on a substrate,
crystallographic information on the former is usually
expressed in terms of the ones of the latter following
the notation introduced by E AWood. An example can
be a-Fe on GaAs (110), 1� 1/2, where the indication
of the substrate plane, (1 10), is followed by the ex-
pression j� k, representing the number of unit vectors
of the substrate plane, j along one direction and k
along the other one, needed for matching the ones of
the overlayer. In case the unit vectors of the film are
not aligned with respect to the ones of the substrate,
the rotation by XX1 necessary to obtain alignment is
indicated at the end by R XX1. Simple examples of
(2� 1) and (O2� 2O2) R451 interfaces between
substrate and epitaxial film are illustrated in Figure 1.

Homoepitaxy, Heteroepitaxy, van der
Waals Epitaxy, and Quasi-Epitaxy

The increase of a solid by addition of new atoms or
molecules of the same material on top of its surface is

Epitaxy 157



called ‘‘homoepitaxy’’ or ‘‘isoepitaxy’’ (‘ómoioB¼ same,
’ı´soB¼ equal). Although the process does not seem to
need a particular attention, being in principle close to
the usual growth of a bulk crystal, homoepitaxy is very
important, since it is a fully controlled process, leading
to structurally perfect and chemically clean surface
layers. The most important example of homoepitaxy
comes from silicon technology, where the (001)-ori-
ented wafers are usually refined by an epitaxial Si
deposition, whose quality is superior to that of the
original substrate surface. In addition, such homoepit-
axial layers can be properly doped for particular ap-
plications, independently of the substrate doping.

When the oriented or single-crystalline growth of a
layer occurs on a substrate of a different material,
‘‘heteroepitaxy’’ is considered (‘!eteroB ¼ different);
in the case of a liquid substrate, one has rheotaxy.
Heteroepitaxy is widely employed in semiconductor
technology, where, through the choice of proper ma-
terials and alloys, artificial structures, such as quan-
tum wells and superlattices, can be grown with
precisely tuned properties. The first criterion pro-
posed for a prediction of heteroepitaxial growth was

the structural one, requiring a small misfit value. In
the general case, however, this is not essential, since
heteroepitaxial interfaces between materials with
large misfit, even exceeding 15%, can also be grown
and have actually been reported. In this respect, more
complete theories identify the nucleation of crystal-
line islands, two- or three-dimensional (2D or 3D), as
the essential process driving epitaxy, so that the bal-
ance between the surface and the volume contribu-
tions is critical, as usual. Heteroepitaxial films can
indeed grow in the following three modes, schemat-
ically illustrated in Figure 2. The Frank–van der
Merwe (FM), or layer-by-layer mode, which leads to
smooth surfaces, is rather rare (classical examples are
rare gases on graphite, incommensurate, and GaAs
on Ge, forming a coherent interface). It is character-
ized by the fact that each monolayer starts growing
by 2D islands, after the previous one is completed.
FM growth is favored when the misfit is very low and
when the surface free energy of the film is lower than
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Figure 2 Different growth modes: (a) Frank–van der Merwe,

(b) Volmer–Weber, and (c) Stranski–Krastanov; gf, gs, and gi are

the free energies of the film surface, the substrate surface, and

the film/substrate interface, respectively.
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Figure 1 Examples of epitaxial relations between the film and

the substrate: (2�1) and ðO2 � 2O2Þ R451.
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the sum of the one of the substrate and of the inter-
face free energy (full wettability), gs4gfþ gi. The
Volmer–Weber (VW), or island mode is the opposite
one, which leads to the formation of 3D islands nuc-
leating over the substrate surface. In terms of surface
free energy, VW mode occurs when gsogfþ gi, that
is, when the surface energy of the film is larger than
the ones of the substrate and interface, as it is fre-
quently the case when the elastic energy produced by
a sizeable misfit is included in gf. An intermediate
situation is called Stranski–Krastanov (SK), or layer-
plus-island mode, and it is characterized by the layer-
by-layer growth of a few monolayers (the so-called
wetting layer), followed by the nucleation of 3D
crystalline islands on top of them. This process is the
most frequent one: it is produced by an increasing
unbalance with thickness between the tendency to
wet the substrate surface and the accumulation of
elastic energy by misfit in the film.

Another type of heteroepitaxy, named van der
Waals (vdW) epitaxy, was recently suggested by the
successful growth of organic thin films on inorganic
substrates, occurring when the film and substrate in-
teract only through van der Waals forces. The
organic molecules are just physisorbed on the subst-
rate surface, without forming strong chemical bonds,
as in the case of inorganic films: the prototypical
example is the growth of phtalocyanines on alkali
halides. This type of epitaxy holds also when, strictly
speaking, a huge misfit (above 100%) exists, since
the lattice parameters for common organic crystals
are easily larger than 10–20 Å. In this case, the lattice
parameters of the organic material may be perfectly
matched with a (very large) multiple of the ones of
the inorganic substrate, so that commensurability
and proper epitaxy is recovered. When the growth of
an organic material on an organic substrate is con-
cerned, a small misfit may be expected and het-
eroepitaxy occurs similarly as for the inorganic case,
still at larger lattice parameters.

Finally, in the case of the weakest interaction, a sort
of vdW epitaxy may hold between incommensurate
structures, and the term quasi-epitaxy (or orienta-
tional epitaxy) is used. In such a situation, azimuthal
order has to be attained at least, originating from a
well-defined orientational relationship between the
crystalline structure of the organic film and the subst-
rate. Since the organic structures are usually fairly
deformable, quasi-epitaxy may also lead to the grow-
th of a strained organic film, which closely resembles
a vdW epitaxial layer (indeed, quasi-epitaxy is also
called strained vdW-epitaxy).

Organic films usually grow as crystalline 3D is-
lands, whose size strongly depends on the substrate
and growth conditions. Some cases of FM growth

mode have also been reported, for example, pent-
acene on silicon. Among organic materials, polymers
can also grow epitaxially, but this is often limited by
the difficulty in setting proper crystallographic inter-
actions between the substrate, either inorganic or
organic, and the polymer film: quasi-epitaxy occurs
in most of these cases. It is, nonetheless, a very int-
eresting phenomenon, since it provides a tailored
change of the physical properties: for example, it
improves the adhesion of the two materials.

Analysis of the Epitaxial Film

The epitaxial growth process can be monitored in situ
by reflection high energy electron diffraction
(RHEED), which is sensitive to the roughness of the
surface and, in turn, to the crystallographic comple-
tion of the surface layer. Another in situ technique
which is able to identify the growth mode in het-
eroepitaxy is the Auger electron spectroscopy (AES)
by a progressive monitoring of the peak intensity for
the substrate and the film. For organic films, electron
diffraction techniques can be destructive, so that they
can be used in test samples, which permit the process
tuning for further depositions. Optical monitoring,
for example, by ellipsometry or by reflectance anisot-
ropy spectroscopy (RAS) is usually to be preferred in
such cases, even if the interpretation of the results is
not straightforward and needs some modeling.

Assessing the quality of an epitaxial film, mostly ex
situ, is an important branch of applied physics: as it
happens for bulk materials, the analysis can be
divided into structural (i.e., crystallographic) issues,
microstructural (i.e., defect-related) features, and
morphologic aspects of the surface, which are par-
ticularly relevant in a thin film. The first one deals
with the crystal phase obtained during the growth,
which may not be the one corresponding to the bulk
phase (see next section). Moreover, the determina-
tion of the surface orientation and of the surface re-
construction, along with possible domain patterns, is
a routine characterization of the film structure. This
is performed by RHEED, together with other dif-
fraction techniques, such as low-energy electron dif-
fraction (LEED), transmission electron diffraction
(TED), and X-ray diffraction (XRD), including re-
cent developments, for example, Bragg rod scattering
and coherent Bragg rod analysis, which are also suit-
able for checking the crystallographic relationships
between the film and substrate, eventually determi-
ning whether the film is epitaxial or not. Finally,
when high-resolution transmission electron micros-
copy (HR-TEM) is used, a complete characterization
of the interface in cross section is obtained.
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The microstructural analysis mostly considers the
interior of the film and the interface with the substrate,
which is likely to be a source of defects propagating in
the film. They can be extrinsic point defects, including
the intermixing at the interface in heteroepitaxy; in-
trinsic point defects, such as interstitials, vacancies,
and clusters of them, which are quite frequent in the
case of low-temperature growth; grain boundaries, as
a final consequence of island ripening and coalescence;
dislocations induced by the process of strain release
in sufficiently thick layers (see next section), which are
usually composed by misfit segments at the interface
with the substrate and threading arms crossing the
film up to the surface; twins, staking faults, and re-
lated ‘‘oval defects,’’ which are particularly observed
during the growth of compound semiconductors by
molecular beam epitaxy (MBE). Classical TEM mi-
crographs, along with indirect analysis of photo lu-
minescence spectra, and other optical spectroscopies
(recently, also micro-probe mapping techniques, such
as micro-Raman) can be used to get a quantitative
estimate of defect position and concentration. In
Figure 3 a schematic representation of crystal defects
is reported, while the reader is referred to the ‘‘Further
reading’’ section for a more detailed discussion. Here,
it may be mentioned that controlling the density of
such defects, in particular the threading dislocations
and the stacking faults, is a major goal of present
semiconductor epitaxy, since they critically degrade
the performances of microelectronic devices by alter-
ing the carrier concentration and mobility. Acting as
nonradiative recombination centers, they also reduce
the minority carrier lifetime and the quantum effi-
ciency of photonic devices.

The surface morphology is the last important fea-
ture to be considered: large-scale modulations on the
micrometer scale or 3D islanding, from tens to hun-
dreds of nanometers in width, generate a surface
roughness, which is the by-product of the elastic strain
release in competition/collaboration with the plastic
process involved by dislocations in large misfit het-
eroepitaxy. Therefore, a morphologically flat surface is
the first indication that strain relaxation has been ob-
tained, and for a few decades this has been the primary
goal of epitaxial growers. Nowadays, quantum dot
formation by strain is a key issue of novel nanoelec-
tronic and photonic devices, and strained layer
governance is also required in present microelectron-
ics, for example, in Si–Ge field effect transistors.
Therefore, the full and quantitative characterization of
the surface morphology by microscopy techniques
(such as TEM, scanning tunnel microscopy (STM),
and atomic force microscopy (AFM) (also used for
evaluating the areal density of emerging threading
dislocations after etching)) is presently an unavoidable
feedback in epitaxial growth experiments. Some ex-
amples of epitaxial growth for inorganic and organic
films are reported in Figure 4.

Heteroepitaxy and Strain Control in
Semiconductors

Small Misfit Systems: Plastic Relaxation by
Misfit Dislocations

This section considers systems of small misfits, typ-
ically of a few percent. In the following, the possi-
bility of SK or VW growth is neglected and the
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Figure 3 Schematic representation of crystal defects in epitaxial films: (1) threading edge dislocations, (2) interfacial misfit dislocation, (3)

threading screw dislocation, (4) growth spiral, (5) stacking fault in film, (6) stacking fault in substrate, (7) oval defect, (8) hillock, (9) precipitate
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surface of the epitaxial films is simply assumed to be
flat. These are the conditions for which a sufficiently
thin film has the same in-plane lattice parameter as
the substrate (Figure 5a). Since the stress imposed by

the substrate, s||, is 2D and the component perpen-
dicular to the surface, s>, is zero, the epitaxial film is
free to rearrange its lattice parameter perpendicular
to the surface, in such a way that its internal energy is

(113)
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(15 3 23)

70  × 70  × 11 nm3
(a)

(b)

(d)(c)
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[201]

0.2 µm

Figure 4 (a) High-resolution STM topographic 3D image of a Ge dome on Si(0 0 1), showing the facet orientations and the size of the

dot. (Courtesy of A Rastelli, MPI-FKF Stuttgart.) (b) Cross-sectional [1 0 0] TEM image of an uncapped Si0.81Ge0.19 layer on Si, showing

surface modulations. (From Cullis AG (1996) Strain-induced modulations in the surface morphology of heteroepitaxial layers. MRS

Bulletin 21(4): 21–26 (Figure 4). Reproduced by permission of MRS Bulletin.) (c) 20 nm� 20 nm STM image of a substituted perylene

(PTCDA) deposited on pyrolythic graphite by OMBD, showing the surface crystal structure, with two molecules per unit cell. (Reprinted

with permission from Kendrick C et al. (1996) STM study of the organic semiconductor PTCDA on highly-oriented pyrolytic graphite.

Applied Surface Science 104–105: 586.) (d) 5 nm�5 nm filtered AFM image at molecular resolution of a 4 T film surface; the surface unit

cell is evidenced together with the (0 1 0) crystal direction of the potassium phthalate substrate. (Courtesy of M Campione, University of

Milano – Bicocca, Milano.)
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minimized. The resulting strain components are e||
and e>, parallel and perpendicular to the surface,
respectively. They are opposite in sign, since the nat-
ural tendency of the strained structure is to preserve
the volume of the unit cell. In fact, they can be ex-
pressed in terms of stress components, via the elastic
equations involving the Poisson ratio n and the Shear
modulus m, which are in turn related to the bulk
modulus B, that is, the stiffness of the material:

ejj
e>

 !
¼ 1

2mð1þ nÞ
1� n �n

�2n 1

 !
sjj
s>

 !
½2�

Since s> ¼ 0, e> and s|| can be expressed in terms
of e||:

sjj ¼ 2m
1þ n
1� n

� �
ejj ½3�

e> ¼ � 2n
1� n

� �
ejj ½4�

The elastic energy per unit area stored in a
homogeneously strained film of thickness h is there-
fore given by

uel ¼ 1
2 hð2sjjejj þ s>e>Þ

¼ 2m
1þ n
1� n

� �
he2jj ¼ 3B

1� 2n
1� n

� �
he2jj ½5�

It may be noted that the elastic energy is a quadratic
form of the strain e||, as in the case of a hydrostatic
deformation, where ejj ¼ e>:

uhyd ¼ 9

2
Bhe2jj ½6�

The energy in eqn [5] is obviously smaller, since re-
laxation in the perpendicular direction occurs, and it
correctly vanishes in the limit case of volume pre-
servation, when n ¼ 0:5. Actually, the latter ranges,
for most materials, between 0.25 and 0.35.

As long as the film is strained in such a way that its
in-plane lattice constants match those of the subst-
rate, the modulus of the parallel strain equals the
misfit, that is, jejjj ¼ f . As the thickness h increases,
the elastic energy increases correspondingly, up to a
limit hc above which the uniformly strained state is
no longer energetically favorable. The system can
lower its total free energy instead, by generating so-
called misfit dislocations (Figure 5b), in order to re-
lieve part of the strain.

Actually, the calculation of the critical thickness hc
is not an easy task, since several contributions enter
the energy balance. In the simplest approach, one
assumes thermodynamic equilibrium and takes into
account just two elastic energy contributions:

1. the energy due to the residual homogeneous strain
|e||| of, and

2. the energy stored in the inhomogeneous strain
field of a square grid formed by two independent
sets of parallel dislocation lines.

In order to evaluate the first contribution, one has
to consider the misfit fd taken up by an array of dis-
locations with linear density pd, and with the com-
ponent b|| of the Burgers vector lying in the interface
plane and perpendicular to the dislocation line. This
somewhat complicated definition stems from the fact
that in many relevant cases the Burgers vector is nei-
ther perpendicular to the dislocation line nor lying in

a

a

(a)

b

a

a

(b)

Figure 5 Sketch of (a) coherent and (b) incoherent interface; the film lattice parameters are indicated in relation to the one of the

substrates; in (b) in the Burgers vector b is also defined. (Reproduced with permission from von Känel H, Onda N, and Miglio L (1995)

Science and Technology of Thin Films, p. 31. Singapore: World Scientific.)
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the interface plane, as in fact it is defined in Figure 5b
for simplicity.

In the general case, the misfit taken up by a set of
parallel dislocations spaced at a distance of 1/pd is
given by

fd ¼ pdbjj � pdb cos l ½7�

where l is the angle between the Burgers vector and
the direction in the interface plane, which is or-
thogonal to the dislocation line. The magnitude of
the reduced strain is proportional to the modulus
of the reduced misfit:

jejjj ¼ jf � fdj ¼ jf � pbbjjj ½8�

and finally, eqn [5] provides the reduced elastic
energy as a function of dislocation density:

uelðpdÞ ¼ 2m
1þ n
1� n

� �
hðf � pdbjjÞ2 ½9�

The second contribution to elastic energy stems from
the energy per unit length required for the bond bre-
aking (at the core) and from the long-range strain
field surrounding a misfit dislocation. The region of
interest is a semicylindrical crust, extending from the
dislocation core (conventional radius¼ b/4) at the
interface to the free surface of the film. By a classical
integration procedure, one finds

udis ¼
mb2

4p
1� n cos2 b

1� n

� �
ln

4h

b

� �
½10�

where b is the angle between the Burgers vector and
the dislocation line. This dislocation energy correctly
displays a quadratic dependence on b, to which the
related strains are proportional.

The energy per unit area of a square grid of inde-
pendent dislocations is simply twice the linear den-
sity times the dislocation energy. The total elastic
energy is therefore a sum of two contributions, that
is, one quadratic (eqn [9]) and one linear in the dis-
location density. Up to a critical thickness hc, the
minimum total energy is found at pd ¼ 0, that is, the
film is homogeneously strained, and there are no
dislocations. Beyond that limit pd is finite, so that
partial strain relief is obtained. An implicit expres-
sion for hc at a given misfit f is obtained by setting to
zero the first derivative of the total elastic energy, at
zero dislocation density:

hc ¼
b

8pf cos l
1� n cos2 b

1þ n

� �
ln

4hc
b

� �
½11�

Figure 6 shows the dependence of the critical thick-
ness with the misfit, as predicted by eqn [11] for
SiGe/Si(0 0 1).

Intermediate Misfit Systems: Elastic Relaxation by
Surface Corrugation and 3D Dots

If the misfit is some percents, consider the prototyp-
ical case of Ge on Si(0 0 1) with f ¼ 4:2%, elastic
relaxation takes place before the critical thickness for
dislocation nucleation is reached. In this case, e|| is
lowered via surface roughening, which allows for
local lateral expansion of the lattice parameter at the
edges of 2D islands, or at the facets of 3D aggregates,
including the case of surface modulations (see
Figures 4a and 4b). In particular, coherent clusters
as large as tens or hundreds of nanometers appear in
the SK or VW growth modes, with different shapes
from rectangular-based pyramids (huts) to square-
based pyramids, to larger domes with increasing as-
pect ratio (vertical size/lateral size). Indeed, as the
aspect ratio increases the strain relaxation increases,
especially close to the top, as reported in Figure 7,
which is obtained by numerical simulations at the
atomic scale. But for kinetic effects, which are im-
portant at growth temperatures below some 4501C,
the different shapes are essentially produced by a
balance between the elastic energy release in volume,
depending on the aspect ratio, and the surface
energy, which is related to the orientation of the fac-
ets and on their reconstruction. In Ge/Si(0 0 1), the
(1 0 5) facets are particularly low in energy, and they
appear both in the pyramids and in the surface mod-
ulations. As the size of the larger domes increases
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Bean JC (1986) The growth of novel silicon materials. Physics
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with deposition, and the amount of residual strain
with it, plastic relaxation by dislocations within the
dots may take place, leading to very interesting
structures where plastic and elastic relaxation phe-
nomena coexist in a nanometric region.

Large Misfit Systems and Symmetry Mismatch:
Growth of Epitaxially Stabilized Metastable Phases

As the misfit gets larger, say 8–10%, it becomes inc-
reasingly likely that, apart from the effects associated
with the growth mode and with strain relaxation,
other phenomena come into play. Actually, with a
misfit in this range existing, it is no longer possible to
strain even a single monolayer into coherency with
the substrate. On the other hand, the symmetry of
the film structure could be lower than the one of the
substrate, with large differences in misfit depending
on the orientations, so that a patchwork of domains

is the best epitaxial result one can obtain. Still, it may
exist in another phase, with a cohesion energy not
much larger than that of the bulk phase and a sym-
metry closer to that of the substrate. By a suitable
orientation, it may display equilibrium lattice pa-
rameters close to one of the substrates. In this case,
the growth of a coherent film with such metastable
(in the bulk) structure may be energetically favored,
and it becomes an epitaxially stabilized phase. An
appropriate term for such a phase would really be
pseudomorphic, although this expression is misused
in place of coherent in much of the literature.

The situation leading to the epitaxial stabilization
of an unstable bulk phase is indicated schematically
in Figure 8. The left panel shows the total energy
curves of the two phases in question, under hydro-
static conditions and with the tetragonal relaxation
included (see eqns [5] and [6]), as a function of the
substrate lattice parameter, with the misfit of the bulk
stable phase assumed to be larger. The important
parameter, as far as phase stability is concerned, is
the value of the energy at the substrate lattice con-
stant asub. Evidently, the energy of the bulk stable
phase strained into coherency with the substrate ex-
ceeds the energy of the coherent bulk unstable phase.
This shows that the term epitaxial stabilization is
actually a misnomer since it is rather the bulk stable
phase that is destabilized under epitaxial conditions.
It is clear that the pseudomorphic phase cannot re-
main stable to arbitrary film thicknesses. The energy
of the stable bulk phase will start to decrease at the
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Figure 7 Compressive strain release inside a Ge pyramid on

Si(0 0 1), as large as 27 nm; in a color scale (red¼ compression),

the simulated strain component parallel to the surface is mapped,

showing an expansion close to the top of the pyramid. (Courtesy

of R Marchetti, University of Milano – Bicocca, Milano.)
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film thickness hc where plastic relaxation sets in, as is
indicated schematically in the right panel of Figure 8.
As the film thickness grows further, the two total
energy curves eventually cross, giving rise to a new
critical thickness Hc, at which the bulk stable phase
becomes energetically favorable again. The epitaxial
stabilization process is very interesting, since it virtu-
ally allows for the growth of new material phases
with different properties with respect to the bulk
ones. Still, it occurs just in case several polymorphic
phases are possible, such as the case of metals or
transition metal silicides, which have been studied
very intensively in the last 20 years in relation to
metallization and interconnects of integrated circuits.

Kinetic Issues

At small misfits, especially in semiconductor epitaxy,
eqn [11] predicts a lower value for hc than is often
found experimentally. Films with thickness h4hc are
thus frequently found in a metastable, strained state:
in Si–Ge heterostructures, for instance, h can be 10
times hc. However, by increasing the growth temper-
ature (see Figure 9), or by subsequent annealing, h is
reduced to hc. Such a thermally activated behavior is
usually governed by kinetics rather than by equilib-
rium thermodynamics. Indeed, the activation ener-
gies associated with the nucleation of new misfit
dislocations at the interface and with the displace-
ment or bending of the existing ones, in order to
position the Burgers vector for the maximum strain
relief, are not considered in the current thermody-
namic model outlined above. Early attempts to in-
clude the kinetics of strain relief are due to Matthews
(see ‘‘Further reading’’ section), but most of the work

is still to be done. In the case of large misfits, where
metastable phases may be stabilized by the substrate,
the kinetics of the evolution with thickness is com-
plicated by the fact that, in addition to the activation
energies required to nucleate and move misfit dislo-
cations, the activation energy for the structural tran-
sition from one phase into the other has to be taken
into account. In particular, it has to be considered
which kind of atomic motion is involved in the par-
ticular transition (martensitic, displacitive, massive,
etc.), where the new phase nucleates, and how it
grows. This is a formidable task, both from the ex-
perimental and the theoretical points of view. Finally,
kinetic aspects are also very important when 3D is-
lands provide an elastic release of the misfit strain. In
fact, the growth in size and the morphological
evolution to higher aspect ratios with deposition
are surely directed toward an elastic energy lowering,
but the way this is accomplished fully relies on the
surface diffusion of the deposited atoms. Activation
energies related to the diffusion of single atoms (or
molecules) onto the wetting layer, along the dot fac-
ets, and across the multiple steps shaping the dot
morphologies are key issues in understanding why
rather different results are experimentally obtained
for different deposition rates and temperatures. Prob-
ably, this is the most affordable, still complex, path
in addressing the kinetic issues of the epitaxial grow-
th, a subject still relying more on speculations than
on predictions.

See also: Crystal Growth, Bulk: Methods; Film Growth
and Epitaxy: Methods; Integrated Circuits; Light Emitting
Diodes; Mechanical Properties: Elastic Behavior; Me-
chanical Properties: Strengthening Mechanisms in Met-
als; Organic Semiconductors; Quantum Devices of
Reduced Dimensionality; Scanning Probe Microscopy;
Transistors; Transmission Electron Microscopy.

PACS: 61.72.–y; 68.35.–p; 68.43.–h; 68.55.–a;
81.15.–z; 61.10.–I; 61.14.–x; 68.37.–d; 68.49.–h;
68.60.–p; 85.30.–z; 85.35.–p; 85.60.–q; 85.65.–h
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Nomenclature

afilm lattice parameter of the film (m)
asub lattice parameter of the substrate (m)
b Burgers vector (m)
b|| component of Burgers vector lying in the

interface plane (m)
b> component of Burgers vector perpendic-

ular to the dislocation line (m)
B bulk modulus (Nm–2)
f misfit
fd misfit taken up by an array of disloca-

tions

h film thickness (m)
hc, Hc critical film thickness (m)
pd linear density of dislocations (m–1)
uel elastic energy per unit area stored in a

strained film (Jm–2)
n Poisson’s ratio
b angle between the Burgers vector and

the dislocation line
gf surface free energy of the film (Jm–2)
gi surface free energy of the interface (Jm–2)
gs surface free energy of the substrate (Jm–2)
e film strain
e|| component of strain parallel to the

substrate
e> component of strain perpendicular to

the substrate
l angle between the Burgers vector and its

component in the interface plane
m shear modulus (Nm–2)
s stress of the film (Nm–2)
s|| component of stress parallel to the

substrate (Nm–2)
s> component of stress perpendicular to

the substrate (Nm–2)
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Introduction

Exciton complexes are the electronic excitations of
the crystal, the existence of which is caused by the
presence of impurities or defects or by the interaction
of more than two free carriers of different signs. In
most cases, the exciton complex can be considered as
an electron–hole pair bound to the impurity or de-
fect. It does not move in the crystal and does not
transfer the energy. As a result, the alternative de-
scription of exciton complexes as excited states of
defects is possible. However, since the energies of
such electronic excitations are normally close to that
of free excitons, in most cases such complexes are
designated as ‘‘bound’’ or ‘‘localized’’ excitons, as
they are referred to further.

Exciton complexes were first detected in alkali–ha-
lide crystals, where the so-called a and b absorption
bands downshifted in energy by some tenths of eV
below the main exciton peaks were observed. In 1957,
using the method of adiabatic cycles, F Bassani and

N Inchauspe showed that the observed shifts are com-
patible with the model, assuming the exciton localiza-
tion to be at the anion (a) or at the F-center (b). Later,
the exciton complexes were observed and studied in
many ionic, molecular, and semiconductor crystals.

The interest in the study of exciton complexes is
based on its large role in photoluminescence. An op-
tical excitation creates free excitons which migrate
along the crystal and localize on defects forming the
exciton complexes, which are very stable at low
temperatures. As a result, most of the emission comes
from the bound exciton states. The better the crystal
quality, the longer is the exciton diffusion length, and
higher is the intensity of bound exciton emission in
relation to the free exciton emission. The particular
lines of bound excitons can serve as fingerprints for
the presence of certain defects and impurities.

Besides the localized exciton complexes, the mo-
bile exciton complexes can be formed. An example of
such complexes is the biexciton, which represents a
bound pair of two Frenkel excitons in molecular
crystals, or two holes bound with two electrons in
semiconductors. Another kind of mobile complexes
(trion) has been observed in recent times in semi-
conductor quantum wells (QWs). A trion consists of
two electrons or holes bound with one carrier of the
opposite sign (hole or electron).w

Deceased.
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Exciton Complexes in Semiconductor
Crystals

In good quality crystals, the absorption and emission
lines of immobile exciton complexes are extremely
sharp (halfwidth B0.1meV), and the strict resonance
of absorption and emission exists at the energy, cor-
responding to the total energy of the exciton complex,
even in semiconductors with indirect bandgaps. The
momentum conservation for complexes is relaxed due
to the presence of heavy impurities accommodating
any excessive momentum. The high intensity of the
bound exciton absorption is caused by the giant os-
cillator strength of the corresponding transitions. The
oscillator strength of the bound exciton transition per
one impurity fb exceeds, by far (up to 104 times), that
for the free exciton fexc per unit cell. The reason is that
a large crystal volume (of the order of, or exceeding a
free exciton volume) is involved in this transition. As
it was predicted by E Rashba in 1957, the ratio of
oscillator strengths is fb=fexcEðEb=DEexcÞ3=2, where
Eb is the binding energy of the exciton complex, re-
presenting the energy difference between the free and
bound exciton states, and DEexc is the energy width of
the free exciton band. This relation has been proved
experimentally in the study of luminescence decay
times in the range 10� 9–10� 10 s for bound excitons
with different binding energies in CdS crystals. The
sharpness and a high oscillator strength of bound
exciton transitions make them very suitable for studies
of magnetooptic effects allowing one to determine the
nature, symmetry, and the values of the carrier g-fac-
tors in exciton complexes.

Complexes of Excitons with Shallow Donor or
Acceptor Impurities: Quantum Chemistry of
Bound Excitons

The analogy of a free exciton in semiconductor crys-
tals with a hydrogen atom has proved to be very
instructive. In 1958, M A Lampert generalized this
analogy to exciton complexes with shallow donors
and acceptors comparing their electronic structure
and binding energy with hydrogen molecules, mo-
lecular ions, or positronium aggregates. In such an
approach, the binding energy of a bound exciton Eb

can be expressed as EbERexEmol=RH, where Rex is
the exciton Rydberg in the crystal, Emol is the binding
energy of the corresponding molecular analog, and
RH is the Rydberg energy of the hydrogen atom
(13.6 eV). The binding energies of hydrogen-like mo-
lecular analogs are well known from the molecular
spectroscopy of gases.

Donors and acceptors in semiconductors, due to
the central cell corrections, are not exactly hydrogen-
like. To account for this fact, the exciton Rydberg

Rex in the above relation should be substituted by
EA,D, the ionization energy of the particular acceptor
or donor, so that EbEEA;DEmol=RH. It appears that
the type of molecular analog and the magnitude of
Eb strongly depend on the ratio of electron and hole
effective masses m�

e=m
�
h. The theoretical estimations

of binding energies for some exciton complexes are
presented in Table 1.

In the limit m�
h=m

�
ec1, the complex of an exciton

with a neutral donor is analogous to the hydrogen
molecule H2. Two light electrons with antiparallel
spins move on the orbit enveloping the positively
charged core of the donor and the hole with the
maximum of the electron density situated between
two positive centers. The binding energy of the H2

molecule is 4.6 eV and the Rydberg energy of the H
atom is 13.6 eV, which leads to the value of 0.33 ED

for the binding energy of the complex. In the oppo-
site case of m�

h=m
�
e{1, the character of the carrier

orbital motion is quite different. Two relatively
heavy electrons move around the positively charged
donor core forming the center analogs to the
negatively charged H� ion with a net charge (� 1).
The motion of the hole around this center has a hy-
drogen-like character. Using the method of adiabatic
cycles, W Kohn in 1960, showed that the energy
necessary to remove the free exciton from such a
complex approximately corresponds to the dissocia-
tion energy of H� ion and can be represented as
0.055 ED. The exciton bound to the charged donor in
the limit m�

h=m
�
ec1 has an analogy with the molec-

ular ion of hydrogen H�
2 (dissociation energy 2.6 eV),

and its binding energy can be estimated as 0.19 ED.
The complex becomes unstable at m�

h=m
�
eo1:4. The

above considerations can be applied also to the ac-
ceptor-based exciton complexes taking into account
the reversal of the sign for all charges.

The realistic values ofm�
h=m

�
e ratio are 4–5 in II–VI

and B10 in III–V semiconductors. So, the real bin-
ding energies of exciton complexes should have
intermediate values within the limits indicated in
the table. The complexes both with the donors and
acceptors can be expected for neutral centers, where-
as for ionized centers only the donor-based complex
is stable.

The emission spectra of excitons bound to neu-
tral donors and acceptors were first observed by J R
Haynes in 1960 in a study of low-temperature lumi-
nescence of high-quality Si intentionally doped by Sb,
P, As, and Bi group-V donors, and by B, Al, Ga, and
In group-III acceptors. Very sharp and intensive lines
were observed and attributed to the emission of ex-
citons bound to neutral impurities. The binding
energies of complexes EB were measured as energy
shifts of emission lines from the exciton band bottom.
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In agreement with theoretical predictions, it has been
found that both for donor- and acceptor-bound com-
plexes EBE0:1 Ei, where Ei is the ionization energy
of impurity. However, a slight but distinct difference
between the two cases can be detected (Figure 1).

Similar regularity has been established for II–VI
semiconductors also. However, for these compounds,
in distinction to the case of Si, it has been found that
EBE0:2ED and EBE0:1EA for complexes with neu-
tral donors and acceptors, respectively. Besides that,
complexes with charged donors were observed. In
uniaxial II–VI compounds with a wurtzite structure,
where the valence band is split by a crystal field into
three components A, B, and C, the complexes of the
n¼ 1 excitons of the two uppermost valence sub-
bands A and B were detected. In CdSe crystals, the
complexes of the excited state n¼ 2 of the A-exciton
with the neutral donor were observed. The molecular
analogs of such complexes are the excited states of
the hydrogen molecule H�

2. The fine structure of the
spectrum and the binding energies (normalized on
the binding energy of the complex with the ground
exciton state n¼ 1) were in reasonable agreement

with those for the three lowest stable states of H�
2

(2ss, 2ps, and 2pp). The identification of the types of
exciton complexes in II–VI compounds was carried
out mostly on the basis of magnetooptical measure-
ments. The energies of bound excitons in different
II–VI compounds are ranging from 3 to 7meV for
donor complexes, and from 6 to 60meV for acceptor
complexes.

Biexcitons in Semiconductors

A biexciton in semiconductors is a bound state of
two electron–hole pairs. The hydrogen-like analog of
a biexciton is a hydrogen molecule H2. However, this
analogy cannot be used for the estimation of the
biexciton binding energy since the effective masses of
the electron and hole are usually comparable in
magnitude. More elaborate variational calculations
predict that the binding energy of biexciton com-
plexes should increase from E0.03 Rex toE0.15 Rex

(Rex is the exciton Rydberg), when the mass ratio
m�

h=m
�
e increases from 1 to 10. So, the expected val-

ues of the biexciton binding energy are rather small.

Table 1 Binding energies Eb of some types of exciton complexes in the units of donor or acceptor ionization energies ED and EA in

dependence on the carrier effective mass ratio

Type of complex Effective mass ratio

ðm�
h=m

�
eÞ

Model a Molecular analog Binding energy

ðEbÞ

Exciton bound to neutral donor c1
−
−+ +

H2 0.33 ED

{1

+ +−
−

H� þeþ 0.055 ED
b

See text

Exciton bound to charged

donor

c1
−+ +

Hþ
2

0.19 ED

o1.4 Unstable

Exciton bound to neutral

acceptor

c1

+
+

− −

H� þeþ 0.055 EA
b

See text

{1 +
+− −

H2 0.33 EA

In column 4, the molecular analogs of the complexes are indicated.
a In model drawings, the symbol ‘‘� ’’ represents the electron in conduction band with effective mass m�

e and the symbol ‘‘þ ’’ the hole in

valence band with effective mass m�
h. Symbols " and ~ represent the charged (ionized) donors and acceptors, respectively. eþ

stands for positron. Thin dotted lines show the character of carrier orbital motion in the complexes.
b Estimated by W Kohn in private communication to: Haynes JR (1960) Physical Review Letters 4(7): 361–363.
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Experimental observation of biexciton optical
transitions in conventional one-photon spectroscopy
is very difficult. The absorption process, correspond-
ing to creation of the biexciton in a bound state has
an energy approximately twice the transitions into
the exciton states, and falls in the region of strong
interband absorption. So, only the emission process-
es, when one of the excitons annihilates radiatively
leaving the other in the ground or excited state, can
be observed. The biexciton population is propor-
tional to the square of the exciton concentration, and
observation of biexcitons needs high-excitation den-
sity. In such conditions, the biexciton transitions are
overlapped with some other emission processes, cor-
responding to elastic and inelastic exciton collisions
which makes their identification difficult. Moreover,
the increase of the excitation density leads to the
formation of the electron–hole plasma, which screens
both the biexcitons and free excitons. As a result, the
biexciton emission can be observed only in a certain
range of excitation intensities. Nevertheless, the
observation of biexciton luminescence has been
claimed for several direct-gap semiconductors
(Cu2O, CuCl, CuBr, ZnSe, HgI2, etc.). In most cas-
es, the difference between the measured and expected
binding energies of biexcitons has been observed.

A reliable observation of biexciton luminescence
has been made in Si crystals uniaxially stressed in
different crystallographic directions. The effect of

stress is to lift the degeneracy of both the valence and
conduction bands, which increases the effective mass
ratio m�

h=m
�
e for the lowest exciton state. In condi-

tions of maximum lifting of degeneracy (stress along
/1 00S direction) at the increase of the excitation
intensity, a new band appears in the luminescence
spectrum. On the basis of the line position, its quad-
ratic dependence on the excitation intensity, the tem-
perature dependence of line intensity, and the
theoretical analysis of the lineshape, a new band
was assigned to the luminescence of biexcitons with a
binding energy E2meV.

The large progress in the detection of the biexciton
states in direct-gap semiconductors has been ac-
hieved by means of two-photon nonlinear spectros-
copy. Basically, three different experimental methods
can be used.

1. Two-photon absorption (TPA), corresponding to
direct excitation of biexciton states at simultane-
ous absorption of two photons. For observation of
TPA, a narrow-band intensive laser pulse and a
time-synchronized light source with a broad spec-
trum are normally used. The process of TPA is
observed as an appearance of a new absorption
line in a broadband spectrum when the sample is
excited by both pulses simultaneously. The posi-
tion of this line changes with the tuning of the
narrow-band laser frequency so that the sum of the
energy positions of the laser and the new absorp-
tion line is constant. This summary energy corre-
sponds to the energy of the biexciton state.

2. If the exciton lifetime in the sample is sufficiently
long, the stationary exciton population is formed at
excitation with a properly tuned narrow-band la-
ser. In such a case another new line can appear,
corresponding to the optical transitions from the
exciton into biexciton states. In comparison to the
case of TPA, the position of this line does not
change on tuning the laser frequency. This two-step
process is called the induced biexciton absorption.

3. Resonant hyper-Raman (HR) scattering through
the biexciton states. This process represents a vers-
ion of the four-wave mixing (FWM) of polariton
states in the crystal. Two photons of a narrow-
band tunable laser with energies _ol and the wave
vector ql and q2 (with some angle between them)
excite a real or virtual biexciton state with energy
2_ol and wave vector K¼ qlþ q2. This state decays
with the creation of two polaritons. One of them
E1(q) is photon-like and the other E2(k) is the ex-
citon-like polariton or the longitudinal exciton.
The energy and momentum conservation laws
require that qþ k¼K and E1þE2¼ 2_ol. As a
result, the produced photon-like polaritons can
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propagate only along some selected directions.
These allowed directions and the energy of pho-
ton-like polaritons E1(q) depend on the detailed
character of the polariton dispersion curves. At the
crystal surface, the photon-like polaritons are
converted into spatially resolved coherent light
beams representing the output of HR scattering.
The cross section of the HR scattering shows a
giant enhancement at the exact resonance of the
energy of two exciting photons with the real
biexciton state. The process of HR scattering is
presented schematically in Figure 2.

The biexciton states were studied in detail by
means of two-photon spectroscopy in CuCl, CuBr,
and CdS semiconductors.

Multiexciton Complexes in Indirect-Gap
Semiconductors

A study of the low-temperature (T¼ 2K) lumines-
cence of Si crystals intentionally doped with shallow

donor or acceptor impurities has shown that on
increasing the excitation intensity, in addition to the
lines of bound excitons (BE) reported by J R Haynes
in 1970 (see above), a series of new narrow emission
lines appears at lower energies. The series includes
B10 lines and the distances between the lines have
an order of 2–3meV. The intensities of all lines grow
with the increase of the excitation density: the larger
is the line red-shift, the stronger is the intensity de-
pendence. A similar emission has also been observed
in doped Ge crystals.

The new type of emission has been attributed to
complexes formed by the neutral donor or acceptor
and several excitons. The possibility of formation of
such complexes is connected with the complicated
band structure of Si and Ge, and is caused by high
degeneracy of both the valence and conduction
bands in these semiconductors. With the account
for the spin, the valence band is fourfold degenerate.
The conduction band in Si has six valleys at D-points
of the Brillouin zone. In Ge, there are four electron
valleys at the L-points. Correspondingly, the degene-
racy of conduction bands is 12 and 8 for Si and Ge,
respectively, whereas in direct-gap semiconductors
the conduction band degeneracy is only 2. As a re-
sult, in multivalley semiconductors several electrons
can occupy the lowest 1s state.

A complete understanding of the electronic struc-
ture of multiexciton complexes has been achieved
with the help of the ‘‘shell’’ model proposed in 1977
by G Kirczenow. An explicit consideration of the
donor electronic spectrum, taking into account the
local symmetry and valley-orbit splitting, has shown
that it can be represented as a system of ‘‘shells’’
(3 for Si – G1, G3, and G5; 2 for Ge – G1 and G5),
which are gradually filled by electrons in accordance
with the Pauli principle when the number of excitons
in the complex is increased. This model has allowed
one to get a full understanding of line positions, op-
tical selection rules, and the number and polarization
of split components in an external magnetic field and
under uniaxial stress.

The impurity-bound multiexciton complexes were
also observed in other indirect-gap materials (GaP,
SiC, AlAs, AlSb). Presently, the possibility of
observation of free multiexciton complexes (triexci-
tons, tetraexcitons, or even complexes of higher
order) is discussed theoretically.

Trions in Semiconductor Heterostructures with
Quantum Wells

Trions are complexes of an electron–hole pair (e–h)
with one more electron (2e–h, X� ) or hole (e–2h,
Xþ ). The stability of trions in semiconductors was
discussed first by M Lampert in 1958. For realistic
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effective mass ratio, very small binding energies were
expected, much less than the 0.1 of exciton Rydberg.
Experimentally, trions were not observed in bulk
semiconductors.

The situation has changed drastically with the
development of exciton spectroscopy of low-dimen-
sional semiconductor heterostructures. The reduc-
tion of the dimensionality from 3D to 2D leads to an
increase of the exciton binding energy up to four
times, so that the excitons in some QW systems re-
main stable up to room temperatures. A similar effect
of dimensionality is also expected in the case of
trions. The first observation of stable trions was per-
formed for CdTe/CdZnTe in 1993.

Afterwards, both negatively (X� ) and positively
(Xþ ) charged trions were observed in many other
systems with QWs (GaAs/GaAlAs, CdTe/CdMgTe,
ZnSe/ZnMgSSe, ZnSe/ZnBeSe, and others).

Due to giant oscillator strength, the optical tran-
sitions to and from trion states were observed both in
reflection and luminescence. The control of the
charge sign of trion states is usually performed by
providing excess carriers in the QW by d-doping of
the adjacent regions of the barrier layers either by
donors or acceptors. It has been found that the bin-
ding energy of a trion has an order of several meV
and strongly depends on the parameters of the QW,
first of all on its width. The decrease of the width of
the QW can increase the binding energy of the trion
up to five times.

A trion is a charged particle, in which the spins of
two carriers are compensated by one another. Such
an electronic structure opens wide possibilities for
electrooptical and magnetooptical studies of trion
states. Also, the present state of QW engineering al-
lows one to design many new experiments with trion
states. As a result, the study of trion properties in
different types of structures with QWs forms an

interesting and a fast developing domain of semi-
conductor physics.

See also: Effective Masses; Electrons and Holes; Ele-
mental Semiconductors, Electronic States of; Excitons
in Crystals; Luminescence; Nanostructures, Electronic
Structure of.

PACS: 71.35.� y; 71.35.Aa; 71.35.Cc; 71.35.; 71.35.Ji;
71.55.Fr; 78.20.� e; 78.20.Bh; 78.20.Ls; 78.40.�q;
78.40.Fy; 78.40.Me; 78.55.�m
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Introduction

Excitons represent a wide class of intrinsic electronic
excitations in crystals of semiconductors and dielec-
trics. A characteristic feature of excitons is that their

formation (e.g., at optical excitation) does not lead to
the separation of carriers, so that the excitons are
electrically neutral excitations. Originally, the con-
cept of excitons was introduced by Ya I Frenkel in
1931 to explain the light absorption in crystals which
does not lead to photoconductivity. In the Frenkel
model, the exciton is considered as an electronic ex-
citation of one crystal site with the energy close to,
but a bit smaller than that necessary for the excita-
tion of a free electron. Due to the translation sym-
metry of the crystal, the exciton can move along the
lattice sites transferring the energy to the electricallyw

Deceased.
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active or luminescence centers. So, the excitons play
a significant role in most of the photoconductivity
and light emission processes.

The character of exciton motion depends on the
strength of the exciton interaction with phonons. In
the limits of a weak interaction, the exciton can be
considered as a free particle with a well-defined wave
vector and kinetic energy. In the opposite case, the
exciton strongly polarizes the crystal lattice, and self-
trapping of the exciton occurs. There is a variety of
intermediate cases, when the exciton motion can be
described either as a hopping process or by a strong
scattering regime.

The Frenkel model is a good approximation for
molecular crystals with van der Waals bonding,
where the exciton is well localized within one mol-
ecule. For semiconductor crystals with covalent or
slightly ionic bonding, a better description of excitons
is given by another model proposed by G Wannier
and N Mott. In this model, the exciton is considered
as an electron–hole pair bound by a Coulomb inter-
action. In the case of weak electron–phonon interac-
tion, both the electron and the hole can be considered
as free particles which results in the hydrogen-like
spectrum of exciton energies with a large number of
excited states. However, in strongly ionic crystals,
such as alkali halides, a self-trapping of holes at ex-
citon formation takes place which leads to an essen-
tial deviation from the hydrogen-like model.

Excitons in Semiconductor Crystals

Energy Spectra of Excitons

In semiconductor crystals, the exciton can be con-
sidered as a hydrogen-like quasi-atom in which the
electron and the hole are bound by Coulomb attrac-
tion. Since the distance between the electron and the
hole in the exciton in most of the semiconductors is
much larger than the lattice constant, the joint influ-
ence of all the crystal atoms on the exciton can be
accounted for by using the band values of effective
masses me and mh, and the macroscopic value of the
static dielectric constant e0. The exciton states, as in
the case of hydrogen, can be characterized by quantum
numbers n, l, andm. The binding energy of the exciton
with the principal quantum number n is given by

Rn ¼ me4=2_2e20n
2

where e is the electron charge, m is the exciton reduced
mass m ¼ memh=ðme þmhÞ, and e0 is the static die-
lectric constant. Since the exciton reduced mass is
usually much smaller than a free electron mass
(mD0.1m0) and the typical value of the static dielec-
tric constant e0, is B10, the exciton binding energy is

B103 times smaller than that of a hydrogen atom and
ranges from 0.1–5meV in III–V semiconductors to 10–
30meV in partly ionic II–VI semiconductors. Due to
the possibility of a free motion, every exciton state can
be characterized by a wave vector K and the kinetic
energy Ekin ¼ _2K2=2M, where M is the exciton trans-
lation mass M¼meþmh. The full energy of the ex-
citon state is given by En¼Eg�RnþEkin and the
exciton energy spectrum represents a series of bands,
the bottoms of which are downshifted below the fun-
damental gap Eg by the corresponding binding
energies Rn, as it is shown in Figure 1.

Optical Transitions to Exciton States

At optical excitation below the fundamental gap Eg,
the excitons can be directly created by light. The first
experimental observation of an exciton optical ab-
sorption spectrum was performed by E F Gross in
1951 for Cu2O crystals, where the hydrogen-like se-
ries with up to 6 lines was observed at T¼ 77K.
Further measurements at helium temperatures al-
lowed one to resolve up to 11 members of this series.
The important difference between the optical spectra
of excitons and atoms is that in the case of the hy-
drogen atom, the photons induce the transitions from
the ground state n¼ 1 to higher excited states
n¼ 2, 3,y, whereas for excitons the optical transi-
tions take place from the ‘‘crystal ground state’’
(E¼ 0, K¼ 0) to the exciton states n¼ 1, 2, 3,y . In
pure crystals, in accordance with the energy and
momentum conservation laws, the energy and mo-
mentum of the exciting photon has to be completely
transferred to the newly produced exciton quasi-
atom, so that Kex ¼ K_o and Eex ¼ _cKex=n. In the
range of typical exciton energies (1–5 eV), the wave
vectors of photons are much smaller than the limiting
values at the edge of the Brillouin zone. As it can be
seen from Figure 1, the conservation laws allow only
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Figure 1 Exciton levels in the band scheme of semiconductor
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the creation of excitons with very small wave vectors
Kex ¼ K_oE0. The kinetic energies of such states are
negligibly small EnðK_$Þ ¼ En þ _2K2

_o=2MEEn. As
a result, in the absorption spectrum of direct-gap
materials appears a series of narrow (B1meV) lines,
with the positions corresponding to En (KE0)
energies. An example of such a spectrum for Cu2O
crystals is given in Figure 2. The oscillator strength
for the transitions into the excited states decreases
proportionally to 1/n3.

The exciton states can be formed also by conduc-
tion and valence bands with the extrema situated at
different points of the Brillouin zone, like it is the
case in GaP, Ge, or Si. The direct optical transitions

into the exciton states in this case are forbidden.
However, the optical transition into the exciton
states is possible with simultaneous absorption or
emission of the lattice phonon, which compensates
the difference in K – positions of the band extrema.
In the framework of the perturbation theory, such a
process can be considered as a direct optical transi-
tion from the crystal ground state into the virtual
state at KE0 with subsequent scattering by phonons
into the final state (Figure 3). Phonon-assisted tran-
sitions can excite the exciton states with any value of
a wave vector (or kinetic energy). As a result, the
indirect absorption leads to the appearance of the
continuous ‘‘steps,’’ the low-energy edges of which
are shifted in position from the exciton band bottom
by 7_oMC, the energy of the momentum conserving
phonon. The intensity of transitions with phonon
absorption is proportional to phonon occupation
number N and strongly depends on temperature,
whereas the processes with phonon emission depend
on temperature only as (Nþ 1). The indirect or pho-
non-assisted optical transitions also take place in the
direct-gap semiconductors. However, the oscillator
strength of such transitions is much smaller than that
for direct transitions.

Exciton Optical Spectra and Band Structure

Exciton optical spectra are closely related to the band
structure of the crystal. Exciton transitions usually

2.150 2.155 2.160 2.165  2.170 2.175
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Figure 2 Part of the absorption spectrum of high-quality Cu2O

crystal at T¼2 K. The arrows with numbers indicate the optical

transitions to the states with the corresponding principal numbers

n. (BP Zakharchenya, unpublished data.)
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have high oscillator strength, narrow bandwidth, and
strict polarization selection rules. This provides a
unique tool for the study of the crystal band structure
and determination of its parameters, such as the
bandgap energies, the symmetry properties of the
bands, and the carrier parameters. Each pair of val-
ence/conduction bands produces a separate exciton
series. In cubic semiconductors with zinc blende
structure (GaAs, InP, ZnSe, ZnTe, CdTe, etc.), the
valence band is split by a spin–orbital interaction
into two components. The upper band, in turn, con-
sists of two degenerated at K¼ 0 bands of light and
heavy holes. As a result, two exciton series are ex-
pected in the exciton spectra. However, the series
originating from the spin–orbit split valence band
falls into the energy region of strong continuous in-
terband absorption from the upper valence band and
is strongly damped. In some zinc blende semicon-
ductors (GaP, AlAs) and crystals of elemental semi-
conductors with a diamond-like structure (Ge, Si),
the bandgap corresponds to transitions from the
K¼ 0 states of the valence band to the conduction
band minima situated at the edge of the Brillouin
zone. In these cases, the transitions into the exciton
states are possible only with the phonon participa-
tion, and have a form of continuous ‘‘steps.’’

The brightest example is given by the cubic Cu2O
crystals (cuprite structure), where the two hydrogen-
like series (yellow and green) arising from the valence
band splitting were observed. In the case of the yel-
low series, the wave functions of the carriers in the
valence and conduction bands had the same parity.
As a result, the optical transitions to the s states
(l¼ 0) are forbidden in the dipole approximation,
and the n¼ 1s line is observed only as a weak quad-
rupole transition. The allowed (dipole) transitions
starts n¼ 2p. The exciton lines up to n¼ 11p were
observed for the absorption spectrum of the ‘‘yellow’’
exciton series at T¼ 4.2K. The transitions into the s
and d states in Cu2O were studied in detail using the
two-photon absorption and excitation spectra of
Raman scattering. In very thin Cu2O platelets, two
additional exciton series (‘‘blue’’ and ‘‘violet’’) were
observed. These series correspond to transitions from
two upper valence subbands to the next conduction
band with higher energy.

In uniaxial semiconductors with the wurtzite struc-
ture (CdS, CdSe, ZnS, ZnO, GaN), the valence band
is split into three components, which give rise to three
exciton series (A, B, and C) with different degrees of
polarization of the dipole optical transitions with
respect to the direction of the crystal axis c.

The precise determination of the bandgap energy is
possible when at least two lines of the exciton series
are detected. However, if even only one exciton line is

observed, the analysis of the exciton spectra compli-
mented by the independent information on the ef-
fective masses of carriers and the value of the dielectric
constant allows a good estimate of the bandgap.

Fine Structure of Exciton Levels

The analogy of the exciton energy spectrum with that
of the hydrogen atom is valid only in a first approx-
imation. The important distinctions, leading to the
essential and specific features of the exciton spectra,
should be noted.

1. The screening of the Coulomb interaction between
the electron and the hole cannot be described by the
unique value of the dielectric constant. This screen-
ing arises due to the displacement of many atoms
or ions in the crystal lattice, and depends on the
character of internal motion of the electron and
the hole, in particular, exciton state. As a result, the
position of the n¼ 1s exciton state, which is char-
acterized by the fastest relative motion, is usually
up-shifted with respect to the position predicted by
the series convergence. Also, for the excited states,
in distinction to the hydrogen atom, the degene-
racy of s, p, and d levels in the exciton is usually
lifted. In addition to the different character of the
carrier motion, the splitting of s and p excited
states arises also from the anisotropy of the hole
effective masses, resulting from the complex char-
acter of the E(K) dispersion in the valence bands.

2. The band states of electrons in the conduction
band are characterized by the spin value s¼71/2,
and the states of the holes in the doubly degene-
rated valence band by the values of the angular
momentum J¼71/2; 73/2. As a result, the ex-
citon states with the magnetic quantum numbers
m¼ 0, 71, 72 can be formed. As it follows from
the conservation of the angular momentum, the
one-photon (dipole) transitions are allowed only
into the m ¼ 71 states (‘‘bright’’ excitons). The
energy levels of the exciton states with different m
are split by exchange interaction. The magnitude
of this splitting is usually small (0.1–1meV for
n ¼ 1s), and decreases for the excited states in
proportion to the oscillator strength. The exciton
states with m ¼ 0, 72 (‘‘dark’’ excitons), for
which the dipole transitions are forbidden, never-
theless play a significant role in exciton relaxation
and are very important for an understanding of
the polarization properties and recombination ki-
netics of exciton emission.

3. For excitons, as for other intrinsic dipole excita-
tions, one should distinguish the transverse states
(T, with the exciton dipole momentum directed
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perpendicular to the exciton wave vector K) and
the longitudinal states (L, with the dipole mo-
mentum along the exciton propagation direction).
The macroscopic electric field associated with the
exciton oscillating polarization splits the L and T
states by an energy proportional to the oscillator
strength of the corresponding exciton transition.
The magnitude of L–T splitting for n ¼ 1 states in
direct-gap semiconductors is B0.5–2meV. Due to
the transversal character of the electromagnetic
field of light, only the transverse excitons can be

excited at the normal incidence of light on the
crystal surface.

The transversal waves of exciton polarization in
the region of the exciton resonance are strongly
mixed with the transversal waves of photon polar-
ization, like it is a case for transversal optical phon-
ons. As a result, in the resonance region,
corresponding to the transition energy into the ex-
citon state, the intrinsic excitations of the crystal can
be no more considered as excitons or photons but
represent a mixed excitation with a specific disper-
sion curve called the polaritons (Figure 4). The re-
lative part of the exciton and photon properties
smoothly changes along this dispersion curve, and
the rather extended energy region (of the order of L–
T splitting) is involved in the processes of resonant
light absorption. In the region of the exciton reso-
nance at the same energy, two waves transfer the
energy inside the crystal. This situation was first
designated by S I Pekar as an appearance of the ad-
ditional waves. The oscillating structure, arising due
to the interference of these two waves, was clearly
detected in the transmission and reflection spectra of
CdSe and CdS thin films (Figure 5). The dielectric
constant in this region is a function not only of
the energy, but also of the wave vector which repre-
sents a clear manifestation of the spatial dispersion.
The account for the polariton nature of the exciton
resonance is very important in the analysis of the
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optical reflection spectra in the region of the exciton
transitions.

Exciton Luminescence

At optical excitation below the fundamental gap Eg,
the excitons can be created by light through the di-
rect transitions to the En states. At optical excitation
above Eg, the excitons can be formed through the
Coulomb attraction of free electrons and holes gene-
rated in the process of interband absorption. The
binding of free carriers into the excitons takes place
after the carrier cooling on phonons and takes less
than 10� 9 s. However, in the process of cooling, an
essential part of the free carriers can be trapped by
donor or acceptor impurities.

The study of the excitation spectra of the exciton
luminescence in partly ionic semiconductors has
shown that a very efficient mechanism of exciton
formation at the optical excitation above Eg is the
creation of excitons in the process of phonon-assisted
absorption with the simultaneous emission of LO
phonons. This process takes part in resonance with
the continuum exciton spectrum with many interme-
diate states available. As a result, the process of ex-
citon formation through this mechanism is very fast
(B10� 12 s) and can involve emission of several LO
phonons (up to 5–6), so that the spectral region for
which it is important has an extent of B0.2meV.

The character of exciton luminescence in semicon-
ductor crystals essentially depends on the purity of
the crystal and the exciton lifetime. The translation
motion of excitons in the crystal lattice provides an
efficient transport of the energy of optical excitation
to the impurities or defects where the excitons can be
trapped or ionized. As a result, the luminescence
spectra of semiconductors are usually dominated by
the impurity-related emission, and the detectable
luminescence of free excitons can be observed only in
the most pure samples. For such crystals, the sta-
tionary population of excitons in the exciton bands
can be formed. If the exciton lifetime is sufficiently
long, the distribution of excitons on the kinetic
energy will be in thermal equilibrium with the lattice.
The excitons are quasiparticles with an integer spin
and should obey the Bose statistics. However, for
not very large exciton concentrations and not very
low temperatures, the distribution of exciton kinetic
energies can be described by the Boltzmann statistics.
The resulting distribution can be written as

dN

dE
pE

1=2
kin exp �Ekin

kT

� �

where Ekin is the exciton kinetic energy and T is
the temperature. This distribution can be visualized

through the process of phonon-assisted exciton anni-
hilation which is a reciprocal one to the phonon-
assisted exciton absorption. The exciton wave vector
is transferred to the emitted phonons. As an example,
Figure 6 shows the luminescence spectrum of free ex-
citons in thick ZnSe/GaAs epitaxial films, where the
bands with the threshold energies down-shifted from
the exciton resonance E1 by the energy of 1LO and
2LO phonons are observed. At elevated temperature
(T¼ 30K), the shape of these bands demonstrates the
Maxwell–Boltzmann distribution of excitons on the
kinetic energy. The bands of phonon-assisted exciton
annihilation were observed in many semiconductors,
and they provide an excellent instrument for the
monitoring of exciton stationary populations and the
temperature of electronic subsystems.

The theoretical description of the band shape and
intensity of the zero-phonon line of exciton annihi-
lation is more complicated due to the effects of
resonant reabsorption. In this case, the model, simul-
taneously taking into account the exciton diffusion
inside the crystal and the polariton structure of dis-
persion curves in the region of exciton resonance,
should be used.

Exciton Spectra in External Fields

The apparent analogy between the exciton and
atomic states has stimulated extensive studies of the
influence of the external fields on the exciton spectra.
The application of the uniaxial stress to the crystal
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Figure 6 Exciton luminescence spectra of thick (4mm) epitaxial
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causes the splitting of exciton lines into several
polarized components. The number and polarization
of these components depends on the orientation of
stress direction and the exciton wave vector with re-
spect to the crystallographic axes, and allows one to
obtain information on the symmetry of the exciton
states, and hence, the bands responsible for exciton
formation.

The study of the influence of an electric field on the
exciton states is very difficult, both experimentally
and theoretically. The experimental difficulties are
connected with a strong heating of the sample by
photocurrent arising at the sample illumination. An-
other difficulty is connected with the strong in-
homogeneity of the electric field inside the sample
caused by the formation of depletion regions.
However, several experiments have been performed
on low-conductivity Cu2O samples and in compen-
sated Ge.

The electric field causes a strong mixing of exciton
states with different orbital numbers within one ex-
citon series as well as between the states of different
series. The main effect is the appearance of new lines
forbidden without the electric field. A strong inter-
action of exciton states produces a complicated pat-
tern of splitting and a nonlinear shift of exciton lines.
In a strong electric field, the progressive broadening
and disappearance of the exciton lines (starting from
the higher members of the series) occur due to the
exciton ionization (Franz–Keldysh effect).

The influence of a magnetic field on exciton spec-
tra has been studied extensively. At low fields, a
linear splitting of lines, very similar to the Zeeman
effect in atoms, is observed. Additionally, a shift to
the higher energies, quadratic in the magnetic field,
(diamagnetic shift) takes place for all exciton lines.
This purely relativistic effect is caused by the cyclo-
tron acceleration of internal motion of the carriers in
the exciton. In atoms, such a shift has been observed
only for highly excited states in very strong fields.
However, due to the large radii of exciton orbits, the
diamagnetic shift in exciton spectra can be observed
even at a few tesla.

A strong magnetic field modifies the internal struc-
ture of excitons. Due to the cyclotron acceleration of
carrier motion, the exciton dimensions in the plane
perpendicular to the magnetic field shrink and the
binding energies of the exciton states increase. These
modified states strongly elongated in the direction of
the magnetic fields are called diamagnetic excitons.
Further increase of magnetic fields leads to the for-
mation of Landau subbands, both in the conduction
and valence bands. The optical transitions between
the Landau subbands lead to the appearance of os-
cillations in the spectrum of interband absorption

above the fundamental edge. It has been found that
these oscillations have a fine structure corresponding
to the optical transitions in the states of diamagnetic
excitons associated with every pair of the Landau
subbands. In high magnetic fields, the shift of the
lines of diamagnetic excitons follows that of the
Landau subbands and is linear in the magnetic field.

Another analogy between the excitons and atoms
is demonstrated by the possibility of exciton optical
orientation at resonant pumping by circularly polar-
ized light, or of the optical alignment of exciton di-
pole momenta at linearly polarized excitation. At
resonant excitation, the resonant exciton emission
demonstrates a very high degree of polarization of
corresponding sense (up to 100%). A study of the
dependence of this polarization on the strength and
direction of the external magnetic field provides de-
tailed information on the processes of energy and
spin relaxation of excitons.

Excitons in Low-Dimensional Structures

In recent time, research efforts are concentrated
mostly on the study of exciton states in heterostruc-
tures involving ultrathin ‘‘quantum wells’’ (QWs)
formed by materials with bandgaps smaller than that
of surrounding barriers. The confinement of carriers
in QWs strongly influences both the internal motion
of electrons and holes in the exciton and the trans-
lation motion of the exciton as a whole. The
shrinkage of the exciton dimensions in the direction
perpendicular to the plane of the QWs (z) increases
the exciton binding energy up to four times, which is
a theoretical limit for the ideal two-dimensional
QWs. As a result, the exciton states can be stable and
observable in the spectra up to room temperatures.
This makes such heterostructures very attractive for
practical applications in optoelectronics.

The exciton wave vector Kz is quantized in the
z-direction, and the free translation exciton motion is
possible only along the xy-plane, which essentially
modifies the energy distribution of the density of
states in the exciton bands.

The study of exciton spectra in QWs provides vast
information on the properties of QWs, such as geo-
metrical parameters, composition of forming mate-
rial, the band offsets relative to the barrier, and the
strain conditions of the QWs.

Excitons in Molecular Crystals

Energy Spectra and Band Properties of Excitons

In molecular crystals, the excitons can be very well
described by the Frenkel model. Since the interaction
between the atoms in the molecule is much stronger
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than that between the atoms in different molecules,
most of the crystal excitations are well localized
within the single molecule and are closely connected
with the molecular excitations in the gas phase.
However, even relatively weak intermolecular inter-
action produces two very important features of
the exciton. First, due to translation symmetry of
the crystal lattice, the excitons can propagate in the
crystal with a definite wave vector. The width of ex-
citon bands is relatively small and ranges from 0.01
to 0.1 eV for dipole states. As a result, the exciton
bands are strongly nonparabolic and the exciton
velocities are rather small. Another consequence of
intermolecular interaction is the splitting of non-
degenerate levels into several components, the
number of which is equal to or less than the number
of molecules in the elementary cell of the crystal (so-
called Davydov splitting). Optical transitions into the
exciton states in molecular crystals, as in semicon-
ductors, due to the momentum conservation are
allowed only into the states with KE0. The compo-
nents of Davydov splitting are strictly polarized
along the crystallographic axes.

Classical objects for the study of molecular exci-
tons are crystals of benzene, naphthalene, anthracene,
and other aromatic molecules, the lowest electronic
excitations of which are situated in the visible or near-
UV region of the spectrum. The crystals of aromatic
molecules have a low symmetry (rhombic D15

2h for
benzene with four molecules in the unit cell, and
monoclinic C5

2h for naphthalene and anthracene with
two molecules in the unit cell).

Three different kinds of excitons – electronic, vib-
rational, and vibronic – can exist in molecular crys-
tals. Electronic excitons correspond to internal
molecular electronic transitions into singlet and tri-
plet excited states. The transitions into singlet states
are allowed and produce strong absorption lines. The
radiative times for such transitions have an order of
several nanoseconds, whereas for triplet states the
radiative times can reach tens of milliseconds.

Vibrational excitons originate from the high-fre-
quency intramolecular vibrations and in many as-
pects are similar to the electronic excitons. They are
characterized by narrow bands with a well-defined
wave vector and are split on strictly polarized
Davydov components. The intermolecular vibrations
have much smaller frequencies and form a usual
phonon spectrum of a crystal.

Since the electronic transition inside the molecule
decreases the frequencies of intramolecular vibra-
tions, the bound state of electronic and vibration
excitations can be formed. Such new excitations can
propagate in a crystal with a common wave vector,
and are called vibronic excitons. However, in most

cases the dissociated pairs of electronic and vibronic
excitons are produced by optical excitation. This
process is completely analogous to the phonon-as-
sisted absorption in semiconductors and leads to the
appearance of broad bands. Since the widths of some
exciton bands (electronic or vibronic) are very small,
the shape analysis of such bands allows one to re-
store the distribution of density of states in the ex-
citon bands.

Exciton Luminescence in Molecular Crystals

As in semiconductor crystals, the luminescence spec-
tra of molecular crystals strongly depend on the
crystal purity and exciton lifetime. In crystals of
moderate quality, most of the luminescence is asso-
ciated with defects or impurities, since the excitons
provide a good transport of energy to these centers.
The luminescence of free excitons can be observed
only in extremely pure and perfect crystals.

A very interesting phenomenon has been observed
in the decay kinetics of free exciton luminescence in
molecular crystals. The allowed singlet transitions
have radiative lifetimes of several nanoseconds and
demonstrate very fast decay at pulsed excitation.
However, it has been found that the corresponding
emission can last for tens of milliseconds. Such a
phenomenon has been called a delayed fluorescence.
It occurs if the long-living states of triplet excitons
have lower energy than the singlet states. A fast re-
laxation of optical excitation to the triplet states
creates a pool of stored energy. The radiative anni-
hilation takes place at the collision of two triplet
excitons with the formation of a singlet state. The
delayed fluorescence in molecular crystals represents
one of the most clear examples of cooperative radi-
ation processes in solids.

See also: Crystal Field Splitting; Effective Masses; Elec-
trodynamics: Continuous Media; Electrons and Holes;
Exciton Complexes; Excitons: Theory; Organic Semicon-
ductors; Polaritons; Polarons.

PACS: 71.35.� y; 71.35.Aa; 71.35.Cc; 71.35;
71.35.Ji; 78.20.� e; 78.20.Bh; 78.20.Ls; 78.40.�q;
78.40.Fy; 78.40.Me; 78.55.�m
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Introduction and Basic Ideas

The electronic band structure in a solid gives a for-
mal accounting of the excitation energy EnðkÞ for
adding to the ground state of the system a single
carrier in the state of momentum k. If the energy is
greater than the chemical potential – that is, an emp-
ty state – this refers to an electron; if the energy is
below the chemical potential – a filled state, the ex-
citation is a hole. In a semiconductor or insulator
there is a gap between the creation of electrons and
holes. Of course, adding one electron and one hole in
different bands or with different momenta creates an
excited state of the system – and if the electrons and
holes did not interact, one could of course enumerate
the energies of the excited states just from the one-
particle bands. However, the electron and hole are
oppositely charged and therefore attract – the min-
imum energy required to create an electron–hole pair
is therefore always less than to create either particle
separately. The attraction between these two oppo-
sitely charged single-particle excitations creates a
bound state called an exciton – just as the Coulomb
attraction between a proton and an electron creates
the bound states of the hydrogen atom (Figure 1).

Excitons recapitulate within a solid much of the
physics of solids themselves, but with the added rich-
ness provided by the complexity of the bandstructure
on which they are based. There are varieties of ex-
citons, just as there are varieties of excited atom-
ic states. Excitons themselves interact: there exist

excitonic molecules, excitonic liquids, and possibly
even coherent condensed states akin to the Bose–
Einstein condensation of cold atoms – though these
have not yet been unequivocally observed. In some
materials, excitons are heavy and easily localized,
whereas in others they are very light and readily
propagate throughout the solid. Excitons are com-
posite bosons (formed from two fermions) and have
spin degrees of freedom. They may trap on defects
and disorder, and may also have strong interactions
with the lattice leading to the formation of excitonic
polarons. And most importantly, excitons often in-
teract strongly with light, so that they are often
the dominant feature in optical spectra of solids.
Excitons may be observed in such a case by their
absorption profile, but more frequently by their
luminescence – the recombination emission of light

q

q

kE0

E

E0

Ev(k)

Ec(k)

E0−EB

Figure 1 On the left is a sketch of the lowest conduction

EcðkÞ and highest valence EvðkÞ bands for a simple direct gap

semiconductor with a quadratic dispersion and masses for

electron and hole of me, mh. If these bands described noninte-

racting particles, the lowest excitation energy of total wave

vector q is then Eo þ _2q2=2M, where M ¼ me þmh, which

marks the edge of a continuum of excitations of free electrons

and free holes, shown by the grey hatched region on the right.

Allowing for the binding of the electron and hole, the lowest

excitations are now excitons – a series of discrete states that

disperse approximately parallel to the bottom of the continuum,

but shifted downward by the binding energy EB.
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which is therefore, at the total energy of the electron–
hole pair. Even if they do not decay radiatively, ex-
citons are a transient phenomena – they have a finite
lifetime, which can however be very long in some
materials at low temperature.

Binding of Excitons

Frenkel Excitons

Conceptually, the simplest picture of an exciton
emerges for crystals made of tightly bound electron
states, such as rare gases or highly ionic solids. In
these materials the electronic bands are narrow, and
excitations within the solid are thus nearly localized.
An atomic excited state, embedded within a lattice of
unexcited atoms, is a cartoon for a Frenkel exciton –
but of course since all the atoms in the solid are
identical, this excitation hops from atom to atom
throughout the solid to form a weakly dispersing
band with a large mass. While the original concept of
a Frenkel exciton was based on a transition occurring
in a lattice of neutral atoms, highly localized excitons
may also involve charge transfer between orbitals on
nearby atoms or groups of atoms. The latter is often
the dominant situation in polymers, and organic ma-
terials. Often the correct description is a mixture of
Frenkel and charge transfer exciton, as one can see in
Figure 2 by the shift of absorption and the developm-
ent of new structure between an isolated molecule
and a crystal.

Generally, these highly localized excitons require
detailed microscopic theory to analyze their spectral
structure. Being localized, they couple strongly to
vibrational degrees of freedom of the molecule, often
producing extra ‘‘vibronic’’ structure.

Hydrogenic Excitons

The opposing limit of weakly bound excitons is
much more straightforward to analyze, and this pro-
duces the excitons familiar in direct gap semicon-
ductors such as GaAs. Here the band dispersion is
large, so that the energy cost of occupying states of
large momentum kEp=a (where a is the lattice con-
stant) is large. Hence, the excitonic bound state is a
wave packet made up from electron and hole states
near kE0. The valence and conduction band states
are Bloch states, of the form

cnkðrÞ ¼ unkðrÞeik�r ½1�

where u is a periodic function on the crystal lattice,
and n ¼ c; v will refer to the conduction and valence
bands respectively. If the momentum dependence of
unk is neglected, the wave function for an exciton

becomes separable,

Cðre; rhÞ ¼ uck¼0ðreÞ � uvk¼0ðrhÞ
� f ðre � rhÞ � eiq�R ½2�

Here R is the center of mass coordinate, and q the
corresponding momentum (see Figure 1). f(r) is the
exciton wave function in relative coordinates, and
satisfies the Schrödinger equation

�_2

2m
r2 � e2

4peeor

" #
f ðrÞ ¼ ðE� E0Þf ðrÞ ½3�

where m ¼ memh=ðme þmhÞ is the reduced mass, e
the relative dielectric constant, and E0 the single-
particle gap.

This Wannier exciton then has the spectrum of a
hydrogen atom, with the difference being that, in
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Figure 2 A comparison of absorption spectra of monomers with

crystals where the excitons are highly localized. (a) The absorp-

tion of isolated molecules in solution, (b) The optical density of a

polycrystalline film of the same material. The thick curve is at 5 K

in p-polarization and the thin curve at 293 K in s-polarization. (c) A

crystalline film of a similar compound at 5 K. (From Hoffmann M,

Schmidt K, Fritz T, Hasche T, Agranovich VM, and Leo K (2000)

Chemical Physics 258: 73.)
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direct gap semiconductors such as GaAs, the effective
mass is small ðm=mE0:1Þ and the dielectric constant
is large ðeE10Þ. This means that the binding energy

EB ¼ me4

8e2e2oh2
¼ m

m

1

e2
Ryd ½4�

may be a small fraction of the Rydberg
(Ryd¼ 13.6 eV). The size of the exciton is given by
an effective Bohr radius

a� ¼ eeoh2

pme2
¼ e

m

m
ao ½5�

much larger than the hydrogen Bohr radius ao¼
0.05nm. Thus, the wave function extends over several
unit cells, which justifies the approximate expression
made for the wave function in eqn [2] (Figure 3).

Indirect Excitons

It is not necessary for exciton states to correspond
to vertical band transitions (i.e., q ¼ 0 in Figure 1)

because a wave packet can be constructed about any
band extremum. So, for example, in Ge the lowest
excited state is made from wave packets of holes at
k ¼ 0 and electrons at the equivalent conduction
band minima along the [1 1 1] direction at the
Brillouin zone boundary. A similar situation pertains
for Si, except that the electrons are confined to six
pockets in the [1 0 0] directions (inside the Brillouin
zone). These excitons are called ‘‘indirect’’ because
they require a nonzero momentum to connect the
electron and hole. Momentum conservation then
does not allow the exciton to directly decay into a
photon, and one requires either a process involving
recombination also with emission of a phonon, or
scattering from an impurity, a surface, or other con-
finements. This is typically very inefficient, which is
why Si is not used for optical devices.

Confined Excitons: Quantum Wells, Wires, and
Dots

The engineering of quantum wells in semiconductors
can also be used to manipulate excitonic states. In
GaAs/Ga1–xAlxAs quantum wells (the canonical sys-
tem, though many of the III–V and II–VI series are
used), one may confine both electron and hole to a
narrow sheet, comparable or smaller in size than the
effective Bohr radius a�. It is also possible to create
more complicated structures including quantum
wires and quantum dots. There are two principal
effects. First, the extra confinement brings the elec-
tron and hole closer together and increases (some-
times substantially) the binding energy producing a
shift in the energy of absorption and luminescence in
comparison to bulk material. The second effect arises
because of the structure of the top of the valence
band which in a bulk system has a degeneracy be-
tween the light and heavy hole bands at k ¼ 0 (the
states are p-like, which therefore have a threefold
orbital degeneracy under cubic symmetry; with spin–
orbit coupling the pair of bands are the fourfold-
degenerate J ¼ 3=2). This degeneracy is broken by
the quantum well, which fixes a local axis, and splits
the light and heavy hole bands, leading to a further
separation of the two types of excitons.

Since an applied field will pull the electron and
hole apart from each other the exciton energy and its
binding are affected by applied electric fields. In a
bulk system quite small fields can ionize the exciton,
but if the exciton is confined either to a well or a
quantum dot (see Figure 4) the electron and hole will
be trapped and very large shifts of the exciton lumi-
nescence with electric fields can be produced. This is
the ‘‘quantum-confined Stark effect,’’ a principle used
in semiconductor laser modulators.
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Figure 3 Exciton spectrum in Cu2O. The upper panel is derived

from one-photon absorption (and thus begins with the 2p state)

and the lower panel shows the two-photon absorption, showing

thus s- and d-series. The insets show the full spectrum. (From

Matsumoto H, Saito K, Hasuo M, Kono S, and Nagasawa N

(1996) Solid State Communications 97: 125.)
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Interactions between Excitons

Excitonic Molecules and Complexes

Like atoms, excitons interact and may bind to form
molecules and other complexes. Atomic H binds to
form H2 in an exothermic reaction that generates
about 1/3 Ryd per molecule. The analog of H2 is
the biexciton (sometimes labeled as X2) – which is
however typically less bound than H2 because of the
finite hole mass. In a bulk semiconductor with equal
mass electrons and holes, the binding energy of a
(hydrogenic) biexciton is about 0.03 EB, proportion-
ately one order of magnitude smaller than for H2;
but in GaAs, where the hole is proportionately heavy,
the binding energy can be substantial (see Figure 5).

Stable species can also be made when excitons bind
to electrons and holes (trions) – a situation which can
arise upon optical excitation of a low-density electron
or hole gas in a semiconductor. In general, many
exciton complexes have been discovered.

Electron–Hole Liquid

If the density of excitons is increased so that they
overlap, they lose their individual character as atoms,
as the electrons and holes become unbound. The high-
density two-component plasma so formed is then an
electrical conductor – with one fermi surface each for
electrons and holes – similar to an equilibrium semi-
metal. The transition between the excitonic insulator
and the plasma state occurs at the density nða�ÞdE1
for the Mott metal–insulator transition. This has for
many years been a focus of study in semiconductors
because the large effective Bohr radius means that this
regime can be reached at moderate excitation levels. A
typical semiconductor laser is in this density range,
though also usually at a temperature well exceeding
the exciton binding energy.

In Si and Ge, it turns out that the dense plasma
phase is lower in energy than to distribute the
electron–hole pairs as a dilute gas of excitons or
biexcitons. The origin of this phenomenon is the mul-
tivalley nature of the conduction band in these ma-
terials – in the plasma phase the kinetic energy cost of
the excitons is distributed over many valleys so its
stability is correspondingly enhanced. In consequence,
high-density electron–hole droplets (Figure 6) form
spontaneously and can also be manipulated by ap-
plied elastic strain.

Coherence and Bose–Einstein Condensation

Because excitons are light-mass bosons (albeit com-
posite), there has been a long-standing interest to
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observe Bose–Einstein condensation of excitons. In
order to explore such physics, one needs to lower the
temperature below the point where the thermal
de Broglie wavelength exceeds the interparticle
spacing, that is, a temperature kBTo ¼ _2n2=3=M.
Amongst the systems studied are Cu2O (which has
long-lived excitons that are dipole forbidden), CuCl
(which has very stable biexcitons), and two-dimen-
sional quantum wells (in which the electrons and
holes can be physically separated). Such a state
would be interesting not just for its statistical phys-
ics, but also because of the presence of spontaneous
phase coherence, as in superfluid He, or cold atomic
condensates.

While it has proved possible to enforce or enc-
ourage coherence through optical means, evidence
for Bose–Einstein condensation of excitons in ther-
mal equilibrium is still meagre.

Optical Properties

As discussed above, one of the principal reasons that
excitons are so evident is because of their strong
effects on the optical properties of solids. For very

localized Frenkel excitons, it is largely correct to
think of excitons as being atomic or molecular
species, localized on specific sites in the solid. In
general, it is not simple to calculate optical properties
of excitons, except for the specific (and fortunately
rather common) case of the hydrogenic Wannier
exciton.

Dipole Coupling

Here, only the common case where the conduction
and valence bands are of relative odd parity is con-
sidered (as in zinc blende II–VI and III–V semicon-
ductors) so that the dipole matrix element

pcv ¼ /cckje � p̂jcvkSk¼0 ½6�

is nonzero and in a cubic system independent of the
polarization direction e. The probability P per unit
time and per unit volume that an electromagnetic
wave with a vector potential Ae eiot�q�r will be ab-
sorbed to create an exciton is given by the Elliott
formula

P ¼ 4p
_

eA

m

� �2

jpcvj2f ð0Þ2dðEex � E0 � _oÞ ½7�

where the wavelength of light is assumed to be long
enough so that q ¼ 0.

The answer is a sequence of lines at the energies
_on ¼ E0 � Ryd�=n2 corresponding to the principal
quantum numbers n ¼ 1; 2; 3;y, their intensities
depending on the relative wave function f(r) evalu-
ated at the origin (when the electron and hole are
coincident). Thus, the absorption is largest if the

Figure 6 Electron–hole liquid in Ge. A photograph of a droplet

of electron–hole liquid at 2 K in a 4 nm diameter Ge disk, stressed

by a nylon screw (top) along (110) and viewed through an (001)

face. The central bright region is the e–h recombination lumines-

cence from the liquid confined in a potential well of maximum

shear stress. The bright ring around the sample is recombination

luminescence scattered from the surface of the crystal. (From

Markiewicz RS, Wolfe JP, and Jeffries CD (1977) Physical

Review B 15: 1988.)
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Figure 7 Absorption predicted by the Elliott formula of eqn [7].

Notice that even above the continuum edge at E0 the absorption

(gray) is enhanced over that predicted in the absence of Coulomb

interactions (solid line).
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exciton is tightly bound (since f ð0Þ2 ¼ 1=pða�nÞ3Þ
and also if the basis states supporting the Bloch states
are strongly dipole active. Equation [7] gives only the
Rydberg series below the continuum, but above and
close to the edge of the continuum absorption, the
excitonic effects enhance the absorption above that
to be expected in free electron theory, as shown in
Figure 7.

Exciton Polaritons

A peak in the absorption such as shown in Figure 7
corresponds to a pole in the real part of the dielectric
function, so below the gap,

eðoÞEeN þ An

on � o
½8�

where the amplitudes An are proportional to the co-
efficients in eqn [7]. A pole in the dielectric response
is a free mode of oscillation of the polarization; when
light travels in a polarizable medium such as this, the
coupled modes are called ‘‘polaritons.’’ These modes
can be made visible beautifully by confining the light
between mirrors to form a planar microcavity
(Figure 8).

For excitons that are strongly localized and thus
subject to disorder and incoherent fluctuations, one
rarely observes fully coherent modes. But neverthe-
less the resonant process that transfers an exciton
from one localized state to a resonant one nearby can
be important, in a process called Förster transfer.

See also: Excitons in Crystals; Excitons: Theory; Organic
Semiconductors; Polaritons; Semiconductors, General
Properties; Semiconductors, Optical and Infrared Proper-
ties of.

PACS: 42.50.Ct; 71.35.� y
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Figure 8 Dispersion of two-dimensional microcavity polaritons.

Light is confined between two planar mirrors so as to fix the per-

pendicular momentum and to give a dispersion o ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

o þ c2k2
p

,

where k is the momentum parallel to the plane, ooEcp=L, where

L is the separation between the mirrors, and this can be chosen to

be resonant with the exciton energy as in the figure (a). On the

scale of the wavelength of light, the exciton dispersion is

negligible. The mixing of the two modes gives rise to level repul-

sion, and the dispersion marked by the solid points. This disper-

sion is derived from the lower figure, which shows the

luminescence from the microcavity as a function of angle, which

can be directly converted into the parallel momentum k. (From

Houdre R, Weisbuch C, Stanley RP, Oesterle U, Pellandini P, and

Ilegems M (1994) Physics Review Letters 73: 2043.)
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Introduction

The Fermi surface is the envelope of the filled elec-
tronic states of a metal in momentum space. In the
simplest and radically approximate view of a metal as
free electrons in a box, for example, the electronic
states are plane waves with an energy depending
quadratically on the momentum. The Pauli exclusion
principle prevents the electrons from all simultane-
ously occupying the lowest energy, zero momentum
state, and instead the overall ground state is formed by
the electrons occupying distinct states such that the
total energy is minimized: they are bunched around
the origin of momentum space in a sphere. In this case,
the Fermi surface is simply the surface of that sphere.

Surprisingly, the basic notions of this picture
survive even when the free-electron approximation
is not applicable, for example, in the presence of
substantial crystal lattice potentials or strong elec-
tron–electron correlations. The deep insight gained
by Fermi-liquid theory is that the elementary excita-
tions in most metals still possess a well-defined wave
vector, and that there is still a Fermi surface separa-
ting filled from empty states. The main differences to
the free-electron case are (1) that surface is, in gen-
eral, no longer spherical, and (2) the effective elec-
tron mass can deviate from its bare value.

The physical properties of any system at low tem-
peratures are determined by the low-energy excita-
tions, and for a metal these are the states near the
Fermi surface. This means that knowledge of the shape
of the Fermi surface, and of the energy dispersion in its
immediate vicinity, are of paramount importance in
order to understand the properties of a metal.

Correspondingly, there are many direct as well as
indirect ways of determining Fermi surface properties

from experiment. On the most basic level, the DC
conductivity is proportional to the overall Fermi sur-
face area, for example, while the Hall effect can indi-
cate whether the surface is mostly electron-like
(enclosing filled states) or hole-like (enclosing empty
states). However, a small number of experimental
methods have proved to be extraordinarily sensitive
and suitable to give a full account of the Fermi sur-
face geometry, and this article attempts to give a brief
introduction into these methods, with a particular
focus on the de Haas–van Alphen (dHvA) effect and
angle-resolved photoemission spectroscopy (ARPES).

New Materials and New Questions

Fermi surface measurements date back to the seminal
discovery of the dHvA effect in bismuth in 1930.
From that time until the 1970s, both measurement
techniques and theoretical insight were gradually re-
fined until the physics of most ordinary metals, in
particular the elements, was very precisely and satis-
factorily understood. This ‘‘golden age of fermi-
ology’’ was superseded in the 1980s by a new era
where novel materials broadly denoted as correlated
electron systems have posed new challenges, both
theoretical and experimental, to our understanding
of metals. Examples of such new materials are the
heavy fermion compounds, organic molecular crys-
tals, high-Tc and other unconventional superconduc-
tors, and quantum critical systems.

These challenges have been met both with further
refinements of existing techniques, like dHvA, and
the arrival of new ones such as ARPES. At the same
time, the experimental scope has shifted slightly, in
that Fermi surface probes are increasingly used to
study not merely the Fermi surface geometry itself,
but also the influence of correlations on the elec-
tronic structure. Such experimental information is
very valuable since a realistic and reliable quanti-
tative prediction of the effect of correlations, and
especially of the electron mass enhancement, is



presently well beyond the capabilities of theoretical
band structure calculations.

One further development, less obvious at first
sight, is that many correlated materials of contem-
porary interest possess a reduced effective dimen-
sionality. In particular, the layered transition metal
oxides and a number of organic molecular metals
can be very anisotropic: quasi-2D or even quasi-1D.
This has led to the development of new techniques
specifically tailored for such materials of reduced
dimensionality.

Quantum Oscillations – Physical
Principles

The dHvA effect is the traditional workhorse of
Fermi surface measurements. Broadly speaking, it re-
lies on the interplay between the Fermi surface and
orbital quantization in a magnetic field. This interplay
is only visible under conditions that require signifi-
cant experimental efforts: very low temperatures
(B1K or less), very large magnetic fields (B10T or
more), and for very pure materials, typically with
mean free pathsB1000 Å or longer, corresponding to
low-temperature residual resistivities B1mO cm or
less. These efforts are rewarded with precise infor-
mation about both the Fermi surface geometry and
the thermodynamic effective masses.

To understand the origin of the effect, we need to
consider the behavior of electrons in a magnetic field
B. Classically, a freely moving electron in this case
undergoes helical motion in real space; in momentum
space, the electron traverses a circular orbit. In quan-
tum mechanics, the solutions cn of the Schrödinger
equation in the presence of a magnetic field reflect
this cyclotron motion, with a radial part peaked at a
distance r2n ¼ ð2nþ 1Þ_=eB from the center of the
motion. The orbital radius and area in momentum
space are kn¼ eBrn and Ak,n¼ (nþ 1/2)2peB/_, resp-
ectively. Thus, the cyclotron orbits in k-space are
confined to so-called Landau tubes with an area that
is quantized in units proportional to B.

Consider a 2D gas of free, noninteracting elec-
trons, at low temperature and in zero magnetic field.
The filled plane wave eigenstates are inside the Fermi
contour with radius kF around the origin in momen-
tum space. If a magnetic field is switched on, the
electrons redistribute into the orbital eigenstates, and
instead of having all k-states up to kokF filled, one
now has all the orbital states up to knokF occupied.
(Taking kF, and with it the chemical potential, to be
constant – this is valid in most 3D metals, but in
materials of reduced electronic dimensionality this
assumption can break down, necessitating a more
intricate treatment than set out here.)

As the magnetic field is increased, the orbital areas
Ak,n grow proportional to B, and one by one the
orbital states will pass through the Fermi contour. As
a state does so, it abruptly becomes vacant. Since
the degeneracy of the orbital states is extremely high,
this means that the system is abruptly shedding a
macroscopic fraction of its electrons. This occurs
every time an orbit crosses the Fermi contour:
Ak;n ¼ AF, where AF is the Fermi contour area, or
_AF/eB¼ 2p(nþ 1/2). This implies that the electron
number has an oscillatory component proportional
to sin(2pF/B) as a function of inverse magnetic field,
where F is the so-called dHvA frequency: F¼ _AF/2pe
(which has the units of magnetic field).

In real metals, which are non-2D, the basic con-
cept remains the same: in the presence of a magnetic
field, the quasiparticle eigenstates of a Fermi liquid
redistribute analogously into orbital states in k-space
along an equal energy contour of the electronic band
dispersion perpendicular to the applied field. The
geometrical shape of these orbits can vary, but
provided one deals with closed orbits, their area is
still quantized in units of 2peB/_ (this is a conse-
quence of the Bohr–Sommerfeld quantization rule).
Orbital states still become vacant as they cross the
Fermi level, but the major difference to the idealized
2D case is that now the area AF of the equal energy
contour at the Fermi level is not constant any more.
The respective local dHvA frequency F¼ _AF/2pe
therefore varies in k-space, so that there is a contin-
uous band of oscillations sin(2pF/B) which has to be
integrated.

This integration can usually be simplified in
the saddle-point approximation. The integrand
sin(2pF/B) is rapidly varying, and only the extremal
cyclotron orbits areas lead to a macroscopic magnet-
ization. Therefore, the observed oscillation frequen-
cies give information about the ‘‘maximum’’ and
‘‘minimum’’ cross-sections of the Fermi surface per-
pendicular to the magnetic field direction (Figure 1).

M, �, ...

(b)
B

(a)

B

Figure 1 (a) Landau tubes and the Fermi surface in momentum

space. As the magnetic field increases, the tubes expand and

move through the Fermi surface, leading to (b) quantum oscil-

lations. They are sketched here with typical impurity damping,

leading to rapid loss of signal at low fields.
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In order to establish the overall shape of the Fermi
surface one has to solve the inverse problem: given
the observed dHvA frequencies along several field
directions, what is the likely shape of the surface?
This is usually done with the guidance of band struc-
ture calculations, but Figure 2 gives a flavor of the
relation between Fermi surface shape and the angular
frequency behavior.

Quantum Oscillations – Experimental
Approach

These quantum oscillations can, under favorable
conditions, be observed in most thermodynamic and
transport material properties. Experimentally, the
best signal-to-noise level is usually achieved by prob-
ing quantum oscillations in the susceptibility (dHvA
effect) or in the resistivity (Shubnikov–de Haas, SdH
effect), the latter being the method of choice in re-
stricted geometries without sufficient space for sus-
ceptibility coils, such as pressure cells.

The material in question needs to be of sufficient
purity that, broadly speaking, the scattering time is
longer than the cyclotron orbital period. This re-
quirement translates, for typical Fermi velocities and
Fermi surface geometries, into an impurity-limited
low-temperature resistivity of 1mO cm, or a mean
free path of 1000 Å. These values constitute serious
challenges to metallurgists and materials scientists, in
particular for the binary and ternary compounds
of contemporary interest. The purity requirement

becomes less stringent in larger fields; so many dHvA
experiments are carried out at dedicated DC or
pulsed high magnetic field facilities.

Temperature Damping and Effective
Masses

Finally, observation of the dHvA effect necessitates
very low sample temperatures – but this temperature
sensitivity turns out to be not just a vice, but also a
virtue of the technique. The energy difference be-
tween two adjacent Landau tubes is _o�

c ¼ _eB=m�,
and if the thermal energy kBT exceeds this value, the
quantum oscillations will be rapidly attenuated. The
characteristic frequency o�

c and mass m� are the fully
renormalized thermodynamic values which – in most
cases studied so far – add up to the a-coefficient in
the low-temperature specific heat. o�

c and m� usually
differ from the values probed in a cyclotron reso-
nance experiment.

An exact quantitative treatment shows that the
oscillations will be damped by a factor X/sinhX,
known as the Lifshitz–Kosevich formula, where X ¼
2p2kBTm�=_eB is related to the ratio of the two
energy scales above. The characteristic temperature
scale is B1K for carriers with bare electron mass m,
but only 10mK for carriers in a heavy fermion sys-
tem with masses of order m� ¼ 100m. Conversely,
the experimental determination of the temperature
dependence of the dHvA amplitude can identify the
electron masses with high accuracy.
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Figure 2 Fermi surface tracing using dHvA frequency information. (a) A spherical Fermi surface has direction-independent dHvA

frequencies. (b) The cross-sectional areas, and dHvA frequency, of prolate ellipsoids increase for off-axis field directions, and (c) even

diverge in the extreme case of a cylindrical Fermi surface. (d) More complicated features are possible, in particular for multiply

connected surfaces with hole orbits.
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Angle-Resolved Photoemission
Spectroscopy

Photoemission spectroscopy provides, in principle, a
direct way to measure the electronic density of states
of a material. It uses the photoelectric effect: an inco-
ming photon, typically in the ultraviolet, transfers its
energy onto an electron and expels it from the ma-
terial (Figure 3a). The energy difference between the
photon and the electron corresponds to the binding
energy of the electron relative to the vacuum level,
and the energy distribution of the outgoing electrons
hence mimics the electronic density of states and their
occupancy inside the material (Figure 3b).

Photoemission experiments are conducted either
at synchrotron sources, tapping into their vast supply
of intense UV rays with variable energy, or in a
more standard laboratory setup, typically using a He
gas discharge lamp at a fixed photon energy of
21.2 eV. With modern detectors and at low temper-
atures (down to B10K), electron energy resolutions
on B1meV can be achieved. One problematic aspect
of photoemission spectroscopy is the short escape
depth of the photoelectrons, typically only a few Å
for UV energies. Therefore, the technique is sensitive
to a thin surface layer only, which necessitates careful
sample preparation and treatment under UHV con-
ditions. Even then, subtraction techniques using dif-
ferent photon energies often have to be employed to
separate the surface from the ‘‘bulk’’ signal.

Importantly, for correlated materials the ‘‘density
of states’’ probed by photoemission is really the
spectral function A(o) which can exhibit many-body
features like Hubbard bands or superconducting,
pseudo-, and Mott gaps. Photoemission spectroscopy
has therefore become one of the most powerful mod-
ern probes of electronic structure.

The real power of photoemission is unleashed
in angle-resolved spectroscopy (ARPES) on single-
crystalline samples, where the momentum of the
photoelectron is measured along with its energy.
Within limits – discussed below – this photoelectron
momentum can be related to the crystal momentum
k of the initial electronic state. Within common ap-
proximations, the energy distribution curve meas-
ured at the detector for a particular angle, or
momentum, is proportional to A(k, o)f(_o �EF),
the momentum-resolved spectral function times the
Fermi function. This product in turn encodes the
complete band structure and Fermi surface of
the material since the spectral function A(k, o) peaks
whenever _o¼E(k), while f(_o �EF) demarcates
the filled states in k space (Figure 4). For noninte-
racting electrons, the peak in A(k, o) is d-like, while
for interacting systems the peak broadens out and is
supplemented by an incoherent background contri-
bution to A(k, o).

Much of the quantitative analysis relies on what
happens to the crystal momentum k when the elec-
tron is excited by the photon, refracted at the surface,
and expelled from the material, to arrive at the de-
tector with a momentum K. The momentum comp-
onent parallel to the surface is usually taken to be
conserved, apart from a reciprocal lattice vector,
k¼ ¼K¼ þG¼ . In contrast, the perpendicular com-
ponent k> is usually not conserved during the re-
fraction process. The analysis then either requires
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Figure 3 (a) Schematics of a photoemission experiment.

(b) The energy distribution of the emitted electrons mimics the

occupied density of states (i.e., A(o)f (_o�EF); gray shaded

area) inside the material.

k < kF

k = kF

k > kF

EF E

Figure 4 Angle-resolved photoemission spectroscopy

(ARPES). For a particular emission direction, the momentum-

resolved occupied spectral function A(k, o)f(_o�EF) is probed

(gray shaded). For Fermi liquids, A(k, o) possesses a quasipar-

ticle peak which indicates the band dispersion. The peak narrows

when k approaches the Fermi surface from the inside and gets

depopulated outside it. In this way, ARPES can probe band

structure, Fermi surface, and many-body effects.
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some assumptions about the (nearly free electron)
nature of the excited state inside the crystal, or com-
parison of extensive data sets from different crystal
faces, to determine k>.

In the special case of materials with a quasi-2D
electronic structure, the spectral function only de-
pends weakly on k> anyway, and it is in these
materials that ARPES is at its most powerful. Quasi-
2D materials offer a few more experimental simpli-
fications – for example, they often cleave easily,
exposing flat crystalline faces with little surface
reconstruction. This is true for the high-Tc super-
conductors, especially the Bi-based compounds,
where ARPES has made major contributions to the
understanding of the electronic structure of both the
normal and superconducting states.

Angle-Dependent Magnetoresistance
Oscillations

In metals with reduced effective dimensionality of
the electronic structure (quasi-1D and quasi-2D),
the magnetoresistivity for currents along the low
conductivity axes shows a strong dependence on the
direction of the applied magnetic field. This angle-
dependent magnetoresistance oscillation (AMRO)
effect was first observed in the late 1980s in a
number of organic metals and subsequently ex-
plained as being due to ‘‘magic angles’’ in the Fermi
surface geometry. In this way, the exact form of the
AMROs constitutes a subtle probe of the shape of
the Fermi surface.

One can understand AMROs from the viewpoint
of semiclassical transport theory. If an electric field is
applied to drive a current in a metal, this field acts as
a force on the electrons and changes their momentum
and hence their k value. Depending on the relative
orientation of the electric field and the Fermi velocity,
this amounts to an acceleration or deceleration of the
electron, and hence to a positive or negative change
in electron energy, respectively. This energy change
induces an occupancy redistribution that deviates
from the ground state, which in turn leads to a net
current.

In the presence of a magnetic field one techni-
cally has to deal with orbital states again, but it is
sufficient to view the problem in the semiclassical
approximation in which the wave vector k is taken
to be an almost good quantum number which
slowly evolves along the cyclotron trajectory: along
the Fermi surface and perpendicular to the applied
magnetic field.

For some directions of the applied magnetic
field, known as magic angles and to be determined
below, the Fermi velocity component along some

crystallographic direction can average to zero over
every cyclotron trajectory. In this situation the time-
averaged energy shift induced by a c-axis electric
field is very small: over the course of each cyclotron
trajectory, the electric field sometimes accelerates
the electron, sometimes decelerates it, with little net
effect. This means that the occupancy redistribution,
and the resulting current, are both small – the
magnetoresistance is large.

The two best-known magic angle situations are
so-called ‘‘Yamaji oscillations’’ for quasi-2D metals,
and ‘‘Danner–Chaikin oscillations’’ for the quasi-1D
case. Both cases are illustrated schematically in
Figure 5. Yamaji oscillations are visible in the inter-
layer resistivity as a function of the polar angle of the
magnetic field, while Danner–Chaikin oscillations
can be observed in the resistivity along the lowest
conductivity axis as the magnetic field is rotated from
that axis onto the highest conductivity direction.

The exact positions of the Yamaji magic angles
depend on the details of the geometry of the Fermi
surface. From Figure 5a, it is evident that, if the
Brillouin zone height remains the same, larger Fermi
surfaces will have smaller Yamaji angles. In fact, it
can be shown that in the simplest case and in the
clean limit the magnetoresistance behaves like
rc¼ r0/J0

2(ckF tan y) where c is the interlayer spa-
cing, y is the polar angle of the applied magnetic
field, and J0 is the Bessel function. In this way, the
oscillation period (in tan y) yields the Fermi wave
vector, so that Yamaji oscillations constitute a
‘‘caliper’’ measurement of the Fermi surface. This
periodicity also applies in more general cases al-
though the exact shape of the AMROs can be dif-
ferent, corresponding to more unusual interlayer
transport behavior.

For Danner–Chaikin oscillations, the magnetore-
sistance behaves like rc ¼ r0=J

2
0ð2tbc tan y=_vFÞ and

gives information about the relative strength of the
corrugation of the Fermi surface, and in particular
the tight-binding transfer integral tb along the inter-
mediate conductivity direction.

In practice, the analysis of AMROs works best if
the Fermi surface possesses one sheet only, and if a
reasonable first guess at its geometry is available
from theory or from other techniques. This is
because quite often only the first few oscillations
are visible, so that fitting procedures are required,
and it is correspondingly difficult to disentangle the
contributions from several bands.

Sufficient Fermi velocity averaging over the whole
cyclotron orbit is only possible if the scattering rate
is small and the magnetic field is large (octX1).
AMROs are therefore subject to similar impurity
damping as dHvA oscillations, but to much weaker
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thermal damping since AMROs are a semiclassical
effect independent of orbital quantization.

Advantages and Disadvantages

Depending on the material and the situation, the
three experimental methods discussed above each
have their own relative merits and disadvantages – in
this section some of the key aspects are covered for
guidance.

Sensitivity to Correlations

DHvA probes the effects of correlations on the low-
energy scale (o0.1meV), through the effective elec-
tron masses. In contrast, electron correlations are
manifest in photoemission and ARPES on a higher
energy scale (typically 1 eV), in Hubbard bands and
in the incoherent part of A(k, o). In this sense, dHvA
and photoemission provide very complementary
information. Unfortunately, AMROs are largely
independent of many-body renormalization effects

and do not therefore constitute a suitable experi-
mental probe for electronic correlations.

Purity Requirements

DHvA and AMROs have similar crystal purity and
homogeneity requirements (octX1); ARPES is much
less stringent as long as the surface preparation is
adequate. This is one of the key reasons why ARPES
has been so useful for investigating the high-Tc

cuprates.

Temperature Requirements

DHvA is most demanding (kBTo_o�
c); AMROs re-

main visible until the temperature-induced extra
scattering invalidates the condition octX1; the
ARPES signal remains observable at much higher
temperatures (with an energy resolution slightly
broadened by kBT). This means that typically
AMRO and dHvA studies are restricted to the low-
temperature ground state of a material, while ARPES
can often probe electronic phase transitions at
elevated temperatures.
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Figure 5 Geometry for (a) Yamaji and (b) Danner–Chaikin oscillations. The bold solid trajectory is at the magic angle where the

c-component vFc of the Fermi velocity always averages to zero. (c) The magnetoresistance is similar in both cases and shows peaks at

the magic angles – quasi-periodic in tan y – that grow stronger with increasing field.
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Dimensionality

AMROs are only visible in quasi-1D and quasi-2D
materials. A reduced dimensionality is also helpful
for the interpretation of ARPES and boosts the signal
size in dHvA, but both techniques still retain much of
their power for 3D materials – dHvA perhaps even
more so than ARPES.

k-Space Resolution

In favorable situations, dHvA can resolve k-space
features B10 ppm of the Brillouin zone; more typi-
cally, it can achieve B0.1% resolution with accurate
magnetic field calibration. While significant im-
provements have been made in ARPES, state-of-
the-art detectors discriminate by B0.21 in angle, and
Fermi surface determination down to within perhaps
1% of the Brillouin zone is often possible. The res-
olution offered by AMROs depends strongly on the
number of oscillations visible in the magnetoresist-
ance –B1% precision in kF is realistic for Yamaji
oscillations in good crystals.

Bulk Sensitivity

DHvA and AMROs probe the bulk of the material,
while ARPES is restricted to a thin surface layer. The
vicinity and influence of the surface can on occasion
distort the electronic structure, especially when the
exposed surface undergoes a structural and/or elec-
tronic reconstruction. Photons with variable energies
and escape depths can be used to separate surface
from bulk contributions, but this separation is often
not reliable, and cases where a variation of photon
energy itself drastically modifies the observed appar-
ent electronic structure have also been reported.

Other Fermi Surface Probes

The three experimental methods discussed above are
probably the most common Fermi surface measure-
ment techniques today. There are a number of other
probes, some of them occupying specialist niche
roles, others mostly of historical interest. These are
briefly presented here for completeness.

Positron Annihilation

If positrons from a radioactive source are injected
into a solid, they thermalize in a very short time,
losing most of their momentum in the process. After
about a few hundred picoseconds, the positron and
one of the electrons in the material annihilate in a
flash of two g-rays. The g-ray trajectories are almost
back-to-back, but angular corrections can be
observed and attributed to the initial crystal momen-
tum of the electron. This maps out the filled states of

the material in k-space. The advantage of the tech-
nique is that it is a rare bulk probe that also works at
elevated temperatures, or for inhomogeneous mate-
rials. On the downside, it only offers filling informa-
tion that is integrated along lines in k-space; its
resolution is less than spectacular (typically 5% of
the Brillouin zone); and the effects of positron trap-
ping in lattice vacancies can distort the observed bulk
electronic structure.

Cyclotron Resonance

The cyclotron motion of the electrons of a metal in a
magnetic field causes resonant absorption of an in-
cident microwave field if its frequency coincides with
the cyclotron frequency oc¼ eB/mc, or – in the so-
called Azbel’–Kaner geometry – integer multiples
thereof. Primarily, the technique does not measure
the Fermi surface geometry itself but the dynamical
cyclotron mass mc. Importantly, mc can differ from
both the bare band mass and from the effective mass
m� measured in dHvA, and those differences give
clues about the electronic interactions in the mate-
rial. In addition, recent measurements on quasi-1D
and -2D systems have uncovered geometrical reso-
nances (known as Fermi surface traversal and peri-
odic orbit resonances, respectively) which can be
more closely related to the Fermi surface geometry
itself.

Magnetoacoustic Effect

Rarely used today, this method relies on resonant
attenuation effects between cyclotron motion in
real space and propagating sound waves in a metal
every time the cyclotron orbit diameter 2rc and
the sound wavelength l form a half-integer ratio,
2rc/l¼ nþ 1/2.

Anomalous Skin Effect

Famous for its role in the experimental determina-
tion of the Fermi surface of copper, this technique is
also very rarely used today. It exploits a subtle re-
lation, valid only if the mean free path is much longer
than the skin depth, between the magnitude of the
microwave surface impedance and the Fermi surface
curvature near those points where vF is parallel to the
sample surface.

See also: Effective Masses; Electrons in Periodic Po-
tentials with Magnetic Fields; Liquids, Theory of: Fermi
Liquids; Magnetoresistance Techniques Applied to
Fermi Surfaces; Metals and Alloys, Electronic States of
(Including Fermi Surface Calculations); Valence Photo-
emission.
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Introduction

Ferroelectricity refers to many related phenomena
specific to ferroelectrics. Properties of these materials
have made them important for various applications,
some of which are mentioned in this article. Most
ferroelectrics have small conductivity and are con-
sidered to be a special class of insulators (dielectrics).
Some ferroelectrics are semiconductors. However,
considering them as dielectrics is an adequate star-
ting point. Ferroelectrics exhibit unconventional
pyroelectricity and piezoelectricity. The article begins
with a classification of electrical properties of die-
lectrics with a view to identify the position of ferro-
electrics among related classes of materials. A
plethora of specific features of ferroelectrics is con-
nected to their ‘‘structural softness,’’ which is an in-
dication of the closeness of a second-order phase
transition. The meaning of this ‘‘closeness’’ is ex-
plained below; considering this transition is the key
to understanding ferroelectricity. The transition is
included in the formulation in a way that is model-
independent and general, but somewhat formal. In
order to illustrate this approach and also give general
ideas on the microscopic mechanisms of the transi-
tion, this article employs a simple model that none-
theless offers a physically transparent treatment.

Ferroelectrics, Pyroelectrics, and
Piezoelectrics

Properties of a dielectric can be derived from its
equation of state, which describes the dependence of

the polarization P, on parameters that define the state
of the material. The most important among these are
voltage, elastic strains, and temperature. In fact, it is
not the polarization that is probed experimentally,
but either the charge of the capacitor containing the
dielectric (Figure 1) or the current in the circuit con-
taining the capacitor (Figure 2). According to elec-
trostatics, the density of charge at the capacitor plate
is equal to the electric displacement D¼ e0EþP,
where E¼V/L is the electric field, (L being the dis-
tance between the electrodes and V the voltage), and
e0 is the permittivity of vacuum. (It should be noted
that in normal experimental conditions, D is along
the perpendicular to the plate. The use of vectors is
thus avoided in this article by assuming that all vec-
tors are directed along the same line.)

Oscilloscope,
x-deflection
plates

Oscilloscope,
y-deflection
plates

Figure 1 Probing the dependence of polarization on the electric

field by measurements with alternating voltage. The y-deflection

is proportional to the chargeQ of the reference (empty) capacitor,

which is the same as the charge of the capacitor filled by die-

lectric. The x-deflection is proportional to the voltage on the di-

electric plate. Since D¼Q/S, where S is the area of the plate, the

experiment provides D(E) and the dependence P(E) can be then

calculated. In ferroelectrics e0E{P , so that DBP.
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By controlling the voltage on the dielectric plate
and the charge of the reference capacitor (Figure 1),
one can obtain the dependence P(E). For most die-
lectrics, P depends linearly on E, up to dieletric
breakdown fields (Figure 3a). In ferroelectrics,
however, P(E) has a different form (Figure 3b). The
measurement frequency is so low (see caption for
Figure 3) that the dependence P(E) in Figure 3b is
considered as ‘‘static.’’ Remarkably, in ferroelectrics
P(E) is nonlinear and even multivalued. There are
two values of P for E¼ 0. After switching the voltage
off, the ferroelectric finds itself in one of the two
states that correspond to the remanent (‘‘spontane-
ous’’) polarization of opposite signs. By applying an
electric field in the direction opposite to the sponta-
neous polarization and exceeding the ‘‘coercive field’’
(see Figure 3b), the spontaneous polarization can be
inverted (switched). This property makes ferro-
electrics useful in memory and logic devices. This
was proposed before the 1950s but has become com-
mercially significant only recently. Another applica-
tion of ferroelectrics is connected with the fact that

their dielectric response is large: note the difference
in scales of the P-axis in Figures 3a and 3b. If the
amplitude of the change in the field is much less than
the coercive field, the ferroelectric behaves as an or-
dinary dielectric, but with a very high dielectric con-
stant e¼ 1þ dP/dE. This explains why ferroelectrics
are used in B50% of the total number of the com-
mercially available capacitors: high capacitance can
be achieved in a small volume. The name ‘‘ferro-
electrics’’ is due to the similarity of the hysteresis
curves of the ferroelectrics (Figure 3b) and the
ferromagnetics.

Another type of experiment is presented in Figure 2,
where there is no voltage source and one probes
only the current. In most dielectrics, no current ap-
pears but in some of them a transient current is
observed to flow. If it flows because of a change in
the temperature of the dielectric, one observes the
pyroelectric effect. If it does because of a defor-
mation, one observes the piezoelectric effect. The
dielectrics in these two cases are, respectively, pyro-
electrics and piezoelectrics. These effects are not
completely independent. Indeed, there are two types
of deformations: those lowering the symmetry of the
crystal (e.g., unilateral stretching of a cubic crystal),
and those leaving it unchanged (e.g., deformation
due to hydrostatic pressure). Since the deformations
due to thermal expansion are symmetry-conserving,
the piezoelectric effect is a contribution to the
pyroelectric effect, that is, the two effects take
place simultaneously. Conversely, if the symmetry-
conserving strains do not provoke the piezoelectric
effect, the crystal is not a pyroelectric. Symmetry-
lowering strains may not necessarily lead to the
piezoelectric effect. Symmetry arguments of this type
are very effective in predicting the crystal properties.
It is the crystal symmetry that ‘‘allows’’ or ‘‘forbids’’
these properties. Later this point is illustrated for the
case of a simple model, but here it suffices to mention
that the pyroelectric effect is possible in structures

A

Figure 2 Probing the polarization change by measurement of

transient current provoked by change of temperature (pyroelec-

tric effect) or by deformation (piezoelectric effect). The current

I¼S dP/dt in a circuit without resistance. The arrows indicate

either heat flow or mechanical stress.
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Figure 3 Dependence P(E) (a) for a linear dielectric with e¼ 10 and (b) obtained experimentally for ferroelectric triglycine sulfate

(TGS) (see Table 1) at ambient temperature and frequency 0.1Hz. The coercive field Ec¼ 15 kVm� 1, the spontaneous polarization is

3.1� 10� 2Cm� 2.
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whose point group does not contain transformations
that change a vector. Such structures are generally
called polar.

Ferroelectrics have (at least) two polar structures:
the pyroelectric current has opposite directions in the
two states with opposite spontaneous polarization,
that is, the temperature influences the modulus of the
spontaneous polarization but not its direction. The
same is valid for the piezoelectric effect, because of
the symmetry-conserving strains. This is not the only
specific feature of a ferroelectric as a special case of
pyro- and piezoelectric. As noted below, the magni-
tude of the two effects can be much higher in these
materials than in ordinary pyro- and piezoelectrics.
There are large scale practical applications of ferro-
electrics as pyroelectric thermal detectors and, espe-
cially, as piezoelectric transducers.

Ferroelectric Phase Transition

An important property of ferroelectrics is that they
change their structure to become nonpolar at re-
latively moderate changes of their external condi-
tions, for example, by heating to temperatures that
are much less than the melting temperature or by
applying a low enough pressure that does not change
the density significantly. This is another aspect of the
polar state ‘‘softness,’’ which is a characteristic of the
dielectric response of ferroelectrics. The reason of
this softness is that the polar structure of a ferro-
electric is a result of small structural changes of a
nonpolar structure; here, ‘‘small’’ means, in particu-
lar, that the average positions of the ions are
shifted by values much less than the typical inter-
atomic distances.

The observation that some structural changes
though arbitrarily small lead to a change in the crys-
tal symmetry, that is, to a phase transition is the basis
of the Landau theory of second-order (continuous)
phase transitions. This theory allows one to predict
specific properties (‘‘anomalies’’) of a crystal close to
a second-order transition. The term ‘‘close’’ has the
same meaning as the above ‘‘small.’’ In this sense,
most ferroelectrics are almost always ‘‘close’’ to the
transition. This is not surprising if one takes into
account that the temperatures of ferroelectric (non-
polar–polar) phase transitions are typically several
hundred kelvin, whereas the characteristic scale of
the temperature dependence of crystal constants is
the so-called ‘‘atomic temperature’’ (Tat) estimated
as 104–105K. The estimation is made by comparing
the kinetic energy of thermal motion of an ion and
the binding energy, that is, the work necessary to
remove it from the crystal. Therefore, the Landau
theory is useful in understanding the properties of a

ferroelectric, say, at ambient pressure and tempera-
ture. This was demonstrated by Ginzburg and
Devonshire, and thus the Landau theory applied to
ferroelectrics is usually called Landau–Ginzburg–
Devonshire (LGD) theory.

Ferroelectric phase transitions per se are also of
great interest. In the vicinity of a transition, the
crystal has unusual properties, which are discussed
below. It is significant to note that the Landau theory
is not applicable in some neighborhood of a second-
order phase transition. This theory is applicable
‘‘close’’ but not ‘‘too close’’ to the transition. For a
long time, it was difficult to develop a theory valid in
the immediate neighborhood of the transition. This
development is frequently characterized as the main
achievement of statistical physics of the twentieth
century, which has had an important impact on
other branches of physics. However, it seems very
difficult to apply this theory to interpret experimen-
tal data regarding ferroelectrics. First, this immediate
neighborhood (‘‘scaling region’’) proves to be fairly
narrow in ferroelectrics. Second, and even more im-
portant, various and poorly controllable crystalline
defects become important in this region where the
phase-transition anomalies are changed and often the
transition is ‘‘smeared.’’ Beyond the scaling region,
the observed deviations from the Landau theory are
small and should be interpreted within another the-
ory, which is more simple and more informative,
than the strict theory, but, is inapplicable in the im-
mediate neighborhood of the transition. Beyond this
immediate vicinity, the LGD theory can well account
for the main properties of ferroelectrics.

An important advantage of this theory is its gen-
erality: it only uses symmetry considerations and some
other macroscopic arguments, that is, it is model-
independent. This theory provides the shortest way to
understand the physical background of ferroelectric-
ity; it establishes relations between different experi-
mental data, but it cannot provide numerical values of
the relevant physical quantities without the use of
other experimental data. It cannot predict, in partic-
ular, the composition of crystals that could have, es-
pecially, advantageous ferroelectric properties. This is
why theories that start from a basic quantum me-
chanical approach are now being intensively devel-
oped. At the intermediate level, various types of
microscopic model theories are considered that help
in understanding the underlying physical mechanisms
specific for a given class of crystals.

One-Ion Model

For pedagogic convenience, the basic ideas of the
LGD approach are presented. It has been mentioned
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already that the structures of polar and nonpolar
phases of a ferroelectric are very similar. An example
of two structurally similar one-dimensional ‘‘crys-
tals’’ is presented in Figure 4. The structures have
different symmetries: the symmetry planes in struc-
ture 1 are perpendicular to the plane of the page and
pass through the ions. In structure 2, they are absent.

Pyroelectric Effect and Spontaneous Polarization

Imagine a crystal consisting of parallel chains with
electrodes on the surfaces perpendicular to the chains
and short-circuited (Figure 2). The pyroelectric effect
means that a change in temperature leads to a trans-
fer of charge from one electrode to the other. Since
E¼ 0, the density of charge at the electrodes is pro-
portional to P. It will now be checked whether the
polarization changes with temperature.

Structures 1 and 2 both have a dipolar moment.
Still, the more symmetric structure does not exhibit
the pyroelectric effect. Indeed, the dipole moment
of a pair of neighboring negative (anion) and posi-
tive (cation) ions is qd, where q is the ion charge
and d is the distance between the ions. The dipole
moment of the whole crystal is qdN1N2, where N1 is
the number of anions (cations) in a chain and N2

is the number of chains. The volume of the crystal is
vf¼ S�L¼ S� (2N1� 1)d, where S is the area of the
capacitor electrode and L the distance between elec-
trodes of a capacitor, and the polarization (dipole
moment per unit volume) is qN2/2S. The charge at
the electrode is qN2/2. This charge is independent of
temperature. For structure 2 (Figure 4), there is a
contribution to the polarization which is associated
with a difference in distances between, say, an anion
and two neighboring cations and not with the unit
cell length 2d. This contribution is dependent on
temperature.

Frequently, pyroelectricity is ascribed to materials
having ‘‘spontaneous polarization,’’ normally under-
stood as the dipole moment of the sample divided
by its volume. However, this can be confusing.

Symmetry does not prohibit the existence of the so-
defined spontaneous polarization in a finite crystal,
although it prohibits the pyroelectric effect. But if the
term spontaneous polarization is understood as the
difference between the polarization of a given struc-
ture and that of the ‘‘reference’’ (more symmetric)
structure, just as in Figure 4, the term becomes
meaningful. It does not contradict the above empir-
ical definition, and one can associate the pyroelectric
effect with the spontaneous polarization defined in
this manner.

Symmetry Breaking

To illustrate a nonpolar–polar phase transition, con-
sider a model in which the cations are immobile and
their role is to create potential energy for the anions
(‘‘one-ion model’’). This energy does not originate
because of the Coulomb interaction between the ions
which is neglected for now. A short-range interaction
of an ion with only its nearest neighbors is consider-
ed. The interaction between anions in different cells
is also short-ranged and is modeled with springs
(Figure 5). The ions are heavy enough to be con-
sidered as classical and not quantum particles
(‘‘quantum fluctuations’’ are neglected). The phase
transition occurs because of a change in the pressure
p. Suppose that at p4pc the potential energy has
only one minimum (Figure 5a). The anions are, of
course, in this minimum. If, for popc, the potential
energy is a two-well one (Figure 5b), the anions
shift either to the right or to the left, forming a less
symmetric structure with the loss of structural
equivalence of two neighboring ions. The springs
do not deform: all the anions shift by the same
distance. Only one variable is needed to describe
different configurations of the systems: the shift of
any anion. The role of the springs is to force them to
shift collectively.

+ − − − −+ + +

+ − + − + − + −

d

1

2

Figure 4 Two periodic ionic chains (‘‘one-dimensional crys-

tals’’). Chain 1 has symmetry planes perpendicular to the page

and crossing the ions. Chain 2 is a result of displacement of

anions of chain 1 by the same distance. The symmetry planes are

lost because of the displacement (‘‘breaking of symmetry’’).

(a)

(b)

Figure 5 Diagrams illustrating the model: (a) p4pc, stable

symmetric configuration and (b) popc, unstable symmetric con-

figuration, the anions will shift to the right or to the left.
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LGD Theory for the Model

For models with classical ions at T¼ 0, the Landau
theory is exact. What this theory means for the above
model is discussed below.

The Landau theory describes lowering of the sym-
metry as a result of some internal deformation,
which nowadays is called the ‘‘order parameter.’’ In
this case, the order parameter can be identified with
the shift of anions or with a difference in polariza-
tions of structures with shifted and nonshifted ani-
ons. Here it is termed ‘‘polarization’’ and designated
as P. It has been seen earlier that it is the only
variable needed. Choosing the simplest function
to describe the evolution of potential energy of an
anion, the potential energy per unit volume U is
obtained in the form

U ¼ N a
P2

2
þ b

P4

4

� �
½1�

where N is the number of anions (cations) in a unit
volume, a¼ a0(p� pc) and b¼ const.

Even if the Coulomb interaction can be neglected
when considering the interaction between the ions
(‘‘at microscopic level’’), the shift of the anions leads
to a macroscopic effect. Let a capacitor with the
ferroelectric (FC) (Figure 6) be connected to a voltage
source capacitor (SC) with C-N (C is the capac-
itance and voltage V). For P¼ 0, one has U¼ 0 and
the total energy is due to the electric field:

Z
vf

e0E2

2
dV þ

Z
vs

e0E2

2
dV

where vf, vs are the volumes of FC and SC,
respectively. The second integral is Q2/2C, where Q
is the charge of SC. For Pa0, the electric field energy
within FC remains the same but the energy of SC
changes: a part of the charge passes to FC. If P and E
have the same sign, the charge of the source dimin-
ishes. The surface density of the additional charge is
P and the energy of SC changes by

ðQ� PSÞ2

2C
�Q2

2C
¼ PSQ

C
þ ðPSÞ2

2C

Since QcPS, the second term can be neglected
and the difference in energies is equal to �PSV
or�PEvf. The total energy per unit volume is

UðPÞ ¼ aP2

2
þ bP4

4
� PE ½2�

where a¼ aN, b¼ bN. The next step is to minimize
U(P) with respect to P to obtain the equation of
state: P¼P(E, p). However, consider first the
generalization of the treatment to the case Ta0.

Generalization

Experimentally, ferroelectric phase transitions are
mainly due to change in temperature, not in pressure.
Recall that the equilibrium state at Ta0 is that of
maximum probability. Instead of the probability
of states with different values of P (w(P)), one can
consider a ‘‘nonequilibrium thermodynamic poten-
tial’’ F(P)¼ kT lnw(P), where k is the Boltzmann
constant. The minimum of F(P) corresponds to the
equilibrium just as the minimum of U(P) does at
T¼ 0. Naturally, F is a different function of P at
different T and p. Therefore, in eqn [2], U can be
replaced by F, and a (and, in principle, b) can be
considered as functions of T, p. At p¼ const.,
the phase-transition temperature (Tc) is given by
the condition a(Tc)¼ 0. Landau assumed that
a¼ a0(T�Tc) close to Tc. Nontrivially, this natural
assumption proved to be incorrect very close to Tc.
But as already mentioned, this is of no practical
importance for ferroelectrics.

The form of F(P;E¼ 0,T, p) can be obtained with-
out referring to any model but from symmetry
arguments. Considering the nonpolar phase, F can
be expanded in the Maclaurin series in P taking into
account that some symmetry elements (in this model:
reflection in the plane) of this phase change the sign
of P. The form of the function has to remain un-
changed under symmetry transformations, so the se-
ries can contain the powers of P2 only. Incorporating
then the voltage source in the same way as above,
one obtains

FðP;E;T; pÞ

¼ F0 þ
aðT; pÞP2

2
þ bðT; pÞP4

4
� PEþ? ½3�

where the higher-order terms are omitted. For a
nonpolar phase, a40 and changes its sign at phase
transition into a polar phase.

FC
SC

Figure 6 For the calculation of energy of the system consisting

of a ferroelectric capacitor (FC) and the voltage source (‘‘large

capacitor,’’ SC).
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Equation of State and Switching

Minimizing F given by eqn [3] with respect to the
order parameter P, one obtains P(E) as

aPþ bP3 ¼ E ½4�

For ToTc (ao0), P(E) is shown in Figure 7a. Tran-
sitions from metastable to equilibrium states shown
in the figure prevent the system from reaching the
‘‘coercive field,’’ EcLGD calculated with the help of
eqn [4]. The barrier for these transitions disappears
at E¼EcLGD but, at any finite temperature, the tran-
sitions become possible before disappearance of the
barrier. It is not surprising, therefore, that the exper-
imental coercive fields are less than EcLGD. But it is
surprising that this difference is very high: two or
three orders of magnitude. Escapes from metastable
states normally occur locally, similar to the liquefac-
tion of under-cooled vapor. It proceeds because of
nucleation, that is, formation of very small drops of
water, and subsequent growth of the nuclei. The nu-
clei arise either because of thermal fluctuations or
due to the assistance of some ‘‘nucleation centers’’ as
those provided by a jet liner, leading to the formation
of the trace visible from the surface. It is natural to
expect that a change of direction (‘‘switching’’) of the
polarization occurs in a similar manner: first, small
regions (small ‘‘domains’’) of opposite polarization
arise and then these regions grow and merge to com-
plete the switching. Some small domains in partially
switched crystals were repeatedly observed, but it
remains unclear how they do arise. However, what is
clear is that only large enough nuclei can grow and

not collapse, both in the under cooled vapor and the
ferroelectric. The estimations of the ‘‘critical dimen-
sions’’ provide very high values both for the dimen-
sions and the energy of ‘‘critical nuclei’’ in
ferroelectrics. It is unimaginable that they arise be-
cause of thermal fluctuations at electric fields much
lower than EcLGD. A natural assumption is that the
nucleation is because of some centers, just as in the
case of the jet liner. Unfortunately, one has no idea
what these centers are as no model of such a ‘‘nucle-
ation-assisting’’ center has yet been developed. Al-
though the ‘‘nucleation and growth model’’ helps in
understanding many experimental data, it has no
solid base yet.

Domains

Domains or regions with different directions of the
spontaneous polarization do not arise only in the
process of switching. Ferroelectrics normally appear
to consist of domains when cooled through the tran-
sition temperature (Figure 8). Despite the domain
structures being diverse, even for the same crystal,
there are some regularities, especially in the orientat-
ions of the boundaries between the domains – do-
main walls. Their energy strongly depends on their
orientations. In particular, this prevents the walls
from being ‘‘charged’’: the spontaneous polarizations
in the adjacent domains tend to have equal compo-
nents perpendicular to the wall. A domain wall nor-
mally has positive energy, that is, the formation of
domain walls is energetically unprofitable for the
crystal. The domain structures present either metast-
able states, or there are energetic gains associated
with their formation. The most evident gain is di-
minishing of the energy of the electric field associated
with any inhomogeneity of the polarization along a
direction that is not perpendicular to the polariza-
tion. It might, in particular, be due to the boundary
of the sample. In a short-circuited plate whose plane
is perpendicular to the spontaneous polarization, the
domains are not expected to appear if the electrodes
are ideal and the sample is completely homogeneous.
Experimentally, this is hardly possible, and it is not
surprising that the domain structures are almost al-
ways observed.

Phase-Transition Anomalies

Phase-transition anomalies or peculiarities of crystal
properties near a second-order phase transition have
already been mentioned. However, only anomalies
obtainable from eqn [3] are touched upon here. For

P A

E1
EcLGD E−EcLGD

B

C

F

PPAPBPC

(a) (b)

Figure 7 (a) Dependence P(E) according to eqn [4]. The points

of the broken line correspond to maxima, not to minima, of the

free energy as shown in (b). They present unstable, not realizable

states. The thin lines present metastable states, the bold lines

present equilibrium ones. This is illustrated in (b), where F(P,

E¼E1); E1 is shown in (a). Points A, B, C correspond to equi-

librium, nonstable, and metastable states. Vertical arrows indi-

cate transitions between metastable and equilibrium states.
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E¼ 0, one finds that

Ps ¼ 0 for T4Tc

and

Ps ¼ 7ð�a=bÞ1=2 for ToTc

This means that Psp(Tc�T)1/2.
For small values of E, one can linearize the equa-

tion in both the phases. For T4Tc, one finds P¼E/a,
that is, for dielectric permeability in a small electric
field, e¼ 1þ dP/e0dE, one obtains the Curie–Weiss
law, e¼C/(T�Tc), where C¼ 1/a0e0 is the Curie–
Weiss constant. The value of C is an important
parameter of a ferroelectric material. Similar tem-
perature dependence, ep1/|T�Tc| with another
Curie–Weiss constant, takes place for ToTc. One
also finds that the pyroelectric coefficient g¼ dPs/
dTp(Tc�T)� 1/2, so it also tends to infinity as

T-Tc but with a different power behavior. The
same is valid for the piezoelectric coefficient r¼ dPs /
ds, where s is a symmetry-conserving strain.

Dynamic Properties

Consider again the model for T¼ 0. Since P is pro-
portional to the collective shift of ions B, the equa-
tion of motion for P in the case of small oscillations
in the nonpolar phase reads:

Md2P

dt2
þ aP ¼ EðtÞ ½5�

where M¼mN, and m is the mass of an anion. This
is the equation of a harmonic oscillator whose nat-
ural frequency is (a/M)1/2. The oscillator presents one
of the modes of the optic branch corresponding to
the vibrations of the anion sublattice with respect to
the cation one. The frequency of the mode becomes
zero at the phase transition. This is why it is called
the ‘‘soft mode.’’ Vibrations corresponding to other
modes of the branch involve deformations of the
springs, and their frequencies remain positive at the
transition.

Generalization of eqn [5] to the case Ta0 is a
difficult problem, which has not been solved satis-
factorily. A natural and minimalist assumption is to
take into account the damping of the oscillator:

Md2P

dt2
þ xdP

dt
þ aP ¼ EðtÞ ½6�

where x is the viscosity coefficient. If the damping
constant (G¼ x/2M) is much larger than the natural
frequency, the oscillator converts into a ‘‘relaxator,’’
that is, the equation of motion takes the approximate
form

xdP
dt

þ aP ¼ EðtÞ ½7�

Instead of the frequency, it is the reciprocal relaxa-
tion time a/x, that goes to zero at the transition.
The dynamics described by eqn [6] is considered as
typical for the displacive systems, while that de-
scribed by eqn [7] is typical for the order–disorder
ones. The motivation for these terms is explained in
the following. Since the two equations represent two
extreme cases, it is quite natural that there are many
cases where none of the equations is applicable.

This is especially valid for eqn [5]. In fact, a soft
mode whose frequency goes to zero at the transi-
tion has never been observed. Equation [5] is relevant
for high enough frequencies but not close to the
transition, if at all. The dynamics of ‘‘displacive’’

Figure 8 Domain structures of (a) TGS and (b) KH2PO4 as

observed in a microscope. In both cases, the cross section is

perpendicular to the direction of Ps. In the case (a), the crystal

surface is covered by a liquid crystal to make the visualization

possible. In case (b), the water steam was used as a contrast

reagent. ((a) Courtesy of Natalia A Tikhomirova, Universidad

Autonoma de Madrid, Madrid.)
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systems close to the transition is still poorly under-
stood.

Displacive and Order–Disorder Systems

These systems can be illustrated as limiting cases
of the simple model. At T¼ 0, the only possibility
for the transition is due to the change of the poten-
tial exerted by the cations on the anions. The tran-
sition consists in the displacement of the anion
sublattice and is of the displacive type. At Ta0, the
phase transition can take place even if the potential
does not change at all and remains two-well one.
Indeed, at high T, the atoms have high kinetic
energy, which allows them to jump between the
wells if the springs are relatively soft. For high
enough T, the anions find themselves in the left
or the right well with the same probability, that is,
they become disordered. The average position of
an anion is symmetric, that is, the system is in the
nonpolar phase. This ‘‘order–disorder’’ transition
occurs when the kinetic energy of the ion (kT) be-
comes comparable with the typical change of the
potential energy of the spring when an ion changes
the well. The depth of the well is still much larger
than kT. A nonequilibrium population of wells in
such a system approaches equilibrium in a relaxa-
tion process similar to that described by eqn [7]. The
phase-transition temperature Tc is the only temper-
ature scale for a, that is, a0Baat/Tc, where aat is the
‘‘atomic’’ value of a, that is, its typical value far from
the phase transition or in an ‘‘ordinary’’ non-
ferroelectric material. Since the dielectric constants
of such materials are of the order of magnitude of
unity, one finds that aatBe�1

0 and CBTc.
For very rigid springs, such a phase transition is

impossible. But if the one-ion potential changes
with temperature and becomes a single-well one,
the transition will take place once again, as at T¼ 0,
due to displacement of the anion sublattice. This
again is a displacive transition. Of course, the springs
should be infinitely rigid to have only displacement
and no disorder. Therefore, any real displacive sys-
tem has an admixture of ‘‘order–disorder compo-
nent,’’ and there exists no boundary between the two
types of systems.

The above example of displacive phase transition
is good to illustrate the dynamics, but it does not
correspond to any real case. A characteristic temper-
ature scale for changes of atomic potentials is Tat,
and this temperature is much higher than the melting
temperatures. It may seem that a displacive transi-
tion cannot result by a change in T. However, recall
that the Coulomb interaction between the ions has
been neglected. The difference between the Coulomb

interaction energies in polar and nonpolar structures,
called the dipole–dipole interaction energy, is now
of much interest. Calculation of this part is fairly
involved. What is important here is that the dipole–
dipole interaction can be destabilizing for a nonpolar
state.

In the model at T¼ 0, it can well happen that,
because of the dipole–dipole interaction, the polar
state is realized even for single-well one-ion poten-
tial. In other words, the coefficient a in eqns [2]
and [3] now has two contributions: the short-range
interactions and the dipole–dipole interactions,
a¼ asþ ad; as40, ado0. The two contributions are,
in principle, temperature-dependent and the scale
of this dependence is, of course, Tat. If a(T¼ 0)o0
but jaðT ¼ 0Þj{jasj; jadj, that is, the effects of the
dipole–dipole and short-range interactions are
nearly compensated, it can well happen that, at
some T{Tat, the balance changes its sign, and the
nonpolar state becomes the equilibrium one. Other-
wise, the polar state conserves up to the melting
temperature, and the crystal is a pyroelectric but not
a ferroelectric. Therefore, a system with ‘‘rigid
springs’’ can also exhibit polar–nonpolar phase tran-
sition because of a change in T. Although the tem-
perature of such a transition is much less than Tat, the
latter conserves its role as the scale for the temper-
ature changes, that is, in this case CBTat. This is very
different from the order–disorder systems. Note that
no dynamics was referred to in the discussion of
reasons for the phase transition. It is not surprising,
therefore, that ferroelectrics can be fairly well
divided into two classes with different orders of
magnitude of the Curie–Weiss constant (see Table 1),
while their division into the order–disorder and dis-
placive systems with respect to their dynamics is far
less definitive.

First-Order Phase Transitions:
Perovskites

In most ferroelectrics, the phase transition is discon-
tinuous, that is, it is of the first order. In particular,
this is the case of ferroelectrics with the perovskite
structure (perovskite is a mineral, CaTiO3). Another
specific feature of this group of ferroelectrics, which
is very important for applications, is that they are
cubic in the nonpolar phase. This means that the or-
der parameter of the ferroelectric transition is a
three-component one. This can be treated within the
Landau theory (as well as the discontinuity of the
transition) as long as the structural changes are rela-
tively small. The generalization is straightforward
but it is beyond the scope of this article.
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In most perovskite ferroelectrics, the spontaneous
polarization arising at transition between nonpolar
and polar phases is directed along one of the cubic
axes. The crystal symmetry changes from cubic to
tetragonal. As a result, the unit cell expands (or
shrinks) along the polarization direction losing its
cubic form. This symmetry-breaking strain is another
aspect of the structural changes at the transition.
Without polarization, it would lead to a lowering of
the cubic symmetry but less radical than the polar-
ization: a prism with a quadratic base has, as a sym-
metry element, a mirror plane parallel to the base at
half the height of the prism. This symmetry element
is absent if there is a polarization perpendicular to
the base. This means that the symmetry-breaking
strain is a secondary effect of a more profound
change of symmetry.

Improper, Liquid Crystalline, and
Incommensurate Ferroelectrics

Spontaneous polarization can also be a result of
another, more profound change of symmetry. Such
ferroelectrics are called improper. They exhibit quite
different phase-transition anomalies than the usual
(‘‘proper’’) ferroelectrics, for example, their dielectric
constant changes little near the transition and has
low values, similar to those of ordinary dielectrics.

In some liquid crystals, the so-called chiral smec-
tics, there exists spontaneous polarization that
changes its direction (‘‘winds’’) if one translates
along a special direction in these systems. The win-
ding is periodic with a macroscopic pitch: 5–10 mm.
The polarization can be made homogeneous by
applying a relatively small electric field.

Another type of spatially inhomogeneous polari-
zation, with changing magnitude rather than direc-
tion, is observed in some ordinary (solid) crystals.
The period of the inhomogeneity is larger only by
one to two orders of magnitude than typical inter-
atomic distances. It changes with temperature inde-
pendently of the period of structural features that do
not contribute to the polarization (‘‘basic lattice’’).

The crystal has two independent (‘‘incommensu-
rate’’) periodicities. At some temperature, the polar-
ization becomes homogeneous (within macroscopic
domains, as usual), that is, there is a phase transition
between the incommensurate and the ordinary
(‘‘commensurate’’) ferroelectric phase. This phase
transition belongs to a special class of transitions
(‘‘lock-in transition’’), which take place not only in
ferroelectric but in many other systems, for example,
in systems with charge density waves. In ferro-
electrics, this transition is usually accompanied by a
strong increase of the dielectric constant.

See also: Crystal Symmetry; Dielectric Function; Ferro-
magnetism; Incommensurate Phases; Lattice Dynamics:
Vibrational Modes; Liquid Crystals; Local Field Effects;
Piezoelectricity; Point Groups; Pyroelectricity.

PACS: 77.80.Bh; 77.80.Dj; 77.80.Fm; 64.60.Cn;
64.70.Kb; 64.70.Rh
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Nomenclature

a0 coefficient in the dependence of a on
pressure

a, b coefficients of expansion of the potential
energy U in a series of powers of P2

C capacitance

Table 1 Some parameters of some ferroelectrics

Substance Chemical formula Transition temperature Curie–Weiss constant C ðKÞ

Potassium niobate KNbO3 4351C 2.9�105

Barium titanate BaTiO3 1301C 1.5�105

Lead titanate PbTiO3 4901C 1.1�105

Antimony sulphide iodide SbSI 201C 0.5�105

Sodium nitrite NaNO2 1631C 5.0�103

Potassium dihydrogen phosphate KH2PO4 123K 3.3�103

Triglycine sulfate (CH2NH2COOH)3 �H2SO4 491C 3.2�103

Rochelle salt NaKC4H4O6 � 4H2O �18, 241C 2.2�103
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2d unit cell length
D electric displacement
E electric field
Ec coercive field
EcLGD coercive field within the LGD theory

without accounting for domains
F free energy
I current
k Boltzmann constant
L distance between electrodes of a capac-

itor
m anion mass (within the model)
M anion mass density (within the model)
N number of anions (cations) in a unit

volume
N1 number of anions (cations) in the atomic

chain
N2 number of the atomic chains in a crystal
p pressure
pc pressure of change of the form of the

short-range potential energy of anions
within the model

P polarization
Ps spontaneous polarization
q anion (cation) charge (within the model)

Q charge of a capacitor
S area of the capacitor electrode
Tat atomic temperature
Tc phase-transition temperature
U potential energy of an anion due to its

short-range interaction with the cations
(within the model)

V voltage
w polarization probability density distri-

bution
a0 coefficient in the dependence of a on the

temperature
a, b coefficients of expansion of the potential

energy U and the free energy F in series
of powers of P2

aat atomic value of a
ad contribution to a due to dipole–dipole

interactions
as contribution to a due to short-range in-

teractions
e0 permittivity of vacuum
vf volume of ferroelectric
vs volume of the voltage source considered

as a large capacitor
x viscosity coefficient
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Introduction

As far as isolated atoms are concerned, only two
different magnetic behaviors exist: diamagnetism
and paramagnetism. The latter property is only
present if the considered atoms possess a nonzero
permanent magnetic dipole, and is responsible for
the weak attractive force experienced by a
paramagnetic substance in an applied magnetic field.
However, the most interesting magnetic properties of
condensed matter arise when the interaction between
the individual elementary moments of each atom is
considered. In particular, ferromagnetism concerns
the situation where the moments have the tendency
to align, one parallel to another, even in the absence
of any external magnetic field, thus leading to the
possibility of obtaining very large values of the
magnetization with very little values of the applied
magnetic field (spontaneous magnetization). Only a
few elements in the periodic table (Fe, Co, Ni, Gd,

Dy, and Tb) order ferromagnetically, but an ex-
tremely large number of compounds and alloys do.
From the practical point of view, apart from their
high values of the magnetic susceptibility and relative
permeability, one of the most interesting properties
of ferromagnetic compounds is the possibility of re-
taining a large amount of the induced magnetization
when the external field is completely removed. This
makes it possible to develop devices such as perma-
nent magnets (i.e., magnetized bodies which produce
a constant magnetic field in a given volume of space
without the need to continuously supply electrical or
chemical energy), memory storage devices, magnetic
circuits, etc.

The Molecular Field Approach to
Ferromagnetism

At the beginning of the twentieth century, Pierre
Weiss interpreted the tendency of ferromagnets to
spontaneous magnetization by introducing a ‘‘mole-
cular field’’ responsible for the ordering of the
elementary magnetic moments, and he assumed
that this field is linearly proportional to the bulk
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magnetization (total magnetic moment per volume
unit). It may be recalled that the magnetization of a
set of identical noninteracting ions, each having total
angular momentum J, in a magnetic field H can be
expressed as

M ¼ ngmBJBJ
gmBJH
kBT

� �
½1�

where g is the Landé factor and

BJðxÞ ¼
2J þ 1

2J
coth

2J þ 1

2J
x

� �
� 1

2J
coth

x

2J

� �
½2�

is the Brillouin function; the magnetization of a fer-
romagnet can then be obtained by substituting in
eqn [1] the applied magnetic field H with H þ lM,
leading to the implicit equation

M

ngmBJ
¼ BJ

gmBJ
kBT

H þ gmBJ
kBT

lM
� �

½3�

In order to investigate the possibility of spontaneous
magnetization, the H ¼ 0 case is considered; eqn [3]
can be rewritten as

m ¼ tx ¼ BJðxÞ ½4�

with

x ¼ gmBJlM
kBT

; t ¼ kBT

nlðgmBJÞ2
½5�

A graphical solution of eqn [4] is given in Figure 1;
if tXtC ¼ ðJ þ 1Þ=3J; only the trivial solution x ¼ 0
is present, while otherwise there is also a possible
solution with xa0. This means that there exists a
critical temperature TC (Curie temperature), below
which a ferromagnetic compound can have a non-
zero magnetization in the absence of an applied
magnetic field. The Curie temperature and satura-
tion magnetization for several ferromagnetic ele-
ments are listed in Table 1. It is worth noting that
eqn [4] can be expressed in terms of J, m ¼
MðTÞ=Mð0Þ and t ¼ ðJ þ 1Þ=ð3JÞ T=TC only. In the
classical limit (J-N), BJðxÞ is substituted by the
Langevin function coth x� 1=x, and the function
mðtÞ is the same for all ferromagnetic materials; the
latter statement is often referred to as the law of
corresponding states.

Figure 2 shows the temperature dependence of
the magnetization measured for nickel (Ni), together
with the curve derived from eqn [4] considering a
pure-spin moment J ¼ S ¼ 1=2. The overall agree-
ment is fairly good, and can be further improved

Table 1 Curie temperature, saturation magnetization at room-

temperature, and magnetic moment per formula unit (at 0K) of

ferromagnetic elements

Element TC ðKÞ MS (106Am� 1) mB/formula unit

Cobalt 1388 1.42 1.72

Iron 1043 1.71 2.22

Nickel 627 0.48 0.61

Gadolinium 293 7.10

Terbium 221 9.34

Dysprosium 85 10.0

Data from: (1) Kittel C (1962) Introduction to Solid State

Physics, 7th edn. London: Wiley; (2) Jiles D (1991) Introduction

to Magnetism and Magnetic Materials. London: Chapman and

Hall; (3) Elliott JF, Legvold S, and Spedding FH (1954) Some

magnetic properties of dy metal. Physical Review 94: 1143; (4)

Hegland DE, Legvold S, and Spedding FH (1963) Magnetization

and electrical resistivity of terbium single crystals. Physical

Review 131: 158; (5) Heller P (1967) Experimental investigat-

ions of critical phenomena. Reports on Progress in Physics

30: 731.
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Figure 1 Graphical solution of eqn [4] (see text for details).
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Figure 2 Experimental (diamonds) and calculated (lines)

value of m ¼ MðT Þ=Mð0Þ vs. t ¼ T=TC for nickel (J ¼ S ¼
1=2). Experimental data are taken from Weiss P and Forrer R

(1926) Aimantation et phenomene magnetocalorique du nickel.

Ann. Phys. 5: 153. The full black line is calculated by means

of eqn [4]; dashed lines take into account the spin-wave

excitations at low T and the critical behavior near the Curie

point.
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by the use of more accurate models (the low-
temperature decrease due to spin waves and the
critical behavior near TC are shown as dashed lines
for comparison).

Above TC, the sample is in a paramagnetic phase
(disordered moments), and its magnetic susceptibility
can be calculated by noting that BJðxÞCðJ þ 1Þ
x=ð3JÞ for small values of x, leading to

w � M

H
¼ C

T � lC
½6�

where C can be identified with the paramagnetic
Curie constant (w ¼ C=T if no ferromagnetic order
exists, i.e., l ¼ 0) and TC ¼ lC. This very simple
model gives a fairly accurate description of the ex-
perimental magnetic susceptibilities of ferromagnetic
compounds at high temperatures.

It must be noted that lM can be as large as several
times the maximum magnetic field which can be
produced in a standard laboratory, and is about four
orders of magnitude larger than the dipolar interac-
tion due to the other magnetic ions in the crystal. The
physical origin of this huge molecular field was not
clear until the development of quantum mechanics
made it possible to point out the role of the exchange
interaction (a purely quantum effect and a direct
consequence of Pauli’s principle) in determining the
magnetic spin alignment. The exchange interactions
between a collection of N spins can be described by
the Heisenberg–Dirac Hamiltonian, which has the
form

HH2D ¼ �
X
i;j

JijSi � Sj ½7�

where the sign of the exchange constants Jij de-
pends on whether the two spins labeled i and j
are coupled ferromagnetically (positive) or antiferro-
magnetically (negative), and the sum usually involves
only the z nearest neighbors since the interaction
strength drops very rapidly as the distance increases.
In the presence of an applied magnetic field H, the
Zeeman term

HZ ¼ �2mB
X
i

H � Si ½8�

must also be considered (a gyromagnetic factor of
2 was taken, in the hypothesis that pure spin
moments are being dealt with). The molecular field
approximation consists in reducing the N-body
Hamiltonian HH–DþHZ to N one-body Hamilton-
ians Hi, by replacing all the spin operators except Si

with their average values:

Hi ¼ �Si �
X
j

Jij/SjSþ 2mBH

" #
½9�

The case now considered is that of a ferromagne-
tic body, with all the relevant exchange constants
Jij ¼ J40 for simplicity. Since

M ¼ 2mB
X
l

/SlS ½10�

is the total magnetization of the sample, eqn [9] can
be rewritten as

Hi ¼ �2mBSi � ½H þ lM� ½11�

with

l ¼ zJ

4m2BN
½12�

Equation [11] immediately shows that the mean-field
analysis based on the Heisenberg–Dirac exchange
Hamiltonian provides an a posteriori justification to
Weiss’ molecular-field hypothesis; as one might ex-
pect, the accuracy of this approximation is higher
when z and J are larger, since in this case the role of
the fluctuations Si �/SiS is practically negligible
and the substitutions made in eqns [7] and [8] are
well-grounded.

One word of caution is required before the end
of this section. The existing theories of magne-
tism may roughly be divided into two groups, dealing
respectively with localized and itinerant magne-
tic moments. The Heisenberg approach which was
mentioned before belongs to the former; to give a
meaning to eqn [7], it must be explicitly assumed
that each ion in the crystal carries on it a well-defined
magnetic moment Si due to the electrons which are
bound to it. Although this approach is very useful
when dealing with certain substances and alloys
and for studying critical magnetic behaviors, its
validity for metals is questionable due to the pre-
sence of conduction electrons, not tied to a specific
ion but belonging to the whole crystal. On the
other hand, band models considering the role of
itinerant electrons have managed to solve several
flaws of localized theories, such as the noninteger
values of the magnetic moment per atom experimen-
tally measured in most ferromagnets (Table 1), which
could not be explained within a localized-moment
framework.
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Magnetostatic Energy and
Demagnetizing Field

One may consider a sample of a magnetic substance,
composed of n magnetic atoms per unit volume, each
carrying an elementary moment l, and imagine ap-
plying a magnetic field which is strong enough to
align all these dipoles along the same directions. As
a result of this process, the sample will display a
saturation magnetization

MS ¼ njlj ½13�

(it may be recalled that the magnetization is defined
as the total magnetic moment per volume unit).

The energy required to obtain this configuration is

E ¼ �m0

Z
H � dM ½14�

where H indicates the magnetic field and M is the
magnetization vector. In the absence of dissipative
processes, an equivalent amount of magnetic poten-
tial energy is stored within the sample.

In turn, any magnetized body produces a magnetic
field in its surrounding space, as one can immedi-
ately witness by means of a compass needle. In close
analogy with the charge polarization of a dielectric
material, one can describe this field as being gene-
rated by ‘‘free’’ magnetic poles (i.e., positive poles
not neutralized by the presence of a negative pole in
their immediate neighborhood and vice versa) on the
surface; in addition to this, the presence of a magne-
tic field generated by an external source is usually
considered. Outside the sample, the magnetic induc-
tion B and the magnetic field H are always propor-
tional (as B ¼ m0½H þM� and M ¼ 0) and their flux
lines are oriented from the north (N) to the south (S)
poles. On the other hand, the total magnetic field
H int inside the sample is found by summing the ex-
ternal field, which is parallel to the magnetization,
and the contribution from the free poles, which is
antiparallel to it (in fact, the flux lines of H always
begin on N poles and end on S poles except when the
magnetic field is due to electric currents, in which
case they are closed and continuous). The free-poles
contribution is also called demagnetizing field, and
can be represented as

Hd ¼ �Nd �M ½15�

where Nd is, in general, a second-order tensor whose
components depend on the geometry of the studied
system; in some particular cases and/or for special
directions of the magnetic field, M and H are col-
linear, and one can write a simpler relation whereNd

is a dimensionless number called demagnetizing fac-
tor. For example, a homogeneous spherical sample
(Figure 3) has Nd ¼ 4p=3, hence

Hd ¼ �4p
3

M ½16�

Demagnetizing factors for samples of various
geometries and for different field directions can be
found in specialized textbooks.

Magnetic Anisotropy

Another contribution to the energy balance, that is,
magnetic anisotropy, will be dealt with now. While
the meaning of such a locution is quite simple (the
magnetic behavior of a material depends on the
direction), it is not easy to understand the physical
reasons behind its very existence. In fact, magnetic
anisotropy may be produced by several different
mechanisms, which include (but are not limited to)
magnetocrystalline (or crystal-field) anisotropy,
shape anisotropy, stress anisotropy, annealing in a
magnetic field, etc. For the sake of simplicity, the
considerations made in the following will be referred
to a uniformly magnetized single-crystal sample.

From a phenomenological point of view, the effect
of magnetic anisotropy may be taken into account by
adding to the energy balance an extra term EA (an-
isotropy energy), which depends on the relative ori-
entation of the magnetization vector with respect to
the crystallographic axes. As shown by the Russian

N

S

H

Figure 3 Magnetic field generated inside and outside a uni-

formly magnetized sphere. The magnetization vector M is direct-

ed from the S to the N pole; the resulting demagnetizing field

(inside the sphere) is antiparallel to M.
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physicist Akulov, the free anisotropy energy per unit
volume can always be expressed by an infinite series

EA ¼
XþN

n¼1

X3
i1¼1

X3
i2¼1

y

X3
in¼1

ci1;i2;y;inai1ai2yain

 !

¼
X3
i¼1

ciai þ
X3
i¼1

X3
j¼1

ci;jaiaj

þ
X3
i¼1

X3
j¼1

X3
k¼1

ci;j;kaiajak

þ
X3
i¼1

X3
j¼1

X3
k¼1

X3
l¼1

ci;j;k;laiajakal þ? ½17�

where a1, a2, and a3 are the direction cosines of the
magnetization vector with respect to the Cartesian
axes x, y, and z, and several coefficients may equal
zero for symmetry reasons; for example, all the terms
of the sum with odd n vanish if eqn [17] is invariant
under inversion of the magnetization. In most
relevant cases, eqn [17] can be rewritten as

EA ¼
XþN

n¼1

KnAnða1; a2; a3Þ ½18�

for example, a ferromagnetic crystal with cubic lat-
tice symmetry has A0ða1; a2; a3Þ ¼ 1; A1ða1; a2; a3Þ ¼
a21a

2
2 þ a21a

2
3 þ a22a

2
3; A2ða1; a2; a3Þ ¼ a21a

2
2a

2
3; etc. The

coefficients Kn, named anisotropy constants, can be
determined by magnetization measurements; a know-
ledge of a reliable set of anisotropy constants for a
given sample can lead to a direct phenomenological
interpretation of the magnetic processes and is useful
to make comparisons between different systems.

For lattices with uniaxial symmetry (e.g., cylindri-
cal, hexagonal, and tetragonal), compact expressions
for the anisotropy energy can be derived as a func-
tion of the polar and azimuthal angles y and j, which
define, respectively, the angle between the magnet-
ization vector M and the z-axis (coincident with the
symmetry axis), and the angle between the projection
of M on the xy-plane and the x-axis. In this case,

EA ¼
XþN

n¼0

sin2n y
X

0plon=m

KðlÞ
n cosðlmjÞ ½19�

As for the cubic phase, the K0 term is an isotropic
energy shift, and will therefore be dropped in the
following. The value of m depends on the particular
symmetry, leading to

EA ¼K1 sin
2 yþ K2 sin

4 yþ K3 sin
6 y

þ K0
3 sin

6 y cos 6jþ? ½20�

(m ¼ 6) for a hexagonal lattice and

EA ¼K1 sin
2 yþ K2 sin

4 yþ K0
2 sin

4 y cos 4j

þ K3 sin
6yþ K0

3 sin
6 y cos 4jþ? ½21�

(m ¼ 4) for a tetragonal system. For a perfectly
cylindrical system (m-N), the anisotropy on the
xy-plane vanishes and one is left with

EA ¼
XþN

n¼0

Kn sin
2n y ½22�

If no applied field is present, the sample magnetizat-
ion will have the tendency to stay along a direction
where the anisotropy energy is lowest; this is called
in brief ‘‘easy magnetization direction’’ (EMD). This
feature will be discussed in detail later, but it may be
immediately inferred that the larger the anisotropy,
the larger the magnetic field required to rotate the
magnetization direction. Therefore, anisotropy is a
key property to take into account when designing or
choosing suitable magnetic compounds for particular
applications.

In the following section, the most important phys-
ical mechanisms giving rise to magnetic anisotropy
are discussed in brief.

Magnetocrystalline Anisotropy

Exchange interaction in a ferromagnet can be seen
as a spin–spin coupling which aligns the spin mo-
ments along the same direction. On the other hand,
the orbital moments of any magnetic ion in the lat-
tice preferably align along given crystallographic di-
rections due to the crystal-field potential, which
reflects the local crystal symmetry. Magnetocrystal-
line anisotropy is generated by the spin–orbit inter-
action, which favors mutual alignment between
the spin and orbital moments; if this coupling is re-
latively strong, as for rare-earths and actinides,
moment directions which are farther from the cry-
stallographic easy-axis will have a higher cost in
energy. Although several types of anisotropy exist,
only magnetocrystalline anisotropy is intrinsic to the
material.

In terms of anisotropy constants, subsequent terms
of eqn [18] will contain increasing powers of the
ratio of the spin–orbit energy to that of the crystal
field. As the spin–orbit interaction is weak for 3d
metals, the series is generally truncated after the
second or fourth order, and only terms in K1 and K2

are included. In principle, this is not possible for 4f
elements; however, in the case of intermetallic rare-
earth–transition-metal alloys, approximate expres-
sions can be found as linear combinations of
generalized Brillouin functions, with appropriate
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coefficients related to the decomposition in terms of
spherical harmonics of the crystal-field potential at
the rare-earth site. On these grounds, it is usually
possible to consider Kn ¼ 0 for nX4. The typical
temperature dependence of anisotropy constants is
shown in Figure 4. On changing the temperature, the
anisotropy constants of different order can have dif-
ferent relative variations; as a result of this, the EMD
of a sample may spontaneously change, giving rise to
a spin reorientation transition (SRT) induced by
temperature even in the absence of a magnetic field.

Shape Anisotropy

The free poles on the surface of a perfectly spherical
and homogeneous sample give rise to a demagnet-
izing field which is collinear and linearly proportion-
al to the magnetization vector, as described by eqn
[16]. In more general terms, however, one must refer
to eqn [15] to find the correct value and direction of
the demagnetizing field corresponding to a given
magnetization vector. The relatively simple case of an
elongated rotation ellipsoid with two axes of equal
length is considered; for symmetry reasons, one has

Nd ¼
N> 0 0

0 N> 0

0 0 N8

0
B@

1
CA

¼
N> 0 0

0 N> 0

0 0 N> þ DN

0
B@

1
CA ½23�

where DN ¼ N8 �N> According to eqn [15] and
knowing that all homogeneous bodies delimited by
second-order surfaces magnetize uniformly, one can
write

Hd ¼ �NdM ¼ �N>M � DNðM � #zÞ#z ½24�

where #z is the unit vector along the direction of the
elongated axis of the ellipsoid. The associated energy
can be calculated as

E ¼ � m0

Z
Hd � dM ¼ m0M

2 N>

2
þ DN

2
cos2 y

� �

¼ m0M
2 N8

2
� DN

2
sin2 y

� �
½25�

which corresponds to eqn [22], the only nonzero an-
isotropy constants being K0 ¼ m0M

2N8=2 and
K1 ¼ �m0M

2DN=2. The extrinsic character of shape
anisotropy can be immediately noticed, as the calcu-
lated K1 strongly depends on the shape and bulk
magnetization of the sample. While shape anisotropy
is usually smaller than crystal-field anisotropy for
ferromagnetic rare-earth elements and alloys, they
may be of the same order of magnitude for transition
metals such as iron and cobalt.

Stress Anisotropy

Applying mechanical stress treatments such as lam-
ination, rolling, or extrusion to a magnetic sample
can lead to significant crystal deformations. Stress
anisotropy may then be generated due to the
magnetoelastic coupling between the lattice and the
magnetic moments present in the system (magneto-
striction).

Anisotropy Induced by Magnetic Annealing

Heat treatments performed under the Curie temper-
ature of the sample in the presence of an applied
magnetic field (‘‘magnetic annealing’’) may result in
the generation of uniaxial anisotropy with respect to
the field direction. The induced anisotropy is, in
general, rather small, although larger effects may be
obtained when a structural transition takes place
during the annealing.

Magnetic Domains

As has been mentioned in the introduction, the sit-
uation of complete alignment of the elementary
magnetic dipoles present in a ferromagnetic sub-
stance is energetically favorable due to the exchange
interaction. However, it is easy to verify that a piece
of iron, taken off the shelves and kept below its Curie
temperature, is basically unmagnetized and does not
produce any magnetic field. Thermal disorder should
obviously not be expected to affect the net magnet-
ization significantly, since the exchange interaction
responsible for the alignment of the moments is
several orders of magnitude larger than the dipole–
dipole interaction in a paramagnet. On the other
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Figure 4 Typical temperature behavior of anisotropy constants

(arbitrary units are used).
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hand, if one sticks to the molecular-field approach,
one must be aware that the solution M ¼ 0, H ¼ 0
satisfies eqn [3] both above and below TC.

In order to gain some physical insight on this
point, the energy of a magnetized body, under the
effect of an external magnetic field H, is considered:

E ¼ �m0

Z
ðH þHdÞ � dM ½26�

In the simple case that the magnetization is uniform
all over the sample and that the demagnetizing field
can be expressed as Hd ¼ �NdM, eqn [26] becomes

E ¼ � m0H �
Z

dM þ m0Nd

Z
M � dM

¼ � m0H �M þ m0Nd
M2

2
½27�

The first term on the right-hand side is the familiar
expression for the Zeeman energy, and can be min-
imized by aligning the magnetization vector with the
external field and maximizing its modulus. The sec-
ond term is the self-energy of the magnetized body
due to the free poles, and can be minimized by min-
imizing the net magnetization. On the other hand,
this term also represents the amount of energy which
is stored in the external magnetic field generated by
the sample; therefore, if the applied field H equals
zero, it can be inferred that in the lowest energy state,
the magnetic field generated by the sample must be as
small as possible. From the microscopic point of
view, the energy balance results from a competition
between exchange coupling (which lowers the total
energy if two spins are parallel) and the dipole–di-
pole interaction (which raises the total energy if two
spins are parallel). As a result, the sample is divided
in several macroscopic regions, each one having uni-
form magnetization, called domains. Within a single
domain, the spins are parallel to one another; in turn,
spins belonging to two different domains can have
very different directions (Figure 5) in order to min-
imize the bulk magnetization.

One may naively expect that the subdivision in
domains occurs as in Figure 6a (i.e., all the spins
belonging to domains A and B are arranged along the
easy-axis direction), and that spins belonging to dif-
ferent neighboring domains are antiparallel to one
another. This configuration certainly minimizes the
anisotropy energy, but at a large cost of exchange
energy for the two antiparallel spins situated at the
interface. In general, it is less expensive to have the
spins arranged as in Figure 6b; the 1801 spin rotation
is performed in several different steps within a region
between domains A and B, known as ‘‘Bloch wall.’’

For the sake of clarity, consider the case of a simple
cubic crystal with lattice constant a, with a nearest-
neighbor exchange constant J and EMD along
[1 0 0]. The energy balance may be estimated by
assuming that the rotation is performed within the
xz-plane inN equal steps, each of an angle p=N; then
the total exchange energy per unit area of the Bloch

(a)

(b)

(c)

Figure 5 Schematic view of the dipole arrangements in (a) a

paramagnet (or ferromagnet above TC), (b) a magnetized (sat-

urated) ferromagnet, and (c) an unmagnetized ferromagnet

(divided into domains). While the moments in the paramagnetic

phase are disordered at the atomic level, the domain size is

macroscopic (even several hundred micrometers).
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wall is

Eex ¼ � J
XN
l¼0

Sl � Slþ1 ¼ �J
XN
l¼0

S2 cos
p
N

¼ � JS2
ðN þ 1Þ

a2
cos

p
N

½28�

while, according to eqn [18] with ay ¼ 1, az ¼ cos y,
and ax ¼ cosðp=2� yÞ ¼ sin y, the anisotropy energy
per area unit is

EA ¼ a
XN
l¼0

K1 sin
2 lp
N

cos2
lp
N

¼ aK1

8
N ½29�

(strictly valid for N4k). Eex and EA are opposite in
sign, and the absolute value of both grows with N;
the actual size of the Bloch wall then results from a
competition of the two, being smaller when the an-
isotropy dominates and larger when the exchange
interaction dominates. In the large-N limit
EexCJS2p2=ðNa2Þ, and minimizing the total energy
gives an approximate domain wall width of

c ¼ NaC2pS

ffiffiffiffiffiffiffiffi
2J

aK1

s
½30�

typically a few hundred lattice constants for iron.

The Magnetization Curve

From the macroscopic point of view, ferromagnets
may be considered at a first glance as magnetic ma-
terials with extremely large susceptibility and per-
meability. In practice, as both of them are strongly
dependent not only on the temperature, but also on
the applied field and on the past history of the sam-
ple, they are not very useful parameters and it is quite
simple to describe the physical properties of a fer-
romagnet by means of M versus H (or B versus H,
being B ¼ m0ðH þMÞ) plots, whose main character-
istics will be discussed in the following sections.

The Hysteresis Cycle

When an external magnetic field is applied to a
ferromagnetic sample in a demagnetized state in
order to bring its resulting magnetization to satura-
tion, one obtains the magnetization curve shown
in Figure 7. Two distinct and coexistent processes
must be considered in order to understand this
(Figure 8): boundary motion and domain rotation.
In the former case, those domains which are favor-
ably oriented with respect to the applied field grow
in size at the expense of the others, without chang-
ing their overall magnetization direction; this process
is dominant at low fields. At intermediate fields,
the process of sudden rotation of the magnetization
of unfavorably oriented domains to the easy-axis
direction(s) nearest to that of the applied field also
becomes significant. At a given value of the magnetic
field (labeled HS), saturation is finally achieved
(M ¼ MS, defined in eqn [13]), mainly by coherent
rotation of the domain magnetization toward the
applied field direction. For H4HS, the MðHÞ curve
is flat since the applied field is already strong enough

Domain A

Domain A

Domain B

Domain B

Bloch wall

(a)

(b)

"easy" axis

Figure 6 Schematic view of the dipole arrangements at the

boundary between two domains (Bloch wall).
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Figure 7 ‘‘Virgin’’ magnetization curve of a ferromagnet. The

main mechanisms by which the magnetization process advances

for several applied field values are indicated.
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to align all the elementary dipoles in the sample
along its direction.

If the value of the applied field is now reduced to
zero, it is noticed that the obtained MðHÞ curve does
not coincide with the previous one apart from a small
region near HS. In particular, the magnetization at
zero applied field does not go back to zero (re-
tentivity), and its value MR is called remanence or
remanent magnetization. In order to force the
magnetization to zero, it is necessary to apply a
magnetic fieldHC in the opposite direction; this value
is called coercivity or coercive field. (Some authors
make use of a distinction between remanence/co-
ercivity (indicating the sample behavior after it has
reached saturation) and remanent magnetization/co-
ercive field (relative to a magnetization curve rea-
ching an arbitrary value MoMS).) Raising the
reverse field strength to HS leads to the saturation
of the magnetization in the opposite direction as be-
fore. Reversing the field once again, one obtains the
so-called hysteresis loop (Figure 9).

While ‘‘hard’’ magnetic materials (i.e., those dis-
playing a large coercivity) are generally useful as
permanent magnets or for memory-storage purposes
(in order to avoid demagnetization due to stray
magnetic fields), ‘‘soft’’ ones may be good candidates
for the realization of power transformers or elect-
romagnets. In the former case, apart from retentivity,
coercivity, and Curie temperature, another figure of
merit which is often used in practice is the maximum
energy product BHmax, which is the maximum value
of the product B �H in the demagnetizing quadrant
(M40, Ho0) of the hysteresis curve. This corre-
sponds to the energy stored in the considered mate-
rial within a magnetic circuit operating at an
optimized workpoint, and should not be confused
with the energy lost due to the irreversible processes
during one hysteresis loop, that is,I

B � dH ½31�

Magnetization Rotation and Anisotropy

Most of the energy loss during the hysteresis cycle
occurs at low fields as a result of irreversible domain
boundary motion, due to inhomogeneous micro-
strains (dislocations) which obstructs the rotation of
the magnetic moments. On the other hand, processes
involving domain rotation are governed by a com-
petition between the anisotropy and the Zeeman
energy EZ ¼ �m0H �M: To study the role of anisot-
ropy in determining the shape of the magnetization
curve, assume that the boundary motion of domain
walls can be achieved with a negligibly small magne-
tic field. In the case of a uniaxial sample, MðHÞ can
be found by minimizing

EA þ EZ ¼
X
n

Kn sin
2n y� m0H �M ½32�

Easy magnetization
direction

Magnetic
field

H = 0

H = H1

H = H2

H = Hs

Figure 8 Schematic view of the main mechanisms by which the

magnetization process advances for several applied field values.

M

MR

HC H

Figure 9 Hysteresis cycle of a ferromagnet. Remanence (MR)

and coercivity (HC) are indicated on the graph axes.
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Let y be the angle between the magnetization vector
and the c-axis, which will be considered also as the
EMD, for simplicity. If H is applied along the c-axis,
both EA and EZ are minimized with M8H and sat-
uration is reached immediately when the external ap-
plied field is equal to the demagnetizing field. If H is
applied perpendicularly to the easy-axis, differentia-
ting eqn [32] and knowing that M ¼ MS sin y leads to

HMS ¼
X
n

2nKn
M

MS

� �2n�1

½33�

an implicit expression for the magnetization curve. By
putting M ¼ MS, one can immediately find

HS ¼
2

MS

X
n

nKn ½34�

and

dM

dH

����
H¼0

¼ M2
S

2K1
½35�

Similar calculations can be made for any other
orientations of the field and of the EMD, leading to
the remarkable result that, in principle, complete sat-
uration cannot be achieved if H is not parallel to an
‘‘extremal’’ direction (i.e., one which minimizes or
maximizes the anisotropy energy).

See also: Diamagnetism; Magnetic Domains; Magnetic
Interactions; Magnetic Materials and Applications; Para-
magnetism.

PACS: 75.50.� y
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H magnetic field (Am� 1)
M magnetization (Am� 1)
T temperature (K)
m magnetic moment (mB)

Film Growth and Epitaxy: Methods
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Introduction

The growth of thin films is achieved through many
methods resulting from the combination of various
steps and devices as:

* source material and its handling,
* transport from the source to the substrate,
* growth substrate and its conditioning, and
* suitable environment in a reactor chamber.

The methods of deposition and growth can be
classified according to the source and transport. In
the most frequent cases where the material is trans-
ported through the vapor phase, two main groups are
distinguished: physical vapor deposition (PVD) and

chemical vapor deposition (CVD). Besides vapor
transport, films can grow from liquid or solid phases.

The key process parameters determine the source,
transport, and growth steps as well as the properties
of the deposited films. The substrate temperature is
the most important parameter. Depending on the
method, the pressure, the energy delivered to the
growing film (applied power density, electrical bias,
bombardment, etc.), the chemistry and the envi-
ronment considerably influence the growth and pro-
perties of the films. The functionality of the film
meets the requirements of surface engineering or of
sophisticated physical and chemical exigencies in
microelectronics and photonics, for example. It leads
to the distinction between normal polycrystalline
thin films and epitaxial single crystalline films.

The growth of epitaxial thin films by PVD and
CVD needs special techniques and equipment. These
methods are therefore described in separate sections.
The thicknesses of the functional thin films and coat-
ings grown by thin-film techniques, range from a few
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nanometers to a few micrometers. Thicker films are
generally called thick films, as obtained, for example,
by serigraphy or powder technology.

Several characterization and analysis techniques
are used to control the film during the growth proc-
ess such as thickness measurement, growth velocity,
structural analysis, chemical composition, etc. The
impressive variety and number of deposition meth-
ods express the absolute necessity of tailoring the
surface properties of a material to meet the require-
ments of functionality.

Film Growth by Physical Vapor Deposition

The common feature of the PVD methods is the
vapor-phase transport of the source material which
constitutes the film material. Reactive processes can
induce chemical reactions during the transport or at
the surface of the growing film.

Evaporation

Thermal evaporation methods include the simple
case of emission at the heated source of the material
which condenses on the cold substrate. The source
can be a refractive wire or a crucible electrically
heated and containing the material to be evaporated
(Figure 1). The evaporation rate is determined by the
vapor pressure of the source material at the evap-
oration temperature. The Joule heating of typical
tungsten or molybdenum crucible allows reaching
2800K, which provides appreciable vapor pressures
for most metals. A deposition chamber under high
vacuum (o10� 2 Pa) is necessary in order to avoid
oxidation of the source. To prevent the harmful re-
action between source and the crucible, the heating
can be done rapidly and the process is known as flash
evaporation. The properties of the deposited films
are usually different if thermally or flash evaporated.
Inductive heating of the crucible is also possible.

The thermal evaporation of highly sensitive mate-
rials, in particular in ultrahigh vacuum (UHV)
(o10� 6 Pa), is achieved by electron-beam (e-beam)
heating (Figure 1c). The main advantages of e-gun
heating is to prevent contamination by the crucible
and the high evaporation temperature reachable.
Electron-beam sources are generated either by
thermoionic emission or by field effect cathodes.

Every evaporation process can be assisted by plas-
ma, microwave, or electron resonance, in order to
influence the deposition rate or the properties of the
species condensing on the substrate.

Sputtering

The sputter deposition method includes a large
number of particular techniques, from classical

cathode sputtering to more sophisticated reactive
magnetron sputtering, for example. The material is
extracted from the source (cathode) by bombard-
ment with accelerated positive ions of inert gas such
as argon, transmitting energy and momentum to the
target atoms. In the reactor, the ions are created in a
DC or RF plasma sustained at pressures between 0.1
and 10Pa. For the diode-sputtering reactor, the
target and the substrate face each other (Figure 2).
Other configurations are possible, such as confocal
multitargets, ion beam sputtering or triode sputter-
ing, each with specific advantages. Reactive sputter-
ing takes place when a chemically active gas is mixed
in the plasma, such as nitrogen or oxygen.

Magnetron sputtering One of the most powerful
sputtering techniques includes permanent magnets or

Water
cooling

Magnet

Evaporant

Electron beam

Filament

Anode

∼ −10 kV

(c)

(b)

(a)

Figure 1 Thermal evaporation: basic design of evaporation

sources; (a) boat crucible, (b) twisted wire, and (c) electron beam

evaporator.
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coils in the target holder. The resulting magnetic field
bends the secondary electron paths and concentrates
the ion sputtering on specific domains on the target.
The increased ionization rate results in high-deposi-
tion rates, large-deposition areas. The low substrate
heating impressively extends the application ranges
of magnetron sputtering to substrates with low mel-
ting temperature. Shaped cathodes allow coating the
surface of the most irregular substrate, in particular,
hollow vessels and tubes.

In the normal planar diode magnetron configu-
ration, the magnetic confinement encloses the

discharge near to the cathode. There is no current
on the substrates. The discharge potential remains
lower (B500V) and the work pressure of B0.1 Pa
increases the discharge current and the deposi-
tion velocity. Several high-performance magnetron
sources have been developed.

It can be profitable to keep the magnetic field
open, including the substrate. This process of unbal-
anced magnetron sputtering allows increasing the
plasma density near the substrate. Resulting currents
on the substrate are then significantly higher than the
normal current density B1mA cm�2 produced by a

+
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Plasma

Target
(cathode)

Pump

Power
supply

Substrate
(anode)

(a)

Target

Ar

Anode
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Substrate

Power
supply

Pump
(b)

Substrate

Power
supply

Pump(c)

(d)

Magnetron
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Gas

Pump

Ar

Substrate

Ion gun
(bombardment)

Ion gun
(sputtering)

Ar

Power
supply
(1kV)
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Figure 2 Reactors for PVD; (a) planar diode sputtering, (b) triode sputtering, (c) Two-source confocal magnetron sputtering, and

(d) ion beam sputtering or IBAD.
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substrate bias of � 30 to � 100V. The process be-
comes ion assisted similar to ion plating.

Cathodic-Arc Deposition

The cathodic arc deposition takes place between two
metallic electrodes in vacuum (E1 Pa). A cathodic
arc is a low-voltage, high-current plasma discharge.
The process can be made reactive by introducing a
reactive gas, for example, nitrogen, in the argon
plasma. The arc current is concentrated at the cath-
ode at discrete sites called cathode spots B1–10 mm
in size. The current carried by a cathode spot reaches
1–10A. A typical arc discharge current of a few
100A gives rise to a dense plasma of cathode ma-
terial. The equipment extends from a few millimeter
cathodes to typically large plants of a meter size with
suitable power supplies (Figure 3).

The extracted material can be in the form of atoms
or molecules, or metallic droplets rapidly solidified,
0.1–10 mm in diameter. This process is one of the
most industrially used techniques and is suitable, for
example, to TiN coatings.

Ion Plating

The definition of ion plating does not specify the
source. It refers to the substrate and the growing film
originally negatively polarized. The process applies
in evaporation or sputtering to improve the film ad-
hesion or influence the morphology. It provides a
high energy flux to the surface, increasing the surface
temperature which enhances the surface diffusion
and the possible chemical reactions. It can also in-
crease the defect concentration, at the interface and
on the surface.

A variation of the technique is the ‘‘ion beam
assisted deposition’’ where the bombardment

originates from an independent ion source (ion or
plasma gun) in the reactor (Figure 2d).

Laser Beam Ablation

Laser beam ablation or pulse laser deposition (PLD)
results from the interaction of laser light with a solid.
The energy of the absorbed light turns into heat
and melts the solid at the surface, which evaporates
(Figure 4). The beam light through the vapor is ab-
sorbed producing a plasma. The plasma ions can reach
energies up to 1000 eV. Filters between the substrate
and the source are necessary to avoid the splashing
effect of liquid droplets reaching the substrate. Com-
pounds of complicated composition such as super-
conducting or ferroelectric oxides, and incongruently
melting solids can be deposited by laser ablation with
the correct original chemical composition.

Thermal-Spraying Processes

Thermal spraying consists in melting and projecting
particles (droplets of diameter B10 mm) onto a
substrate, where they spread out and form a thick
coating (several 10 mm thick) by progressive stacking.
The material in the form of wire or powder has to
melt congruently. The necessary source of energy
must be powerful enough to melt, or, at least, soften
the material (heat transfer) and accelerate the drop-
lets (momentum transfer). Depending on the spray-
ing energy source, several processes exist (Table 1).

* In the flame-spraying process, the powdered metal
is melted in a combustion flame which expands
and sprays the droplets (Figure 5a)

Substrate

Power
supply

Target (cathode)

Pump

Anode

Ar

Figure 3 Reactor for cathodic-arc deposition.

Rotating
substrates

Focusing optics

Pulsed laser
Control
mirror

Window

Plasma plume

Rotating target

Pump

Figure 4 Reactor for laser beam ablation or PLD.
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* In the gas-detonation process, the powder is in-
jected into a gun with a gas mixture (oxygen and
acetylene), which is ignited by a sparkle at a fre-
quency of B10Hz (Figure 5b). This process can
maintain the substrate below 1501C.

* The high-velocity oxy-fuel (HVOF) process is a
continuous combustion flame spraying under pres-
sure. The gas temperature and, especially, the jet
velocity are increased (Figure 5c).

* In arc plasma spraying, the powder is introduced
in a low-voltage, high-current plasma. High tem-
perature is reachable so that refractory materials
can be deposited (Figure 5d).

* The electric-arc spraying applies to metallic wire
electrodes, which are molten by the arc with the
help of a compressed-air jet and projected on the
substrate. The wires are continuously fed near to
their intersection point (Figure 5e).

Table 1 Comparisons of different methods of thermal spray

Process Flame of plasma

exit temperature

ð�CÞ

Substrate

temperature

ð�CÞ

Particle impact

velocity

ðms�1Þ

Porosity

ð%Þ
Adhesion

(bond strength)

Detonation gun 3000 20–150 max 800–1000 0.1–1 Extremely high

Plasma jet (HVOF) 2500–3100 500–700 500–800 1–10 Very high

Plasma spraying 5500–8300 700–1000 200–600 1–10 Very high

Wire arc 4000–6000 500–800 240 10–20 High

Flame spraying 2500–3000 500–700 30–180 10–30 Low

After A-Flame corp. Cincinnati, Detonation Coating System.
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Figure 5 Thermal-spraying processes: (a) flame spraying, (b) detonation gun spraying, (c) HVOF spraying, (d) arc plasma spraying,

and (e) wire arc or electric-arc spraying.
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Thick coatings deposited by thermal-spraying pro-
cesses are usually dense (up to 99.5% of theore-
tical density), hard, with low porosity and high
adhesion.

Film Growth by Chemical Vapor
Deposition

In CVD processes, the source materials generally in
the form of vapors or gases are projected onto the
heated substrate and react chemically to produce the
expected deposit. In principle, the chemical reaction
is irreversible. In order to avoid too high a deposition
temperature, complementary activation processes are
applied such as plasma, light, and microwave. The
properties of the films depend on the precursor and
the activation process.

Pyrolysis

Polycrystalline silicon (polysilicon) is deposited by
pyrolyzing silane (SiH4), for example, at 600–6501C.
The deposition temperature depends on the precur-
sor. Originally, the use of trichlorosilane ðSiHCl3 þ
H2-Siþ 3HClÞ needed 1000–12001C. Such a

temperature is compatible with the silicon growth
on hot silicon slim rods. It is less suitable to epitaxial
growth or microelectronics technology. Pyrolysis also
applies to the deposition of refractory metals such as
tungsten and tantalum.

Chemical Vapor Deposition

The process applies to the deposition and the growth
of compounds such as SiO2, Si3N4, TiN, and TiCl:

Oxides: SiCl2H2 þ 2N2O-SiO2 þ 2N2 þ 2HCl

or SiH4 þO2-SiO2 þ 2H2

Nitrides: 3SiH4 þ 4NH3-Si3N4 þ 12H2

or TiCl4 þN2 þ 4H2 þ Ar

-2TiNþ8HClþ Ar

Carbides: TiCl4 þ CCl4 þ 4H2 þ Ar

-TiCþ 8HClþ Ar

The processes evolve at atmospheric pressure or
low pressure in various reactors (Figure 6). One of
the most impressive applications of CVD is the

Gas inlet

Wafers

Gas outlet

Radiative 
heating

Wafers

Gas outlet Gas inlet

Induction
heating

Gas inlet

Wafers

HeaterMoving belt

Induction
heating

Gas 
outlet

Wafers

Gas
inlet

(a)

(c) (d)

(b)

Figure 6 Reactors for vapor-phase epitaxy; (a) barrel reactor, (b) bell jar reactor radial flow, (c) continuous CVD reactor, and

(d) horizontal lateral flow reactor.
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vapor-phase epitaxy from SiCl4, of silicon layers on
Si wafers for microelectronics.

The thermal activation of the chemical reactions
up to 14001C imposes limitation to the heated subst-
rate. Because of the temperature homogeneity in the
reactor, the deposited films are also homogeneous
and conformal. Geometries with the gas flow per-
pendicular to the surface of the substrate generally
provide faster growth velocities (Figure 6b).

Organometallic Chemical Vapor Deposition

The thermal instability of organometallic com-
pounds is advantageous for low-temperature decom-
position and reaction. Used as precursors, these
organometallics extend the chemical deposition
process to many substrates. Care has to be taken
regarding the toxicity of most of them. Besides, some
properties (e.g., adhesion and stability) of the depos-
ited coating can change. For example, the deposition
of gallium arsenide from trimethylgallium and arsine
precursors involves the reaction

ðCH3Þ3Gaþ AsH3 -
H2

GaAsþ 3CH3

The method is principally used for epitaxial growth,
as described later.

Laser Chemical Deposition

The thermal activation of the chemical reaction can
be achieved locally by irradiation with a laser beam
(continuous wave or pulsed). The light beam can also
excite the precursor molecules and increase the re-
activity of the gas species.

Plasma-Enhanced Chemical Vapor Deposition

Low-temperature deposition (B25–4001C) is possi-
ble with a plasma process induced by microwaves or
RF fields. Active species are produced in the gas
phases either in the reactor or at the surface of the
substrate. Besides the extension to nearly every kind
of substrates, the deposition velocity increases.

Microwave-Assisted Deposition

Microwave energy (at industrial frequency of
2.45GHz) can be beamed into a deposition reactor
through a dielectric window. With a magnetic field
B parallel to the direction of the microwave beam, the
electrons describe spiral trajectories and gain energy
due to the phenomenon of electron cyclotron reso-
nance (ECR) (Figure 7). This ECR-activation contri-
butes to sustaining any plasma by increasing the local
plasma density by typically two orders of magnitude.
Increased, directed, and focused deposition also
results with suitable geometries and B values.

Microwave assistance also applies to every phys-
ical evaporation source (PVD) instead of gas sup-
plies.

Hot Wire Chemical Vapor Deposition – Catalytic
Chemical Vapor Deposition

The technique of catalytic chemical vapor deposi-
tion (Cat-CVD) is based on the decomposition of
precursor process gases by a catalytic reaction at the
surface of a hot catalyser wire. It applies to large-
area substrates (1m size) and high-deposition rates
(2–30 nms� 1). Silicon-based thin films have been
deposited such as Si:H, poly-Si, SiNx from silane or
Teflon-like films from hexafluoropropylene oxide
(HFPO), for example. The process gas is introduced
in a showerhead equipped with catalyzer wires heated
at 1300–18001C (Figure 8). The wires or ribbons ar-
rays can be tungsten or nichrome filaments. The dep-
osition generally occurs in the pressure range 1–10Pa.

Thermoionic Arc Ion Plating

Anodic arc deposition techniques (Figure 9) are con-
sidered among CVD methods since they are often
operated reactively. They allow evaporating refrac-
tory metals with high melting points and low vapor
pressure such as titanium. An arc current of a few
100A (50V) melts the metal in the crucible (anodic
source). The ionized metallic vapor, in the reactor,
progressively substitutes for the argon in the anodic
arc and serves as a deposition source. Reactive gases
introduced in the reactor involve chemical reactions,
plasma or thermally (heated substrates) activated.
The process is known as activated reactive ion
plating. The anodic arc deposition becomes a true
CVD technique, if the source is just the high-current
DC plasma constituted by precursor reactive gases
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Pump

Gas ring
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Figure 7 Microwave-enhanced plasma deposition with an ECR

zone.
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(Figure 10). Using argon, hydrogen, and methane,
this low-pressure process appears particularly effi-
cient for the deposition of diamond coatings. Am-
monia offers the possibility of nitriding, in particular
with diborane and silane, to produce boron or silicon
nitride, respectively.

Film Growth by Condensed-Phase
Reaction

Sol–Gel Deposition

The sol–gel deposition process includes synthesis
techniques to produce a large quantity of nanosized

material with modeled and controlled particle size,
morphology, orientation, and crystal structure as
well as optimized physical and chemical properties. It
applies to the fabrication of metal oxide thin-films
including chemical reaction, nucleation, growth, and
aging, as an aqueous thin-film processing method
(aqueous chemical growth). Tuning the thermody-
namics and kinetics of nucleation, growth, and aging,
and the precipitation conditions provides a simple and
efficient control of the particle size and its distribu-
tion. The requirement of minimum surface energy
drives nanoparticles to develop spherical morphology.
However, in suitable synthesis (precursors) and dis-
persion conditions, the shape can be driven by the
crystal symmetry and the chemical environment.
Most process parameters influence the interfacial
tensions which appear to play a prominent role. The
control of the crystal structure is related with the
nucleation kinetics. The more stable phase appears to
be more sensitive to secondary growth after hetero-
nucleation, such as the anatase–rutile transition.

The low-cost technique consists of heating the
aqueous solution of metal salt or complex at given
pH and temperature (o1001C) in a closed bottle in-
cluding substrates. Organic solvents or surfactants
can also be used with the disadvantages of safety
hazards, toxicity, and purity of the deposited film.
For example, coatings of crystalline nanoparticulate
of various textures have been grown with magnetite
(Fe3O4), hematite (Fe2O3), CrO3, Cr2O3, ZnO,
Mn2O4, or RuO2.

Langmuir–Blodgett Films

The film-deposition method known as Langmuir–
Blodgett (LB) consists in transferring a floating
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monolayer on water, to a solid plate (substrate). It
applies to molecular structures characterized by a
hydrophilic head group in contrast with a hydro-
phobic tail. Stearic acid (C17H35 CO2H) is a classical
monolayer forming molecule with (–CO2H) which
is easily soluble in water and a long alkyl chain
ðC17H352Þ which is hydrophobic or oleophilic.
Various molecular structures (fatty acids, polymeriz-
able materials, aromatic compounds) have been
developed with incorporation of metal ions some-
times. The principle of the transfer is illustrated by
the extraction or dipping of the substrate through the
surface monolayer on the water (Figure 11). Simple
and sophisticated troughs have been developed
to achieve every inventive deposition (Figure 12),
including surface pressure measurements and dis-
placements control.

Chemical-Bath Deposition

The chemical-bath deposition process uses a control-
led chemical reaction to lead the deposition of a thin
film by precipitation. In practice, the substrates are

immersed in an alkaline solution containing, for
example, the chalcogen source, the metal ion added
base, and a complexing agent. In the chemical-
bath deposition of ZnS thin films, ammonia and
hydrazine have been used as the complexing agents,
for example.

Electrodeposition

The essential characteristic of the electroplating tech-
nique consists in the passage of an electric current
between an anode (positive electrode) and a cathode
(negative electrode) immersed in an electrolytic bath.
The cathode is the part to be plated. At the anode, the
metal is dissolved and then transported to the cath-
ode. If the metal is insoluble in the plating solution, a
soluble compound in solution constitutes the electro-
lyte, such as copper sulphate. Dissolved in an aque-
ous medium, CuSO4 � 5H2O ionizes. The copper
cations are attracted to the cathode, whereas the
negatively charged sulphate radicals reach the anode.
The presence of sulfuric acid increases the con-
ductivity of the electrolyte and permits the decrease
of the electrode voltage of the order of a few 10V.
The growth velocity of the deposited film depends
on the current density, the plating time, the cathode
efficiency, the distance between anode and cathode.
The important metals electrodeposited from aqueous
baths are chromium, copper, gold, silver, nickel, tin,
and zinc, including alloys. Besides metals, ceramics,
epoxy resins, composite functional coatings are depo-
sited on conductive substrates. The application fields
include printed circuit boards, automobile bodies,
rotating shafts, jewelry or electrical contacts.

The equipment include DC power supplies,
eventually pulsed generators, and plating tanks ei-
ther in polyvinyl chloride or lined steel. Automatic
continuous processes are common for strip and
large-objects plating. Small pieces are electroplated
in perforated tumbling barrels.

(a)

(b)

(c)

Figure 11 Schematic LB film deposition: pulling and dipping;

(a) compression of the monolayer, (b) raising (hydrophilic subst-

rate), and (c) dipping (second layer).
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Well for LB deposition
Movable
barrier

Figure 12 Example of LB trough.
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The related ‘‘anodizing’’ process refers to the dep-
osition of an oxide film on a metal polarized as an
anode in an electrolytic aqueous solution. It is mainly
used for aluminum. The oxide results from the re-
action at the anode of dissolved aluminum, with
oxygen: 2Alþ 3O2�-6e� þ Al2O3, whereas hy-
drogen is produced at the cathode. The film consists
in a thin barrier below a porous film which supports
the electric current by the electrolyte in the pores.

Electroless plating or chemical deposition does
not need the passage of an electric current. It is
based on a chemical exchange reaction, for example,
in immersion tin flashing of aluminum. The oxida-
tion reaction of aluminum, dipped in a NaS2SnO3.
3H2O aqueous solution, provides three electrons
which reduce tin in HSnO–

3. This reduction consumes
three electrons as at a cathode. The global reaction
leading to a tin deposit is

3Na2SnO3 þ 3H2Oþ 6Al-6NaAlO2 þ 3H2 þ 3Sn

It is improved by heating (at B1001C).
Another example is electroless nickel (Ni–P films)

for which wide variations in the properties are
reported, related with chemical composition and
structure. The properties of the deposited films de-
pend on the operating conditions of solutions. Inc-
reasing the metal-ion concentration, the temperature,
and the agitation result in an increase of the grain
size. In contrast, additive agents and increase in cur-
rent density or polarization decrease the grain size.
The use of additives in aqueous electroplating in-
cludes various benefits such as morphology (porosity,
texture, grain size, etc.), surface (roughness, optical,
and so on), stress reduction, wider range of current
density, etc.

Interdiffusion and Solid-State Reaction

The reaction at the interface of two solid phases
can lead to the growth of a functional film. Transi-
tion metal silicides are grown on silicon single
crystals by interdiffusion at the metal–silicon inter-
face which progressively moves as Si is consumed
to form, for example, TiSi2 with epitaxial relation-
ships on the Si lattice. The first step consists in the
deposition of the material on the substrate in clean
conditions (PVD or CVD). The diffusion between
the film and the substrate, as well as the chemical
reaction is thermally activated. Optimized conditions
allow building interfaces as perfect as possible,
chemically and structurally. Since rather high tem-
peratures are necessary, the method is less suitable to
device production in microelectronic than in inter-
face research.

Epitaxial Growth

The basic property of epitaxial growth is the single-
crystalline structure of the deposited film with close
orientation relationships with the substrate which
generally is a single crystal also. Usually, the sub-
strate and the growing film have the same compo-
sition, such as silicon epitaxial layers deposited on
silicon wafers (homoepitaxy). Nevertheless, often
the film is deposited with changes in the chemical
composition like in GaAs�AlxGa1� xAs super-
structures, or in lead zirconate titanate (PZT) films
grown on SrTiO3 (heteroepitaxy). In this case, the
structural relationships require a lattice matching.
The lattice constants that mismatch Da/a should be
within a few 10� 3. Moreover, since the thermal
expansion coefficients of the substrate (e.g., InP) and
of the epitaxial layer (e.g., GaInAsP) are different,
the layer can be lattice-matched at the temperature
of growth and not at room temperature. Depending
on the thickness, the epi-layer can nevertheless admit
some degree of stress. By using complementary con-
trolled sources, all the techniques described below
are well adapted for doping.

The simplest methods are known as atomic
layer deposition (ALD) or atomic layer epitaxy
(ALE) and can use rather simple equipment even
with stringent vacuum requirements. The choice of
the precursors is crucial for the chemical reactions
and the process temperatures. The halogen-based
metal precursors react with atomic hydrogen near
room temperature to form volatile HCl, whereas the
CVD process with H2 takes place above 8001C
(Figure 13).

H2

Glass tube

Heating
(wall temperature)

TaCl5
TiCl4

T = 25−500°C
Substrate

Pump

13.56 MHz
300−1200 W

Figure 13 Schematic simple reactor for ALD.
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Liquid-Phase Epitaxy

The first technique developed to grow epitaxial lay-
ers of compound semiconductors was liquid-phase
epitaxy of GaAs, AlGaAs, and then GaInAsP. Single-
layer and heterostructure devices have been prepared
by this method. The simplest technique is to fix the
substrate at the extremity of a tube containing the
melt or the solution, in a tube furnace that can be
tipped. The source material is melted and after tip-
ping, the substrate is dipped in the melt or in the
sursaturated solution. If suitable temperature and
pressure conditions are reached, epitaxial growth
occurs. In more sophisticated equipment, the com-
pounds are melted in a graphite boat, whose bottom
includes a slider containing the single-crystalline
substrates (Figure 14) which are pushed in contact
with the liquid phase. A barrel slider has been
developed to grow GaP-epitaxial layers. The growth
boat is protected in a growth apparatus with rigor-
ous temperature and atmosphere control.

Vapor-Phase Epitaxy

A primitive technique of vapor-phase epitaxy is
based on the chemical transport reactions realized
in a closed evacuated crucible in a tube furnace
(Figure 15a). The source material, in the hot zone,
reacts with a transport agent (generally I2). In a suit-
able temperature gradient, it is transported to the
growth zone where a reverse reaction occurs, and the
growth takes place on a seed at lower temperature.
The technique has been applied to the growth of III-
V semiconductors but has been rapidly replaced by a
continuous-flow reactor (Figure 15b) with several
process parameters to control the growth: source
materials (volatile or nonvolatile), temperature pro-
file, and gas flow rates. For As or P, the trichloride
XCl3 or better the hydride XH3 is transported by the

carrier gas H2. It reacts with the heated metal source
Ga or In. If HCl is used as a carrier gas, the metal
chloride forms and mixes with the hydride. The
reacted compound is then epitaxially deposited if
correct thermodynamic conditions are secured.

Actually, the CVD processes described above, can
be run under such conditions that epitaxial growth
occurs on the appropriate single-crystalline substrate.

Metal Organic Chemical Vapor Deposition

The complexity of new compound semiconductors
and heterojunction devices as well as the sophisti-
cated engineering requirements in ultrathin layers,
graded layers, or abrupt interfaces has stimulated the
development of metal organic chemical vapor dep-
osition (MOCVD), which utilizes volatile organo-
metallic compounds as the source of metallic atoms.
These organometallics are mixed with transport
agents of the other elements, most often hydrides,
and give rise to chemical reactions of the types, for
example,

ðCH3Þ3Gaþ ðCH3Þ3Sb-GaSbþ 6CH4

ðC2H5Þ2ZnþH2Se-ZnSeþ 2C2H6

The organometallics are transported to the heated
substrate by a carrier gas (nitrogen or hydrogen)
charged by passing through a bubbler vessel. All the
temperatures, gas flows, and pressures can be con-
trolled. The method is particularly efficient for the
deposition and growth of mixed compounds. The
growth temperatures are within the range 700–9001C.
Depending on the process parameters, the typical
growth rate are a few tens of nanometers per minute.

Substrates

Figure 14 Growth of epitaxial layers from the liquid phase in a

multiple-well slider boat.
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Figure 15 Vapor-phase epitaxy: (a) sealed quartz tube, (b)

simple open tube reactor; S: source material (nonvolatile in a

carrier gas and volatile), G: seed substrate, T: temperature profile

(high-temperature source zone and low-temperature growth

zone).
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The reactors are similar to those developed in the
CVD technology (Figure 16). The equipment to
deliver and mix the gaseous sources is important.
The carrier gases, hydrides, and other gases are ob-
tained in high-pressure cylinders. Stainless steel or
quartz bubblers are used for the organometallic com-
pounds and other liquid sources. Filtering, purifica-
tion, drying, mixing are essential steps, avoiding
dead spaces and leak. Automated control systems are
necessary for the switching of the valves and the
control of the flow rates, temperatures, and growth.

Molecular Beam Epitaxy

The method of molecular beam epitaxy (MBE) is the
most improved deposition technique to control the
chemical composition and doping, the thickness and
smoothness of the grown epitaxial layers. The grow-
th actually occurs layer by layer and the growth rate
is determined by the flux of the high-temperature
melting element (Al, Ga, and In), independent of the
substrate temperature. The UHV condition of the
reactor avoids external contamination. The materials
sources are the elements heated and evaporated in
effusion cells controlled by automated shutters
(Figure 16).

The UHV in the reactor is compatible with surface
analytical tool-like reflection high-energy electron
diffraction (RHEED), electron spectroscopy for
chemical analysis (ESCA), and Auger spectroscopy
used in situ. The growth of high-purity materials ne-
cessitates unbroken UHV in the deposition chamber

(10–8–10�9 Pa), which is accessible through a sample
exchange chamber.

A molecular beam is generated by heating (re-
sistive or electron-beam heating) the source material
in a cylindrical crucible (Knudsen cell). The effusion
beam is directed through an orifice oriented toward
the substrate. The vapor pressure of the heated
materials strongly depends on the temperature. It
requires a precise control of the effusion cell tem-
perature. For the group-III elements (Al, Ga, and In),
organometallic gases are also well adapted for sup-
plying the metal (Figure 17). Transported to the
heated substrate, the pyrolytic reaction takes place
and generates the metal by removing the alkyls. For
the group-V elements, the standard method is to feed
arsine (AsH3) or phosphine (PH3) into a high-tem-
perature ‘‘cracker’’ cell, where it decomposes and
supplies As2 and P2 beams for the reaction and
growth of the deposited film. The reproducible, uni-
form, and controlled heating of the substrate is a
peremptory requirement for the growth of epitaxial
films.
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The study of the fluorescence emission of biological
molecules provides information on quite a number of
their intrinsic properties as well as a variety of struc-
tural and functional features of macromolecules or
subcellular/multicellular systems which they are as-
sociated with.

The first section of this chapter briefly discusses
the main aspects of the fluorescence phenomenon in
polyatomic organic molecules (in condensed phase,
at room temperature), the second section concisely
describes some of the principal and most advanced
experimental techniques, the third section reports the
key fluorescence properties of some of the main nat-
ural biological fluorophores, and the final section
shows, through a few examples, how the study of
fluorescence can provide crucial data to (1) elucidate
structural properties of proteins and other macro-
molecules, (2) investigate biological membrane prop-
erties and functions, and (3) clarify the basic
mechanisms responsible for biophysical/biological
processes.

Fluorescence Basics

Fluorescence is the emission of light that occurs, after
the absorption of a photon, from an electronically
excited state which has the same spin multiplicity of
the ground state. The different processes taking place

between the absorption and the emission of light
in organic molecules are schematized in the Perrin–
Jablonski diagram, shown as Figure 1.

The ground state of a polyatomic molecule is
generally a singlet state (S0) with zero total spin
(an exception to this rule is molecular oxygen, 3O2,
which is in a triplet state (T0) in the ground state,
with a total spin value equal to 1).

At room temperature, thermal energy
(kTB200 cm� 1) is too low to significantly populate
the excited states of bond stretching or bending vib-
rational modes. The absorption typically occurs from
molecules in the lowest vibrational level of the
ground electronic state (S00). After the absorption
of a photon, the molecule is promoted to an excited
singlet state (Sij, where i refers to the electronic level
and j to the vibrational level), with a probability
(molecular cross section or molar extinction coeffi-
cient) that depends on the nature of the electronic
charge distributions of both states (i.e., nature of the
involved orbitals) and the molecular structure (in
particular symmetry). The probability to directly ex-
cite the molecule into a triplet state (with a spin
change) is extremely low and generally not observed.
The absorption transition has an ‘‘instantaneous’’
nature: in solution, it occurs in times of the order of
femtoseconds (1 fs¼ 10�15 s, about one period of a
UV–visible light cycle) and too short a time for
significant displacements of the nuclei to occur
(Franck–Condon principle). The S00-Sij vibronic
transition probability (shape of the absorption spec-
trum) is dictated by the overlap of the initial and final
vibrational wave functions in the ground-state con-
figuration of the nuclei (Franck–Condon factors).
The probability for the subsequent fluorescence,
emitted from the lowest vibrational level of S1 to
any vibrational level of the ground state, is directly
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related to that of the corresponding S0� S1 absorp-
tion transition.

A fluorophore excited to some high-lying vibra-
tional level of S1 or to higher singlet excited states
rapidly relaxes (10� 12 s or less), in condensed phase,
to the lowest vibrational level of S1 (Kasha’s rule), by
internal conversion and vibrational relaxation with
energy transfer to the solvent. Several processes, both
radiative and nonradiative, are known to depopulate
the first excited singlet state, all of them influencing
the characteristics of the fluorescence emission. Non-
radiative de-excitations are given as follows:

1. internal conversion between same-spin electronic
states (the lowest vibrational level of the highest
electronic state overlaps the vibrational levels of
the lowest electronic state that have the same
energy);

2. intersystem crossing between states with different
spin multiplicity (typically from S1 to T1); this
transition is forbidden by the spin selection rule,
but occurs because the real molecular electronic
states are a superposition of singlet and triplet
states due to the spin–orbit interaction; the mol-
ecule in the lowest triplet state can then return to

the ground state by phosphorescence emission,
but the probability of this transition is very low
and phosphorescence is generally not observed at
room temperature; and

3. any de-excitation process resulting from collisions
with solute molecules or any reaction such as
charge or energy transfer and functional reactions.

Fluorescence Spectral Distribution

As mentioned above, Kasha’s rule states that the flu-
orescence emission of a molecule in condensed phase
generally occurs from the lowest vibrational level of
the first excited singlet state, S10. Consequently:

1. As clearly appears from the Perrin–Jablonski
diagram, the energy of emission is typically less
than that of absorption (Stokes’ shift), that is, the
fluorescence emission spectrum is almost com-
pletely localized at longer wavelengths with respect
to the absorption spectrum. In addition, fluoroph-
ores can exhibit an increased Stokes’ shift due to
solvent reorganization, excited-state reactions
(such as photocomplexation) or energy transfer.

2. The emission spectral distribution (measured up-
on excitation at a single constant wavelength) is
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Figure 1 Perrin–Jablonski diagram of electronic states (S for singlet and T for triplet states) and of intramolecular transitions of

polyatomic molecules. A: absorption; VR: vibrational relaxation; IC: internal conversion; ISC: intersystem crossing; F: fluorescence; P:

phosphorescence (see A Krasnovsky’s comment, in C Lambert and L Jones ‘‘Basic Photophysics’’ Digital Photobiology Compendium,

D. Valenzeno Editor). Aleksander Jablonski did not propose a triplet manifold of states to explain phosphorescence (delayed fluo-

rescence). Perrin was the first to claim the existence of a metastable state between the ground and fluorescent states of dyes (Perrin F

(1929) Annals of Physics (Paris) 12: 169). A few years later Jablonski proposed that radiative transition from the metastable to the

ground state is a reason for the low-temperature phosphorescence of dyes (Jablonski A (1933) Nature 131: 839 and (1935) Zeitschrift

für Physik. 94: 38). The idea that the metastable state is a triplet state was first proposed by Terenin AN ((1943) Acta Physico-Chimica

USSR 18: 210–241) and by Lewis GN and Kasha M ((1944) Journal of American Chemical Society 66: 2100–2116). The diagram

referred to as a Jablonski diagram, is really a Perrin–Jablonski diagram modified by Terenin and Lewis–Kasha.
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usually independent of the selected excitation
wavelength. This is intuitively understood: upon
excitation to higher electronic and vibrational
levels, the excess energy is quickly dissipated into
the solvent, leaving the fluorophore in the lowest
S10, from which fluorescence occurs. In this way,
the fluorescence spectrum is always the same set of
the allowed S10-S0n transitions, irrespective of
the excitation wavelength.

3. The emission spectrum is normally the mirror
image of the S0-S1 absorption band, not of the
whole absorption spectrum. In fact, the probabil-
ity of a particular vibronic absorption transition
(S00-S1n) – between the zeroth vibrational level
of S0 and the nth vibrational level of S1 – is close
to one of the ‘‘corresponding’’ emission transition
(S10-S0n, with nearly identical overlap of the in-
itial and final vibrational wave functions).

Fluorescence Lifetime and Quantum Yields

Fluorescence lifetimes and quantum yields, together
with the spectral distribution, are the most important
characteristics of a fluorophore. The fluorescence
quantum yield (FF) is the ratio of number of emitted
photons (per time and volume unit) relative to the
number of absorbed ones (FFp1). Hence, FF is the
ratio of the intrinsic radiative rate constant (krad) to
the sum of the rate constants of all the processes that
contribute to depopulate the first excited singlet state:

FF ¼
krad

krad þ kIC þ kISC þ kreact
¼ krad

krad þ knr
½1�

Such processes are: internal conversion (kIC), inter-
system crossing (kISC), and quenching or photophys-
ical/photochemical reactions of various types (kreact).
Thus, the fluorescence quantum yield is close to unity,
only if the sum of the radiationless decay rates is
much smaller than the rate of radiative decay, that is,
knr{krad.

It is worthwhile emphasizing that, due to the many
nonradiative processes, the first singlet excited state
lifetime (in other words, the observed fluorescence
lifetime tF) is, in general, shorter than the radiative
lifetime (the reciprocal of the radiative rate). On the
other hand, the time-dependent fluorescence intensi-
ty is proportional to the excited-state population.
The kinetic equation, describing the decay of the
singlet excited-state population [S1], after the exci-
tation has been switched off, is constructed by
adding up all parallel de-excitation pathways:

d½S1�
dt

¼ ðkrad þ knrÞ½S1� ½2�

The solution of this equation reads

½S1�ðtÞ ¼ ½S1�ð0Þe�t=tF ½3�

where [S1](0) is the excited-state population at time
zero (defined any moment after the end of the exci-
tation), and tF is the observed fluorescence lifetime:

tF ¼ ðkrad þ kIC þ kISC þ kreactÞ�1 ¼ ðkrad þ knrÞ�1

½4�

In practice, when employing eqn [3] for describing
the observed decay of the fluorescence intensity, one
chooses the origin of time at the end of the excita-
tion, that is, at the maximum of the measured flu-
orescence signal.

Combining eqns [1] and [4], one obtains

FF ¼ tF krad ¼ tF=trad ½5�

Fluorescence quantum yields and lifetimes, like-
wise fluorescence emission spectra, generally do not
depend on the excitation wavelength. For an ideal
instrument, the fluorescence excitation spectrum of a
molecule (defined as the fluorescence intensity meas-
ured at a fixed wavelength as a function of the
excitation wavelength), therefore, entirely overlaps
the absorption spectrum. Discrepancy between ab-
sorption and excitation spectra is a clear indication
of excitation-wavelength-dependent photoinduced
reactions.

Time-Resolved Fluorescence

As absorption occurs in B10� 15 s, steady-state
absorption spectra are not sensitive to molecular
dynamics and only provide information on the
ground state itself and on the ground-state environ-
ment of the chromophore. Steady-state fluorescence
is more informative on excited-state processes, but
some information is unavoidably lost during the
time-averaging process. For example, macromole-
cules can exist in more than one conformation with-
out much change of the emission spectrum. The
decay time, on the other hand, may strongly depend
on the conformation because it reflects the inter-
actions of the fluorophore with the solvent or
with other molecules and macromolecules of its
close environment. Time-resolved fluorescence then
appears as a valuable tool to discriminate these con-
formations and, in general, to understand the dyna-
mical photoinduced processes in molecules and
macromolecules. In practice, a fluorescence decay
profile can exhibit several lifetimes that one has the
possibility to assign to specific reactions or species.

224 Fluorescent Biomolecules



Fluorescence Quenching

In photoinduced biological phenomena originating
from the first excited singlet state, the very primary
events (electron, proton, or energy transfer, photo-
isomerization, and, in general, any kind of photo-
physical or photochemical reaction) are alternative
nonradiative pathways for the excited-state decay.
They yield a decreased fluorescence intensity, called
‘‘quenching,’’ and reduced fluorescence quantum
yield and lifetime (see Figure 2).

Quite a number of very different processes can be
responsible for fluorescence quenching. In the fol-
lowing, some aspects of collisional quenching and of
energy transfer are concisely discussed.

Collisional quenching takes place when the excit-
ed-state fluorophore is deactivated upon contact with
some other molecules in solution (quencher). The
mechanism of quenching varies with the fluoroph-
ore–quencher pair. For instance, it can be due to an
electron transfer from the fluorophore to the quenc-
her, which does not occur in the ground state. Alter-
natively, in the case of oxygen, halogens, and heavy
atoms, it can be due to spin–orbit coupling and in-
tersystem crossing (triplet-state formation). For col-
lisional quenching, the decrease in fluorescence yield
and lifetime is described by the Stern–Volmer equa-
tion (the fluorescence yield can be probed by the flu-
orescence intensity F, as long as the experimental
conditions are kept identical):

F0
F

¼ tF0
tF

¼ 1þ K½Q� ¼ 1þ kqtF0 ½Q� ½6�

where K is the Stern–Volmer quenching constant, kq
is the bimolecular quenching constant, tF and tF0 are
the quenched and the unquenched fluorescence life-
times respectively, F and F0 are the quenched and the
unquenched fluorescence intensities respectively,
measured under the same experimental conditions,
and [Q] is the quencher concentration. The value of
kq, which can be obtained simply by plotting F0=F or
tF0=tF versus [Q], for a free fluorophore in solution

is, at most, B1010M� 1 s� 1, that is, the rate at
which the fluorophore and the quencher molecules
diffuse through the solvent and encounter. However,
kq can be smaller than the diffusion rate, if the re-
action occurring in the encounter complex has a low
probability. When chromophores are bound to or
incorporated into macromolecules, kq sometimes is
substantially smaller, because of the shielding effects
of the macromolecules structure.

Another important quenching process is the fluo-
rescence resonance energy transfer (FRET). This
process occurs whenever the emission spectrum of
the fluorophore, called the donor, overlaps the
absorption spectrum of another molecule, called ac-
ceptor. It is very important to note that FRET does
not involve emission of light by the donor and con-
sequent absorption by the acceptor. The donor, in its
excited state, and the acceptor, in the ground state,
are coupled by dipole–dipole interaction, resulting in
the deactivation of the donor excited state and the
excitation of the acceptor. This process is also called
long-range coulombic or Förster-type energy transfer.
Another type of nonradiative excitation energy trans-
fer is the Dexter-type energy transfer, by electron
exchange in an encounter complex, which is not dis-
cussed here. The rate constant of the Förster reso-
nance energy transfer kT(r) strongly depends on the
distance r between the donor and the acceptor:

kTðrÞ ¼
1

tD

R0

r

� �6

½7�

where tD is the donor fluorescence lifetime in the
absence of energy transfer and R0 the Förster radius
or critical distance which depends on the donor flu-
orescence quantum yield, the acceptor absorption
transition probability, the spectral overlap mentioned
above, and the relative orientation of the two
interacting dipoles. On the basis of eqn [7], when
the donor–acceptor distance is equal to the Förster
distance ðr ¼ R0Þ, the rate of transfer is equal to the
decay rate of the donor in the absence of the acceptor

Photochemical reactions

Charge transfer

Energy transfer

Rs
S1

A F IC

S0

ISC
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T1

P

Figure 2 Nonradiative deactivation pathways originating from the first excited singlet state resulting in ‘‘functional’’ processes (e.g.,

photosynthesis (energy transfer) and photoperception (photoisomerization, photoinduced charge transfer)).
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and, consequently, the transfer efficiency is 50%. The
transfer quantum efficiency ðFFRETÞ, defined as the r-
dependent fraction of photons absorbed by the donor
that are transferred to the acceptor, can be obtained
directly by eqn [7]:

FFRET ¼ kT
kT þ ð1=tDÞ

¼ R6
0

R6
0 þ r6

¼ 1� tDA

tD

¼ 1� FDA

FD
½8�

The transfer efficiency is typically measured using
the relative fluorescence yield (or intensity under the
same experimental conditions) or lifetime in the ab-
sence (FD and tD) and presence (FDA and tDA) of the
acceptor, provided that the donor–acceptor pairs are
separated by a fixed distance during the lifetime of
the donor. On the basis of eqn [8], fluorescence res-
onance energy transfer provides an opportunity to
measure the distance between sites on macromole-
cules, provided r is not too different from the Förster
distance R0: typically, in the range of 15–60 Å, which
is comparable to the diameter of many proteins and
the thickness of a membrane.

A completely different cause of fluorescence inten-
sity decrease is photobleaching, due to a photoin-
duced degradation or damage of the fluorophore,
normally caused by focused laser beams or very high
intensity excitation light.

Fluorescence Anisotropy

Fluorescence anisotropy measurements, commonly
used in a variety of biochemical applications, provide
information on the size and shape of macromolecules
or the rigidity of various molecular environments.
Anisotropy measurements are based on the principle
that linearly polarized excitation light selectively ex-
cites the fluorophores, the absorption transition di-
pole of which is parallel to the electric vector of the
excitation. In an isotropic solution, the fluorophores
are randomly oriented, so that this selective excita-
tion results in a partially oriented population of
excited fluorophores, provided the excitation pulse
duration is shorter or of the same order of magni-
tude as the fluorophore reorientation time (e.g., with
femtosecond pulses). The fluorescence emission, in
turn, is polarized along the direction of the emission
transition dipole of the fluorescent molecule. The
anisotropy (r) of the emission is defined as follows:

r ¼ I8 � I>
I8 þ 2I>

½9�

where I8 and I> are the fluorescence intensities, re-
spectively, measured parallel and perpendicular to

the polarization direction of the excitation light. The
maximum attainable anisotropy (r0) depends on the
relative angle (b) between the absorption and emis-
sion transition moments. For an initially randomly
oriented sample, it reads

r0 ¼
2

5

3 cos2 b� 1

2

� �
½10a�

so that the ‘‘maximum maximorum’’ value of (r0) is
0.4, with b ¼ 0. Several phenomena can decrease the
measured anisotropy to values lower than this max-
imum. The most obvious cause is rotational diffusion
that, during the lifetime of the excited state, induces
a randomization of the orientation of the fluoroph-
ore, namely its emission dipole moment. In fluid so-
lution, most molecules rotate in 50–100 ps (10� 12 s).
Hence, fluorescent molecules can rotate many times
during their 1–10 ns excited-state lifetime and, con-
sequently, the emission is completely depolarized (the
steady-state anisotropy is close to zero). Neverthe-
less, provided that the experiments are done with a
sufficiently short time resolution, the molecular re-
orientation can be followed by measuring the time-
resolved anisotropy r(t):

rðtÞ ¼ I8ðtÞ � I>ðtÞ
I8ðtÞ þ 2I>ðtÞ ¼ r0e

�6Drt ½10b�

where Dr is the rotational diffusion coefficient and
(6Dr)

� 1 the rotational correlation time (y).
For macromolecules and proteins, the rotational

correlation time is much longer (B1–100 ns) and it is
possible to use fluorescence anisotropy for probing
the mobility of any fluorophore and determine how
rigidly it is bound to some macromolecule. Assuming
no other processes result in fluorescence depolariza-
tion, the expected steady-state anisotropy (r) is given
by the Perrin equation:

r ¼ r0
1þ ðtF=yÞ

½11�

where r0 is maximum anisotropy (given by eqn
[10a]), tF is the fluorescence lifetime, and y is the
rotational correlation time for the diffusion process,
which is given by the Debye–Stokes–Einstein relation

y ¼ ZV
kT

½12�

where Z is the medium viscosity (in poise, P), V the
molecular volume, k is the Boltzmann constant, and
T is the temperature in kelvins.
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Main Instrumentation

Steady-State Fluorimetry

Figure 3 shows a simplified scheme of a typical mul-
tipurpose fluorimeter. The excitation light from a
xenon (high pressure) lamp is used to excite the
sample at a wavelength selected by a motorized
monochromator (UV–visible). The fluorescence is
collected at right angle with respect to the excitation
beam direction and sent onto a photomultiplier
through a second motorized monochromator. Com-
puter-controlled scanning of the latter at a fixed ex-
citation wavelength allows measurements of the
fluorescence spectra, whereas scanning of the excita-
tion monochromator at a fixed emission wavelength
allows measurements of the excitation spectra. A
small part of the excitation beam is sent to a refer-
ence detector, the signal of which is used for com-
pensation of the excitation intensity fluctuations and
correction of the excitation spectral distribution
when recording excitation spectra. Fluorescence
emission spectra are also corrected for instrumental
distortions. For anisotropy measurements, polarizers
are added on the excitation and emission beams as
shown in the scheme.

Time-Resolved Fluorescence Techniques

Different techniques can be used for measuring flu-
orescence decays. The most straightforward is to ex-
cite the sample by a short light pulse E(t) (lamp or
laser flash) and to record the fluorescence signal F(t)
as a function of time. The time resolution is then

limited by the excitation pulse width and the tem-
poral response of the detection device. The measured
signal F(t) is the convolution product (eqn [13]) of
the apparatus response function R(t) (equal to E(t), if
detection is not a limit) and the purely molecular
fluorescence function IF(t), expected for an infinitely
short excitation pulse, that is, the relevant decay
function that describes the excited-state dynamics.

FðtÞ ¼ RðtÞ#IFðtÞ ¼
Z t

�N

Rðt0ÞIFðt � t0Þ dt0 ½13�

Provided a short enough excitation source is avail-
able, nanosecond (10�9 s) and subnanosecond decay
times can be easily measured by collecting the sample
emission onto a photodiode or a photomultiplier
coupled to an oscilloscope. To date, equipments even
allow to readily achieve the picosecond regime. For
this time range, streak cameras are, however, more
suitable, although they have an intrinsic limitation
due to their low dynamic range (low saturation level).

Alternatively, the time-correlated single-photon
counting technique is a powerful method quite
often used for reliable measurements in time ranges
that extend from a few tens of picoseconds to a few
nanoseconds. For longer lifetimes, care must be tak-
en when choosing the excitation-pulse repetition
rate, since the fluorescence signal must have decayed
when the next excitation pulse comes in. On the
other hand, decay components of IF(t) shorter than
the width of the response function R(t) can be deter-
mined by deconvolution of the fluorescence signal
F(t), according to eqn [13].

A typical single-photon counting setup is shown
in Figure 4. The principle consists in measuring a
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Figure 3 Scheme of a fluorimeter. The sample is excited with a

xenon lamp at a wavelength selected by the excitation monoch-
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Figure 4 Simplified scheme of a single-photon counting setup.

The sample is excited with a low fluence, high repetition rate, and

excitation pulse. An electrical pulse associated to the optical

pulse starts the deflection ramp of a time-to-amplitude converter

(TAC) while the sample is excited. The fluorescence is collected

onto a photomultiplier operating in a single-photon counting mode

providing a signal that stops the deflection ramp when a single

photon is detected. The voltage at which the deflection ramp is

stopped is proportional to the delay between the start and stop

signals. Measurements are repeated until the histogram of delays

builds up. The histogram, recorded with a multichannel analyzer,

reproduces the rise and decay F(t) of the sample fluorescence.
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histogram of the time delays at which a single photon
of fluorescence is emitted after excitation. Without
going into details, the excitation pulse is split into
two pulses, one of which is used to excite the sample.
The second pulse is used to generate an electrical
pulse that triggers (start signal) the deflection ramp
of a time-to-amplitude converter (TAC) while the
sample is excited. The excitation fluence is fixed at
such a low level that less than one photon of fluo-
rescence is recorded per excitation pulse. The emitted
fluorescence is collected onto a photomultiplier
operating in a single-photon counting mode so that,
when a single photon is detected, the photomultiplier
provides a signal that stops the deflection ramp of the
TAC. The voltage at which the deflection ramp is
stopped is proportional to the delay between the start
and stop signals. Measurements are repeated until
the histogram of delays builds up. This histogram,
recorded with a multichannel analyzer, reproduces
the rise and decay F(t) of the sample fluorescence.

Several other time-resolved fluorescence tech-
niques, such as phase-modulation fluorimetry, Kerr-
shutter fluorimetry, and fluorescence up-conversion,
exist. The up-conversion technique is the only tech-
nique that allows direct measurements of femtosec-
ond fluorescence decays, that is, the fluorescence
from quasi nonfluorescent molecules, but is out of
the scope of this review. In the Kerr-shutter fluo-
rimetry, the electric field of an intense laser pulse is
used to induce a temporary anisotropy (Kerr effect)
in a Kerr sample placed between two crossed polar-
izers so that light can be temporarily transmitted by
this arrangement. By adjusting the delay between the
time at which a fluorescent sample is excited and the
time at which the Kerr-shutter is opened, one can
record the transmitted fluorescence intensity, or spec-
trum, as a function of time. In phase-modulation
fluorimetry, the sample is excited with a sinusoidally
modulated light, at high frequency. The fluorescence
response is sinusoidally modulated at the same fre-
quency, but delayed in phase and partially demod-
ulated. These effects depend on the modulation
frequency of the excitation light and on the fluores-
cence decay time. The experiments allow measure-
ments of the Fourier transform of the fluorescence
kinetics. Kerr-shutter and phase-modulation fluo-
rimetry are suitable techniques for lifetime measure-
ments in the nanosecond and picosecond regimes.

Fluorescence Correlation Spectroscopy

In fluorescence correlation spectroscopy (FCS), one
measures the fluorescence intensity of a very small
sample volume (B10� 15), for example, under a con-
focal microscope, and records its fluctuations in time,

dFðtÞ; around an equilibrium value, /FS. The result
is quantified in terms of the normalized autocorre-
lation function G(t):

GðtÞ ¼ /Fðt þ tÞFðtÞS
/FS2

¼ /dFðt þ tÞdFðtÞS
/FS2

þ 1

½14�

where dFðtÞ ¼ FðtÞ �/FS. The main source of fluc-
tuation comes from the molecules diffusing in and out
of the examined volume. The mean diffusion time
and thus the size of the molecule can be calculated on
the basis of an analysis of the G function. The pho-
tophysics (intersystem conversion) and photochemis-
try (photobleaching, excited-state reactivity) of the
fluorophores may also come into play. The high sen-
sitivity of the detectors even allows the measurement
of the fluorescence fluctuations of a single molecule.
Fluctuation analysis has proved to be a very versatile
and powerful tool for the detection and dynamics
study of biomolecules at ultralow concentrations on
surfaces, in solutions, and in living cells.

In practice, a parallel laser beam is concentrated
through a high aperture microscope lens on a focal
point of o0.5 mm in diameter. This focal point forms
the open measuring volume in a highly diluted so-
lution in which the fluorescing molecules diffuse. The
focal point is confocally imaged on a pinhole behind
which a single photon detector is placed. In this way,
only fluorescent biomolecules stimulated by the laser
in the focal point are detected. Although the route of
the molecule through the focal point is random, the
mean diffusion time and thus the size of the molecule
can be calculated on the basis of a temporal corre-
lation of the signal of many single molecules.

Main Natural Biological Fluorophores

In Figure 5, the formulas and the optical absorption
and emission spectra of the three aromatic amino
acids are reported. Tyrosine and phenylalanine have
lower molar extinction coefficients e (e¼A (absorb-
ance)/(C (molar concentration in M)� l (optical path
in cm))) with respect to tryptophan, the molar ex-
tinction coefficient of which, however, is rather low
when compared to that of other absorbing molecules
(e.g., for tryptophan, e is B5600M� 1 cm�1, where-
as for chlorophyll, e is B120 000M� 1 cm� 1). As a
matter of fact, tryptophan is the most commonly and
easily studied amino acid as an intrinsic probe for
protein microenvironment and bulk properties. Usu-
ally, tryptophan is selectively excited at 295 nm be-
cause, exciting at 280 nm, a significant contribution
to fluorescence by tyrosine can also be observed.
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Figures 6–9 show the formulas and the spectra of
some of the most widely distributed biological fluor-
ophores: chlorophyll (see Figure 6), which play a key
role in photosynthesis, flavins (riboflavin, flavin
mono- and dinucleotide) (see Figure 7), which play
a key role in quite a number of biological processes
(see the next section), phytochrome (see Figure 8), a
most important photosensing system for plant photo-
morphogenesis, and hypericin (see Figure 9), a typical
natural pigment with photodynamic properties.

Fluorescent Biomolecules for
Structural and Functional Studies

When a fluorescent biomolecule is used for structural
or functional studies, one usually measures the main
fluorescence parameters described in the first section
which explains the fluorescence excitation and emis-
sion spectra, the fluorescence quantum yield, life-
time, and anisotropy.

If the biological system under investigation does
not contain any intrinsic fluorophore or if its intrin-
sic fluorophores are of limited use, smart synthetic

fluorescing molecules can be used as probes and la-
bels in areas such as membrane biophysics, cell sor-
ting, ion transport, and immunoassay, to mention
only a few. In this article, the case of these numerous
extrinsic fluorescent probes are not discussed: their
different, specific, and dedicated applications can be
easily found in a number of commercial catalogs.
The focus is rather on ‘‘intrinsic’’ probes, such as
tryptophan, flavins, and the other fluorophores des-
cribed in the previous section.

In the following, the comparison of the fluorescent
properties of these fluorophores in different molecular
environments highlights how and why fluorescence is
a valuable tool to probe and monitor molecular or
supramolecular structures and chromophore–protein
interactions.

Fluorescence for Probing Molecular Environments

The chemical and physical properties of the solvent,
such as pH and polarity, can strongly affect the flu-
orescence emission spectrum as well as the fluores-
cence quantum yield and lifetime of a free
fluorophore. These changes may alter its fluores-
cence anisotropy, if the nature of the optical transi-
tions is changed (see eqns [9] and [10]), by a different
excited-state pathway for example, or through a
change of lifetime (eqn [11]). If it is assumed that this
is not the case (same transitions and fluorescence
lifetime), then the fluorescence anisotropy depends
solely on the solvent viscosity as eqns [11] and [12]
express.

In flavin adenine dinucleotide (FAD), for example,
the strength of the ground-state stacking interactions
between the flavin and the adenine moieties, which
are responsible for the flavin moiety fluorescence
quenching with respect to riboflavin or flavin mono-
nucleotide (FMN), depends on pH. The unfolding of
the complex at pH 3 is reflected by an increase in the
flavin fluorescence quantum yield.

In isolated fluorophores, solvent polarity can in-
fluence the fluorescence spectra (solvatochromic
shift) and high viscosity can enhance the fluores-
cence anisotropy. The vibronic structure of the elec-
tronic transitions can also be affected by the solvent
nature, depending on the type and strength of fluor-
ophore–solvent interaction. Quite similar effects
can be observed, when the fluorophore binds to
(or associates with) a protein or a macromolecular
structure.

As mentioned before, selective excitation of the
tryptophan fluorescence has been extensively used
as an endogenous probe of the amino acid location.
Because of their particular interactions with their
molecular microenvironments, the insertion of
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tryptophan molecules into a proteic framework caus-
es marked changes in its spectroscopic properties.
Among these characteristic effects of the surrounding
environment is hypochromism, a phenomenon that

affects both absorption and emission and has several
causes. For example, the presence of ordered layers
of chromophores favors the screening of light, thus
effectively reducing the molar extinction coefficient
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of the amino acid (self- or hetero-screening hypoch-
romism); the screening can decrease the molar ex-
tinction coefficient to half, depending on the
parallelism of the chromophores dipoles (the higher
the parallelism, the lower the coefficient). Also non-
absorbing groups can affect the emission properties
of this amino acid. In fact, in a protein, several
groups can quench the fluorescence because their
presence favors a photoinduced intramolecular
charge transfer process. For example, a proton trans-
fer is at the basis of tryptophan fluorescence quench-
ing caused by carboxyl and thiolate groups, whereas

amide, peptide, ammonium, ammine, histidine, and
other sulfur-containing groups quench tryptophan
fluorescence by means of an electron transfer.
Changes in the structure of the fluorescence emis-
sion spectrum have also been observed. In try-
ptophan up to five different emission maxima can
be identified, depending on how buried is the amino
acid in the protein. When the amino acid is close to a
hydrophilic environment (i.e., near the external sur-
face of the protein), the fluorescence maximum is
similar to that shown by the amino acid in aqueous
solution (peak at 353 nm), while the maximum shifts
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toward the blue (peak at 307 nm) when tryptophan is
buried in the inner hydrophobic parts of the protein.
Also fluorescence polarization measurements (eqns
[9] and [11]) can provide information on the degree
of rigidity of the tryptophan specific molecular
environment, both in physiological and denaturating
conditions. Shielding effects by the macromolecular
structure which tryptophan is associated with can

cause a decrease of the fluorescence collisional
quenching constant kq (see Stern–Volmer equation,
eqn [6]). Measurements of FF and tF can, therefore,
contribute to evaluate the accessibility of the residue
to the solvent and dissolved quenchers, such as io-
dide or acrylamide.

Fluorescence as a Tool for Probing Biological
Photoprocesses

Among important enzymes, flavoproteins constitute
an important class of redox systems. The study of
flavin fluorescence has provided key contributions to
the study of their dynamic behavior as well as de-
tailed information on both their catalytic mecha-
nisms and atomic structure.

As light irradiation can elicit transient variations,
and subsequent dark-regeneration, of flavin fluores-
cence emission, light-induced fluorescence changes
(LIFCs) can be used as a spectrophotometric assay
for photochemical primary reactions in light-modu-
lated flavoproteins. Fluorescence quenching of flavin
by photoinduced electron transfer can be used as a
probe for angstrom-scale structural changes in the

Pr

Pfr

300 400 500 600 700 800

0.2

0.4

0.6

0.8

A
bs

or
ba

nc
e

Wavelength (nm)

Far-red 
light

Red
light

S

Cys

N
O

N

COOH

N

COOH

N

Pr

Pfr

O

S

Cys

N
O

N

COOH

N

COOH

N O

Figure 8 Formulas and absorption spectra of red (Pr) and far-

red (Pfr) forms of phytochrome.

0

0.05

0.1

0.15

0.2

0.25

0.3

300 400 500 600 700 800

Wavelength (nm)

A
bs

/f
lu

o 
(a

.u
.)

Hypericin

Me

Me

HO

HO

OH OH

OH OHO

O

Figure 9 Formula, and absorption and fluorescence spectra of

hypericin in ethanol.

232 Fluorescent Biomolecules



proteic framework. Probing the fluorescence lifetime
of flavins also allows observing the variation of the
flavin–amino acid residue distance over time. Corre-
lation analysis can finally reveal conformational fluc-
tuations at multiple timescales due to the existence of
multiple interconverting conformers related to the
fluctuating catalytic reactivity.

The case of chlorophyll fluorescence as a ‘‘spy’’ of
an efficiency loss in the photosynthetic process is
dealt with elsewhere in this encyclopedia. Here it is
to be recalled that a damage to the photosynthetic
apparatus, due to any kind of environmental stress,
can lower the yield of Förster energy transfer to the
reaction centre (see Figure 2) and can impair the
electron transport chain between PhotosystemII and
PhotosystemI (Z scheme), thus giving rise to a more
efficient radiative transition. Chlorophyll fluores-
cence can, therefore, be used, also by means of
space-based remote-sensing systems, to monitor the
healthiness of vegetation in terrestrial and aquatic
ecosystems.

Plants and even microorganisms have evolved a
range of sophisticated photosensing and photo-
transducing devices to adapt and respond to their
natural habitat. A number of light-absorbing mole-
cules enable organisms to respond to changes in the
natural light environment. The responses range from
the regulation of the organism motile behavior to
changes in structure and form, such as seed germi-
nation, leaf expansion, stem elongation, flower ini-
tiation, and pigment synthesis. Several families of
photoreceptors are known to mediate the effects of
light on plant development. These include the phyto-
chromes (phy), which monitor the red (600–700 nm)
and far-red (700–750 nm) regions of the solar spec-
trum and two classes of blue light receptors: the
cryptochromes and the phototropins.

The phytochromes, a family of soluble homo-
dimeric biliproteins responsible for photomorpho-
genic responses, have a number of spectroscopic
properties which make them potentially good candi-
dates for fluorescent probe development. Particularly
interesting are their long wavelength absorption
maxima, high molar extinction coefficients and the
ability of phytochrome apoproteins to, spontaneous-
ly and covalently, assemble with the linear tetrapyr-
role chromophore precursors, phytochromobilin
(PFB) and phycocyanobilin (PCB). Owing to photo-
isomerization, native phytochrome can adopt two
photo-interconvertible configurations, termed the
Pr (red light absorbing) and Pfr (far red light ab-
sorbing) forms. A direct consequence of the high
yield of photo-interconversion is the very low fluo-
rescence quantum yield for both Pr and Pfr forms
(o10� 3 at room temperature). When the natural

bilin prosthetic group of phytochrome is substituted
with phycoerythrobilin (PEB), the phytochrome is
converted into a highly fluorescent biliprotein,
termed ‘‘phytofluore’’ (FF of the order of 0.7), pho-
tostable, stable over a wide pH range, which can be
reconstituted in living cells. Phytofluores represent a
resourceful new family of fluorescent protein probes
which can give important contributions to under-
stand how plants perceive and transduce environ-
mental light signals to control their growth and
development.

In phototropins (phot1 and phot2), the light-
activated molecular switches that regulate important
plant responses to blue light (such as phototropism,
blue light-induced chloroplast relocation, and blue
light-induced stomatal opening), the light-absorbing
chromophore, noncovalently bound, is FMN. Pho-
totropins undergo a self-contained photocycle (see
Figure 10), characterized by fluorescence and ab-
sorption changes induced by blue light. The genera-
tion of the signalling state, a covalent protein–FMN
photo-adduct, can be monitored by fluorescence
spectroscopy. A decrease in fluorescence intensity,
in fact, is measured upon formation of the FMN-
cysteinyl adduct, whereas during subsequent dark
incubation, the fluorescence recovers completely.

DNA Photolyase (involved in the repair of DNA
damaged by pyrimidine dimers formation), photo-
activated adenylyl cyclase (PAC, the photoreceptor
for some photomotile responses of the flagellated
microalga Euglena gracilis) and Cryptochromes
(cry1 and cry2, the photoreceptors for circadian
rhythms in plants and mammals) use FAD as
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chromophoric group. Also in these cases, FAD flu-
orescence dependence on pH and denaturation (in
native PAC, for instance, the FAD fluorescence is
strongly reduced) can valuably be used to test the
photoreception process.

The fluorescence of the single tryptophan residue
of the photoactive yellow protein (PYP), the photo-
receptor pigment of the photomotile bacterium
Ectothiorhodospira (Halorhodospira) halophila, ef-
ficiently monitors the structural changes of PYP
which are responsible for the signalling state forma-
tion. The fluorescence spectral distribution and quan-
tum yield of this tryptophan, in fact, depend on the
local polarity, which changes during the PYP photo-
cycle and accompanies the formation of the signal-
ling state.

FRET is of distinctive efficiency for studying mem-
brane model systems, such as liposomes and bilayers,
biological membrane structure and processes, and
protein–protein and protein-membrane interactions.
FRET has been extensively used to study interactions
between soluble proteins or membrane proteins and
soluble protein binding partners and, also, more re-
cently successfully employed to investigate the interac-
tion of membrane proteins in their native environment.

Molecular interactions between natural pigments
and proteins and other cellular components can be
studied by means of fluorescence spectroscopy, thus
clarifying if and how the pigment binds to the pro-
teins. These data can be of great importance, if the
pigments under investigation are photosensitizers
generating radicals and reactive oxygen species fol-
lowing illumination. Wide varieties of natural and
selectively artificially modified dyes are, in fact, cur-
rently utilized in the photodynamic therapy of
tumors and bacterial and viral infections. A detailed
study of the different fluorescence parameters (fluo-
rescence excitation and emission spectra, fluores-
cence quantum yield, fluorescence lifetime, and
fluorescence anisotropy) can reveal the occurrence
and elucidate the characteristics of the chromophore
binding to the target biological macromolecule and
its localization in the target tissue/cellular compart-
ment, thus providing key information for assessing
its therapeutic efficacy or undesired phototoxicity.
Hydrophobic and amphiphilic chromophores, like
hypericin, for example, which give rise to non fluo-
rescent polydispersed aggregates in aqueous solu-
tions, monomerize and fluoresce when inserted in
suitable molecular pockets.

Concluding Remarks

This article briefly: (1) presents the fundamental as-
pects of the fluorescence phenomenon in polyatomic

organic molecules in condensed phase, (2) schema-
tically describes the basic instrumentation for mea-
suring fluorescence parameters (spectral distribution
of the intensity, polarization, yield, and lifetime), and
(3) concisely discusses a few typical examples of the
use of fluorescence spectroscopy as a tool for prob-
ing structural and functional properties of biomole-
cules involving fluorophores such as tryptophan,
flavins, chlorophyll, phytochrome, phototropins,
and hypericin. The ‘‘Further reading’’ section will
help the interested reader to find further information
on the fluorescence spectroscopy and deeper and
more detailed presentations of the different special-
ized topics.
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Introduction

Among the 20 natural amino acids, three (try-
ptophan, tyrosine, and phenylalanine) contribute to
the intrinsic fluorescence of a protein. This UV in-
trinsic fluorescence is commonly used to monitor the
dynamics of protein folding, since the excitation/
emission wavelength of fluorescent amino acids
(mainly that of tryptophan, the one with strongest
fluorescence) is sensitive to the local molecular
environment. Fluorescent proteins can be engineered
by covalently linking various fluorophores or by in-
sertion of synthetic fluorescent amino acids. Extrinsic
fluorescence is also achieved upon binding of fluo-
rescent molecules, such as specific cofactors.

The focus here is on a special case of protein flu-
orescence, the green fluorescent protein (GFP). The
intrinsic fluorescence of GFP, brighter than common
protein fluorescence and red-shifted to the visible
spectrum, stems from the presence of a chromophore
fragment, spontaneously formed starting from an in-
ternal three-amino-acid sequence. Such a reaction is
completely autocatalytic, so that the protein scaffold
acts as the enzyme for chromophore formation and
also provides the original fragment from which chro-
mophore formation proceeds. Thanks to this unique
feature, GFP can be functionally expressed in host
cells and used to create fluorescent chimeras by
fusion technology allowing noninvasive fluorescent
labeling of proteins in living cells. The application of
GFP in molecular biology experiments has had and is
still having a tremendous impact. Such a relevance
stimulated an intense effort in understanding GFP
properties and tuning them by molecular engin-
eering. It also stimulated the search for new fluores-
cent proteins and the subsequent discovery of several
GFP homologs emitting in other regions of the spec-
trum. Together with the artificial GFP mutants,
they constitute a broad class of intrinsic fluorescent

proteins (FPs) virtually covering the entire visible
spectrum.

Investigation of FPs requires a highly interdiscipli-
nary approach, which involves biology, chemistry,
and physics tools and concepts. From the perspective
of condensed matter physics, on one side, visualiza-
tion of fluorescent proteins down to the single
molecule level stimulates progress in optical spec-
troscopy techniques; on the other side, the complex
and intriguing photophysics of GFP is a challenge to
understand the details of protein internal dynamics.
These studies hold the promise of enabling novel
applications that exploit these naturally evolved
structures for nanoscale biomolecular photonic
devices.

Natural Sources of Fluorescent Proteins

GFP was discovered in the luminescent jellyfish
Aequorea Victoria. Aequorea glowing originates
from Aequorin, a protein that in the presence of cal-
cium ions catalyzes the oxidation and subsequent
blue-light emission of the cofactor coelenterazine.
The luminescence of Aequorea is however green,
pointing to the existence of an energy-shifting mech-
anism, identified in radiationless energy transfer
from Aequorin to GFP.

GFPs exist in other luminescent coelenterates,
among which are hydroid Obelia and sea pansy
Renilla. There, as in Aequorea, they convert the blue
chemiluminescence of coelenterazine into green light.
As recently discovered, GFP-homologous proteins
are present in a variety of nonluminescent animals of
the Anthozoa class, such as reef corals and sea
anemones. At present, B30 members of this family
have been cloned and found to share a sequence ho-
mology B20–30% with GFP. Not all members of
this family are fluorescent: some are chromoproteins
(CPs). Whereas they are not functionally linked to
bioluminescence, these homologs are responsible for
the blue-purple colorations and act as photoprotec-
tors. Photoprotection might indeed have been the
function of GFP ancestors, fluorescence being only
an accessory function of the protein. Unless other-
wise stated, in this article GFP refers to the original
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Aequorea protein and GFPs indicate wild-type GFP
(wtGFP) and its mutants.

GFP Structure

GFP contains 238 amino acids (Figure 1a) and
weighs B27 kDa. As discovered by X-ray studies of
GFP crystals, GFP sequence folds in a compact cy-
lindrical form, which measures 42 Å in height and
24 Å in diameter and contains several secondary
structure motifs (Figures 1b and 1c). This rather
unique fold is called b-can or b-barrel, since its lat-
eral wall is an 11-stranded b-sheet.

The b-can is capped on both ends by short a-hel-
ical sections and run through by an a-helix, which
contains the three-amino-acid sequence from which
chromophore formation originates. As a result, the
chromophore is positioned right in the middle of the

protein, rigidly held within the barrel and screened
from the outer solvent and fluorescence quenchers
such as molecular oxygen and halides. All structur-
ally solved FPs and CPs share the same fold as GFP.

Whereas Aequorea GFP can exist as a monomer at
diluted concentrations, Renilla GFP exists only in the
dimeric form; DsRed is an obligate tetramer and all
other homologs appear to be oligomeric. This has
somehow hindered their applications in biology ex-
periments and great effort is currently being devoted
to obtain bright monomeric mutants.

Chromophores of Fluorescent Proteins

Figure 2 shows the chromophores of some proteins
within the GFP family. Besides GFP and the already
cited DsRed, the figure shows the chromophore of
EqFP611 (a far-red FP from the sea anemone Enc-
tamea quadricolor), AsCP (a red-light absorbing CP

1 MSKGEELFTG VVPVLVELDG DVNGQKFSVS GEGEGDATYG KLTLNFICTT
51 GKLPVPWPTL VTTFSYGVQC FSRYPDHMKQ HDFFKSAMPE GYVQERTIFY

101 KDDGNYKTRA EVKFEGDTLV NRIELKGIDF KEDGNILGHK MEYNYNSHNV
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201 LSTQSALSKD PNEKRDHMIL LEFVTAARIT HGMDELYK

1

11

23

36

25

41

48

71

57

227

217

199

208

153

147

161

171

187

176 100

92

105

115 118

128

2 3 11 10 7 8 9 4 5 6CRO

(a)

(b) (c)

Figure 1 (a) Primary, (b) secondary, and (c) tertiary structure of GFP. In (c) the usual cartoon representation is employed, where a-
helices are cylinders and b-sheets arrows. The chromophore is shown in a ball-and-sticks representation with the standard coloration for

atom elements (i.e., gray for carbon, blue for nitrogen, and red for oxygen).
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from another sea anemone, Anemonia sulcata),
Kaede (a red FP from stony coral Trachyphyllia
Geoffroyi), and blue and cyan fluorescent proteins
(BFP and CFP). The last ones are obtained by mu-
tations of amino acid at position 66 of wtGFP, from
the original tyrosine into histidine and tryptophan,
respectively. EqFP611 chromophore is similar to that
of DsRed but in trans-conformation. In the protein,
it yields a far-red emission peaking at 611 nm, to date
the most red-shifted fluorescence among the natural
GFP homologs. Since no X-ray structures of AsCP
and Kaede are available as yet, the structures of their
chromophore are deduced only from indirect
observations (in the case of ASCP, Figure 2 reports
the two hypotheses).

The different excitation/emission energies (see
Table 1) can be explained in terms of the extension

of the p-conjugated system and of the presence
of electron–donor groups that compensate the elec-
tron-withdrawing carbonyl of the imidazolidinone
(where present). Histidine has a moderately electron-
donating NH, so excited-state transfer of electron
density over the carbonyl requires higher energy
with respect to tryptophan, which is rather electron
rich. The phenolate anion of tyrosine in wtGFP is
the most electron-donating group. The chromophore
of DsRed gives even larger excitation wavelength,
because the increased alternation of single and dou-
ble bonds supports a more extended p-conjugated
system.

The currently accepted mechanism of GFP and
DsRed chromophore formation is shown in Figure 3.
An alternative cyclization mechanism was proposed
for AsCP, which leads to a cleavage of the protein in
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two chains that remain bound together. As demon-
strated by the fact that expression of FP genes in
other organisms leads to fluorescence, chromophore
synthesis does not require any organism-specific en-
zyme. It requires, however, exogenous oxygen, in the
absence of which FPs do not develop fluorescence.

The dynamics of GFP maturation and subsequent
onset of fluorescence is rather slow, taking 90min to
4 h after protein synthesis. The bottleneck of the
process is chromophore dehydrogenation by molec-
ular oxygen, which requires up to 2 h. DsRed mat-
uration occurs in two steps: in the initial fluorescent
stage, the proteins emit green light. Because of the
additional dehydrogenation, formation of the mature
red chromophore takes several hours and is incom-
plete.

As shown in Figure 4, inside GFP the chromophore
participates to a structured network of hydrogen
bonds, being surrounded by four entrapped water
molecules and a surprising number of charged and
polar residues, among which are Gln69, Gln94,
Arg96, His148, Thr203, Ser205, and Glu222.
Analogous hydrogen-bond (H-bond) interactions
are found in other FP structures. These networks
crucially determine the excited-state dynamics of the
chromophore. Indeed, isolated model chromophores
in solution are nonfluorescent at room temperature
but become fluorescent when the temperature is de-
creased to 77K. Accordingly, even after the chro-
mophore is formed, denaturation of the protein
results in loss of fluorescence, whereas renaturation
restores the fluorescent state, indicating that in order
to emit light the chromophore must be embedded in
the folded b-can. Because of this property, GFP is
also a useful system for the study of folding dynamics
in proteins with extended b-motives.

Spectral Properties of GFP

The excitation energy of the chromophore depends
on its protonation state, so that proton (Hþ ) equi-
librium between the chromophore and the surround-
ing protein matrix strongly influences GFP spectral
properties. In addition, H-bonds to and from the
chromophore finely tune the excitation energy be-
cause they drive the electronic structure toward one
or the other of the possible resonant structures.

Figure 5 shows the room-temperature absorption
and emission spectra of wtGFP. In addition to the
278 nm band, which stems from aromatic amino ac-
ids (one tryptophan and ten tyrosine residues),
wtGFP exhibits a broad absorption band at 398 nm
that is roughly three times higher than a minor band
at 475 nm. These two lower-energy bands uniquely
attribute to absorption of the chromophore. Their

Table 1 Optical properties of selected GFP mutantsa together

with FPs

Name Mutationsb lex
c ðeÞd lem

e ðFFÞf

Blue (BFPs)
BFP y66h 382 (21) 448 (0.24)
EBFP f641/y66h/y145f 383 (26.6) 447 (0.26)

Cyan (CFPs)
CFP y66w 430 480
ECFP f641/s65t/y66w/

n146i/m153t/
v163a/

434 (33.9) 476 (0.40)

452 505

Green
wtGFP None or q80r 395 (25–30) 508 (0.79)

475 (9–14) 503
f641 396 (18.3) 508 (0.85)

473 (4.0)
H9 s202f/t203i 399 (20) 511 (0.6)

s65t 394
489 (52–48) 511 (0.64)

EGFP f641/s65t 400
488 (55.9) 507 (0.60)

s65g 476 510
e222q 478 506
t203v/e222q 496 513

Yellow (YFPs)
t203h 403

506 517
t203y 404

510 524
E2GFP f641/s65t/t203y 415 515 (o0.1)

516 525
EYFP s65g/s72a/t203y 514 (84.0) 527
Citrine s65g/v681/q69m/

s72a/t203y
516 (77) 529 (0.76)

Topaz s65g/s72a/k79r/
t203y

514 (94.5) 527 (0.60)

GFP homologsg

Renilla GFP None 498 (133) 509 (0.8)
DsRed None 558 (75) 584 (0.79)
AsCP None 568 595 ({0.001)

a148s 572 (15) 597 (0.012)
mcavFP None 508 520

572 580
rfloRFP None 506 517

566 574
Kaede None 508 (98.8) 518 (0.80)
uvKaedeh None 572 (60.4) 582 (0.33)

533,508

aData from Zimmer M (2002) Green fluorescent protein (GFP):

applications, structure and related photophysical behavior.

Chemical Reviews 102: 759–781. Tozzini V, Pellegrini V, and

Beltram F (2003) Green fluorescent proteins and their applica-

tions in cell biology and bioelectronics. In: Horsphool WM and

Lenci F (eds.) Handbook of Organic Photochemistry and Photo-

biology, ch. 139. Washington, DC: CRC Press.
bMutations are indicated with the usual one-letter code for amino

acids.
cPeak wavelength of excitation spectrum in nm.
dPeak wavelength of emission spectrum in nm.
eExtinction coefficient.
fQuantum yield of fluorescence.
gData taken from Labas YA et al. (2002) Diversity and evolution

of the green fluorescent. PNAS 99: 4256–4261.
huvKaede refers to Kaede after UV irradiation. (From Ando R

et al. (2002) An optical maker based on the UV-induced green-to-

red photoconversion of a fluorescent protein. PNAS 99: 12651–

12656.)
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relative height depends on proton concentration: at
increasing pH, the minor lower-energy band increas-
es at the expense of the higher-energy band.

This behavior arises from the ground-state equi-
librium between two states of the chromophore, dif-
fering in protonation of the phenolic group from
Tyr66. The phenolic oxygen of the chromophore is
protonated in the state absorbing at 398 nm (state A)
and deprotonated in the state absorbing at 475 nm
(state B). It is largely accepted that the two other
possible protonation sites (i.e., the nitrogen and the
carbonyl oxygen of the imidazolidinone) in the chro-
mophore are deprotonated in both the absorbing
states, thereby giving an overall neutral chromoph-
ore in state A and anionic in state B.

Excitation of state A by irradiation at 398 nm
leads to the fluorescence spectrum of Figure 5, pe-
aking at 508 nm and with a rather high quantum
yield of 0.79. State B (475 nm) yields a similar flu-
orescence spectrum, slightly blue-shifted and peaking
at 503 nm. In both cases, fluorescence comes from
emission of the singlet excited state of the anionic
chromophore. This is suggested by a well-known
tendency of phenols to become acidic in their excited
state. Thus, while excitation of the anionic chro-
mophore yields direct fluorescence, excitation of the
neutral chromophore results in ultrafast (4 ps) excit-
ed-state proton transfer (ESPT) and subsequent emis-
sion of the anionic form (see Figure 6). ESPT is thus
the origin of the large Stokes shift observed when
exciting at 398 nm.

Though the anionic chromophore is the emitting
species in both states, the configuration of the sur-
rounding residues is different and the decay time of
the excited state (few nanoseconds) is too short to
allow equilibration, resulting in the observed slight

shift of emission peak (508–503 nm). The interme-
diate state resulting from ESPT, called I, thus con-
tains the anionic chromophore in an unrelaxed
environment, where the hydroxyl of Thr203 points
away from the chromophore phenolate, as in the
state A.

Effects of Mutations on the Optical Properties

About 60 mutants of GFP have been characterized so
far. Several mutation sites were selected that yield to
improved maturation of GFP or to changes in the
optical properties, either by shifting the absorption/
emission wavelengths or by affecting brightness (ex-
tinction coefficient and/or quantum yield) or photo-
stability. The interested reader is referred to the
reviews cited in the ‘‘Further reading’’ section for a
detailed analysis of the various mutants. Here, some
significant examples of the effect of mutations on the
spectral properties are given. The optical properties
of selected GFP mutants are reported in Table 1,
together with those of other FPs.

Mutations that modify the chromophore Altering
the covalent structure of the chromophore results in
sizable changes of the excitation/emission spectrum.
In addition to mutations Tyr66His and Tyr66Trp,
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because it involves the conformational rearrangement of Thr203.
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which lead to the already mentioned BFPs and CFPs,
synthetic amino acids such as amino-, methoxy-,
iodo-, and bromo-phenylalanine were recently tried
at position 66. The resulting fluorescence is blue-
shifted and the quantum yield is lower than that of
wtGFP (B0.4 for amino- and methoxy-phenylala-
nine and less than 0.02 for iodo- and bromo-phe-
nylalanine). Red-shifted mutants were instead
obtained by changing the substituent group on the
CFP chromophore. Inclusion of a 4-amino-try-
ptophan at position 66 leads to an excitation peak
at B460 nm and an emission peak at 560 nm, the
most red-shifted spectra among the GFP mutants
existing to date.

CFPs and BFPs are suitable partners for fluorescent
resonant energy transfer (FRET) experiments with
complementary GFPs. In both cases, however, addi-
tional mutations than those at position 66 are re-
quired in order to increase folding efficiency and
brightness, such as in the enhanced blue and cyan
variants (EBFP and ECFP). Even with those im-
provements, CFPs and BFPs suffer from a low quan-
tum yield (0.24–0.42) and are prone to fast
photobleaching.

Mutations that red-shift the fluorescence On the
other side of the spectrum, longer emission wave-
lengths are obtained by replacing threonine at 203
with aromatic residues. Indeed, thanks to their de-
localized p-electron system, aromatic groups are
more polarizable than the aliphatic side chain of
threonine and provide a more responsive medium to
dipole-moment changes due to electron excitation.
As a result, the emission wavelengths of mutants
with Thr203Tyr are red-shifted to 525–527 nm. The
crystal structures of Thr203Tyr mutants show that
Tyr203 phenolic ring is stacked right below the phe-
nolic ring of the chromophore, supporting the in-
creased polarizability as the main mechanism for red
shifting. Though the fluorescence peak is still in the
green region, mutants containing Tyr203 are known
as yellow because the emission appears yellowish to
the eye, thanks to the long tail of the fluorescence
spectrum. Yellow fluorescent proteins (YFPs) are
generally brighter and more resistant to photoblea-
ching than BFPs and CFPs.

Mutations that change the relative population of A
and B: acid–base equilibrium The ground-state
equilibrium between states A and B can be affected
by modifying the environment of the chromophore
phenolic ring (Tyr66) or of Glu222. Glu222 is
commonly believed to be the other titrable group
that influences GFP fluorescence (the first one being
Tyr66). The titration curve of fluorescence by

excitation in the 475 nm band (the one of the ani-
onic chromophore) exhibits two abrupt increases,
one at pHB 5 and the other at pHB 13. At pHo4
both sites are protonated, at pH between 6 and 11
only one is protonated, and at pH413 both are de-
protonated (at pH412 the protein is denaturated
and fluorescence is lost). In the intermediate region,
an equilibrium is established between the two proto-
nation states Glu222� /Tyr66 (corresponding to state
A) and Glu222/Tyr66� (state B). Such an equilibri-
um can be affected by mutations of and around the
two sites.

For example, substitution of Glu222 with glycine
promotes complete deprotonation of the chromoph-
ore, because glycine is necessarily neutral. The same
effect is achieved when nonpolar residues are insert-
ed at position 65, because Ser65 H-bond to anionic
Glu222 is subtracted. Also mutation of Ser65 into
threonine results in destabilization of state A, though
threonine still possesses a H-bond donor. Presuma-
bly, because of the extra methyl, threonine side chain
solvates Glu222 less efficiently than serine.

Mutations of Thr203 into nonpolar residues sup-
press state B, because they cannot form any H-bond
with the anionic phenolate of the chromophore,
which is instead H-bonded with a hydroxyl group
when Thr203 is present. By contrast, state B can be
favored by addition of H-bond donors close to
Tyr66, such as in the Ile167Thr mutation.

Mutants with a predominant state B are preferred
for applications because their red-shifted excitation
wavelengths lead to a decreased background from
cell autofluorescence. They are also more photosta-
ble, since the A–B photoconversion observed in
wtGFP is absent, the B state being already the sta-
ble form in these mutants. A popular mutant of this
class is the enhanced GFP (EGFP) with mutations
Ser65Thr and Phe64Leu. The latter is a folding mu-
tation that improves protein maturation at higher
temperatures (i.e., 371).

Spectral Properties of GFP Homologs

Less is known about the spectral properties and flu-
orescence mechanisms of the GFP homologs. The
absorption spectrum of DsRed reveals only one
band, corresponding to the anionic form of the chro-
mophore. FRET between the chromophores in the
tetramer was invoked to explain the high extinction
coefficient and quantum yield. Tetramerization might
also be responsible for the reduced photobleaching.

Whereas the X-ray structure of eqFP611 shows
interactions between the chromophore and the
protein matrix that are similar to those of GFP, the
trans-conformation of the chromophore drastically
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changes its environment, inserting it in a p-stacking
‘‘sandwich’’ between a histidine and a phenylalanine.
This might be the source of the large red shift
(B30nm) in the absorption wavelength.

The color transitions and activation phenomena
occurring in several GFP homologs are also men-
tioned here. Apart from the already-mentioned
green-to-red transition of DsRed upon maturation,
several other homologs – such as Kaede, mcavFP, and
rfloRFP – were reported to undergo green-to-red
transition upon UV illumination. AsCP and some of
its mutants can be ‘‘kindled,’’ that is, they become
fluorescent in the red in response to intense green-
light illumination, and are quenched back in the
chromo form by blue-light illumination. The activa-
tion is accompanied by a 10–15 nm red shift in
absorption. Stable fluorescent forms were obtained
by site-directed mutagenesis. Chromophore cis–trans
isomerization was proposed as the mechanism of
kindling.

Fluorescence Dynamics and Dark States

Because of the interplay between the chromophore
and the surrounding residues, several configurational
substrates couple to the possible protonation forms
of the chromophore, giving rise to many intriguing
photophysical and photochemical processes. ESPT,
already mentioned above, is an example (actually,
the first) of the several effects discovered by studying
the fluorescence dynamics of FPs. A new class of
phenomena was found by applying fluorescent cor-
relation spectroscopy (FCS) to FPs in solution and
single-molecule microscopy to individual proteins
immobilized in aqueous polymer gels. These studies
revealed intensity fluctuations, blinking, and fluores-
cence switching, which were completely hidden in
ensemble measurements, thus providing further in-
sight into GFP photophysics.

Fluorescence Correlation Spectroscopy of
GFP and DsRed

FCS is based on the analysis of fluctuations in fluo-
rescence emission. In the case of free fluorophores in
solution, fluctuations arise either from the change in
the number of emitting molecules as they randomly
diffuse in and out of the focal volume (order of
10� 15 l¼ 1mm3) or from intramolecular transitions
between different states. From FCS experiments, it is
possible to extract the decay times associated with
diffusion and with the transitions from fluorescent to
nonfluorescent (dark) states. The diffusional relaxa-
tion limits the timescale of detectable processes to
submillisecond scale. In this range, wtGFP and other
investigated mutants display ‘‘fast’’ fluctuations

named flickering. Flickering at the 100ms timescale
probably stems from transitions between the anionic
and the neutral state of the chromophore. Such
transitions can occur either by protonation from
the external solvent (pH-dependent component of
flickering) or from the internal residues (light-driven
component). In addition, intersystem crossing to the
triplet state might play a role for the fastest fluctu-
ation B50ms. Also DsRed does exhibit several flick-
ering components, though none seems to be
dependent on pH, supporting the view that DsRed
chromophore is always in the deprotonated form.
Understanding the molecular mechanisms of DsRed
flickering is challenging since energy transfer among
the units of the tetramer is involved in the process.

Single-molecule Behavior

GFP fluorescence is bright enough to be observed at
the single-molecule level. Observation of single GFP
molecules dated to 1997 and was achieved inde-
pendently by Moerner and co-workers and by Vale
and co-workers. Sudden bursts of fluorescence were
observed separated by dark intervals of the order of
some seconds. Unlike the dark times, the bright times
depend upon irradiation intensity (they become
shorter at increasing laser power), so that fluores-
cence termination is light driven, while conver-
sion back to the bright state is spontaneous. DsRed
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Figure 7 Scheme of a photoisomerization process. The ab-

sorption of a photon of energy hn brings the (nuclear) wave

packet to the S1 state PES. Upon dynamics on S1 PES, it en-

counters a conical intersection from which it relaxes to the

ground-state energy surface, either in the same configuration as

the starting one or in a different isomer. Energy curves are plotted

qualitatively against a hypothetical reaction coordinate with main

contribution from the torsion around the exocyclic bond. Cis- and

trans-configurations of the chromophore are shown in the bottom

part of the figure with the two possible torsion angles t and f.
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single-molecule behavior also includes blinking
events. Each single molecule is a tetramer, and with-
in each tetramer all combinations of mature red and
immature green monomers are possible. Energy ef-
fectively transfers between the various units, and
emission proceeds from any of the four fluorophores.

After few cycles of blinking, all GFP molecules
undergo photobleaching, that is, irreversible transi-
tion to a dark state. The relatively short lifetime of
these fluorophores limits single-molecule applica-
tions in biology experiments that require detection
limits longer than few tens of seconds. A very promi-
sing property of some YFP mutants is their ability to
be photoconverted back to the bright state after see-
mingly irreversible photobleaching. The E2GFP mu-
tant (see Table 1) can be ‘‘switched on’’ with 350 nm
light irradiation, once the reversible dark state is
reached upon intense 476 nm irradiation.

It is challenging to determine the nature of the
dark states associated with blinking and ‘‘on/off’’
switching, and the molecular pathways for bright-to-
dark transition and vice versa. Switching seems to
occur only in mutants with Thr203Tyr and
Thr203Phe. Variants that embody Thr203Tyr
mutation have a poor quantum yield of fluorescence
upon excitation of the state A, so that both intrinsic

fluorescence and ESPT are suppressed by some co-
mpeting nonradiative decay mechanism. One such
mechanism for the GFP chromophore is cis–trans
photoisomerization, an ultrafast excited-state proc-
ess that involves torsion around the bonds connect-
ing the two rings of the chromophore. This dynamics
(see Figure 7) involves crossing from the excited state
to the ground-state potential energy surface (PES)
through a conical intersection, resulting in complete
quenching of photon emission. Cis–trans photo-
isomerization is known to play an important role in
the retinal of rhodopsin and is probably the origin of
the extremely poor quantum yield of the free GFP
chromophore in solution. In this line of thought, it is
tempting to consider cis–trans photoisomerization as
the molecular mechanism of E2GFP switching, where
the reversible dark state of the protein is attributed
to the trans-configuration of the chromophore.

Applications of FPs

High-resolution optical-spectroscopy techniques
applied to the imaging of proteins labeled with
fluorescent tags offer new tools for investigating
protein trafficking and interactions inside the living
cell. In this context, GFP fusion technology offers an

UV excitation

UV excitation

BFP EGFP

Protein 2-EGFPProtein 1-BFP

Blue emission Blue emission Green emission

Green emission

Protein
1
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2

Figure 8 A typical FRET experiment with FPs would employ, for example, EGFP and EBFP as FRET partners (EYFP and ECFP is

also a common pair), fusing them with the proteins of interest. Interaction between the two proteins is then detected by comparing the

EGFP emission at 520nm excited at (direct EGFP fluorescence) with emission by excitation of EBFP at 360 nm (EGFP fluorescence via

FRET). Comparable levels of fluorescence in the two cases prove that the pair is interacting.
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inexpensive way to mark one protein with one-to-
one protein-tag correspondence, avoiding toxicity
associated with exogenous fluorescent dyes. In addi-
tion, the availability of a large set of GFP mutants is
precious in that it offers several pairs of fluorophores
with suitable overlap between absorption and emis-
sion spectra, ideal for FRET experiments. Detection
of FRET between donor and acceptor fluorophores
previously fused to a pair of proteins indicates that
the pair is actually interacting at distances of the or-
der of the nanometer (see Figure 8). Indeed, thanks to
FRET sensitivity to the pair distance, this technique
discriminates between interaction and simple colo-
calization in cellular compartments.

FRET between a GFP pair interposed by a peptide
is also exploited to monitor conformational rear-
rangements, either in protein folding studies or for
sensing calcium concentration. GFP-based calcium
reporters, the so-called Cameleons, are composed of
a GFP pair linked by a peptide that changes confor-
mation in the presence of calcium. Other sensing
applications exploit the fact that GFP fluorescence is
(or can be made by mutagenesis) sensitive to pH and
is quenched upon binding of halides or metal ions.

Photobleaching can be used to investigate protein
dynamics. The mobility of GFP chimeras is deter-
mined by high-intensity illumination of a defined
cellular area and subsequent monitoring of the flu-
orescence recovery after photobleaching (FRAP)
within the same area. Fluorescence loss in photob-
leaching (FLIP) works in the opposite way, that is, by
monitoring the loss of fluorescence outside the re-
peatedly bleached area.

There exist also potential applications of GFPs
outside the cell. As mentioned above, it is possible to
toggle the molecular states of certain GFP mutants by
purely optical means (on/off switching). Such pho-
toinduced bistability can be the basis for information
storage down to the single molecule level. Thanks
to molecular recognition, FPs are easily targeted to

specific sites of a patterned substrate for building
ultradense optical memory devices.

Applications of the other FPs are still at the em-
bryo stage. Tuning the optical properties of these
new proteins by mutagenesis will extend the spectral
range of biological fluorophores available for appli-
cations. New building blocks for photonic devices
might emerge from the investigation of their largely
unexplored photophysics and the increasing ability
to manipulate protein structure by mutagenesis and
insertion of synthetic amino acids.

See also: Bioelectronics; Fluorescent Biomolecules; Rho-
dopsin and the First Step in Vision; Single-Molecule
Methods in Biophysics.

PACS: 33.50.� j; 82.37.Ps; 82.37.Vb; 87.15.He;
87.15.Mi

Further Reading

Chalfie M and Kain S (eds.) (1998) Green Fluorescent Protein:
Properties, Applications and Protocols. New York: Wiley-Liss.

Conn PM (ed.) (1999) Methods in Enzymology, Volume 302:
Green Fluorescent Protein. New York: Academic Press.

Moerner WE (2002) A dozen years of single-molecule spectros-
copy in physics, chemistry and biophysics. Journal of Physical
Chemistry B 106: 910–927.

Rothschild KJ, Gite SS, Mamaev S, and Olejnik J (2003) Building

photonic proteins. In: Horsphool WM and Lenci F (eds.) Hand-
book of Organic Photochemistry and Photobiology, ch. 133.

Washington, DC: CRC Press.

Sullivan K and Kay S (eds.) (1999) Methods in Cell Biology, Vol-
ume 58: Green Fluorescent Proteins. New York: Academic Press.

Tsien RY (1998) The green fluorescent protein. Annual Review of
Biochemistry 67: 509–544.

Verkhusha VV and Lukyanov KA (2004) The molecular properties

and applications of Anthozoa fluorescent proteins and chromo-
proteins. Nature Biotechnology 22: 289–296.

Zumbusch A and Jung G (2000) Single molecule spectroscopy of

the green fluorescent protein: A critical assessment. Single Mol-
ecules 1: 261–270.

Folding and Sequence Analysis
A Tramontano, University of Rome ‘‘La Sapienza,’’
Rome, Italy

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

A genome is a string made of four different charac-
ters, the nucleotides. The human genome consists of
a collection of three billion of these nucleotides, and

it is believed to code for at least one hundred thou-
sand different functions. Since Homo sapiens is only
one of the many species whose genomic sequence is
known, it is clear that the amount of available data is
impressive. However, handling such a large amount
of data is not a problem; many other sciences need to
cope with equivalently large data sets, and powerful
techniques and computers are available to handle
them. The problem rather arises from the peculiar-
ities of biological data, which are of different types,
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ranging from sequences, that is, linear arrays of
monomers, to three-dimensional structures to their
interactions to functional assignments. The real hur-
dle is indeed to try and extract functional informa-
tion by correlating the many diverse sets of
information. This is not only an intellectual chal-
lenge, but is also of enormous practical importance,
since it is the basic requirement to try and interfere
rationally with these functions for medical and
biotechnological applications.

A function is the result of the action of interacting
atoms positioned in a specific relative position, so
that they can, for example, bind a ligand, catalyze a
biochemical reaction, recognize foreign substances,
regulate the transcription or translation of other
proteins, and build scaffolds to achieve cellular
organization and compartmentalization. These
mechanisms can achieve an exquisite specificity and
sensitivity in response to internal and external stim-
uli, allowing a living organism to survive and evolve.

The large majority of these functions is performed
by proteins, linear polymers of 20 different amino
acids whose sequence is specified by the genetic ma-
terial. Proteins fold to a unique three-dimensional
structure, which determines the relative position of
their atoms and, therefore, their function. For exam-
ple, the biological function of an enzyme is to cat-
alyze a biochemical reaction by lowering the free
energy of the activation barrier. This is achieved
through the stabilization of the reaction intermedia-
tely brought about by a few specific amino acids
located in a very precisely defined relative position in
the protein (Figure 1).

The structure of a protein is by and large only
dictated by the specific linear sequence of its building
blocks as first demonstrated by Anfinsen in a histor-
ical experiment.

He showed that a protein (in this particular case,
ribonuclease S) once denatured, that is, unfolded,
in vitro, recovers its native conformation when the

(a) (b)

(c)

Figure 1 Different representations of the three-dimensional structure of the enzyme thrombin. (a) All atoms of the enzyme are shown

as spheres. The white spheres indicate the atoms involved in the catalysis. (b) The enzyme is shown as a ribbon connecting its amino

acids and the three amino acids involved in the catalytic mechanism are shown in ball and stick representation. They are distant in the

amino acid sequence, but come close together upon folding of the protein, (c) Regular elements of secondary structures are shown as

cylinders (a-helices) or arrows (b-strands).
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denaturing agents are removed from the test tube.
This implies that the information about the three-
dimensional structure of a protein is contained in its
amino acid sequence.

The subsequent discovery of cellular mechanisms
that catalyze folding of some proteins has left this
view unchallenged, since these systems accelerate the
folding process, but do not affect the structure of the
final native state.

Therefore, a function is directly linked to the
genetic material via the encoded proteins and their
three-dimensional structure.

One needs to understand how a given genomic
sequence codes for a protein, how the protein folds
into its defined three-dimensional structure, and how
this structure is able to carry on a function either
alone or through its interactions with other partners.

In higher organisms, the detection of the segments
of a genome that code for a given protein (genes) is
not straightforward. In humans, only three percent of
the genome codes for proteins and the portions of the
genes coding for the corresponding protein sequences
are not contiguous in the DNA sequence. The gene-
finding problem is not discussed here; it suffices to
say that methods to identify the coding regions are
still being developed and that the problem is not yet
satisfactorily solved.

The Protein Folding Problem

Once the amino acid sequence of a protein is known,
one faces the problem of determining its three-di-
mensional structure, a problem that can be addressed
with experimental techniques, such as X-ray cry-
stallography or nuclear magnetic resonance. How-
ever, it is unthinkable that it is possible to determine
experimentally the structure of all the proteins of
the universe. Therefore, one of the most important
problems of modern biology, often referred to as ‘‘the
holy grail’’ of computational biology, is to be able to
infer (or predict, as we erroneously say) the three-
dimensional structure of a protein from its amino
acid sequence.

A protein folds if the difference in free energy be-
tween its disordered, unfolded state and its struc-
tured native state is negative. Upon folding, a protein
loses the entropy associated with the many alter-
native conformations that it can assume when disor-
dered, and gains internal interactions and entropy.
Interactions in a protein structure are weak, mainly
van der Waals and electrostatic interactions (the lat-
ter are usually few and quite weak, since most pro-
teins are embedded in a polar solvent). Entropy gain
is due to the burial of the hydrophobic side chains of
amino acids. The main problem is that the difference

between the free energy of the unfolded state and
that of the structured state derives from the differ-
ence of large terms, but is a very small number, of the
order of a few kcal/mol. In other words, proteins are
only marginally stable and one would need to cal-
culate the energetic contribution of each interaction
with a precision that is not achievable today. There-
fore, the search for the free-energy minimum con-
formation of a protein, that is, the ab initio solution
of the folding problem, is beyond one’s present
capabilities.

Computational biology is, therefore, trying to find
a heuristic solution that, although not satisfactory
from the point of view of an intellectual understan-
ding of the problem, is able to provide practically
useful solutions.

One of the most interesting approaches widely
used today is to address the problem in its differential
form. In other words, rather than asking the question
of which is the structure and function of a protein,
the following question can be asked: given a protein
of known structure and function, how do changes in
its sequence affect its structure and its function(s)?

Evolution provides one with many examples of
proteins that descend from a common ancestral pro-
tein and whose structure and function have been
modified via a process of sequence changes and se-
lection. One can, therefore, use these solved exam-
ples to try and infer the rules relating the relationship
among sequence, structure, and function changes
(Figure 2).

The Protein Sequence Space

Two protein sequences are linear arrays of basic
building blocks, the amino acids, and their distance
can be measured by counting the number of evolutio-
nary events (amino acid substitutions, for example)
that can transform one into the other.

It is reasonable to use a maximum parsimony ap-
proach by calculating the correspondence between
the two linear arrays of amino acids that minimizes
the number of differences between them, a problem

Figure 2 Structure of two evolutionary related proteins (human

and cod alcohol dehydrogenase). Their sequences share 60%

identity but their main-chain structure is virtually identical.
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that can be solved exactly, for example, with dy-
namic programing.

Figure 3 illustrates the method. A matrix is used,
where each column represents one amino acid of
the first sequence, and each row an amino acid of the
second. One element of the matrix is set to 1 if
the amino acid in the column and that in the row
are the same, and to zero, otherwise. The problem of
finding the correspondence between the amino acids
of the proteins is equivalent to finding the path that
goes from the upper left corner to the lower right
corner, such that the sum of the content of the cells it
connects is maximal.

In order to obtain a biologically sensible alignment
of two protein sequences, one more level of sophis-
tication is required. Two amino acids are not simply
the same or different, they can be more or less similar
according to their physicochemical properties. The
probability that a charged amino acid is replaced by
another charged amino acid is expected, and found
to be higher than the probability that it is replaced by
a small hydrophobic amino acid. These probabilities
can be estimated by analyzing families of evolutio-
nary related proteins, and counting how frequently a

given amino acid substitution is observed with re-
spect to a background distribution. These numbers
are derived from closely related proteins or well-
conserved regions of proteins, where changes can be
detected without ambiguity and subsequently, one
would need to extrapolate their values for distantly
related proteins. This can be done in different ways
but in all cases, one then faces the problem of having
to assign probabilities also to some phenomena,
which are rarely observed in closely related proteins
or in well-conserved regions, such as insertions or
deletions of residues. This is usually done using em-
pirical methods.

Improvement in the quality of sequence align-
ments, that is, in their ability to reproduce the course
of evolution, can be achieved by taking advantage of
the availability of more sequences from the same
evolutionary family. It can be said that, with some
limitations, one knows how to measure the distance
between two evolutionary related protein sequences.

Given what has been said before, the accuracy is
higher for closely related proteins and it can become
very low when the distance between the two proteins
is very large.

The Protein Structure Space

Given two protein structures and a correspondence
table between their atoms, the definition of their
distance in structural space is trivial; one needs to
find the rigid body translation and rotation that
minimize the distance (usually the root mean square
distance (RMSD)) between corresponding atoms.

The problem becomes far more complex when the
correspondence between the atoms is unknown and/
or incomplete (that is, when some regions of one
protein might not correspond to any region in the
other), and several methods have been developed for
this purpose.

First of all, it should be clear that the solution to
the problem is not unique, since different superpo-
sitions can include different numbers of atoms and
result in different values of RMSD (Figure 4).

The most commonly used methods rely on either
substructure superpositions or on distance matrix
analysis. The latter is an interesting, and often very
useful, representation of a protein structure where
the protein sequence is written both in the first col-
umn and first row of the matrix, and a cell of the
matrix is filled if the two corresponding amino acids
are within a certain threshold distance. Distances can
be calculated between Ca atoms, Cb atoms, between
the center of mass of the side chains, or even between
the midpoints of secondary structure elements. The
matrices corresponding to two protein structures can
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Figure 3 (a) Example of a matrix indicating the identity be-

tween two protein sequences. The maximum likelihood aligned

regions between the two protein sequences are represented by

the segments and the corresponding optimal overall alignment is

shown in (b).
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be compared to find the optimal superposition be-
tween their structures, for example, with a ‘‘divide
and conquer’’ algorithm.

The problem of the nonuniqueness of the compu-
tation of the superposition, and consequently, the
uncertainty in the measure of the distance between
two protein structures, becomes clearly more rele-
vant as the more different the two protein structures
the more distantly related the two proteins are.

The Protein Function Space

In the previous paragraphs, the problem of defining
distances between well-defined entities, sequences,
and structures was faced. In function space the prob-
lem becomes much more complex, because it is very
difficult to univocally define function.

Not only can the coding of a function be
ambiguous, but the protein function is, by nature,
multidimensional. A molecule has a molecular, a
biological, and a cellular function, and each of them
can be defined at different levels of detail.

For example the protein ‘‘thrombin’’ can be func-
tionally defined as:

* an enzyme, that is, a biological catalyzer;
* a hydrolase, that is, an enzyme catalyzing the hy-

drolysis of a chemical bond;
* a protease, that is, a hydrolase that hydrolyzes the

peptide bond of proteins;
* a serine protease, that is, a protease where the

catalytic reactive group is the side chain of the
amino acid serine;

* a trypsin-like serine protease, that is, with a spe-
cific topology that allows the clustering of the
catalytic site residues; and

* thrombin, that is, a specific trypsin-like serine
protease.

At the same time, it has the biological function of
being part of the blood coagulation cascade and the
cellular function of being an extracellular protein.

How does one then define the distance between the
thrombin function and, say, the function of polym-
erase, the enzyme that catalyzes the replication of a
nucleic acid molecule?

Finding an exact solution to the problem is prob-
ably unfeasible, but at least there are now attempts to
systematically classify the functions through the pro-
duction of controlled vocabularies that can be used
to describe gene product attributes, such as the sys-
tem under development by the gene ontology (GO)
consortium.

The Relationship between Sequence
Space and Structure Space

As mentioned, a native protein structure is stabilized
by a large number of weak interactions; therefore,
the probability that small accepted changes, such as
those happening during evolution, can change the
overall structure substantially is very low. This im-
plies that evolutionarily related proteins, that is,
proteins that derive from a common ancestral pro-
tein via the stepwise accumulation of small changes
will have similar structure. The buildup of the effects
of these small changes might change the details of the
structure quite substantially, but it is not expected to
modify the overall topology of the protein chain.

On the other hand, if two proteins derive from a
common ancestor via small changes, their sequences
might preserve a similarity sufficiently high to
highlight their evolutionary relationship.

One can derive that proteins with similar sequenc-
es have similar structures. This observation, that has
been quantitatively analyzed by several authors,
forms the basis of one method for protein-structure
prediction, called ‘‘modeling by homology’’ or ‘‘co-
mparative modeling.’’ Blind tests of the method,
evaluating the predictions of a protein structure be-
fore its experimental determination, demonstrate
that the accuracy of the method can be rather high
for evolutionarily closely related proteins.

It should be mentioned that the relationship be-
tween sequence and structure in proteins is more
complex; often proteins with seemingly unrelated se-
quences have similar topologies. This might be due to
the fact that some topologies are favored and, there-
fore, many protein sequences have structurally
converged toward them, or to the fact that they
are indeed evolutionarily related, but the number of

Figure 4 Two alternative structural superpositions of compa-

rable quality of tumor necrosis factor-a (in black) and of the mid-

dle component of the bean pod mottle virus (in blue).
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accumulated changes is too high for the relationship
to be detectable.

This observation has led to a method for protein-
structure prediction, called ‘‘fold recognition’’ where-
by a fitness value is calculated for the compatibility
of a given protein sequence with each of the previou-
sly known topologies.

The accuracy of the predictions is somewhat lower
for this method than for comparative modeling, but
in both cases the question is, which level of accuracy
does one need to be able to use the prediction to
define the function.

The Relationship between Sequence
Space and Function Space

The most common assumption in relating sequence
to function is that proteins evolving from a common
ancestor preserve their function, implying that func-
tional information can be transferred from one
protein to evolutionarily related ones. However,
complications arise since two homologous proteins
can be diverged after a speciation event and, there-
fore, preserve the same function (orthologous), or
after a duplication event (paralogous) could have
developed new functions. The problem, therefore, is
to understand how their distance in sequence space
can be used to discriminate between the two cases or,
in other words, which minimum level of sequence
identity between two sequences is required to safely
conclude that the function is preserved. Several stud-
ies have addressed this problem concluding that, in
general, a sequence identity of 50% or higher is
strongly correlated with function conservation.

The Relationship between Structure
Space and Function Space

Until a few years ago, the determination of the struc-
ture of a protein was carried out by groups interested
in the specific protein and, therefore, on proteins that
had been extensively biochemically characterized.

More recently, there are several worldwide pro-
jects, the so-called structural genomics projects,
devoted at solving experimentally the structure of as
many proteins as needed to ‘‘cover’’ the structure
space, that is, at solving preferentially the structure of
proteins unrelated to any protein of known structure.
Furthermore, the genomic projects have made avail-
able a large number of putative protein sequences.

This implies that more and more often, structural
information on proteins of unknown function is
available and the question arises as to whether the
latter can be deduced from the former.

The problem is very complex, partly because a
measure of ‘‘distance’’ between functions cannot be
defined and partly because proteins develop novel
functions not only through the evolution of an exis-
ting function (which is often achieved after the gene-
tic material encoding for the original function is
duplicated, and can therefore evolve without the
constraints of preserving it), but also via recruitment
of structural modules and mixing of pre-existing
protein domains (structurally compact segments of
proteins).

There are several examples that illustrate the dif-
ficulty of the problem. For example, the same iden-
tical protein is used in the duck as the eye lens
protein and as an enzyme that hydrolyzes lactose
in the same organism, but in a different cellular
environment. Clearly, the knowledge of the sequence
and structure of the protein, identical in the two
cases, would be of no help to deduce the function.

Furthermore, it is as yet unclear how unique a
protein function is; in other words, how often the
same protein can perform different functions in dif-
ferent cellular compartments or in the presence of
different ligands.

Present approaches to structure-based function
prediction rely on methods to detect common sub-
structures in proteins that can be associated with
specific activities, in the hypothesis that important
functional features are structurally conserved during
evolution. On the experimental side, the developm-
ent of whole-organism investigations permits other
approaches to function prediction. Novel high-
throughput experiments, namely transcriptomics
and proteomics experiments, allow the detection of
proteins that are coregulated in response to an ex-
ternal stimulus or that interact with one another.

These data, combined with the recognition of
conserved sequence and/or structural features in
coregulated proteins and of correlations between oc-
currences of related proteins in different organisms,
can give strong indications about functional proper-
ties and are, therefore, slowly but steadily enlarging
our catalogue of sequence, structure, and function
relationships.

See also: Fluorescent Biomolecules; Fluorescent Pro-
teins; Luminescence.

PACS: 87.15.� v
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Introduction

Cells are controlled by the action of molecules upon
molecules. Receptor proteins in the outer cell mem-
brane sense the environment and may subsequently
induce changes in the states of specific proteins inside
the cell. These proteins then interact again and
convey the signal further to other proteins and so
forth, until some appropriate action is taken. The
final results of such signaling may be a transcription
regulation, thereby making more of some kinds of
proteins.

The reader is reminded that proteins are produced
from DNA through a two-step process, where first
the DNA code is transcribed into mRNA by an RNA
polymerase, and subsequently, the mRNA is trans-
lated into a protein by a ribosome. This is illustrated
in Figure 1. The simplest way that one protein

regulates the production rate of another protein is
illustrated in Figure 2. The regulated protein may in
turn regulate other proteins, and thereby be part of
the transcription regulatory network. Regulatory
genetic networks are essential for epigenetics and
thus multicellular life, but are not essential for life.
In fact, there exist prokaryotes with nearly no genetic
regulation.

Ribosome

Ribosome

mRNA

DNA
Protein

RNAp

Figure 1 RNA polymerase (RNAp) moves along the DNA while

transcribing it into an mRNA string. This mRNA is subsequently

translated into a protein by a ribosome, here shown in black. The

same mRNA may easily be translated into several proteins.

Operator promoter

GeneRNAp

Gene

Operator
promoter

RNAp

TF TF

TFTF

TF activate protein

TF repress protein

Figure 2 On left panel an example of a transcription factor is shown, the protein CAP that binds to a piece of DNA. On right panel is

illustrated respective positive and negative regulation by a transcription factor (TF) on a protein shown as a green filled circle. The TF is a

protein that binds to a region on the DNA called an operator (dark region on the DNA). The positive regulation is through a binding

between the TF and the RNAp, that increases the chance that RNAp binds to the promoter that is shown as a medium dark region on the

DNA strand. Negative regulation occurs when the operator is placed such that the bound TF prevents the RNAp from binding to the

promoter. On the rightmost panels is shown how one typically draws the elementary regulation as an arrow in a regulatory network.



An interesting overall observation dealing with the
architecture of genetic regulatory networks is that
the fraction of proteins that regulate other proteins
Nreg/N increases with total number of proteins N.
In other words, the relative size of the bureaucracy
increases with system size. In fact for prokaryotes,
the fraction of regulators increases linearly with
the system size, reaching B10% for the prokaryote
Pseudomonas auriginosa with its B6000 genes. If a
living cell could be understood as an essential core
plus a number of modules (genes regulated together),
each, for example, associated to respond to a corre-
sponding external situation, then the fraction of
regulators would be independent of the number of
genes N. The fact that Nreg/N grows linearly with N

indicates that each added gene or module should be
regulated with respect to all other gene modules.
Thus, already prokaryotic organisms show features
of a highly integrated computational machine. Net-
works are indeed important, from the smallest hubs
with feedback to the whole integrated circuitry.

Topology of Genetic Regulatory Networks

In Figure 3, the known regulatory network for the
single-celled eukaryote, the yeast Saccromyces
cerevisia is shown. One feature of regulatory net-
works is the wide distribution of directed arrows
from individual proteins. There are many proteins
which control only few other proteins, but there also

Pajek

Figure 3 Presently known transcription regulations in yeast (Saccromyces cerevisia), with green arrows indicating positive regulation

(activation) and red arrows indicating repression.
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exist some proteins which control the expression
level of many other proteins. In fact, the distribution
of proteins with a given number of neighbors (con-
nectivity) K may (very crudely) be approximated by a
power law

NðKÞp1=Kg ½1�

with exponent gB1.570.5 for the ‘‘out-degree’’ dis-
tribution of transcription regulators (see Figure 4). It
is also to be noticed that the distribution of the
number of proteins in which a given protein regulates,
the ‘‘out-degree’’ differs from the narrower distribu-
tion of ‘‘in-degrees.’’ Overall however, both of these
distributions are broad, and one would like to
develop an intuition to find possible reasons why life
organizes its regulation in this way.

One aspect of a wide distribution of connectivity
in signaling networks is the possible amplification of
signals in the network. Thus on an average, a signal
entering a node could be transmitted to a number of
other nodes given by the amplification factor:

A ¼/KinKoutðgiven KinÞS
/KinS

¼/KinKoutS
/KinS

½2�

the last equality implies that the output connectivity
is independent of the input connectivity. The above
formula follows from following a signal that enters a
node with probability proportional to Kin, and leaves
along any of the Kout links. The equation is thus
the average amplification factor in a randomly wired
directed network. When A41, signals tend to be
exponentially amplified and thus, most signals will
influence signaling over the entire network. For net-
works with degree distribution which is a power law,

A typically depends on the most highly connected
node. Thus, highly connected nodes will be effective
in transmitting a signal very fast to a substantial part
of the whole system. This has obvious advantages,
and may be one of the reasons why one also observes
very highly connected nodes in both genetic and
other signaling networks in living cells.

Power-law networks have also been proposed to
be due to statistical processes, with little regard to
functionality. One very widespread suggestion is the
preferential attachment idea, that uses the fact that,
if a network is growing by a mechanism where each
new node is attached to nodes selected as being in the
ends of already existing links in the network, then
one obtains a steadily growing scale-free network.
Another suggestion is the observation that even a
nongrowing network can develop into a steady-state
attractor with a scale-free degree distribution, if one
assumes that a major element in the network rewir-
ing dynamics is merging of old vertices and creation
of new vertices. In the perspective of signaling net-
works, the latter model represents an on-going at-
tempt to minimize the length of signaling pathways,
competing with an on-going pressure to increase the
protein diversity. In any case, traces of the actual
evolution of networks can be quantified using the
rather frequent gene duplication and associated pro-
tein homologs that one finds in any presently living
organism. The overall lesson of such studies is that
the genome of any organism is dynamic, and that
reorganizations indeed are possible if they are func-
tionally desirable.

The real reason for the observed broad distribu-
tion of edge degrees in biological networks should
probably be seen in the perspective of where espe-
cially the highly-connected nodes sit in the network.
To analyze this, a discussion on how to analyze net-
work topologies beyond the degree distribution is
taken up now. The key idea is to generate a random
network, and then to compare this with the real
network.

As was pointed out in the general context of com-
plex scale-free networks, a broad distribution of
degrees indicates that the degree itself is an important
individual characteristic of a node and as such, it
should be preserved in the randomized null-model
network. In addition to degrees, one may choose to
preserve some other low-level topological properties
of the network in question. Any measurable topo-
logical quantity, such as, the total number of edges
connecting pairs of nodes with given degrees, the
number of loops of a certain type, the number and
sizes of components, the diameter of the network,
can then be measured in the real complex network
and separately in its randomized version. One then
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Figure 4 Statistics of regulation in the yeast Saccromyces

cerevisia. (Data from Proteome.)
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concentrates only on those topological properties of
the real network that significantly deviate from their
null-model counterpart.

An algorithm giving rise to a random network
with the same set of individual node degrees, as in a
given complex network, was proposed by Maslov S
and Sneppen K in 2002. It consists of multiple
repetitions of the following simple switch move
(elementary rewiring step) illustrated in Figure 5:
‘‘Randomly select a pair of edges A-B and C-D
and rewire them in such a way that A becomes con-
nected to D, while C to B.’’

To prevent the appearance of multiple edges con-
necting the same pair of nodes, the rewiring step is
aborted and a new pair of edges is selected if one or
two of the new edges already exist in the network.

A repeated application of the above rewiring step
leads to a randomized version of the original net-
work. The set of MATLAB programs generating such
a randomized version of any complex network can
be downloaded from the internet.

Sometimes it is desirable that the null-model ran-
dom network in addition to degrees of nodes, cons-
erves some other topological quantity of the real
network. In this case, one could supplement the ran-
dom rewiring algorithm described above with the
Metropolis acceptance/rejection criterion.

The ‘‘correlation profile’’ of any large complex
network quantifies correlations between degrees of
its neighboring nodes. The topological property of
the network giving rise to its correlation profile is the
number of edges N(K0, K1) connecting pairs of nodes
with degrees K0 and K1. To find out if in a given
complex network the degrees of interacting nodes are
correlated, N(K0,K1) should be compared to its
value NrðK0;K1Þ7DNrðK0;K1Þ in a randomized net-
work, generated by the edge rewiring algorithm.
When normalized by the total number of edges E,
N(K0,K1) defines the joint probability distribution
P(K0,K1)¼N(K0,K1)/E of degrees of interacting
nodes. Any correlations would manifest themselves
as systematic deviations of the ratio

RðK0;K1Þ ¼ PðK0;K1Þ=PrðK0;K1Þ ½3�

away from 1. The correlation profile for the yeast
regulatory network is shown in Figure 6. The statis-
tical significance of such deviations can, in principle,
be quantified by their Z-score

ZðK0;K1Þ ¼ ðPðK0;K1Þ � PrðK0;K1ÞÞ=srðK0;K1Þ ½4�

Switch
partners

B D DB

A
CC

A

Figure 5 One step of the local rewiring algorithm. A pair of

directed edges A-B and C-D. The two edges then switch

connections in such a way that A becomes linked to D, while C to

B, provided that none of these edges already exist in the network,

in which case the move is aborted and a new pair of edges is

selected. An independent random network is obtained when this

is repeated a large number of times, exceeding the total number

of edges in the system. This algorithm conserves both the in- and

out-connectivity of each individual node. (Reproduced from

Maslov S and Sneppen K (2002) Specificity and stability in topo-

logy of protein networks. Science 296: 910–913; American

Association for the Advancement of Science.)
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Figure 6 Correlation profile showing correlation between connected proteins in the regulatory network of yeast, quantified in terms of

Z scores. The single output module is reflected in the abundance of high Kout controlling single Kin proteins. The dense overlapping

regulons correspond to the abundance of connections between KoutB10 and KinB3 proteins. Finally, the suppression of connections

between highly connected proteins show that these tend to be on the periphery of the network. (Maslov S and Sneppen K (2002)

Specificity and stability in topology of protein networks. Science 296: 910–913.)
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where srðK0;K1Þ ¼ DNrðK0;K1Þ=N is the standard
deviation of PrðK0;K1Þ in an ensemble of randomi-
zed networks.

The result of the above analysis is that there is a
significant suppression of links between hubs, both
for regulatory networks analyzed in Figure 6 and
also for the protein networks measured in large-scale
two-hybrid experiments on yeast. Similarly, by defi-
ning higher-order occurrences of various local pat-
terns of control, Shen-Orr and co-workers suggested
some frequent motifs of gene control in 2002, as
illustrated in Figure 7.

Finally, it may be mentioned that the tendency of
highly connected proteins to be at the periphery of
regulatory networks in itself teaches one something
about the origin of broad connectivity distributions.
To see this, one could consider the fact that a protein
is a fairly simple unit, that presumably gives essen-
tially the same information to each of its downstream
targets. Thus, the feature that a hub protein sits on
the periphery of the network and does not link to
other hub proteins, presumably reflects a one-hub-
one-function structure. As a corollary of this, one
may suspect that the broad distribution of molecular
networks is not an intrinsic property of the network,
but rather reflects the broad distribution of external
requirements that the surroundings of an organism
puts on it. Some functions simply require many
proteins, whereas many functions require only a few
proteins. This scenario is also supported by the
observation that there is essentially no correlation
between connectivity of a regulatory protein and its
importance measured by its chance to be essential in
knock-out experiments. If highly connected proteins
were involved in many functions, their likelihood of
being essential would grow linearly with their con-
nectivity. This is not the case, for the yeast transcrip-
tion network: the chance that a transcription factor
is lethal is independent of how many proteins it
regulates!

To summarize the topological properties of regula-
tory and signaling networks, the broad connectivity
distributions may very well reflect the widely differ-
ent needs associated to widely different functions
that a living cell needs to cope with as it changes its
environment.

Combinatorics in Genetic Networks, and
an Evolution Model

In addition to the topological properties, the regula-
tion of genes also have a combinatorical part. This
means that the regulation of a given gene may depend
on the combination of the concentration of its regula-
tors. An inspiring way to model such a combinatori-
cal regulation was proposed already in 1969 by S
Kauffman. In this very simplified approach, each gene
was assigned a binary number, 0 or 1, that counts
whether the gene was off or on. Each gene i was
assumed to be on or off depending on some logical
function of the state of the gene that regulated it. A
very simple version of this Boolean rule would be the
threshold network where the state of the gene i at
time t is given by

sði; tÞ ¼ Y
X

Aijsðj; t � 1Þ
� �

½5�

where YðxÞ is zero for xo0 and ¼ 1 otherwise. The
Aij is nonzero for genes j that regulate gene i. Aij is
positive for activation, and negative for repression.
For a large regulatory network, the above update de-
fines a cellular automata in a geometry defined by the
connectivity matrix. Starting in an arbitrary initial
condition, the system will move through a sequence
of states that at some point is bound to repeat itself.
This is because the state space is finite and the update
deterministic. Thus, much effort has been used to
characterize the behavior of these attractors as a
function of the connectivity pattern of the system.

No

only are controlled by one

Single-input module
where the bottom nodes

the two layers is large
where the number of edges between
Dense overlapping regulons

Feed forward

Figure 7 Genetic control motifs which are found to be over represented in regulatory networks of both E. coli and yeast. (Milo R,

Shenn-Orr S, Itzkovitz S, Kashtan N, and Chklovskii D (2002) Network motifs: simple building blocks of complex networks. Science 298:

824–827.)
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One simple result is that the system undergoes a
percolation phase transition when the average con-
nectivity is increased beyond a critical out-connecti-
vity /KoutSB2. Above this transition, the attractors
become very long (exponentially growing with system
size) and the behavior is called chaotic.

The Boolean paradigm allows for modeling large-
scale expression patterns of idealized regulatory
networks. Thus, it also allows one to address how
long-time evolution of rewiring and changes of comb-
inatorical rules may constrain the evolution of such
networks. In this regard, it is especially interesting
to consider robustness as an evolutionary principle.
One way to implement this is to ‘‘Evolve a new
network from an old network by accepting rewiring
mutations with a probability determined by the
expression overlap.’’

This minimal-constraint scenario has no outside
fitness imposed. Also, it ignores competition between
networks, as it only compares a network with its
predecessor. However, the model naturally selects
networks which have a high overlap with neighbor
mutant networks. This feature is associated to
robustness, defined as the requirement that not only
should the present network work, but also mutations
of the networks should work. In terms of network
topology, this means a change in the wiring fAijg-
fA0

ijg that takes place on a much slower timescale
than the fsjg updating using the Boolean dynamics
itself.

The system that is evolved is the set of couplings
Aij in a single network. One evolutionary time-step
of the network is:

1. Create a daughter network by (a) adding, (b)
removing, or (c) adding and removing a weight in
the coupling matrix Aij at random, each option
occurring with probability p¼ 1/3. This means
turning an Aij¼ 0 to a randomly chosen 71 or
vice versa.

2. Select a random input state fsig. Iterate simulta-
neously both the mother and the daughter system
from this state until they either have reached and
completed the same attractor cycle, or until a time
where fsig differs between the two networks. In
case their dynamics is identical, then replace the
mother with the daughter network. In case their
dynamics differs, keep the mother network.

The result of this type of modeling is an intermit-
tent evolutionary pattern: occasionally the evolved

network is trapped in states with few evolution paths
away from it; sometimes it is, instead, in highly
active regions of ‘‘network space,’’ thus allowing fast
readjustments of genome architecture. More impor-
tant, the obtained network exhibits a less chaotic
behavior than random ones. The computational
structure thus emerging has a simplicity of form
consistent with that obtained with real molecular
networks by placing highly connected nodes on the
periphery of the network. In the Boolean model net-
works explored here, the attractors for the networks
are shorter, and there are more frozen regulators in a
random network at the same average connectivity.

See also: Environmental Science, Physical Principles and
Applications.

PACS: 87.10.þ e; 87.16.�b; 87.23.�n; 89.75.� k
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Introduction

Geometrical optics is a branch of optics where light
is described by rays. Light rays are conceived as geo-
metrical lines originating from sources, extending
through media, and being revealed by detectors; their
directions account for paths along which light flows.

Although it was originated and developed as a
discipline on its own, geometrical optics can be traced
to Maxwell’s equations within the general theory
of electromagnetism. The derivation evidences the
approximations that are made, and defines the realm
of validity for geometrical optics.

Light paths are intrinsically related to the refractive
index n of the media, where light propagates (n is the
ratio between the speed of light in vacuum and in the
medium). Ray equations can be written in general
form, assuming n is a smooth continuous function of
the position. In particular, if n is constant, rays are
straight lines. Discontinuities in the refractive index
due to interfaces between different media result
in abrupt deviation of rays, named ‘‘refraction’’ and
accounted for by simple equations.

Based on such equations, and a proper selection of
the nature, shape, and location of the interfaces, rays
can be guided to flow in an orderly manner through
selected media (‘‘lenses’’), and eventually reproduce
the source features (‘‘image’’). The basic properties of
optical imaging systems are described by the first-order
approximation of the ray equations. The resulting
scheme is classically the core of geometrical optics.

Derivation from Maxwell’s Equations

The major steps from electromagnetism to geomet-
rical optics are summarized in Figure 1.

In a dielectric medium free of charges and currents,
Maxwell’s equations result in the wave equation

r2E ¼ em
@2

@t2
E ½1�

where E is the electric field, t is time, and e, m are the
electric permittivity and the permeability of the parti-
cular medium, respectively; in vacuum, e0¼ 8.8542�
10� 12 Fm� 1 and m0¼ 4p� 10� 7Hm� 1.

The velocity of light in vacuum is c ¼ 1=
ffiffiffiffiffiffiffiffiffi
e0m0

p
,

and v ¼ 1=
ffiffiffiffiffi
em

p
in general. The equation for the

magnetic induction B is identical to that for E.

Several classes of optic phenomena are satisfacto-
rily described by separate components of the electro-
magnetic field. The resulting approach is the scalar
approximation, where the vector nature of E, B is
dropped; eqn [1] is then written for a single (scalar)
component u, it being a function of position r and
time t. Monochromatic fields, that is, single harmon-
ics at angular frequency o, are sought as solutions.
The complex notation

�
U is also adopted, intending

that the physical quantity u is the real part of
�
U:

uðr; tÞ ¼ Ref
�
UðrÞe�iotg ½2�

Substitution in the wave equation leads to the Helm-
holtz equation

r2

�
U þ k2

�
U ¼ 0 ½3�

which is independent of time; the quantity k is
termed the wave number and is given by

k ¼ o
c

½4�

The wavelength l is also introduced:

l ¼ 2p
k

½5�

The generic solution to the Helmholtz equation is
written as

�
UðrÞ ¼ UðrÞeijðrÞ ½6�

Sources
(charges,
currents)

Strong
discontinuities

Electromagnetism

Maxwell's
equations

Wave
equation

Scalar wave
approximation

Helmholtz
equation

Eikonal
equation

Geometrical optics

Time
dependence

Vector
 nature

∇2u = ε� ∂
2  

u
∂t 2

u(r,t ) = Re{U ( r ) e−i�t }

∇2U + k 2 U = 0 

U (r ) = U (r ) ei�(r )

� = 2π → 0
k

∇� = ks
∧

∇2E = ε� ∂
2  

E
∂t 2

Figure 1 Schematic derivation of geometrical optics from

Maxwell’s equation.
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with UðrÞ and jðrÞ the amplitude and phase of the
field, respectively. Substitution into eqn [3] provides

r2U � U=j .=jþ k2U ¼ 0 ½7�

Now, the basic assumption is made that U does not
vary significantly over distances of the order of l, and
particularly

r2U

U
{k2 ½8�

differently stated, the limiting case of l-0 is studied.
Under the above assumption, eqn [7] leads to the
so-called eikonal equation:

=j ¼ k ŝ ½9�

where ŝ is the unit vector in the direction of =j.
Surfaces j ¼ const: are geometrical wave fronts; ŝ is,
at every point, orthogonal to such surfaces. Since in
isotropic media, the Poynting vector has that same
direction, energy flows along lines singled out by ŝ
above. Such lines are the rays of geometrical optics.

The Ray Equation

Equation [9] can be written as

=j ¼ nk0
dr

ds
½10�

where

n ¼ k

k0
¼ l0

l
¼ c

v

is the refractive index. Deriving eqn [10] with respect
to s, and noting dj=ds ¼ nk0 yields

=n ¼ d

ds
n
dr

ds

� �
½11�

which is the differential form for the ray equation.
The above equation is also the analytical expression
for the Fermat’s principle, according to which the
light, going from point P1 to point P2, traverses a
trajectory such that the quantity optical path length
(OPL) defined by

OPL ¼
Z P2

P1

nðsÞ ds ½12�

is stationary with respect to neighboring trajectories.
As a physical property, the optical path is reversible.

The curvature vector dŝ=ds of a ray is defined as

dŝ

ds
¼ 1

r
#s ½13�

where r is the radius of curvature, and #s is the unit
principal normal, so that

1

r
¼ #s � =ðlog nÞ ½14�

Equation [14] shows that a ray bends toward the
region where n is higher. Overall, the ray equation
provides the light path through continuous media
assuming that nðrÞ is known (e.g., bending of the
rays in the Earth’s atmosphere). As a particular case,
in a homogeneous medium it is n¼ const., and the
ray path is a straight line ðr ¼ NÞ.

Laws of Reflection and Refraction

Resting on homogeneous media, interfaces are defi-
ned as surfaces of separation between contiguous
media with different n. A plane interface sepa-
rating media with refractive indices n, n0, and a
single ray impinging on the surface at an angle i to
the surface normal is considered first. The ray and the
surface normal at the point of incidence define the
plane of incidence. In most conditions, the incident
ray is split into two secondary rays, one reflected and
the other refracted (Figure 2), such that:

* both the reflected and the refracted rays belong to
the plane of incidence,

* the reflected ray remains in the medium where the
incident ray is from, at an angle i0 symmetrical
with respect to the surface normal, that is,

i0 ¼ �i ½15�

* the refracted ray enters the facing medium, for-
ming an angle i0 to the surface normal so that

n sin i ¼ n0 sin i0 ðSnell’s lawÞ ½16�

(by widespread convention, primed symbols refer to
quantities after refraction or reflection).

If i is fixed and light is analyzed in terms of single
harmonics (i.e., pure colors, or wavelengths), the
angle of reflection, � i, is the same for all colors,
while the angle of refraction i0 from eqn [16] depends
on the color (Figure 3). This phenomenon is called
dispersion and is described in terms of physical optics
as a dependence of the refractive index of each
medium on the wavelength.

Although formulas of geometrical optics are quite
general, it is customary to refer to the various
wavelength intervals as follows: 400–700 nm, where
the eye is sensitive – visible spectrum; and the close
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neighboring ranges, shorter wavelengths (o400 nm)
– UV (ultraviolet), and longer wavelengths (4700
nm) – IR (infrared). For most optical materials, such
as glasses, the dispersion equation for n(l) commonly

referred to is

n2ðlÞ � 1 ¼ B1l
2

l2 � C1

þ B2l
2

l2 � C2

þ B3l
2

l2 � C3

½17�

(Sellmeier equation). A particular glass is specified by
a set of B1, B2, B3, C1, C2, C3 coefficients. For easy
reference, the refractive index at spectral lines listed
in Table 1 is usually quoted.

An example of the curve n(l) for a typical glass is
given in Figure 4. By convention, optical materials
are characterized by two parameters, indicating
the central height of the curve and its slope: the
refractive index nd at the line d, and the so-called
V-number Vd defined as

Vd ¼ nd � 1

nF � nC
½18�

According to eqn [18], more dispersive materials
exhibit smaller V-number. For optical glasses, nd and
Vd range from 1.45 to 1.90, and from 85 to 20,
respectively. Due to historical reasons, glasses with
nd41:60, Vd450, and ndo1.60, Vd455, are named
crowns; the others are flints.

Ray Tracing and Image Formation

Sources are luminous objects emitting rays in direc-
tions around. In a simple case, a single point on an
extended object can be modeled as a point-like source.
An image is obtained by making the emitted rays to
reconverge, or to focus, to a further ray concentration,
where detection can take place or a new propagation
process can begin. The image may be real, in the sense
that it can be cast on a true screen, or a virtual one, if
it only appears to diverge from a nonexistent ray con-
centration by virtue of reflection or refraction effects.
The focusing action can be provided by a single sur-
face, either refracting or reflecting, or by a sequence
thereof. For reasons of fabrication, such surfaces are
generally spherical. In particular, in refraction the ray-
bending mechanism is produced by the application of
Snell’s law to each incident ray (Figure 5), with ref-
erence to the interface given by the osculating plane at
the point of incidence. An extended object is con-
sidered to be made of many point sources, all proc-
essed in parallel, so that the final image results in
many elementary images of the object points.

Modeling the refraction mechanism, as depicted in
Figure 6, requires a consistent set of conventions to
be established. Although it is not unique, the set here
adopted is as follows:

* light travels from left to right, surfaces are num-
bered in a sequence, according to the order they
are encountered by light;

n

n'

RedBlue

i –i

Figure 3 Fan spreading of refracted rays due to dispersion.

Surface

i –i

n

n'

i'

Surface
normal

Figure 2 Ray reflection and refraction at a plane interface.
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* the point source and the surface center define the
optical axis, the origin is located at the surface
vertex V, distances to the right and above the
origin are positive, and those to the left and below
are negative;

* the surface radius of curvature r is positive if the
center of curvature C lies to the right of the vertex
V, and negative otherwise;

* the angle u (and u0 as well) formed between a ray
and the optical axis is positive if an anticlockwise
rotation smaller than 1801 leads the oriented axis
to the oriented ray, and negative otherwise;

* the angles of incidence and of refraction i, i0 fol-
low the same rule as u, u0, considering the surface
normal in place of the axis.

Where the incident ray intercepts the axis is the ob-
ject point O; the distance VO in Figure 6 is lo0. Simi-
larly, after refraction in B, the ray intercepts anew the
axis at the image point O0; the distance VO0 is l040.

The values for n, n0, r, l, and u are assigned; the
mathematical expression for the quantities i, i0 g, u0,
l0, h is given in Table 2.

The ray so traced lies entirely on a plane contain-
ing the axis, and is thereupon named axial (or me-
ridional). The plane itself is called meridional (or
tangential). Rays which do not intercept the axis are
called skew rays. Tracing skew rays requires more
elaborate computations, and is not treated here.

Optical systems are made of a sequence of optical
surfaces, encountered by the ray while it progresses
from left to right. Here it is assumed, for simplicity,
that all the surface centers are aligned along the same
axis. A generic surface of an ordering number j is
specified by a set of three data: the radius of curvat-
ure rj, the axial distance dj to the next surface, and

Table 1 Reference spectral lines commonly used in geometrical optics

Line H g F‘ F e d C 0 C r

Element Hg Hg Cd H Hg He Cd H He

l (nm) 404.7 435.8 480.0 486.1 546.1 587.6 643.8 656.3 706.5

Refracting surface

Source

n

n'i
i'

C

Figure 5 Bending of rays emitted by a point-like source at a

spherical interface.

n n'i B
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Figure 6 Refraction at a single spherical interface.
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Figure 4 Curve of the refractive index as a function of the

wavelength for a typical glass.

Table 2 Ray tracing through a refracting surface

Quantity Formula

Incidence angle
i ¼ arcsin ðr � lÞ sin u

r

� �
Refraction angle i 0 ¼ arcsin

n

n0 sin i
� �

Angle at the center g ¼ u � i

Image side angle u0 ¼ i 0 þ g

Image distance
l 0 ¼ r 1� sin i 0

sin u0

� �
Height at the surface h ¼ �r sin g
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the refractive index nj of the medium in between. The
overall sequence of rj, dj, nj sets makes up the optical
prescription (or recipe) of the system. Starting from
an object at an assigned distance from the first sur-
face, a ray to be traced is identified by its slope angle
u and height h above the axis. Tracing the ray implies
transferring from each surface to the next, applying
refraction there and so forth, proceeding from left to
right until the last surface, say of ordering number k,
and finally closing with the image surface. Compu-
tations can then be carried out by recursive methods
according to the flow scheme of Figure 7 and Table
3, to end up with the slope and height of the output
ray on the image plane assigned by the recipe.

The use of electronic computers and specific soft-
ware has speeded up the ray tracing task enormously.
Ideally, neglecting diffraction, the image of a point-
like source is a point-like image; tracing a high
number of evenly spaced rays gives an idea of the
departure of the actual system from the ideal case.
The ray intercept so produced on the image plane
is the spot diagram. Programs are available that
evaluate the extent of the spot diagram, and can vary

the recipe data with optimization cycles so as to
minimize the spot size.

Paraxial Optics

Ray tracing is made easier in the case of rays ap-
proaching the optical axis. In that case, the argument
a of sine and tangent functions is a{1 rad; expan-
ding in power series and retaining only the first
significant term, it is written as

sin aEtan aEa ½19�

The domain of such approximation, to be adopted
from now on, is paraxial (or first-order, or Gaussian)
optics. Ray tracing is accounted by simple algebraic
equations, where a key parameter is the optical power
f. For a single refracting surface, the optical power is

f ¼ n0 � n

r
½20�

Tracing a ray from O to O0 is described by

n0

l0
� n

l
¼ f ½21�

showing that l0 is independent of the particular ray
that has been traced. The distances l, l0 are said to be
conjugate.

Paraxial formulas are also written approximating
those given in Tables 2 and 3. As a special approach,
two-element column vectors are used to represent
rays, and 2� 2 matrices to implement transfer and
refraction. The usual algebra of matrix operators is
found to apply. The main properties of optical systems
are then derived from the resulting matrix elements.

Lenses and Lens Systems

When it comes to fabricating interfaces, optical sur-
faces can only be made in pairs, enclosing some
transmissive material. The result is a lens. Lenses can
be given different shapes, as indicated in Figure 8.
The behavior of a lens with respect to image forma-
tion is first studied in cases when its thickness can
be neglected as compared to l, l0 (thin lens approx-
imation). Equation [21] still holds, provided that the
optical power f assumes the form

f ¼ f1 þ f2 ½22�

with

f1 ¼ nL � n

r1
; f2 ¼ n0 � nL

r2
½23�

nL, n, n0 are the refractive indices of the lens mate-
rial and the media on the source and image side,

Recipe Transfer Refraction

j rj dj nj lj uj ij gj hj i'j u'j h'j l'j

l'00

1

2

k−1

k

I hI

Assigned data

Data defining the ray to be traced

Computed data

Figure 7 Scheme for recursive ray tracing through an optical

system.

Table 3 Recursive ray tracing

Transfer equations Refraction equations

lj ¼ l 0j�1 � dj�1
i 0 ¼ arcsin

nj�1

nj
sin ij

� �
uj ¼ u0

j�1 u0
j ¼ i 0j þ gj

ij ¼ arcsin ðrj � lj Þ
sin uj
rj

� �
h0
j ¼ hj

gj ¼ uj � ij
l 0j ¼ rj 1�

sin i 0j
sin u0

j

 !

hj ¼ �rj sin gj
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respectively, and r1, r2 are the radii of curvature of
the two surfaces; the domain of validity of eqn [21] is
also bound to the truth table detailed in Table 4.
Lenses with f40 are said to be positive, or conver-
gent, and are graphically represented with a segment
with a pair of outward pointing arrows; otherwise,
lenses are negative, or divergent, and are drawn with
inward pointing arrows. It is customary to introduce
the focal lengths f, f 0 according to

f ¼ �n

f
; f 0 ¼ n0

f
½24�

As it appears, f 0 locates the point F0 where rays in-
tersect the axis when the object goes to infinity
ðl-�NÞ, while f locates the point F where the ob-
ject should be placed to produce an image at infinity
ðl0-NÞ. F, F0 are the focal points. To a graphical
representation of the general eqn [21], l0 is normal-
ized to f 0, and l to f. The resulting plot is presented in
Figure 9. The plot is valid both for positive and
negative lenses, paying due attention to the sign of
the quantities involved.

Next is taking into account the actual thickness of
the lens (thick lens approximation). Considering the
scheme of Figure 10, a ray from infinity on the left
is drawn. The ray undergoes two refractions, and
crosses the axis at the focal point F0. Extending the in
and out rays within the lens (dashed lines) shows that
the overall deflection can be thought of as produced
by a thin lens located at the intersection of the ray
extensions. The location of such a thin lens is the

principal plane P0; its axial intercept is the principal
point P0. In a similar manner, but with a ray going to
infinity on the right, the principal plane P and the
principal point P are defined. The resulting scheme
for the thick lens is presented in Figure 11. Again,
the conjugation law is provided by eqn [21], but the
optical power f is now

f ¼ f1 þ f2 �
d

nL
f1f2 ½25�

d being the axial thickness of the lens; in addi-
tion, distances l, l0 have to be measured from P, P0,
respectively. Also the focal lengths, still defined by eqn
[24], are taken from P, P0, that is, f ¼ PF, f 0 ¼ P0F0.
Further quantities of interest are the front focal length

Negative meniscus

Positive meniscusBi-convex
(positive)

Plano-convex
(positive)

Bi-concave
(negative)

Plano-concave
(negative)

Figure 8 Basic layout of simple lenses.

−3 −2 −1 0 1 2 3

−6

−5

−4

−3

−2

−1

0

2

3

4

5

6

1

l/f

l' / f'

Figure 9 General plot of the conjugation law.
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Figure 10 Definition of principal planeP0 and principal point P 0.

Table 4 Truth table for eqn [21] to hold

lo0 Real source

l40 Virtual source

l 040 Real image

l 0o0 Virtual image
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fv ¼ VF, the back focal length f 0v ¼ V 0F0, the front
vertex power O ¼ �n=fv, and the back vertex power
(or ophthalmic power) O0 ¼ n0=f 0v. Expressions for the
above quantities are given in Table 5, along with for-
mulas locating P, P0 with respect to V, V 0.

The case of a system of two thin lenses with pow-
ers f1, f2 separated by a distance d can be analyzed
as if it were made of a single thick lens, with surface
powers f1, f2, thickness d, and refractive index nL

equal to that of the medium in between. Formulas
are available also for the case of three thin lenses. In
general, however, the relevant quantities are com-
puted by ray tracing.

So far, only on-axis point sources have been con-
sidered. Tracing rays from an off-axis source, it is
noticed that just one ray exits the optical system
without any angular deviation. Extending the in
and out portions of that ray to cross the axis, the
nodal points N, N0 are singled out (Figure 12). Their
positions, also given in Table 5, are shifted by
the same amount with respect to the principal
points, and coincide with P, P0 for n0 ¼ n. The
six points F, F0, P, P0, N, N0 are named cardinal
points, and thoroughly define the optical system
within the paraxial approximation.

In the case of an off-axis source, the image is off-
axis as well. Indicating with Z the height of the source
above the axis, and with Z0 that of the image, the
lateral (or transverse) magnification mL is defined as

mL ¼ Z0

Z
½26�

In paraxial conditions, it is found to be

mL ¼ nl0

n0l
½27�

A negative value of mL indicates that the image is
reversed upside down with respect to the object;
jmLjo1 means that the image size is smaller than that
of the object.

Considering infinitesimal increments of l, l0, the
axial (or longitudinal) magnification mA is defined as

mA ¼ dl0

dl
½28�

Differentiating eqn [21] yields

mA ¼ n0

n
m2

L ½29�

Being positive, mA shows that increments dl and dl0

are pointing in the same direction.
As stated, conjugate distances l, l0 are measured

from the principal points P, P0, which are difficult
to locate. Measuring instead axial distances from
the foci F, F0, which are more easily identified, and
posing z ¼ FO, z0 ¼ F0O0 for the conjugate distances,
it is found that

zz0 ¼ � nn0

f2
ðNewton’s equationÞ ½30�

Alternative expressions for the lateral and axial
magnification can be written as well.

n nL n'

F'P'P

Π'Π

F

Figure 11 Paraxial scheme for a thick lens.

Table 5 Thick lens parameters

Unprimed quantity Primed quantity

Front and back

focal lengths
fv ¼

nððd=nLÞf2 � 1Þ
f

f 0v ¼

n0ð1� ðd=nLÞf1Þ
f

Front and back

vertex power
O ¼ f

1� ðd=nLÞf2

O0 ¼ f
1� ðd=nLÞf1

Location of

principal

points

VP ¼ ndf2

nLf
V0P0 ¼ � n0df1

nLf

Location of

nodal points
PN ¼ n0 � n

f
P0N0 ¼ n0 � n

f

�

F P P'N N' u'= u

u F'

�' 

Figure 12 Nodal point construction for a thick lens.
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Mirrors

Formally, reflective optical surfaces may be treated
with the same equations as refracting surfaces by
posing

n0 ¼ �n ½31�

After reflection, light travels backwards, so that in
optical recipes the axial distance d that follows
should be taken as negative. If a second reflection
occurs, the refractive index returns positive, light
proceeds forward, and d is positive again.

The power f of a mirror is

f ¼ � 2n

r
½32�

with r the radius of curvature of the reflecting sur-
face; the sign convention for r is the same as that of
refractive surfaces. The focal points F, F0 are coinci-
dent; the focal lengths f, f 0 become

f ¼ f 0 ¼ r

2
½33�

It follows that concave mirrors have positive power
and negative focal length; such mirrors behave as
convergent lenses. The opposite occurs with convex
mirrors. The principal points P, P0 are also coinci-
dent; their location is at the surface vertex. The nodal
points N, N0 coincide as well, and are located at the
center of curvature of the reflecting surface. The car-
dinal points are indicated in Figure 13, both for a
concave and a convex mirror.

The conjugation law reads

1

l0
þ 1

l
¼ 2

r
½34�

The truth table for eqn [34] to hold is given in Table
6. The lateral magnification mL becomes

mL ¼ � l0

l
½35�

and the axial magnification mA is

mA ¼ �m2
L ½36�

Simple equations can be written also for the case of
two mirrors, separated by a given distance. Ray tra-
cing mechanisms do apply as well, provided that the
appropriate conventions are observed.

Stops and Pupils

In a strict sense, the paraxial approximation is only
valid at infinitesimal height from the axis. However,
to convey an effective amount of light, the actual
opening of optical components should be increased
to finite values. Any element, be it the edge of a lens
or a suitable diaphragm, that sets a maximum limit
to the amount of light emitted by an axial source
which is accepted by the optical system, is the aper-
ture stop, or simply the stop. The ray that touches the
edge of the stop is the axial marginal ray.

The stop physically divides the optical system into
two parts. The part in front forms an image of the
stop that is seen from the source side; such an image
is the entrance pupil of the system. In a similar man-
ner, the part following the stop forms an image of it
that is seen from the image side and constitutes the
exit pupil. Rays traced from the object toward the
entrance pupil pass through the stop and are relayed
to the exit pupil. Considering an off-axis point
source, the ray that passes through the center of the
stop (and the center of the pupils as well) is called the
principal ray.

The extent of the object, either angular or linear,
whose image is to be formed constitutes the field. The
aperture that defines the actual size of the field accep-
ted by the system is the field stop. Such an aperture is
usually located at or near an intermediate image, or
at the final image plane. As a general constraint, to

NFV
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N'

N

N'

F'
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F'

P'

P

P'

C

C

Figure 13 Cardinal points of concave and convex mirrors.

Table 6 Truth table for eqn [34] to hold

lo0 Real source

l40 Virtual source

l 040 Virtual image

l 0o0 Real image

264 Geometrical Optics



avoid having a system with infinite aperture, the
axial position of the aperture stop is not allowed to
coincide with the axial position of field planes, nei-
ther the field itself nor its images.

In order to obtain the relevant paraxial properties
of an optical system, only two rays need to be traced.
A very useful choice for such rays is the pair made
of the axial-marginal ray and the principal ray. Re-
ferring to Figure 14, quantities related to the axial-
marginal ray are the angle u and the height h.
Similarly, the same quantities belonging to the prin-
cipal ray are noted as %u, %h. The quantity H defined as

H ¼ nð %uh � u %hÞ ½37�

is named the optical (or Lagrange) invariant; the
value of H does not change throughout the optical
system. In particular, considering the object plane,
where h¼ 0, %h ¼ Z, and the image plane, where
h¼ 0, %h ¼ Z0, it is written as

H ¼ �nuZ ¼ �n0u0Z0 ½38�

In other words, u and Z are inversely proportional.
This is a basic relationship that has its counterpart in
radiometry (‘‘conservation of the radiance’’) and in
optical information processing (‘‘conservation of the
space-bandwidth product’’).

The data about the maximum u-value umax ac-
cepted by an optical system are conventionally ex-
pressed by the numerical aperture NA, defined as

NA ¼ n sin umax ½39�

Such a parameter expresses the ability of the system
to resolve the object details and is typically given for
optics that work with an object conjugate shorter
than the image conjugate, as it happens with micro-
scope lenses. In the opposite case, the f-number, f#, is
preferably given and defined as

f# ¼ Focal length f 0

Entrance pupil diameter
½40�

Typically, this is the parameter referred to in pho-
tographic lenses. The f# also relates to luminosity

and resolution of the optics. In principle, small
f-numbers denote bright images and fine resolution.

Optical instruments are generally given a first de-
scription in terms of paraxial optics. These include
visual instruments such as the eye itself, the magni-
fier, the eyepiece, the telescope, and the microscope.
Other basic devices are the camera, the projector,
relay systems, and more.

Aberrations

With a few exceptions, even if the lenses were perfect
in terms of the spherical shape of the surfaces and
centering on the optical axis, the image is affected by
basic defects known as aberrations. Aberrations are
intrinsic to the mechanism of image formation by
refraction or reflection, and become significant as the
aperture and the field depart more and more from
infinitesimal values. After the name of the scientist
who first investigated this subject, the primary image
defects are usually referred to as the Seidel aberra-
tions. In addition, due to the fact that the refractive
index is a function of the wavelength, chromatic
aberrations are produced. Here, only the noticeable
effects of these aberrations are mentioned. Although
an effective mathematical account can be given in
terms of geometrical wave fronts, rays and spot
diagrams are used.

There are five Seidel aberrations. Three of them –
spherical aberration, coma, and astigmatism – cause
basic deterioration of the image quality, making it
blurred. The remaining two – Petzval field curvature
and distortion – alter the image geometry.

* For a point-like source, the effect of spherical ab-
erration is a symmetrical blurring of the image
(Figure 15). Under ideal conditions, this is the
only defect that can affect the image near the cen-
ter of the field. Spherical aberration occurs be-
cause of a variation of the focal length along
the diameter of the lens: in a single positive lens,
the outer rays intersect closer to the lens than the
inner rays (Figure 16).

* Coma can be defined as the variation of magni-
fication with the aperture. When a bundle of
rays is incident on a lens with coma, the rays
passing through the peripheral part are imaged at
heights different from those passing through the
central part. A typical spot diagram is shown in
Figure 17. The name of this aberration derives
from the comet-shaped flare of the image.

* Astigmatism is produced because the incident
cone of rays from an off-axis point-like source
encounters different curvatures of the optical sur-
faces in their principal sections. In the presence of

n'

u'u
�

Figure 14 Paraxial quantities related to the definition of the

optical invariant.
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astigmatism, the image of a point is not a point but
takes the form of two axially separated lines. Be-
tween these lines, the spot evolves to an elliptical
and circular blur (Figure 18).

* Every optical system has, associated with it, a ba-
sic field curvature, called Petzval curvature, which
is a function of the index of refraction of the
lens elements and their surface curvatures. As a

consequence, the sharpest image is formed on a
curved focal surface rather than a flat focal plane.
If the detector geometry does not conform to this
focal surface, image blurring will result locally.

* Distortion is a variation of the magnification with
the field angle. In the case of a square object, dis-
tortion may produce a ‘‘pincushion’’ image or a
‘‘barrel’’ image.

Chromatic defects are longitudinal chromatic ab-
erration and lateral color. Longitudinal chromatic
aberration is caused by dispersion: in polychromatic
light, the focal region of a lens is actually an axial

Figure 15 Typical spot diagram in the presence of spherical

aberration.

Figure 16 Ray tracing through a lens affected by spherical

aberrations. Figure 17 Typical spot diagram in the presence of coma.

Figure 18 Typical through-focus spot diagrams in the presence of astigmatism.
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sequence of foci of the different colors of the rainbow
(Figure 19). As a result, the image of a point is a
bright dot surrounded by a variously colored halo.
Lateral color occurs in off-axis images because of the
varying magnification with wavelength. The result is
a lateral spread of rainbow colors and manifests itself
as edge color fringes.

Although discussed separately, in general, the
aberrations are simultaneously present in differing
degrees. Combined, they tend to degrade the image
quality; efforts are then made to develop optical rec-
ipes such that aberrations are minimized. This usu-
ally leads to optical systems of increased complexity.

See also: Electrodynamics: Continuous Media; Imaging
and Optical Processing; Optical Instruments; Optical
Microscopy.

PACS: 42.15.� i; 42.15.Dp; 42.15.Fr
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Introduction

The macroscopic polarization P is the most essential
concept in any phenomenological description of di-
electric media: it is an intensive vector quantity that
intuitively carries the meaning of electric dipole mo-
ment per unit volume. It is thus tempting to try to
define P as the dipole of the macroscopic sample
divided by its volume, that is,

P ¼ 1

Osample

Z
Osample

dr rrðrÞ ½1�

where r is the charge density. Notice, however, that
the integral has contributions from both the surface
and the bulk regions, which are not easily disen-
tangled: in fact, the value of [1] can be modified by
just varying the surface charge of the sample, without

varying its bulk charge density while instead, bulk
polarization must be unambiguously defined by
something ‘‘happening’’ in the bulk. For a crystalline
solid, where the bulk charge density is lattice-peri-
odical, a second tempting definition would be

P ¼ 1

Ocell

Z
Ocell

dr rrðrÞ ½2�

with Ocell, a crystal cell. However, this definition –
appearing in many textbooks – is also flawed, be-
cause the result of [2] depends on the shape and
location of the unit cell.

The clue to understanding polarization comes from
a closer look at the experiments. Most measurements
of bulk macroscopic polarization P do not address
its absolute value, but only its derivatives, which are
expressed as Cartesian tensors. By definition, per-
mittivity is the derivative of P with respect to an elec-
tric field, pyroelectricity with respect to temperature,
piezoelectricity with respect to macroscopic strain,
and Born charges (also known as ‘‘dynamical’’ or

Blue focus

Red focus

Figure 19 Longitudinal chromatic aberration of a simple po-

sitive lens.
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‘‘infrared’’ charges) with respect to zone-center pho-
non amplitudes. Even when the ‘‘spontaneous’’ polar-
ization of a ferroelectric material is measured, the
genuine observable bulk property is the finite differ-
ence of polarization between two states of the same
solid (polarization reversal, discussed below). The
modern theory concerns polarization differences DP as
well, and avoids defining absolute polarization at all.

At this point, it is convenient to clearly distinguish
between two cases, which prove to be very different
from a theoretical standpoint. Case one concerns
polarization in an electric field, and is, of course,
needed for defining the dielectric constant (or ten-
sor). Case two concerns, instead, polarization in a
zero field, under which circumstances are most nor-
mally defined by the piezoelectric tensor, the Born
effective charge tensor, and the spontaneous polari-
zation in ferroelectric materials. In both cases, the
polarization difference DP induced by a given per-
turbation coincides with the transient current
flowing through the bulk of the sample while the
perturbation is switched on:

DP ¼ PðDtÞ � Pð0Þ ¼
Z Dt

0

dt jðtÞ ½3�

where j is the macroscopic (i.e., cell-averaged) cur-
rent density. The theory addresses precisely this same
current, but the typical methods for dealing with the
two cases are very different.

The problem of evaluating the dielectric constant
of a solid has been solved in 1962. This solution
relies on the linear-response theory; first-principle
implementations date from the mid-1980s. A modern
formulation of linear-response theory in crystalline
solids, also known as density-functional perturbation
theory is outlined. Next, an outline of the so-called
‘‘modern theory of polarization,’’ developed in the
1990s is given, which allows one to evaluate a po-
larization difference DP between two states of a
given solid in a zero field. This theory is based on a
Berry phase, also called geometric phase. Preliminar-
ily, a brief treatment of the Berry phases in a general
setting beyond the polarization problem is provided.

Throughout, a density-functional framework is
adopted: the single-particle orbitals c and potential
V, unless otherwise noted, are the Kohn–Sham ones.

Macroscopic Fields and Dielectric
Constants

The discussion starts by observing that the problem
of an extended solid in a macroscopic field is a very
difficult one, given the fact that the electrons are in a
nonperiodic potential, and therefore, the orbitals no

longer have the Bloch form. Even worse, the Ham-
iltonian is no longer bounded from below. Despite
such major problems for finite fields, it is possible to
perform electronic-structure calculations which are
correct to the first-order in the field magnitude, with-
out trading away the major simplification of dealing
with pure Bloch states.

Consider a finite macroscopic sample, having dis-
crete single-particle orbitals ci, which vanish at in-
finity: the thermodynamic limit will be taken only at
the end. The electronic density is written as

nðrÞ ¼
X

i

fijciðrÞj
2 ½4�

where fi is an occupancy factor (either 2 or 0) se-
lecting the doubly occupied orbitals. The crystalline
observable of interest is the macroscopic dielectric
tensor eN, defined as

eN ¼ 1þ 4p
@Pel

@E
½5�

where Pel is the macroscopic electronic polarization
linearly induced by the (screened) field E; in a cubic
material, such a tensor obviously reduces to a con-
stant. Using [4], one may evaluate

@Pel

@E
¼ qe

Osample

X
i

fi cijrj
@ci

@E

� 	
þ cc ½6�

where qe indicates the electron charge and cc stays
for complex conjugate. The dipole matrix elements
are then transformed using the identity:

/cijrjcjS ¼ �i_
/cijvjcjS
ei � ej

; iaj ½7�

where ei are the single-particle eigenvalues, and the
velocity operator v coincides with p=me in the simple
case where all potentials are local.

It may be emphasized that the current appears in
the formulation precisely at this point. If one is ac-
tually dealing with a finite system, both members of
[7] can be equivalently used. But eventually, the ther-
modynamic limit is to be performed, in which case
the left-hand member of [7] becomes ill-defined: for
an extended system in the thermodynamic limit, it
is then mandatory to use the velocity formula, hence
the current.

Straightforward manipulations transform [6] into
a Kubo formula:

@Pel

@E
¼ � iqe

Osample

X
i;j

fj � fi

ej � ei
/cijvjcjS cj

@ci

@E






� 	

½8�

where the fact that j@ci=@ES has been exploited may
be chosen as orthogonal to jciS.
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In order to proceed further, a self-consistent
scheme providing the derivatives of the orbitals and
of the potential with respect to the perturbation is
needed. The first step consists in writing the first-
order corrections to the orbitals as

jDciS ¼
X
jai

jcjS
/cjjDVjciS

ei � ej
½9�

As a second step, one looks for an independent re-
lationship providing, instead, DV in terms of the or-
bital variations jDciS: iterating over these two steps,
the self-consistency goal is reached.

The self-consistent perturbation potential DV is
written as

DV ¼ DVext þ DVH þ DVxc ½10�

where DVext is the bare perturbation (in the present
case the potential of the unscreened field), and the
remaining two terms are the Hartree and exchange-
correlation contributions, respectively. The Hartree
term is linear in the induced charge density:

DVHðrÞ ¼ q2
e

Z
dr 0DnðrÞ=jr � r 0j ½11�

or in shorthand

DVH ¼ vcDn ½12�

while the exchange–correlation contribution is line-
arized as

DVxcCfxcDn ½13�

The functional derivative defining this linear term is

fxcðr; r 0Þ ¼
dVxcðrÞ
dnðr 0Þ ¼ d2Exc½n�

dnðrÞdnðr 0Þ ½14�

where Exc is the exchange–correlation energy func-
tional.

When a macroscopic field E acts on the solid, it
proves useful to write the self-consistent perturbation
potential DV in a slightly different form from [10],
separating the macroscopic field from the micro-
scopic one (also called local field). The potential of
the screened macroscopic field – due to both the bare
and the Hartree terms in [10] – is written as �qeE �r,
while the remaining microscopic term is lattice-peri-
odical in the thermodynamic limit. Therefore [10] is
replaced with

DV ¼ �qeE � r þ vcDn þ fxcDn ½15�

where the term vcDn amounts to solving Poisson’s
equation.

The self-consistent loop is performed cycling over
[15] and [9], while the value of the screened field E is
kept constant during the iteration. Whenever [15] is
inserted in [9], the matrix elements of r are trans-
formed to the velocity form again using [7]. Once
self-consistency is reached, one gets the orbital
variations jDciS induced by a given macroscopic
field E, which are exact to linear order in the field
magnitude: whence the field derivative to be used in
[8] and in eN, eqn [5].

All of the above equations have a simple and well-
defined expression for the infinite periodic crystal in
the thermodynamic limit, where the index i is iden-
tified with the band index and the Bloch vector
altogether. Essentially, this is the formulation of the
linear-response theory, which is nowadays imple-
mented in first-principle calculations (see the ‘‘Fur-
ther reading’’ section for a complete account).

Piezoelectricity and Ferroelectricity

Next to be addressed are the phenomena where the
macroscopic polarization is induced by a source oth-
er than an electric field. Even in this case, the polar-
ization may (or may not) be accompanied by a field,
depending on the boundary conditions chosen for the
macroscopic sample.

Two possible realizations of the piezoelectric effect
are schematically shown in Figure 1. In (a) the crystal
is uniaxially strained (along a piezoelectric axis)
while kept in a shorted capacitor; in (b) the sample is
strained while kept isolated. Focusing on (a), one
may notice that the phenomenon manifests itself as a
bulk current traversing the sample, while nothing
peculiar happens at the surfaces. Indeed, the current
flowing across the shorting wire is the quantity which
is actually measured in experiments, and the modern
theory addresses precisely this same current. Since
it is the phase of the wave function which carries

(a) (b)

−

+
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+

−

+
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+
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−

+

Figure 1 Two possible realizations of the piezoelectric effect:

(a) The sample is in a shorted capacitor, and the current is

measured. (b) The sample is isolated.
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information about the current, it is not surprising
that a phase (Berry phase) occurs in the theoretical
description of electronic polarization.

Now a discussion on the phenomenon of sponta-
neous polarization in ferroelectrics is taken up. The
most studied ferroelectric materials are in the class of
perovskite oxides: they have a cubic prototype phase
above the Curie temperature, and display a series of
structural transitions to low-symmetry ferroelectric
phases when the temperature is lowered. Typically,
the first transition is to a tetragonal phase, which is
characterized by microscopic displacements of the
ions out of their high-symmetry sites. These deter-
mine a preferred polarity of the tetragonal axis, and
are responsible for the occurrence of spontaneous
polarization. This is illustrated in Figure 2 for the
tetragonal structure of KNbO3, which was the very
first case study for the modern theory of polarization
in 1993.

A typical measurement of the spontaneous polar-
ization, performed through polarization reversal, is
schematically shown in Figure 3. The two enantio-
morphous ferroelectric structures A and B are char-
acterized by opposite values of the displacements,
and the transition between them is driven by an
applied electric field: the experimental setup typically
measures the integrated macroscopic current flowing
through the sample during the hysteresis cycle,
shown in Figure 3. One half of the difference PB �
PA defines the magnitude Pspont of the spontaneous
polarization; from Figure 3, it is also clear that Pspont

can also be defined as the polarization difference DP
between the ferroelectric B structure and the centro-
symmetric structure (where the displacements are set
to zero). Notice that DP can be evaluated along the
vertical axis, where the macroscopic field is identi-
cally zero.

The phenomenon is schematized with a toy model
in one dimension, Figure 4, meant to represent the
central vertical line of Nb and O atoms in Figure 2.
By definition, the spontaneous polarization of the
ferroelectric structure is the integrated current, which
flows through the linear chain while the ions are
continuously displaced from the centrosymmetric
(top sketch) to the ferroelectric (bottom sketch)
structures, keeping the electric field vanishing.

Berry Phases

A digression about the Berry phase on most general
grounds is provided; its relevance in the polarization
phenomena is discussed in the next section.

One may start with a quantum Hamiltonian
having a parametric dependence

HðnÞjcðnÞS ¼ EðnÞjcðnÞS ½16�

where n is defined in a suitable domain: a two-di-
mensional real n has been chosen for display in
Figure 5. For the time being, there is no need to
specify which quantum system is described by this
Hamiltonian, or which is the physical meaning of
the parameter; the special case of polarization is
addressed below. It is also assumed that jcðnÞS is
the ground state, nondegenerate for any n. The
phase difference between the ground eigenstates at
two different n points is defined in the most natural

(a) (b)

Figure 2 Tetragonal structure of KNbO3. Solid, shaded, and

empty circles represent K, Nb, and O atoms, respectively. The

internal displacements (magnified by a factor 4) are indicated by

arrows for two ( %A and %B) enantiomorphous ferroelectric struc-

tures.

Figure 4 A one-dimensional chain in the centrosymmetric

structure (upper sketch) and in the broken symmetry ferroelectric

structure (lower sketch). Black and gray circles schematize an-

ions and cations.

P

E

B

A

Figure 3 A typical hysteresis loop; the magnitude of the spon-

taneous polarization Pspont is also shown (vertical dashed

segment). Notice that Pspont is defined as a zero-field property.
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way:

e�iDj12 ¼ /cðn1Þjcðn2ÞS
j/cðn1Þjcðn2ÞSj ½17�

Dj12 ¼ �Im log/cðn1Þjcðn2ÞS ½18�

This phase, defined modulo 2p, cannot have any
physical meaning. In fact, any quantum-mechanical
state vector is arbitrary by a constant phase factor:
one may refer to choosing this phase as to the choice
of the gauge. A simple change of gauge at n1 and/or
at n2 will give to Dj12, the most arbitrary value.
Despite this fact, when one considers the total phase
difference along the closed path in Figure 5a:

g ¼Dj12 þ Dj23 þ Dj34 þ Dj41

¼ � Im log/cðn1Þjcðn2ÞS/cðn2Þjcðn3ÞS
�/cðn3Þjcðn4ÞS/cðn4Þjcðn1ÞS ½19�

one easily realizes that g is gauge invariant, since all
the gauge-arbitrary phases cancel in pairs.

The Berry phase is generally defined in the contin-
uum limit. Suppose a smooth closed curve C in the
parameter domain, such as in Figure 5b, is discreti-
zed with a set of points on it: it is assumed that the
gauge is so chosen that the phase is single-valued and
varies in a differentiable way along the path. The
phase difference between two contiguous points is

e�iDj ¼ /cðnÞjcðnþ DnÞS
j/cðnÞjcðnþ DnÞSj ½20�

�iDjC/cðnÞjrncðnÞSDn ½21�

The total phase difference g converges to the circuit
integral of a real linear differential form, called the
Berry connection:

g ¼
XM
s¼1

Djs;sþ1-i

I
C

/cðnÞjrncðnÞSdn ½22�

The above simple-minded algebra leads to a result
of overwhelming physical importance: in fact, a

gauge-invariant quantity is potentially a physical
observable. Traditionally, one is accustomed to reg-
ard any observable effect in quantum mechanics as
the eigenvalue of some operator. But in 1984, in a
milestone paper, M V Berry pointed out that there
may be observable effects of a completely different
nature: g cannot be expressed in terms of the eigenval-
ues of any Hermitian operator, whereas it is, by def-
inition, a gauge-invariant phase of the state vector.
Having understood this, one must reexamine the in-
itial assumption of a parametric Hamiltonian, and
discuss its most fundamental meaning. In general, a
quantum system having a parametric dependence in
its Hamiltonian is not isolated: the parameter sche-
matizes a kind of coupling with other variables
not included in the Hilbert space, or more generally
with ‘‘the rest of the Universe,’’ to use Berry’s words.
The parametric Hamiltonian allows one to deal
with a part of a larger system as if it were isolated:
as a trade-off, some observable effects may occur as
gauge-invariant phases. As far as polarization is con-
cerned, the coupling to the rest of the universe is
perspicuous in Figures 1a and 3, which refer to
ideal measurements closely related to the theoretical
approach outlined below.

How the Modern Theory of Polarization
Works

One may show how the polarization problem fits
into the general Berry-phase setting: what the pa-
rameter n is; what the Berry connection of the prob-
lem is; which is the closed path C allowing one to
evaluate DP as a Berry phase. The article is limited to
giving a flavor of how the theory works, using the
specific example of the toy model of Figure 4 and
without providing any proof (see the ‘‘Further rea-
ding’’ section for more details).

A scalar parameter l is first introduced, which
measures the amplitude of the ferroelectric distortion
in dimensionless units: l ¼ 0 for the paraelectric
structure (Figure 4, top), and l ¼ 1 for the ferroelec-
tric one (Figure 4, bottom). Since the electric field is
zero (see also Figure 3), for any value of l the elec-
trons move in a lattice-periodical potential VðlÞðxÞ,
having period a. In the simplest model insulator,
there are only two electrons per cell, hence one dou-
bly occupied band, whose orbitals have the form:

cðlÞðk; xÞ ¼ eikxu
ðlÞ
k ðxÞ ½23�

where k is the Bloch vector in the one-dimension-
al Brillouin zone ½�p=a; p=a�, and u

ðlÞ
k ðxÞ is a peri-

odic function of x with period a. The Schrödinger

(a) (b)

|�(�3)〉

|�(�2)〉

|�(�4)〉
|�(�1)〉

Figure 5 (a) Four state vectors in parameter space, and a

closed path connecting them. (b) A smooth closed curve C in

parameter space, and its discretization.
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equation written in terms of u reads

_2

2me
�i

d

dx
þ k

� �2

þVðlÞðxÞ
" #

u
ðlÞ
k ðxÞ

¼ eðlÞk u
ðlÞ
k ðxÞ ½24�

In order to apply the above general Berry-phase for-
mulation to this Hamiltonian, it is enough to define a
two-dimensional parameter n whose two compo-
nents are k and l:

HðnÞ � 1

2me
ðp þ _kÞ2 þ VðlÞ; jcðnÞS � juðlÞ

k S ½25�

The Berry connection of the problem is

i/cðnÞjrncðnÞS � dn

¼ i u
ðlÞ
k

@

@k
u
ðlÞ
k






� 	

dk þ i u
ðlÞ
k

@

@l
u
ðlÞ
k






� 	

dl ½26�

The Berry phase [22] is evaluated, where the curve C
is chosen as the contour of the rectangle shown in
Figure 6. According to the modern theory, the po-
larization difference DP between the ferroelectric and
paraelectric structures is

DP ¼ qe

p
gþ DPion ½27�

where DPion is the trivial contribution of the classical
ions.

The three-dimensional, multiband analog of eqn
[27] is nowadays implemented – at the first-principle
level and using various technical ingredients – in
most publicly available electronic-structure codes.
Applications have concerned piezoelectricity, lattice
dynamics, and ferroelectricity in real materials. In the
case of ferroelectric polarization, where no quantum-
mechanical theory was available prior to 1993, the
numerical results are in spectacular agreement with

the experimental data and provide an insight into the
physics of ferroelectricity.

Conclusions

The modern theory of polarization provides an un-
ambiguous definition of what the physical observable
really is: an integrated current, whose electronic con-
tribution can be evaluated either from the linear-re-
sponse theory, or as a gauge-invariant phase of the
occupied crystalline orbitals. Macroscopic polariza-
tion bears no relationship to the periodic charge den-
sity of the polarized crystal: the latter, in fact, only
depends on the square modulus of the occupied or-
bitals, where any phase information is deleted. Besides
providing profound insight into the polarization phe-
nomenon, the modern theory is also an extremely
powerful tool for calculations in real materials.
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Nomenclature

E macroscopic electric field (inside the
material)

me electron mass
p canonical momentum (equal to �i_r

within the Schrödinger representation)
P macroscopic dielectric polarization
Pel electronic contribution to the macro-

scopic dielectric polarization
Pspont spontaneous polarization in ferro-

electrics
qe electron charge (¼ � |e|)
eN ‘‘static high-frequency’’ dielectric con-

stant (or tensor)
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Introduction

Glasses feature widely in everyday life and also in
science. Their transparency and chemical durability,
combined with ease of fabrication, ensure a role in
windows, containers, tables, and laboratory ware;
they are key components in optical instrumentation,
for example, microscopes, cameras, and optical fibers.
Some devices utilize specific interactions between light
and glass, for example, lasers. Other applications use
their electrical and magnetic behavior, strength, and
thermal characteristics, including crystallization and
phase separation. The range and flexibility of known
glass compositions allow their properties to be inde-
pendently tailored. Combining glasses with other ma-
terials or modifying their behavior by coating has
further extended their use. Understanding glass struc-
ture and its consequences is also challenging the
boundaries of condensed matter physics.

What Is a Glass?

Glasses have been defined as inorganic products of
fusion cooled to a solid without crystallizing. This
encapsulates key properties: glasses have a liquid-like
structure, but cooling has caused a transition from
liquid to solid behavior. It also implies features that
are now disputed: organic glasses exist, and melting
is not the only route for glass making. A character-
istic implicit in the definition is that crystallization
rates are low; this is often associated with high melt
viscosities below the liquidus (TL). Glasses differ
from amorphous solids, in that they can be reheated
to the liquid state; the latter crystallize on heating
before melting.

How Are Glasses Made?

Often glasses are made from solids by heating until
fully melted, bubbles have dissipated and the melt
is homogeneous. Commercially, temperatures may
reach 16001C and melting may take days. Labora-
tory melts need a few hours. Density separation of
batch components, differential melting rates, con-
tamination by the container, and volatilization losses
can limit the glass quality. High melt viscosities
limit diffusion and militate against homogeneity;
mechanical or convection-driven stirring may be
necessary. The oxidation state of any multivalent
ions depends on the atmosphere around the batch
during initial melting; subsequently, equilibrium with
the furnace atmosphere is achieved only slowly. Rap-
id quenching may be needed, for example, roller
quenching, splat cooling onto a rotating copper
wheel, or fiber pulling.

Alternative production routes include: condensa-
tion of vapor phase reaction products on cold subst-
rates; hydrolysis of organic derivatives of silicon
(e.g., Si(OC2H5)4) or other components to give a
gel that is dried and sintered to a fully dense product;
and extended grinding or applying pressure to
crystals.

Glass Structure

Short-Range Order

Glass structures have been studied by X-ray or neu-
tron diffraction, various spectroscopic techniques,
and computer modeling. Their short-range struc-
ture often mirrors that of corresponding crystalline
compounds, particularly higher temperature phases.
Zachariasen postulated that single-component glass-
forming systems have cations with low coordination
numbers (3 or 4) surrounded by bridging anions,
each linking two coordination polyhedra at corners
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rather than edges. SiO2 consists of a matrix of SiO4

tetrahedra (Figure 1) that defines its low thermal
expansion coefficient (TEC), high viscosity at TL, and
high melting point. Other single-component glass-
forming systems include GeO2, BeF2, B2O3, and
As2O3.

A second component can extend glass formation,
for example, to 58mol.% Na2O in the Na2O–SiO2

system. Each oxygen added breaks one corner
linkage in the network, creating two nonbridging
oxygens (Figure 2). Silicons are called ‘‘network
formers’’ and sodiums, which enter interstices sur-
rounded by bridging and nonbridging oxygens, are
termed ‘‘network modifiers.’’ A silicon linked to three
bridging and one nonbridging oxygen is denoted by
Q3; the spread of Qn species is generally narrow.
Adding soda (Na2O) increases the TEC and reduces
viscosity by depolymerizing the network, while inc-
reasing density by filling interstices. Various cations
adopt a network-forming role (e.g., Ge, P, Pb). The
melt structure, being flexible, can accommodate
many modifier ions in spite of different radii and
preferred coordination, for example, Li, K, Rb, Mg,
Ca, Fe2þ . Intermediate ions (Al3þ , Fe3þ ) can take
either role in the structure. Some oxide combinations
form glasses even though the components do not –
the network-forming ion is called a ‘‘conditional’’
glass former, for example, Al in CaO–Al2O3 glasses.
The oxygens can also be (partially) replaced by other
anions, for example, F, S, N.

Properties can often be modeled using expressions
that are linear functions of composition and the vis-
cosity of industrial glasses is usually calculated rather
than measured. Difficulties occur if a cation changes
role with composition (e.g., B coordination depends
on alkali content); the TECs of M2O–B2O3 glasses
display a minimum with composition (the ‘‘boric
oxide anomaly’’), requiring a [B2O3]

2 term in com-
position models. Liquidus temperatures, which are
discontinuous across phase boundaries, are best
modeled using the underlying free energy functions.
Components can also interact: Na2O decreases net-
work connectivity, while Al2O3 is a network former
at low concentrations and, being oxygen deficient,
removes nonbridging oxygens. If Na2O:Al2O3¼ 1, a
highly connected, viscous system results; excess
Na2O or Al2O3 decreases viscosity, in the latter case
because Al coordination changes from [4] (former) to
[6] (modifier).

Medium-Range Order

Diffraction experiments give structural data in the
form of radial distribution functions, representing the

Figure 1 A schematic representation of the structure of vit-

reous silica. The tetrahedral SiO4 units in silica are represented

by triangular units.

Figure 2 A schematic representation of the structure of an

Na2O–SiO2 glass illustrating the break-up of the network by the

introduction of nonbridging oxygens (linked to only one Si), and

the sites taken by the sodium ions.
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summed distribution of atoms with distance around
all species present (Figure 3); network-forming ions sit
in remarkably regular sites but longer distance corre-
lations are harder to resolve because of peak overlap.
Extended X-ray absorption fine structure (EXAFS)
experiments allow study of the environment of
individual species and suggest that network modifiers
also sit within polyhedra of notable regularity, that is,
all cations optimize their local structure.

Such distribution functions show that the
network-forming polyhedra can also form extended
structures, for example, vitreous B2O3 consists of
BO3 triangles, that form planar groupings, termed
boroxol rings (B3O6), not found in B2O3 crystals.
The modified random network model for alkali sil-
icate glasses is based on segregation of network-
modifying atoms into layers surrounding SiO2-rich
regions (Figure 4). The diffraction patterns for many
glasses have a sharp low-angle first diffraction peak,
consistent with extended ordering, as confirmed by
modeling and electron microscopy.

IR spectroscopy supports such structural models
by accounting for the network vibrational modes.
In Raman and Brillouin scattering experiments,
glasses have, as a common feature, a boson peak at
B100 cm� 1 that provides additional insight into
nanometer-scale inhomogeneities. Models incorpo-
rating medium-range order are distinct from older
microcrystallite theories of glass, discounted by the
lack of small angle X-ray or neutron scattering
beyond that predicted from incipient random fluctua-
tions in density.

These conclusions underpin the thermodynamic
modeling of glass properties based on contributions

from components with appropriate compositions in
defined proportions.

Defects

Glasses can contain bonding and electronic defects
induced by radiation or high temperatures. Their
concentrations are low but they influence optical
properties by introducing visible or ultraviolet (UV)
absorptions and causing refractive index (r.i.) changes.
Defects may involve unpaired electrons ð�Þ and in-
clude: the nonbridging oxygen hole center, � Si2O�;
E0 center, � Si�; peroxy radical, � Si2O2O�; or spe-
cies such as Zr3þ , F2

–. Some defects can be eliminated
by optical or thermal bleaching, while others survive
for years under normal conditions.

Nonsilicate Glass-Forming Systems

Silicate glasses have three-dimensional (3D) network
structures with intermediate ionic/covalent bonds.
Alkali phosphate glasses have similar bonding but
are often better described as chains. Chalcogenide
glasses are largely covalent and based on networks,
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Figure 3 An idealized radial distribution function for SiO2. The

first four peaks give the distribution of nearest neighbor Os
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Figure 4 A schematic representation of the modified random

network model for an Na2O–SiO2 glass showing the tendency for

modifier ions to segregate.
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sheets, chains, and rings. Hydrogen-bonded molecular
glasses are common in organic systems (e.g., sugars),
while some highly ionic or metallic systems adopt
almost random close-packed structures. Various salts
(nitrates, sulfates, acetates) also form glasses. Even
crystals can show glassy behavior. Spin glasses may
form in magnetic systems, based on disordered ar-
rangements of unpaired electron spins, or molecules
may have random orientations on a regular lattice as
in KBr–KCN. Polymers usually consist of covalently
bonded chains, which may have irregular monomer
unit sequences or cross-link randomly along their
lengths, giving glassy materials at low temperatures
that cannot untangle into crystalline forms. In extreme
cases, oxide glass melts have been described with two
or more configurations that transform only slowly
from one to the other, or may coexist in equilibrium.

Crystal Growth and Phase Separation

Once a melt is cooled below TL, crystal growth is
possible. The driving force (difference in free energy
between crystalline and liquid state) increases with
undercooling and initially growth rates rise as tem-
perature falls (Figure 5). Subsequently kinetic fac-
tors, for example, diffusion through the melt to the
growing crystal and atomic rearrangement at the in-
terface, limit growth. In stable glass-forming systems,
growth rates may be only mmh�1 but may reach
m s�1 in glassy metals. For large undercoolings the
fastest growing phase is not necessarily the primary
phase defined by the phase diagram; metastable
phases also often form.

Crystallization requires a nucleation step. Homo-
geneous nucleation is an intrinsic property. The free
energy gain on producing a crystalline nucleus must
balance the energy penalty of generating its surface.
Surface effects dominate for small particles and so
nuclei must exceed a critical size before they are
viable. Small undercoolings require a large critical
nucleus whose spontaneous formation is improbable,
so melts can exist metastably for long periods just
below TL. At lower temperatures, the critical nucleus
size decreases and nucleation rates rise rapidly to a
maximum just above Tg, subsequently falling as
kinetic factors dominate.

Homogeneous nucleation is, however, rare. Nu-
cleation starts more easily from pre-existing discon-
tinuities, for example, ‘‘dirty’’ surfaces or container
walls. Nucleation can be engineered by dissolving at
high temperatures a component that becomes insol-
uble on cooling and precipitates (by homogeneous
nucleation or phase separation). Examples include
halides (NaF, CaF2, CuCl), oxides (TiO2, ZrO2,
P2O5), or metals (Ag, Au).

If homogeneous nucleation rates are high, two-
step heat treatment in the nucleation and growth
regions can give a finely crystalline structure. The
resulting ‘‘glass ceramics’’ are made by standard mel-
ting and forming technology but, once crystallized,
can have enhanced properties, while lacking the po-
rosity intrinsic to conventional ceramics. Glass ce-
ramics can remain transparent if the crystals are
smaller than the wavelength of light and r.i. differ-
ences are minimized.

Phase Separation

Phase separation is the chemical segregation of a melt
into two liquids, driven by an associated reduction in
free energy, for example, Na2O–SiO2 melts, with
Na2Oo20mol.%, separate into SiO2 and sodium
silicate; the SiO2 structure is relatively intolerant
to impurities. The minor phase may occur as droplets
or a continuously connected phase, whose scale
depends on heat treatment time and whose micro-
structure can be preserved by quenching. The initial
step may involve homogeneous nucleation or spino-
dal decomposition (no energy barrier). Borosilicate
glasses also phase separate; the connected phase can
be removed by solution, allowing manufacture of
finely porous SiO2.
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Figure 5 A schematic representation of the crystal growth and

nucleation curves for a single phase precipitating from a glass-

forming melt. In reality other phases may also appear at different

temperatures with their own growth rate curves.
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Glass Formation

First, the flexibility of linkages in network systems
results in only small energy differences between glassy
and crystalline states (cf. the many SiO2 polymorphs).
This is a key thermodynamic factor in glass formation.
Second, the network connectivity and bond strength
cause the high melt viscosity and slow crystallization
rates. Finally, the high melting temperatures destroy,
by reaction or solution, foreign particles that might
otherwise catalyze crystallization.

Mathematical models, based on crystal growth
and nucleation behavior, and their degree of overlap
with temperature, can predict critical cooling rates
for glass formation. They suggest that many systems,
including some metal alloys, can form glasses. Cool-
ing rates of 1061C s�1 may be needed, so heat trans-
fer limits their production to thin artifacts, for
example, ribbons or wires. New glass-forming sys-
tems have been identified, based on TeO2, Al2O3,
Ga2O3, ZrF4, InF3, by using faster quenching, small-
er samples, and purer materials melted under clean
conditions to eliminate nucleating agents.

Glasses are often associated with eutectics where
liquidus temperatures are low and the melts differ
most in composition (and structure) from crystalline
compounds. Adding more components can also im-
prove glass-forming ability – the so-called ‘‘confu-
sion’’ or ‘‘garbage-can’’ principle.

Viscosity

Melt viscosities (Z) typically follow the Vogel–Tam-
mann–Fulcher equation (VTF) with temperature:
log Z ¼ A þ B=ðT � T0Þ with A, B, and T0 as fitted
constants. At the temperature where Z¼ 1012 Pa s� 1,
deformation rates are slow, the material is effectively
solid over short times (B102 s), and this provides one
definition of the ‘‘glass transition temperature, Tg.’’
By the strain point (Z¼ 1013.6 Pa s� 1), stress release
takes hours. First-order thermodynamic properties
such as volume are continuous through the glass
transition, in contrast to phase changes such as
crystallization, but second-order thermodynamic
properties (specific heat (Cp) or TEC) are stepped
(Figure 6). Tg can therefore also be measured from
Cp or length changes using a differential scanning
calorimeter or a dilatometer, but the values depend
on the heating rate used, since the transition is
kinetically defined, and are not necessarily equal for
different properties.

Some have concluded that glass flows at room
temperature, it being a liquid, and have perpetuated
a myth that old windows are thicker at their base.
Neither measurements nor calculations substantiate
such conclusions, flow having become immeasurably

slow. Where old panes are thicker at one edge, it is a
manufacturing defect.

A glass artifact, cooled quickly, will solidify with
large temperature gradients present; the differential
contraction on reaching room temperature can induce
significant stresses. These stresses depend on cooling
rate, TEC, elastic properties, and thickness; bulk ar-
ticles are therefore annealed, by equilibration above
Tg, followed by slow cooling to the strain point.

Angell has compared glass-forming systems using
normalized plots of log Z against Tg/T; those display-
ing Arrhenius behavior most closely he termed
‘‘strong’’ glasses while those with large deviations
he termed ‘‘fragile.’’ Fragility implies cooperative
breakdown of the melt structure into increasingly
small units above Tg. The VFT formalism predicts
Z¼N at T-T0. Many studies have attached phys-
ical significance to T0, relating it to the temperature
where extrapolation of experimental data predicts
that the entropy of a glass becomes equal to that of
the corresponding crystal, that is, the configurational
entropy falls to zero, a concept underpinning the
‘‘Kauzmann paradox.’’

Processing

High melt viscosities, along with gravity and surface
tension, aid shaping as the melt cools. Sheet glass
achieves optical flatness by gravity-driven flow, while
floating on a molten tin bath with a 7mm equilib-
rium thickness defined by surface tension and den-
sity. Optical fibers maintain their r.i. profiles during
drawing. Containers and laboratory ware are blown
and pressed by complex machinery to give the de-
sired glass distribution. Strain rates may be high.
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Figure 6 An idealized graph of the specific heat of a glass as a

function of temperature during a constant heating rate experiment

and the length of a glass specimen as a function of temperature

under similar heating conditions. There is a step in Cp at Tg and a

change of slope (corresponding to a step in the TEC) in the
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Some glasses display non-Newtonian flow by struc-
tural alignment during forming.

Transformation Range Effects

Glass structure does not depend only on composition
but also on thermal history; densities may vary by
1%. Fast quenching freezes in a structural state cor-
responding to equilibrium at a higher temperature
than slow cooling. The effective quenched-in equilib-
rium temperature is called the ‘‘fictive temperature.’’
Control of cooling through the transformation range
allows fine tuning of an optical glass r.i., and low
cooling rates ensure the whole sample has the same
thermal history (and minimum stress). Optical glass
manufacturers recommend that their products should
not be heated above Tg� 1501C because of potential
property changes. Similar considerations apply to
the processing of glass sheets for LCD displays. The
electronic circuitry used to address individual pixels is
printed at high temperatures in several layers; precise
registry demands dimensional stability.

A glass heated in the transformation range may, af-
ter an initial instantaneous change, relax exponentially
to a new equilibrium state (Maxwell spring and dash-
pot model). Stress release rates can be measured and
accurate data as f(t, T) are needed for high-precision
fabrication. Detailed analysis suggests a stretched ex-
ponential formulation: St ¼ S0 exp ð�½t=t�nÞ where St

is the stress at time t, S0 the initial stress, and t is
proportional to viscosity, n ranges typically from 0.5
near Tg to 1. Many other properties behave similarly
although not necessarily with the same constants for a
given glass. Study of relaxation behavior and struc-
tural dynamics has given fruitful insights into the na-
ture of the glass transition.

At lower temperatures, bulk flow ceases but atoms
can slide into new relative positions corresponding to
different local energy minima, associated with the
disordered structure. Such effects are manifest in in-
ternal friction experiments, for example, measure-
ment of the damping of a pendulum suspended from
a glass fiber under torsion. Damping involves transfer
of mechanical energy to thermal energy and is
observed down to room temperature in silicate glass-
es. Different mechanisms, termed a and b relaxa-
tions, dominate as temperature rises. These are
attributed to mechanisms from modifier ion motion
and relative movement of nonbridging oxygens, to
motion of whole structural units.

A related phenomenon is semipermanent densifi-
cation of v-SiO2 at high pressures (GPa). Deforma-
tions of several percent do not fully relax on return
to normal atmospheric conditions. Kinetic studies of
relaxation suggest a low activation energy process,

which is therefore not bond breakage; Raman spec-
troscopy confirms this.

Early mercury-in-glass thermometers also displayed
delayed elasticity. After calibration at 1001C, the mer-
cury failed to return immediately to its 01C calibra-
tion point on cooling. This relaxation behavior was
minimized in mixed alkali glasses. Similar effects have
been observed in rare-earth doped glasses; optical
pumping into particular excited states, and the con-
sequent energy transfer to the lattice, has excited
structural changes that only recover at raised temper-
atures. The associated r.i. changes allow holographic
image storage.

Thermal Properties

Specific heats are consistent with Dulong and Petit’s
law near Tg but show a positive step at Tg, the size of
which indicates the level of structural breakdown
occurring.

Thermal conductivities are lower than for equiva-
lent crystalline phases and decrease with falling tem-
perature, consistent with the short phonon mean free
paths associated with structural disorder. At high
temperatures, heat transport by photons becomes
significant – glass is semitransparent in the near in-
frared allowing absorption and re-emission as a heat
transport mechanism, termed radiation conductivity.
Radiation conductivity varies as T3 and is significant
in commercial glass melting.

Mechanical Behavior

Glasses are brittle, with strengths dominated by
their surface state. In microhardness tests, they
exhibit limited flow under compression, attributed to
densification and faulting. No flow occurs under ten-
sile stress however; surface flaws remain atomically
sharp at high loads and are effective stress raisers
(stress at crack tip is enhanced by (r/r)1/2 where r is
crack length and r tip radius).

Flaws are induced by impact, friction, adhering
particles of different TEC, and devitrification. Stren-
gths of several GPa in undamaged fibers can fall to
o50MPa. Water attack at flaw tips under stress caus-
es static and dynamic fatigue, which is maximized in
glasses of poor chemical durability; conversely, v-SiO2

is unusually strong because of its excellent durability.
The stress intensity factor, K1c, allows isolation of
compositional factors by eliminating the effects of
flaw size. Variations between glasses are small and
related to bond strengths or atomic packing densities.

Strengths are improved by protective coating or
surface compressive stresses induced by rapid cooling
or ion exchange, where large cations replace smaller
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cations. Many glass ceramics have enhanced
strengths, the crystals impeding crack growth.

Optical Properties

Glasses are intrinsically transparent because they
lack internal structure (e.g., grain boundaries) where
r.i. changes would scatter light. Transparency also
requires the absence of absorption mechanisms. UV
photons can excite bonding electrons into empty
molecular orbitals, limiting transparency. v-SiO2 and
phosphate glasses have strongly bound electrons and
are transparent to o200 nm, but nonbridging oxy-
gens, with their more weakly bound electrons, reduce
transmission. IR photons can excite atomic vibra-
tions and SiO2 is opaque beyond 4.5 mm. OH ab-
sorptions usually limit transmission beyond 3 mm.
Transmission can be extended by reducing the nat-
ural vibrational frequencies using heavier ions and
weaker bonding. Fluoride glasses based on singly
charged anions and heavy cations (Zr, La, In, Hf)
will transmit to 7.5 mm and chalcogenide glasses
(based on S, Se, Te) can transmit to 20 mm.

The UVand IR absorptions in glass are responsible
for its r.i., n, and wavelength dispersion, n, as implicit
in the semi-empirical fitting formula of Helmholtz–
Ketteler: n2� 1¼Aþ

P
icil

2/(l0i
2 � l2) with l0i¼

wavelength of absorption bands and ci a weighting
factor related to band strength. SiO2 has a low n
because its strong bonding gives short l0i values,
whereas PbO-rich glasses have longer l0i, and corre-
spondingly higher n and n values. The UV absorption
is associated with the 6s-6p transition of the lone
pair electrons in Pb2þ . These weakly bonded, highly
polarizable electrons also increase the second-order
coefficient of optical nonlinearity (n2). d2n/dl2¼ 0
near 1.5 mm for SiO2 because of the competing
effects of UV and IR absorptions, minimizing mate-
rials-based signal dispersion in fibers.

Transition metal and rare-earth ions introduce
weak absorptions, which are broader than in crystals
because of the inherent structural disorder. Such spe-
cies color glass. The matrix composition can strongly
influence excited state lifetimes, and affects absorp-
tion and emission peak shapes. Halide and chalco-
genide glasses are often preferred hosts because their
low phonon energy lattices increase excited state
lifetimes. Crystallization, where dopant ions segre-
gate into the crystal phase, can offer similar advan-
tages but with more tightly defined dopant ion
environments. Both glassy and transparent glass–
ceramic materials make efficient lasers (in fiber form
for telecommunications).

Color can result from precipitated particles, for
example, Au, Cu, and Ag color glass red or yellow

and Cu(Cl,Br), Cd(S,Se), or PbTe give sharp absorp-
tion edges in the UV, visible, or IR, depending on
their bandgap. If particles exceed 20 nm, light scat-
tering can become excessive. The electronic energy
levels of these precipitates are influenced by particle
size via quantum confinement effects, giving rise to
enhanced optical nonlinearities.

Such materials require dissolution of an appro-
priate compound at high temperatures that will
precipitate on cooling. Metals are dissolved as ions,
reduced to atoms on cooling by a redox process (e.g.,
Auþ þCe3þ-Au0þCe4þ ), and subsequently agg-
lomerate. Electron transfer can be catalyzed by UV
photons. Thus regions of high metallic particle con-
centrations, capable of nucleating bulk crystalliza-
tion, can be engineered. The crystallized regions can
display differential HF etching rates, and finely struc-
tured products for fluidics or replacement bones for
the ear can be made.

Glasses are rarely birefringent being intrinsically
isotropic, but anisotropy can be induced temporarily
by stress, or permanently by shearing melts with
chain-like structures or showing phase separation,
while cooling through Tg.

The Faraday effect involves rotation of the plane
of polarization of a light beam by a magnetic field.
Applications include optical devices requiring rapid
switching or protection against back-reflected light.
The plane of polarization is rotated in one sense by
diamagnetic materials and in the reverse by para-
magnetic materials. Large diamagnetic effects occur
in PbO–Bi2O3–Ga2O3 glasses because of the polar-
izable Pb and Bi ions, while typical paramagnetic
materials contain rare-earth ions with unpaired 4f
electrons, for example, Tb3þ , Pr3þ , and Dy3þ . The
equivalent effect for electrical fields is named after
Kerr.

Energetic photons can form point defects or rear-
range bonds, causing density and r.i. changes that
may be used for laser writing; Bragg reflecting gra-
tings, for telecoms signal demultiplexing or stress
sensors, are written in Ge-doped SiO2 optical fibers
by two interfering beams from an excimer laser.
Light-induced differential etching rates in chalcogen-
ide glasses allow manufacture of photodiffractive
elements.

Diffusion and Electrical Behavior

SiO2 has an open structure allowing solution of small
molecules (e.g., He, H2) and significant diffusion
rates, even at 201C. Modifier ions block the diffusion
paths but, being weakly bonded, may themselves
diffuse below Tg. Some surface modification tech-
nologies, for example, chemical toughening or planar
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waveguide manufacture, use this. At room tempera-
ture, most glasses are insulators but ion motion can
cause significant AC dielectric loss; consequently
glass ceramics are often preferred substrates in the
electronics industry. Glasses become ionic conduc-
tors at higher temperatures (B1001C for silicate
glasses with significant modifier ion content; larger
ions and higher charge reduce conductivity). The
phenomenon of fast ion conduction, observed in
some crystalline ceramics, also occurs in glasses.

The mixed alkali effect is a characteristic of ionic
conduction and diffusion. Figure 7 plots the con-
ductivity of glasses containing Na and K against
concentration; a pronounced minimum occurs where
Na:K¼ 50:50, explained by the different sites the
two ions occupy. Sodiums hop easily between
equivalent sodium sites but mixed sites create an
energy barrier. The loss of vibrational coupling be-
tween adjacent ions may also reduce coordinated
hopping. The mixed alkali effect is most pronounced
below Tg, the cation sites being unable to relax.

Both crystalline and glassy semiconductors display
valence and conduction bands, and a bandgap.
Interband states exist even in undoped glasses how-
ever, particularly near the band edge. Chalcogenide

glasses, based on S, Se, Te with, for example, Ge, Si,
As, Sb, Ga, and glasses with high concentrations of
transition metals in mixed valence states (e.g., V, Fe)
can be semiconducting, electrons hopping between
adjacent ions in different oxidation states in the latter
case. Chalcogenide glasses have typical semiconduc-
tor characteristics, for example, photoconductivity
and xerography; a-Si is a common component of so-
lar cells. They also display switching behavior. Low
voltages give small currents but higher voltages can
induce crystalline filaments of higher conductivity. If
crystallization is reversible, a memory switch results.

See also: Ceramics, History of; Disordered Solids and
Glasses, Electronic Structure of; Insulators, Optical Prop-
erties of; Ionic and Mixed Conductivity in Condensed
Phases; Optical Instruments; Optical Properties of Mate-
rials; Phases and Phase Equilibrium.

PACS: 42.70.Ce; 61.43.Fs; 62.20.Mk; 64.70.Pf;
65.60.þ a; 66.30.Hs; 71.23.Cq; 71.55.Jv; 77.22.Gm;
78.20.Ci; 78.30.Ly; 78.40.Pg; 81.05.Gc; 81.05.Kf;
81.05.Pj; 81.20.Fw
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Introduction

The theory of groups can be developed as an entity
independent of its applications as it avoids confusion
concerning what is proper to group theory itself and
what is special to its applications. The mixture of the-
ory and applications tends, in many cases, to obscure
the boundary between them. From this viewpoint,
perhaps the most important aspect of group-theoret-
ical applications to physics or chemistry is to consist-
ently disentangle the various concepts. The three major
issues are the algebraic structure of the group in ques-
tion, its corresponding representation theory usually
referring to the field of complex numbers C (as com-
monly accepted in the quantum theory) and finally,
what is essential to the actual physical application.

Properties of Groups

Although some basic knowledge of the group theory
is assumed, basic properties are repeated here, there-
by also establishing notation and conventions. Let
G ¼ fe; g; g0; g00;yg be a group which is assumed to
be finite (e.g., point groups), countable infinite (e.g.,
crystallographic space groups), or compact continu-
ous (e.g., the three-dimensional proper rotation
group SOð3;RÞ whose corresponding universal
covering group SU(2) plays a fundamental role for
the spin degree of freedom). Recall that a group G is
defined by a set of elements endowed with a certain
algebraic structure. Its composition law

gg0 ¼ g00 ½1�
must satisfy the associative law for ordered triplet
g; g0; g00AG of group elements. Likewise, the exist-
ence of the unit element and uniquely defined
inverses for each gAG must be guaranteed. Group–
subgroup relations of the type HCG imply that the
group H forms a subset of G, which itself satisfies the
group properties and hence is called a subgroup of
the group G. A subgroup NCG is called a normal
subgroup if the conjugation

gNg�1 ¼ N ½2�
maps the subgroup N onto itself for all gAG. Normal
subgroups play a fundamental role not only when
dealing with images of groups but also when studying
features, such as faithfulness, of group representations.

The order of a group, which, loosely speaking, is equal
to the number of its elements, is usually denoted by
the symbol jGj. This symbol implies, for finite groups,
the number of its elements, in the case of countable
abelian groups, the group volume of their dual groups,
and in the case of compact continuous groups, their
group volume where the latter are endowed with
appropriate Haar measures.

Specific relationships between different groups can
be established by means of mappings of the type j :
G-H, where G and H are two groups and jðGÞ ¼
H defines the mapping in detail. Once the mappings
satisfy the composition law of the image group H,

jðgÞjðg0Þ ¼ jðg00Þ ½3�

then such mappings are called homomorphisms, and
the associated kernel, denoted by kerjðGÞ, defines a
nontrivial normal subgroup of the pre-image group G.
In mathematical terms,

kerjðGÞ ¼ fgAG j jðgÞ ¼ eAHgvG ½4�

G=kerjðGÞBH ½5�

where the entry G=kerjðGÞ denotes the factor group
and the special symbol v emphasizes that the
subgroup kerjðGÞ must form a normal subgroup of
the group G. A homomorphism is said to be an iso-
morphism if and only if the kerjðGÞ is trivial, that is, it
consists of the identity element of G only. The map-
ping j : G-H is called automorphism if and only if
the group G is mapped onto itself. For more details on
algebraic properties of groups and more advanced
concepts, such as extensions of groups, the reader is
referred to the ‘‘Further reading’’ section.

Properties of Representations

Every homomorphism j : G-TðGÞ of a given group
G into a group of nonsingular transformations
TðGÞ ¼ fTðgÞ j gAGg that map an underlying linear
n-dimensional vector space Vn

K over the field K onto
itself is called a representation of the group G if and
only if the corresponding homomorphism property

TðgÞTðg0Þ ¼ Tðgg0Þ ¼ Tðg00Þ ½6�

is satisified for all group elements g; g0AG. Such a
general representation is called a linear representation
of the group G if and only if the linearity condition is
satisfied. To be strict, one assumes that

TðgÞðavþ bwÞ ¼ aTðgÞvþ bTðgÞw ½7�
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for all vectors v;wAVn
K and all a; bAK. In many

applications, especially in quantum mechanics, one
assumes K ¼ C, sometimes one restricts K ¼ R,
whereas for some applications in crystallography,
one even restricts K ¼ Z, where the symbol Z denotes
the ring of integers. For instance, one is inevitably led
to the ring of integers when discussing the auto-
morphisms of Bravais lattices. The restriction to
the elements of the full rotation group Oð3;RÞ ¼
SOð3;RÞ � C2, where the symbol C2 ¼ fE; Jg denotes
that the inversion group does not influence the state-
ment. It merely restricts the elements of GLð3;ZÞ to
the elements of point groups PðTBravaisÞ, which are
finite subgroups of Oð3;RÞ.

Matrix Representations

Every homomorphism W : G-DðGÞ of a given group
G into a group of nonsingular matrices represented
by DðGÞ ¼ fDðgÞ j gAGg, which are assumed to be
finite-dimensional, is called a matrix representation
of the group G if and only if the corresponding
homomorphism property

DðgÞDðg0Þ ¼ Dðgg0Þ ¼ Dðg00Þ ½8�

is satisfied for all group elements g; g0AG. Every
matrix representation WðGÞ ¼ DðGÞ of the group G
is called faithful if kerjðGÞ of the homomorphism is
trivial. Every matrix representation of any group G is
called unitary if and only if

DðgÞ�1 ¼ DðgÞw ½9�

for all group elements gAG. In the case of finite,
countable, or compact continuous groups, it is as-
sumed that every nonsingular matrix representation
can be transformed by means of suitable intertwining
matrices into unitary ones, if K ¼ C is assumed.
However, this statement does not make sense if, for
instance, K ¼ Z, the ring of integers, is chosen. In
this context, it should be noted that matrix groups
are entities in their own right, which need not have
any carrier space in order to be able to define them.

Unitary Operator Representations

A homomorphism e : G-UðGÞ of a given group G
into a group of unitary operators, represented by
UðGÞ ¼ fUðgÞ j gAGg, that maps an underlying
Hilbert space H over the field C onto itself is called
a unitary operator representation of the group G
if and only if the corresponding homomorphism
property

UðgÞUðg0Þ ¼ Uðgg0Þ ¼ Uðg00Þ ½10�

f;ch iH¼ UðgÞf;UðgÞch iH ½11�

is satisfied for all group elements g; g0AG, together
with Uðg�1Þ ¼ UðgÞw for all gAG. Here the symbol
/., .SH denotes the scalar product of the H. The
most prominent application of this concept concerns
the quantum mechanical problems, where the sym-
metry operations of any Hamiltonian H have to be
realized as unitary operators in order to conform to
the fundamental rules of quantum mechanics, such as
the invariance of the expectation values of operators
with respect to unitary conjugation operations.

Unitary Irreducible Matrix Representations

The so-called unitary irreducible matrix representa-
tions play the most important role in the vast ma-
jority of group-theoretical applications. Hereafter,
these representations are called unirreps. Their basic
properties are

DxðgÞDxðg0Þ ¼ Dxðgg0Þ ½12�

Dxðg�1Þ ¼ DxðgÞw ½13�

1

jGj
X
gAG

Dx
abðgÞD

l
rsðgÞ

� ¼ 1

nðxÞ dxldardbs ½14�

X
xAAðGÞ

XnðxÞ
m;n¼1

Dx
mnðgÞDx

mnðg0Þ
� ¼ jGjdgg ½15�

where the following notations have been introduced
and further conventions have been adopted. Let
DxðGÞ ¼ fDxðgÞ j gAGg denote an n(x)-dimensional
G unirrep. Moreover, [12] represents the composi-
tion law, [13] represents the unitarity condition, [14]
illustrates the orthogonality relations, and [15] the
completeness relations of G unirreps. Finally, the
symbol AðGÞ ¼ fx; l;yg denotes the set of G irrep
labels, whilst the subscripts a, b, and likewise r, s, or
eventually m, n label the rows and columns of the
corresponding G unirreps.

Schur’s lemma Let G be a group and DaðGÞ with
DbðGÞ two given G unirreps. Moreover, let S be a
matrix such that

DaðgÞS ¼ SDbðgÞ ½16�

holds true for all group elements gAG. Now, by ap-
plying the orthogonality relations [14] of the G un-
irreps and assuming that equivalent G unirreps are
chosen to be, by definition, always identical, one
arrives at the following well-known result:

S ¼
Oa;b for afb

d1a;a for a ¼ b

(
½17�
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where, in particular, the notation afb signifies
inequivalent G unirreps and alternatively a ¼ b
equivalent G unirreps, respectively.

Here the entry Oa;b denotes the rectangular nðaÞ �
nðbÞ null matrix, and the entity 1a;a the square nðaÞ �
nðaÞ unit matrix. Here, only the factor dAC can be
chosen arbitrarily. Schur’s lemma, as a special case of
the so-called Wigner–Eckart theorem, is one of the
most frequently used group-theoretical tools in quan-
tum mechanical applications.

Reducible Representations

Let DðGÞ ¼ fDðgÞ j gAGg be an n-dimensional ma-
trix representation of the group G. This implies that
the composition law [8] is satisfied. Every unitary
similarity transformation of the G matrix represen-
tation, D(G), defined by some n-dimensional unitary
matrix WAUðnÞ leads to an equivalent matrix
representation of the group G:

FðgÞ ¼ WDðgÞWw ½18�

FðgÞFðg0Þ ¼ Fðgg0Þ ½19�

What is common to these equivalent matrix repre-
sentations DðGÞBFðGÞB? are the so-called char-
acters of the corresponding equivalent matrix
representations, which by construction are identical:

wðgÞ ¼ tr DðgÞ ¼ tr FðgÞ ¼ ? ½20�

Accordingly, every set of characters fwðgÞ j gAGg is
an invariant and loosely speaking, the unique finger-
print of the G matrix representations. Sets of char-
acters, say fwðgÞ j gAGg and f*wðgÞ j gAGg of any
given group G are either identical (and, hence, the
corresponding matrix representations are equiva-
lent), or different (and the corresponding matrix
representations are inequivalent). Thus, this provides
an important and simple tool to distinguish matrix
representations of any given group G uniquely. Apart
from this, one may write

tr DxðgÞ ¼ wxðgÞ ½21�

1

jGj
X
gAG

wxðgÞwlðgÞ� ¼ dxl ½22�

which represent the orthogonality relations of the
so-called simple characters that are uniquely assigned
to the corresponding G unirreps. These follow imme-
diately from the orthogonality relations [14] by simply
carrying out the trace operation for the G unirreps.

A G matrix representation D(G) is called reducible
if and only if this matrix representation can be de-
composed by means of suitable unitary similarity

matrices into a direct sum of small dimensional G
matrix representations. Conversely, a G matrix rep-
resentation D(G) is called irreducible if this matrix
representation cannot be decomposed into a direct
sum of smaller-dimensional G matrix representa-
tions. Note, in passing, that due to the restriction to
consider merely finite, countable, and compact con-
tinuous Lie groups, one need not distinguish between
reducible and completely reducible G matrix repre-
sentations, since reducibility implies complete red-
ucibility provided that the field K ¼ C coincides with
the field of complex numbers.

Irreducibility criterion Let D(G) be an m-dimen-
sional G matrix representation. Its corresponding set
of characters fwðgÞ j gAGg, where tr DðgÞ ¼ wðgÞ is
assumed, has to satisfy

1

jGj
X
gAG

jwðgÞj2

¼
1; DðGÞ is irreducible

M41; DðGÞ is reducible

(
½23�

where the integer M41 is uniquely defined by the G
matrix representation in question. This criterion is
simply applicable and widely used in many practical
applications of group-theoretical methods.

Decomposition of reducible matrix representa-
tions The decomposition of a reducible m-dimen-
sional G matrix representation Dred (G) into a direct
sum of its irreducible constituents is a significant
problem. The consistent sequence of the correspond-
ing decomposition formulas may be summarized as
follows:

DredðgÞ ¼
X

xAAðGÞ
"mðredjxÞDxðgÞ ½24�

mðred j xÞ ¼ 1

jGj
X
gAG

wredðgÞwxðgÞ� ½25�

1

Gj j
X
gAG

jwðgÞj2 ¼
X

xAAðGÞ
mðredjxÞnðxÞ

¼MAZþ ½26�

WwDredðgÞW ¼
X

xAAðGÞ
"mðredjxÞDxðgÞ ½27�

fWgj;xwa ¼ Wj;xwa ¼ fW xw
a gj ½28�

DredðgÞW xw
a ¼

XnðxÞ
b¼1

Dx
ba
ðgÞW xw

b
½29�
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Several remarks should be made on this set of for-
mulas. First, it should be noted that the unitary m-
dimensional similarity matrix W is nonsymmetrically
indexed. The row index of W is given by j ¼
1; 2;y;m, whereas its column index is fixed by the
ordered triplets ðx;w; aÞ, where the G irrep label
xAAðGÞ together with the so-called multiplicity in-
dex w ¼ 1; 2;y;mðred xj Þ, and finally the row index
a ¼ 1; 2;y; nðxÞ, of the G unirrep DxðGÞ have to be
taken into account. This nonsymmetrical indexing is
common to all types of similarity matrices, for in-
stance, subduction matrices, or Clebsch–Gordan
matrices as a special case of subduction matrices.
Second, it should be realized that the columns
fW xw

a g of any similarity matrix may be regarded as
symmetry adapted vectors, since the transformation
formulas [29] represent the prototype of symmetri-
zed states. The basic features of symmetrized states
are that they are mutually orthonormal and they
transform according to G unirreps. The computation
of similarity matrices can be done by applying the so-
called projection method, which is briefly discussed
later, since the transformation formulas [29] suggest
this method. Finally, it should be noted that due to
Schur’s lemma the similarity matrices W cannot be
unique and, hence, have to be fixed by adopting
appropriate conventions. The structure of unitary
similarity matrices describing this ambiguity can be
simply deduced by the following statement.

Schur’s lemma applied to reducible representa-
tions Let G be a group and FAGLðm;CÞ an
m-dimensional nonsingular but otherwise arbitrary
matrix. Moreover, let Dred"ðGÞ, which symbolizes
the RHS of [27], be an m-dimensional reducible uni-
tary G matrix representation that is already decom-
posed into a direct sum of its irreducible constituents.
Assume that

½F;Dred"ðgÞ� ¼ O ½30�

for all group elements gAG. By applying Schur’s
Lemma to this general situation, one immediately
arrives at the following result:

F ¼
X

xAAðGÞ
"ð1a;a#FxðmðredjxÞÞÞ ½31�

where the submatrices FxðmðredjxÞÞ AGLðm ðredjxÞ;
CÞ are otherwise arbitrary. Of course, if FAUðmÞ,
then FxðmðredjxÞÞAUðmðredjxÞ;CÞ must be satisfied.
The latter condition reflects the ambiguity of simi-
larity matrices, since W and its counterpart WF are
equally well suited to describe identically the decom-
position [27], where the phase matrices of the type
[31] can be chosen arbitrarily.

The second type of ambiguities emerges from the
nonuniqueness of each G unirrep whose dimension is
greater than 1. Since every similarity transformation
of the type

FxðgÞ ¼ WxwDxðgÞWx ½32�

by means of an arbitray unitary matrix WxAUðnðxÞÞ,
yields equivalent G unirreps, they are equally well
suited to be used in any application. One then arrives
at the following formulas:

%WwDredðgÞ %W ¼
X

xAAðGÞ
"mðred j xÞFxðgÞ ½33�

%W ¼ WC ½34�

C ¼
X

xAAðGÞ
"ð1a;a#FxðmðredjxÞÞÞ ½35�

where, for the sake of brevity, mðred j xÞ ¼ mðaÞ has
been employed; for mðaÞ ¼ 0, the corresponding
terms vanish. The combination of both types of
ambiguities, namely the occurrence of phase matrices
due to Schur’s lemma and the transfer to equivalent
G unirreps, have led to many unnecessary controver-
sies in the literature. Accordingly, it is generally
advised that when comparing results emerging from
different sources, one should check whether the in-
tertwining matrices W can be identified by means of
phase matrices of the type [31]. If this fails, then the
results of at least one source are wrong.

Subduced Representations

Let HCG be a given group–subgroup relation,
where, for the sake of simplicity, the index sAZþ of
the subgroup G in the supergroup G is assumed to be
finite. Note that in the case of group–subgroup re-
lations between space groups and sectional layer or
penetration rod groups, which are briefly discussed
later, this simplifying constraint would be violated.
To unify the discussion, let formally

G ¼
Xs

j¼1
%
ajH ½36�

be the left coset decomposition of the group G with
respect to the subgroup H, where, for the sake of
distinction, coset representatives

%
ajAG are underlined.

Cosets
%
ajH are unique, whereas coset representatives

%
ajAG are never unique unless the subgroup is trivial.

By definition, the restriction of any given G matrix
representation, say DðGÞ ¼ fDðgÞ j gAGg, to the el-
ements of the subgroup H is called subduced matrix
representation. Symbolically,

DðGÞkH ¼ fDðhÞ j hAHg ½37�
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which means that only the elements of the subgroup
hAH have to be taken into account. Of course, if
DðGÞ ¼ DxðGÞ forms a G unirrep, then the subduced
matrix representation DxðGÞkH will in general be
reducible. Hence, if a complete set of H unirreps, say
fLlðHÞ j lAAðHÞg, are known, the corresponding
decomposition of the H matrix representations
DxðGÞkH can be carried out along the lines dis-
cussed previously:

DxðgÞkHB
X

lAAðHÞ
"mðxjlÞLlðhÞ ½38�

mðxjlÞ ¼ 1

jHj
X
hAH

wxðhÞwlðhÞ� ½39�

WxwDxðhÞWx ¼
X

lAAðHÞ
"mðxjlÞLlðhÞ ½40�

The generalization of these decomposition formulas
to the more general situation of reducible G matrix
representations subduced to H matrix representa-
tions, say DðGÞkH, can be readily deduced from
formulas [38], [39], and [40].

Clebsch–Gordan Coefficients

The problem of computing for any group G with
a fixed complete set of G unirreps, say fDxðGÞ j
xAAðGÞg, corresponding Clebsch–Gordan matrices
may be viewed as a special case of constructing, for
subduced matrix representations, suitable similarity
matrices that transform the subduced representation
into a direct sum of its subgroup constituents.

General outer direct-product groups General outer
direct-product groups are groups of the type G1#G2

where the given groups G1 and G2 are assumed not to
be isomorphic. Its group elements are, by definition,
the ordered pairs ðg1; g2Þ, where g1AG1 and g2AG2

are chosen independently. In mathematical terms,

G1#G2 ¼ fðg1; g2Þ j g1AG1; g2AG2g ½41�

ðg1; g2Þ � ðg01; g02Þ ¼ ðg1g01; g2g02Þ ½42�

where its composition law, given by [42], is an im-
mediate consequence of the definition of the outer
direct-product set. Moreover, the order jG1#G2j of
the outer direct-product group G1#G2 is given by
the product of the orders jG1j and jG2j of the
respective groups G1 and G2.

Special outer direct-product groups Let G be a
group and the specific construction

G#G ¼ fðg; g0Þ j g; g0AGÞg ¼ G2 ½43�

its corresponding outer direct-product group, whose
group elements are again the ordered pairs ðg; g0Þ,
where, analogously to the general situation, the
group elements g; g0AG are to be chosen indepen-
dently. Its composition law is again given by the
rule

ðg; g0Þ � ð*g; *g0Þ ¼ ðg*g; g0 *g0Þ ½44�

and shows, amongst others, that for the order of the
outer direct-product group, jG#Gj ¼ jGj2 must be
valid. Obviously, the subset

G2G ¼ fðg; gÞ j gAGg ¼ G½2�BG ½45�

must form a subgroup of the outer direct-product
group G#G which is isomorphic to the original
group G. It is common to denote the special group
G2G as a twofold Kronecker product group. The
generalization to n-fold outer direct-product groups
Gn and n-fold Kronecker product groups G[n] is
immediate.

Unirreps of special outer direct-product groups The
G2 unirreps of the special outer direct-product group
G#G ¼ G2 are simply obtained by the construction
of ordered pairs of direct matrix products of G un-
irreps, say DxðGÞ and DZðGÞ, where x; ZAAðGÞ.
Accordingly, one can summarize that

Dx#Zðg; g0Þ ¼ DxðgÞ#DZðg0Þ ½46�

ðx#ZÞAAðG2Þ ½47�

dim Dx#Zðg; g0Þ ¼ nðxÞnðZÞ ½48�

for all ðg; g0ÞAG2, where especially the elements
ðx; ZÞ ¼ ðx#ZÞ of the index set AðG2Þ of the outer
direct-product group G2 are denoted by the symbols
ðx#ZÞ to emphasize the outer direct-product group
structure. Now, if one restricts G2 to its Kronecker
product subgroup G[2],

Dx#ZðG2ÞkG½2� ¼Dx;ZðGÞ
¼ fDx;ZðgÞ ¼DxðgÞ#DZðgÞ j gAGg ½49�

then one arrives at nðxÞnðZÞ-dimensional G matrix
representations, which in general are reducible.

Clebsch–Gordan matrices By definition, the corre-
sponding similarity matrices are nothing but the
unitary Clebsch–Gordan matrices whose matrix
elements are the Clebsch–Gordan coefficients. In
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mathematical terms

Dx;ZðgÞB
X

zAAðGÞ
"mðx; ZjzÞDzðgÞ ½50�

mðx; Z j zÞ ¼ 1

jGj
X
gAG

wxðgÞwZðgÞwzðgÞ� ½51�

Cx;ZwDx;ZðgÞCx;Z

¼
X

zAAðGÞ
"mðx; ZjzÞDzðgÞ ½52�

fCx;Zgjk;zwa ¼ Cx;Z
jk;zwa ¼

x Z

j k






 zwa
! 

½53�

where, as already pointed out, the corresponding
Clebsch–Gordan coefficients Cx;Z

jk;zwa are nonsymmet-
rically indexed. The row index of Clebsch–Gordan
matrices Cx;Z are given by the ordered pairs ðj; kÞ,
where j ¼ 1; 2;y; nðxÞ and k ¼ 1; 2;y; nðZÞ, where-
as their column indices are fixed by the ordered
triplets ðz;w; aÞ, where the G irrep label zAAðGÞ
together with the so-called multiplicity index
w ¼ 1; 2;y;mðx; ZjzÞ, and finally the row index a ¼
1; 2;y; nðzÞ of the relevant G unirreps DzðGÞ have
to be taken into account. The round bracket symbol
occurring on the RHS of [53] is frequently used to
symbolize Clebsch–Gordan coefficients but many
other types of symbols may appear in applications.

Needless to repeat that Clebsch–Gordan matrices
are not unique, which is not only due to Schur’s
lemma but also to their representation dependence.
Apart from this, it is worth stressing the possible
appearance of the so-called multiplicity index w in
the case of twofold Kronecker product decomposi-
tions. In fact, the appearance of the multiplicity
index w depends on the structure of the group G in
question. A group G is called simple reducible if and
only if the multiplicities mðx; ZjzÞ occurring in the so-
called Clebsch–Gordan series [52] are at most 1. Ac-
cordingly, a group G is called simple reducible if and
only if

0pmðx; ZjzÞp1 ½54�

is satisfied for all G irrep labels x; Z; zAAðGÞ.
Groups of this type are, for instance, SU(2) or its
homomorphic image SOð3;RÞ, and certainly abelian
groups, whereas in particular three-dimensional cry-
stallographic space groups G are nonsimple reduci-
ble. This has as an important consequence that
an additional ambiguity arises in the computation of
Clebsch–Gordan coefficients and their potential
applications.

Induced Representations

By definition, induced matrix representations are
obtained by assuming a given group–subgroup rela-
tion, say HCG with [36] as its left coset decompo-
sition, and extending by means of the so-called
induction procedure a given H matrix representation
D(H) to an induced G matrix representation
DmGðGÞ. To be more strict, induced G matrix rep-
resentations are defined by the following expressions:

DmG

%
a;
%
b ðgÞ ¼ d

%
aH;g

%
bHDð

%
a�1g

%
bÞ ½55�

d
%
aH;g

%
bH ¼

1;
%
a�1g

%
bAH

0; otherwise

( )
½56�

dim DmGðGÞ ¼ jG : Hj dim DðHÞ ½57�

where, in part, a matrix representation has been em-
ployed and the notation jG : Hj ¼ s has been intro-
duced to stress the fact that the dimensions of the
induced G matrix representations increase by the in-
dex of H in G. Moreover, if D(H) defines a reducible
H matrix representation, then the corresponding
induced G matrix representation DmGðGÞ must be
reducible in any case. Conversely, if DðHÞ ¼ DlðHÞ
defines an H unirrep, then the corresponding induced
G matrix representation DlmGðGÞ still need not nec-
essarily be a G unirrep. On the contrary, induced G
matrix representations of the type DlmGðGÞ are in
general reducible and may be decomposed into direct
sums of G unirreps in the same manner as before.
The corresponding decomposition formulas read

DlmGðgÞB
X

zAAðGÞ
mðlmGjzÞDzðgÞ ½58�

mðlmGjzÞ ¼ 1

jGj
X
gAG

wlmGðgÞwzðgÞ� ½59�

mðlmGjzÞ ¼ mðzkHjlÞ ½60�

SlmGwDlmGðgÞSlmG

¼
X

zAAðGÞ
mðlmGjzÞDzðgÞ ½61�

fSlmGg
%
ak;zwa ¼ SlmG

%
ak;zwa ½62�

where the matrix elements SlmG

%
ak;zwa of the subduction

matrices SlmG are nonsymmetrically indexed. The
row indices of SlmG are given by the ordered pairs

%
a; kð Þ where

%
aAG : H and k ¼ 1; 2;y; nðlÞ, where-

as their column indices are fixed by the ordered
triplets ðz;w; aÞ, where the G irrep label zAAðGÞ
together with the so-called multiplicity index
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w ¼ 1; 2;y;mðlmGjzÞ, and finally the row index
a ¼ 1; 2;y; nðzÞ of the relevant G unirreps DzðGÞ
have to be taken into account. Finally, the relations
[60] describe the Frobenius reciprocity law, which,
for instance, is extensively discussed in several text-
books.

Group-Theoretical Methods in Physics

Up to now, exclusively group-theoretical aspects,
such as their algebraic structure and associated prop-
erties, and representation-theoretic aspects with
special emphasis on the decomposition of reducible
representations into direct sums of their irreducible
constituents have been dealt with. This section dis-
cusses how group-theoretical methods can be applied
in physical applications. The physical applications
cover a wide range of, not only quantum mechanics
but also classical applications (e.g., classical mechan-
ics or hydrodynamics are possible candidates for
these methods). Here the discussions are confined to
standard applications in quantum mechanics.

Symmetry Groups of Hamiltonians

The first task is to construct a unitary operator rep-
resentation of a given group, say G, with respect to
the Hilbert space H, which is the carrier space for
the considered Hamiltonian H in question. Accord-
ingly, it is assumed that there exits a homomorphism
e : G-UðGÞ of the given group G into a group of
unitary operators which are represented by UðGÞ ¼
fUðgÞ j gAGg that map the underlying Hilbert space
H over the field C onto itself.

The group G being represented by the correspond-
ing unitary operator group UðGÞ ¼ fUðgÞ j gAGg is
called a symmetry group of the Hamiltonian H if and
only if the Hamiltonian commutes with all unitary
operators:

½H;UðgÞ� ¼ O 8gAG ½63�

Moreover, assume that the eigenvalue problem for
the Hamiltonian H has been solved, which implies
that not only the corresponding eigenvalues, denoted
by lAR, but also suitably orthonormalized eigen-
states fFl

j j j ¼ 1; 2;y; deg lg for each eigenvalue
are known. The existence of a symmetry group G of
the Hamiltonian H implies

HFl
j ¼ lFl

j

3HðUðgÞFl
j Þ ¼ lðUðgÞFl

j Þ ½64�

that the corresponding eigenspaces HlCH, which
are uniquely associated with the eigenvalues lAR the
Hamiltonian H, have to be G-invariant subspaces of
the original Hilbert space H. Clearly, the ‘‘bigger’’

and the ‘‘more noncommutative’’ the symmetry group
G, the more useful the symmetry group G. Once the
so-called symmetry adapted states, which are dis-
cussed below, are known, the application of Schur’s
lemma leads at least to a partial solution of the
eigenvalue problem. Obviously, if every G-invariant
subspace Hl turns out to be irreducible, then the
eigenvalue problem for H is completely solved, and
the degeneracy of the eigenvalues is sometimes said
to be generic with respect to the group G. Conversely,
if some of the subspaces Hl are reducible, then
the degeneracy of the corresponding eigenvalues is
sometimes said to be nongeneric with respect to the
group G.

Symmetrization of States

One of the most popular group-theoretical appli-
cations in quantum mechanics consists of symme-
try, adapting given sets of states, say fFg ¼ fF1;
F2;y;Fng. In mathematical terms, it implies that,
out of the given set of states fFg, some new
sets of states be constructed systematically whose
elements transform according to given G unirreps
and are mutually orthonormal. Such bases are usu-
ally called G-symmetrized states or simply symme-
try-adapted states. The standard method to achieve
the symmetry adaptation of states is the so-called
projection method. The set of operators

fEx
jkg ¼ fEx

jk j xAAðGÞ; j; k ¼ 1; 2;y; nðxÞg ½65�

Ex
jk ¼ nðxÞ

jGj
X
gAG

Dx
jkðgÞ

�UðgÞ ½66�

are the so-called units of the corresponding group
algebra AðGÞ whose general elements are arbitrary
linear combinations of the group elements. Clearly, if
and only if G is finite, then jfEx

jkgj ¼ jGj, which,
loosely speaking, remains valid if the group G is
countable or even compact continuous but has to be
refined correspondingly, since the group volumes of
their dual groups have to be taken into account. In
fact, this represents a topological subtlety. Apart
from this, one has

fEx
jkg

w ¼ Ex
kj ½67�

Ex
jkEZ

mn ¼ dxZdkmEx
jn ½68�

UðgÞEx
jk ¼

XnðxÞ
c¼1

Dx
cjðgÞE

x
ck ½69�

X
xAAðGÞ

XnðxÞ
k¼1

Ex
kk ¼ 1H ½70�
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where the extra symbol 1H denotes the unit opera-
tor of the underlying Hilbert space H. It follows
from [67] and [68] that the operators fEx

kk j
xAAðGÞ; k ¼ 1; 2;y; nðxÞg are projection opera-
tors, whereas the remaining operators are shift
operators that intertwine mutually orthogonal sub-
spaces that belong to any given xAAðGÞ but differ-
ent k ¼ 1; 2;y; nðxÞ.

Step 1 First, one proves that the n-dimensional
subspace which is the linear hull of the set of func-
tions fF1;F2;y;Fng denoted by Hn is in fact a
G-invariant subspace. For simplicity, assume that the
set of functions fFg forms an orthonormal basis.
Accordingly, /Fj;FkgH ¼ djk for all pairs Fj;Fk of
basis functions. By virtue of the transformation law
given by the expressions

UðgÞFj ¼
Xn

k¼1

DF
kjðgÞFk ½71�

DFðgÞB
X

xAAðGÞ
mðDFðGÞjxÞDxðgÞ ½72�

dim DFðGÞ ¼ n

¼
X

xAAðGÞ
mðDFðGÞjxÞnðxÞ ½73�

one defines an n-dimensional G matrix representa-
tion, which in general forms a reducible representa-
tion. Relation [73] presents the obvious dimension
check to be carried out from the outset.

Step 2 Let mðDFðGÞjxÞ40, then one knows that
the corresponding subspaces constructed by means of
the projection operators

Hx;k
n ¼ Ex

kkHn ½74�

dim Hx;k
n ¼ mðDFðGÞ j xÞ ½75�

have the same dimension for each k ¼ 1; 2;y; nðxÞ,
as otherwise the projection method would contain
inconsistencies.

Step 3 Next, one constructs for the fixed G irrep
label xAAðGÞ (where mðDFðGÞjxÞ40 is assumed)
and for a fixed row index, say k ¼ k0 ¼ 1, an ortho-
normalized basis of the mðDFðGÞjxÞ-dimensional
subspace Hx;k0

n by applying the Gram–Schmidt or-
thonormalization procedure. Symbolically, as a result
of the projection method,

Ex
k0k0

fFg-fCx;w
k0

j w ¼ 1; 2;y;mðDFðGÞjxÞg ½76�

/Cx;w
k0

;Cx;v
k0
SH ¼ dwv ½77�

Step 4 In order to obtain for the fixed G irrep
label xAAðGÞ (where mðDFðGÞjxÞ40 is assumed)
the remaining partner functions, one has to employ
the corresponding shift operators:

Cx;w
j ¼ Ex

jk0
Cx;w

k0
; j ¼ 1; 2;y; nðxÞ ½78�

/Cx;w
j ;Cx;v

c SH ¼ dwvdjc ½79�

UðgÞCx;w
j ¼

XnðxÞ
c¼1

Dx
cjðgÞC

x;w
c ½80�

Step 5 Finally, in order to obtain a complete basis
of the n-dimensional G-invariant subspace Hn that
consists of G-symmetrized states which are mutually
orthonormal and which satisfy the transformation
law [80], one has to repeat the steps described
previously for all G irrep labels xAAðGÞ, where the
corresponding multiplicities mðDFðGÞjxÞ are differ-
ent from zero.

Coupling of Product States

Another important application of group-theoretical
methods in quantum mechanics concerns the coup-
ling of states, where the constituents are assumed to
transform according to G unirreps, and where the
coupled product states likewise should possess spe-

cific transformation properties. Let Cx
j AH1 and,

equivalently, FZ
kAH2 be two sets of G-symmetrized

states, where states of the type

Lx#Z
jk ¼ Cx

j #FZ
kAH1#H2 ½81�

should be transformed into such linear combinations,
so that the new states transform according to G un-
irreps of the twofold Kronecker product group G[2]

which is isomorphic to G. Starting from the trans-
formation law

Uðg; g0ÞLx#Z
jk

¼
XnðxÞ
j0¼1

XnðZÞ
k0 ¼1

fDx#ZðgÞgj0k0
;jkL

x#Z
j0k0 ½82�

which refers to the special outer direct-product group
G#G, one readily infers that the product states [81]
transform according to G2 unirreps. The aim is
to find such linear combinations of the states [81]
such that they transform according to G unirreps.
The desired transformation coefficients are just the
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corresponding Clebsch–Gordan coefficients:

Yx#Z;z;w
a ¼

XnðxÞ
j¼1

XnðZÞ
k¼1

x Z

j k






 zwa
 !

Lx#Z
jk ½83�

Uðg; gÞYx#Z;z;w
a ¼

XnðzÞ
b¼1

Dz
baðgÞY

x#Z;z;w
b ½84�

This type of coupling of product states is frequently
used in describing atomic spectra, where the orbital
angular momenta are coupled and independently, the
spin degree of freedom. The corresponding scheme of
coupled states is well known as LS coupling.

Selection Rules – Wigner – Eckart Theorem

The most important, and certainly the most fre-
quently used, application of group-theoretical meth-
ods in quantum mechanics concerns the well-known
Wigner–Eckart theorem. In order to formulate the
Wigner–Eckart theorem, one has to define the
so-called irreducible tensor operators with respect
to the group G in question and a complete set of
G-symmetrized states. The latter are formally
abbreviated as fCx;n

c g, where the extra index nAN

subsumes the additional quantum numbers that are
not correlated to the G irrep labels.

Irreducible tensor operators A set of operators
denoted by the symbol Tb ¼ fTb

k j bAAðGÞ; k ¼
1; 2;y; nðbÞg, which consists of nðbÞ tensor compo-
nents Tb

k , is called irreducible tensor operator of rank
b with respect to the group G if and only if the fol-
lowing transformation law is satisfied for all group
elements gAG:

UðgÞTb
kUðgÞw ¼

XnðbÞ
j¼1

Db
jkðgÞT

b
j ½85�

Note that an arbitrary operator cannot be identified
with a component of an irreducible tensor operator
with respect to the group G in question. The de-
composition of an arbitrary operator into its irre-
ducible tensor components with respect to the group
G can be done along the lines of the symmetrization
procedure discussed previously for arbitrary states of
the Hilbert space H.

Wigner–Eckart theorem Let G be a group,
fDxðGÞg a complete set of G unirreps, fCx;n

c g a
complete set of G–symmetrized states of the under-
lying Hilbert space H, and finally Tb a given irre-
ducible tensor operator of rank bAAðGÞ with
respect to the given group G. The crucial point of
the Wigner–Eckart theorem consists of the fact that
the matrix elements of Tb

k with respect to G-
symmetrized states can be factorized in a specific

manner, namely

/Cx;n
c ;Tb

kC
z;m
j SH

¼
Xmðb;zjxÞ

w¼1

b z

k j






 xw

c

 !�

/Cx;njjTbjjCz;mSw ½86�

where the second factors /Cx;njjTbjjCz;mSw occur-
ring on the RHS of [86] are called reduced matrix
elements of the G irreducible tensor operator. The re-
duced matrix elements /Cx;njjTbjjCz;mSw by defini-
tion must not depend on the row indices k; j; c of the
corresponding G unirreps. Moreover, the reduced ma-
trix elements /Cx;njjTbjjCz;mSw contain the ‘‘phys-
ics,’’ whereas the Clebsch–Gordan coefficients are
pure group-theoretical entities which have nothing to
do with the physics of the problem considered,
and hence are sometimes called geometrical factors.
The proof of the Wigner–Eckart theorem relies,
among others, upon the use of the orthogonality re-
lations [14] of the G unirreps and of the Clebsch–
Gordan series [52]. In the case of simple reducible
groups (e.g., SU(2)), the corresponding Wigner–Eckart
theorem reads

/Cj;n
m ;TJ

MCj
0
;n

0

m0 SH

¼
J j0

M m0






 j

m

 !
/Cj;njjTJjjCj

0
;n

0
S ½87�

where, in addition, the fact has been exploited that the
corresponding SU(2) Clebsch–Gordan coefficients are
real. The simplified version of the Wigner–Eckart the-
orem for simple reducible groups is likewise utilized
to simplify the computation of the reduced matrix
elements of irreducible tensor operators by applying
the method of the so-called equivalent operators in the
crystal field theory. The specifically simple form of the
Wigner–Eckart theorem for the group SU(2) might not
reflect the general complexity of the method; in general
for nonsimple reducible groups, such as SU(3), or es-
pecially the three-dimensional crystallographic space
groups, nontrivial multiplicities mðb; zjxÞ41 occur
and hence complicate the problem of the factorization
of the considered matrix elements into Clebsch–
Gordan coefficients and reduced matrix elements that
explicitly depend on the multiplicity index w.

Selection rules Apart from this, the merits of
Wigner–Eckart’s theorem primarily rely upon the
property that if the corresponding Clebsch–Gordan
coefficients vanish, which exclusively emerges from
the structure of the group G and the chosen G un-
irreps, the considered matrix elements also vanish.
Thus, this conclusion follows exclusively from the
Clebsch–Gordan coefficients and not from the actual
form of the G-irreducible tensor operator; hence, in
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all such cases, one need not compute the correspond-
ing reduced matrix elements. Not surprisingly, this is
an important statement when investigating selection
rules, such as the Stark effect for the spectral prop-
erties of the hydrogen atom, or when dealing with
electron–phonon interactions in solids. However, if
the respective Clebsch–Gordan coefficients are non-
zero, then one has to compute the corresponding
reduced matrix elements, but which might be much
more complicated than to simply compute directly
the original matrix elements.

See also: Group Theory in Materials Science, Applica-
tions; Magnetic Point Groups and Space Groups.

PACS: 02.20.; 03.65.; 61.50

Further Reading

Altmann SL (1977) Induced Representations in Crystals and Mol-
ecules: Point, Space, and Non-rigid Molecule Groups. London:
Academic Press.

Bassani F and Pastori PG (1975) Electronic States and Optical
Transitions in Solids. Oxford: Pergamon.

Bradley CJ and Cracknell AP (1972) The Mathematical Theory of
Symmetry in Solids. Oxford: Clarendon.

Condon EU and Shortley GH (1935) The Theory of Atomic
Spectra. Cambridge: Cambridge University Press.

Jansen L and Boon M (1976) The Theory of Finite Groups. Ap-
plications to Physics. Amsterdam: North-Holland.

Wigner EP (1959) Group Theory and its Application to the Quan-
tum Mechanics of Atomic Spectra. New York: Academic.

Group Theory in Materials Science, Applications
R Dirl and P Weinberger, Vienna University of
Technology, Vienna, Austria

& 2005, Elsevier Ltd. All Rights Reserved.

Applications in Materials Science

The potential applications of group-theoretical meth-
ods in solid-state physics – synonymous for materials
science – depend on the various groups that are
specific for this field. For instance, the compact con-
tinuous groups SU(2) or its homomorphic image
SOð3;RÞ are widely used in multiple scattering theo-
ry. Proper point groups as specific finite subgroups of
SOð3;RÞ are employed when investigating macro-
scopic properties of materials that are described by
tensors of certain ranks. Crystallographic space groups
containing Bravais vector lattices as countable sub-
groups are taken into account when describing bulk
properties of materials. Moreover, sectional layer
groups might turn out to be of decisive importance
when discussing surface properties of materials, since
they describe the symmetries of crystallographic
planes. Finally, penetration rod groups may eventual-
ly become important when investigating one-dimen-
sional defects in some materials.

Point Groups – Macroscopic Properties

Proper crystallographic point groups PðTðLÞÞ are,
by definition, intersection groups of the type
SOð3;RÞ-SLð3;ZÞ where the symbol SLð3;ZÞ de-
notes the group of all integral 3� 3 matrices with
det ZðzÞ ¼ þ1 such that, in addition, a certain
Bravais lattice TðLÞ is mapped by these matrices

onto itself. Proper noncrystallographic point groups
P are, by definition, finite subgroups of the proper
rotation group SOð3;RÞ which are not constrained
by the invariance condition of Bravais vector lattices.
Macroscopic properties of materials, such as stress
or conductivity, are described by tensors of certain
ranks which in the presence of symmetry are invar-
iant with respect to the symmetry group G in ques-
tion. For instance, the invariance condition implies,
for a second rank tensor fTjk j j; k ¼ 1; 2; 3g,

X3
j;k¼1

TjkRjmðRÞ RknðRÞ ¼ Tmn 8RAP ½1�

that, depending on the symmetry group P, certain
tensor components vanish for symmetry reasons. For
instance, in cubic symmetry tensors of rank two are
proportional to the three-dimensional unit matrix.

Crystallographic Space Groups

A proper description of bulk properties in solids
requires the introduction of three-dimensional cry-
stallographic space groups which, loosely speaking,
can be seen as the invariance groups of three-dimen-
sional periodic structures. The basic constituents of
space groups are their underlying Bravais vector lat-
tices TðLÞ and admissible crystallographic point
groups P that leave the Bravais vector lattice TðLÞ
invariant. Possible structures of space groups and
their classification schemes are discussed later.

Bravais vector lattices Let ft1; t2; t3g be a set of
three linearly independent (noncoplanar) vectors of
the Euclidean vector space E3

R where the latter is
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regarded as the vector space component of the un-
derlying Euclidean point space E3

R. To simplify the
notation, let t ¼ðt1; t2; t3Þ be formally denoted as
row vector and

%
nAZ3 as column vectors with integral

coefficients. Then, by definition,

TðLÞ ¼ ft ¼ t �
%
n j

%
nAZ3g ½2�

t ¼ e D ðLÞ ½3�

where the countable set of vectors denoted by TðLÞ
determines uniquely a Bravais vector lattice which
can be traced back by means of an appropriate three-
dimensional nonsingular matrix D ðLÞASLð3;RÞ
with det D ðLÞ40 to an orthonormalized basis e of
the associated Euclidean vector space E3

R. It is worth
noting that the positive sign of the determinant gua-
rantees the right-handedness of the associated coor-
dinate system. Apart from this, the symbol t �

%
n

should be seen as formal scalar product and likewise
e D ðLÞ are the formal multiplication of a row vector
times a 3� 3 matrix. Moreover, one can define

tðzÞ ¼ tZðzÞ 8ZðzÞASLð3;ZÞ ½4�

countable infinitely many vector bases for one and the
same Bravais vector lattice TðLÞ, since the group
SLð3;ZÞ is countably infinite. Accordingly, the corre-
sponding vector bases tðzÞ are equally well suited to
describe one and the same Bravais vector lattice.
Hence, the choice of standardized vector bases, such
as vectors of the shortest lengths, is subject to certain
conventions to achieve this goal.

Automorphisms of vector lattices – point groups To
understand the structure of crystallographic space
groups, one first has to understand the structure of
crystallographic point groups PðTÞ that leave a cer-
tain Bravais vector latticeTðLÞ invariant. Obviously,

AutðTÞ ¼ GLð3;ZÞ ½5�

which implies that the ‘‘automorphism group’’
AutðTÞ is the most general group that leaves the
Bravais vector lattice T invariant, where GLð3;ZÞ
contains SLð3;ZÞ as normal subgroup of index two.
To assure that the point group PðTÞ contains only
orthogonal transformations, one demands the restrict-
ing condition

PðTÞ ¼ Oð3;RÞ-GLð3;ZÞ ½6�

in order to guarantee a maximal set of ortho-
gonal symmetry operations that leave the Bravais
vector lattice T invariant. The action of the point
group operations RAPðTÞ onto the elements of the

primitive vector basis t is given by

Rt j ¼
X3
k¼1

ZkjðRÞtk ½7�

where the additional condition ZðRÞAGLð3;ZÞ must
be satisfied for all group elements RAPðTÞ of the
crystallographic point group. The actual form of
the matrix representation {Z(R)} is characteristic of
the corresponding crystal class, once the associated
crystal system has been determined for the Bravais
vector lattice T in question.

Space groups – gross classification The easiest ac-
cess to crystallographic space groups is to start from
the locally compact continuous ‘‘Euclidean group’’
Eð3;RÞ which is composed of the locally compacts
three-dimensional continuous translation group
Tð3;RÞ and the full rotation group Oð3;RÞ:

E(3, R) =  T(3, R)     O(3, R)S ½8�

which symbolizes a semidirect product group
between the translation group and the full rotation
group. The Euclidean group Eð3;RÞ is the most
general motion group whose corresponding transfor-
mations map the Euclidean vector space E3

R onto itself,
such that not only the distance between two vectors,
but also the angle between them remains invariant.
The nonsingular transformations MðS j vÞ that are
uniquely assigned to the groups elements ðS j vÞ; ðX j
wÞA Eð3;RÞ are given by the following expressions:

MðS j vÞx ¼ Sxþ v ¼ x0AE3
R ½9�

MðS j vÞMðX jwÞ ¼ MðSX j vþ SwÞ ½10�

where the so-called Wigner–Seitz symbols are used to
denote the group elements of the Euclidean group. In
order to combine consistently the various notations,
one may express an arbitrary element of the Euclidean
vector space E3

R as follows x ¼ e �
%
x, where

%
xAR3 are

the corresponding column vectors with real-valued
components. Finally, the composition law of the Eu-
clidean group Eð3;RÞ is given by [10] in terms of the
nonsingular transformations.

By definition, space groups (hereafter sometimes
denoted by the shorthand notation G) are countable
subgroups of the Euclidean group Eð3;RÞ where
the locally compact continuous translation group
Tð3;RÞ is reduced to one of the noncountable infi-
nitely many Bravais vector lattices T and where the
full rotation group Oð3;RÞ is reduced to the utmost
maximal crystallographic point group PðTÞ that
leaves the underlying Bravais vector lattice T by its
orthogonal transformations invariant. In mathematical
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terms, one writes

G ¼ fT;P j O;wPg ½11�

to symbolize space groups. Here, the entry T de-
notes the Bravais vector lattice and P its correspond-
ing crystallographic point group which satisfies the
group–subgroup relation PminDPDPmax, where
Pmin and its corresponding counterpart Pmax are de-
termined by the associated arithmetic class of space
group types. Moreover, the symbol O denotes the
chosen origin of the associated coordinate system
and wPAE3

R, the set of nonprimitive translations
which are likewise called ‘‘fractional translations.’’
They are uniquely assigned to the point group ele-
ments RAP. Accordingly,

wP ¼ fwR ¼ t �
%
wR j RAPg ½12�

where the components
%
wRAQ3 of the fractional

translations become rational numbers if the origin O
of the space group G is suitably chosen. The corre-
sponding space group elements are denoted by
ðR jwR þ tÞAG, where again the Wigner–Seitz no-
tation is employed. The composition law of each
space group G must follow automatically from the
composition law [10] the Euclidean group Eð3;RÞ
due to their group–subgroup relation. To be more
specific

ðR jwR þ tÞ � ðS jwS þ vÞ
¼ ðRS jwRS þ tR;S þ t þ RvÞ ½13�

tR;S ¼ wR þ RwS �wRS ½14�

where the closure relation for the space group G
implies tR;SAT for all point group elements R; SAP.
This allows one to classify the space groups into two
significantly different types, namely ‘‘symmorphic’’
and ‘‘nonsymmorphic’’ space group types. The cri-
terion reads

Symmorphic G : tR;S ¼ 0 8R; SAP ½15�

Nonsymmorphic G : tR;Sa0 (R; SAP ½16�

which simply shows that symmorphic space groups
can be seen as semidirect product groups, whereas
nonsymmorphic space groups are more general ex-
tensions. As a matter of fact, there exist 230 space
group types which split into 73 mutually disjoint
arithmetic classes, where each arithmetic class is led
by a symmorphic space group type.

G-Invariant atomic arrangements The simplest
model for a crystal is the static arrangement of at-
oms (molecules, clusters, etc.) where it suffices to fix

some atomic positions within one primitive cell
PðTÞ and to exploit its space group symmetry to
obtain an infinitely extended periodic structure. Here
the symbol PðTÞ denotes the primitive cell of the
Bravais vector lattice T that is nothing but the par-
allelepiped spanned by the primitive basis vectors t.
Atomic positions in PðTÞ are denoted by xAPðTÞ
and are classified by the so-called ‘‘Wyckoff posi-
tions.’’ Here, for simplicity G ¼ ðR jwR þ tÞAG a
shorthand notation for the space group elements is
introduced as

GðxjÞ ¼ fGAG jMðGÞxj ¼ xjg ½17�

fxjðGÞg ¼ fxjð
%
GÞ ¼ Mð

%
GÞxj j

%
GAG : GðxjÞg ½18�

Groups of the type GðxjÞ defined by [17] are called
site groups. Infinite sets fðxjÞGg defined by [18]
are called single site atomic arrangements. Two
positions, say xj and xk, are called G equivalent if
and only if, there exists at least one space group
element GAG such that MðGÞxj ¼ xk. Their site
groups are then conjugate subgroups with respect to
the space group G in question. However, if one can-
not find a space group element GAG such that the
previous condition holds, then the two positions are
called G inequivalent. The union of mutually disjoint
single site atomic arrangements defined by

fx1; x2;y; xn;Gg
¼ fx1ðGÞg,fx2ðGÞg,?fxnðGÞg ½19�

is regarded as a multiple-site atomic arrangement
which describes a periodic structure that possesses
the space group G as its symmetry group. The notion
of Wyckoff position is synonymous for connected
subsets of the primitive cell PðTÞ, whose points
(vectors) possess image groups PðxjÞBGðxjÞ that
are conjugated subgroups with respect to its cry-
stallographic point group P. Wyckoff positions may
consist of isolated points, lines, planes, or compact
subsets of PðTÞ. This specific classification of points
xAPðTÞ is of importance in physical applications.
Since different elements or any fixed Wyckoff posi-
tion must have the same point group symmetry,
it may or may not lead to a change of energy when
the atoms vary their positions within one Wyckoff
position.

Space group–subgroup relations Group–subgroup
relations between crystallographic space groups
play a decisive role in structural phase transitions
which are accompanied by changes in the sym-
metry. Usually, one assumes that the space group H
of the distorted phase is a proper subgroup (of finite
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index) of the space group G of the parent phase
which implies that HCG. Due to the reduction of
the symmetry at the phase transition, the distorted
phase can appear in several homogeneous simulta-
neously coexisting states which have the same struc-
ture but different orientations and/or locations in
space. Let G ¼ fT;P j O;wPg be the superspace
group and H ¼ fS;Q j O0;wQg be the subspace
group of the former. In fact, three significant differ-
ent types of group–subgroup relations are possible,
namely

translationsgleiche : S ¼ T; QCP ½20�

klassengleiche : SCT; Q ¼ P ½21�

general : SCT; QCP ½22�

where by means of ‘‘Hermann’s theorem,’’ it can be
shown that every general group–subgroup relation
between space groups can be traced back to various
chains of maximal translationsgleiche or klassengle-
iche subspace groups. Group–subgroup relations of
infinite index are given by V Kopsky and D B Litvin
in 2002 in the International Tables for Crystal-
lography, Volume E, Subperiodic Groups, where
sectional layer groups and penetration rod groups
are discussed as subgroups of three-dimensional
crystallographic space groups.

Space Group Unirreps

This section focuses on the representation theory
of space groups with special emphasis on their un-
irreps. It is well known that space group unirreps
can be constructed systematically by applying
Mackey’s induction procedure, which is exhaustively
discussed by C J Bradley and A P Cracknell in
1972 in The Mathematical Theory of Symmetry in
Solids. Mackey’s induction procedure relies, among
others, on the assumption that the given group G
possesses a normal subgroup N whose unirreps are
known. Specifying these assumptions to space
groups, it implies that one should start from the
well-known one-dimensional F unirreps, since every
crystallographic space group G contains a Bravais
vector lattice T as its natural normal subgroup.

Reciprocal vector lattices In order to be able to
define the T unirreps, one has to define first the cor-
responding reciprocal vector lattice T% together
with its corresponding ‘‘Brillouin zone’’ BðT%Þ

T% ¼ fK ¼ K �
%
n j

%
nAZ3g ½23�

t j � K l ¼ 2pdjl ½24�

By definition, the vectors K ¼ fK1; K2; K3g, for-
mally written as row vectors, form the basis of the
corresponding reciprocal lattice T%, where T is the
underlying direct vector lattice. The Brillouin zone
BðT%Þ is the counterpart of the Wigner–Seitz cell of
the underlying direct vector lattice. The primitive cell
PðT%Þ is spanned as parallelepiped by the basis
vectors K. Recall that PðT%Þ and its symmetrical
counterpart BðT%Þ are equally well suited to
describe the basic domains of the reciprocal vector
lattice T%.

T Unirreps Since T forms an abelian group, its
unirreps over the field C of complex numbers are one-
dimensional, which implies that they are unimodular
numbers. In fact,

DkðEjtÞ ¼ e�ik�t ½25�

k ¼ aK1 þ bK2 þ gK3 ½26�

where not only kABðT%Þ but also tAT should be
taken into account. It is to be noted that the T irrep
label kABðT%Þ varies continuously over the Brillouin
zone. For instance, in the case of primitive cubic
Bravais vector lattices, the corresponding continuous
parameters have �1=2oa; b; gpþ 1=2 their domains
of definitions to avoid double counting of eventually
superfluous T irrep labels.

Periodic boundary conditions Once the so-called
‘‘periodic boundary conditions’’ are imposed to any
given Bravais vector lattice T, it implies that only
finite homomorphic image of the originally counta-
ble Bravais vector lattice are considered. This reduces
the originally compact continuous Brillouin zone
BðT%Þ to a finite set of vectors. Hence, the original
continuous parameters a, b, g become discrete and
lose their continuity properties. Usually, periodic
boundary conditions are introduced to avoid math-
ematical difficulties that arise from the fact that the
T unnirreps (see eqn [25]) are normalized to delta
functions. On the other hand, they reduce to ordi-
nary Kronecker delta functions if periodic boundary
conditions are imposed. Closely related to these dif-
ficulties is the fact that Bloch functions, which are
associated with infinitely extended crystals, cannot
be normalized to unity, since their c2 norms do not
exist for fundamental reasons.

Little group unirreps The next step in Mackey’s in-
duction procedure consists of determining the corre-
sponding little group GðkÞDG for each T irrep label
kABðT%Þ. Once this is done, the corresponding
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GðkÞ unirreps are computed. To summarize,

GðkÞ ¼ fGAG j DkðG�1ðEjtÞGÞ ¼ DkðEjtÞg ½27�

PðkÞBGðkÞ=TDP ½28�

PðkÞ ¼ fRAP j R k ¼ kþ Kðk;RÞg ½29�

where, in particular, it is assumed that Kðk;RÞAT%

for all point group elements RAP. The homomor-
phic images PðkÞ of the little groups GðkÞ are usually
called ‘‘little co-groups.’’ It is to be noted that

Kðk;RSÞ ¼ Kðk;RÞ þ RKðk; SÞ ½30�

must be valid for all point group elements R; SAPðkÞ
as, otherwise, the closure condition for the little
co-group PðkÞ would be violated. The closure condi-
tion [30] plays an important role when symmetrizing
plane waves or any other type of wave functions. It is
seen in this context that the reciprocal lattice vectors
Kðk;RÞAT% may only occur if and only if, the as-
sociated kABðT%Þ belongs to the surface of the
Brillouin zone BðT%Þ as otherwise they are zero.

Apart from this, corresponding GðkÞ unirreps are
usually obtained by computing suitable PðkÞ unir-
reps. Provided the underlying space group G is
symmorphic, suitable PðkÞ unirreps have to be ordi-
nary vector unirreps. However, if the underlying
space group G is nonsymmorphic, suitable PðkÞ
unirreps are the so-called projective PðkÞ unnirreps.
Nevertheless, the use of projective representations is
merely an auxiliary tool which simplifies the con-
struction of PðkÞ unirreps significantly. Accordingly,
suitable PðkÞ unirreps are constrained by the fol-
lowing condition:

DxðRÞDxðRÞ ¼ FkðR; SÞDxðRSÞ ½31�

FkðR; SÞ ¼ expð�ik � tR;SÞ ½32�

for all point group elements R; SAPðkÞ and where
the special translations t

%
R;

%
SAT are defined by [14].

As previously noted, these vectors vanish, if the space
group G is symmorphic, and hence the corresponding
PðkÞ unirreps are ordinary vector representations.
However, if the space group G is nonsymmorphic,
the corresponding PðkÞ unirreps may be projective
representations, since some t

%
R;

%
SAT may be nonzero.

By definition, the constructions

Dx;kðRjwR þ tÞ ¼ e�ik�tDxðRÞ ½33�

dim Dx;kðGðkÞÞ ¼ nðxÞ ½34�

Dx;kðRjwR þ tÞDx;kðSjwS þ vÞ
¼ Dx;kðRSjwRS þ tR;S þ t þ RvÞ ½35�

define ordinary vector GðkÞ unirreps, provided that
suitable PðkÞ unirreps are constructed. Note in par-
ticular that xAAðPðkÞÞ define the complete sets of all
PðkÞ irrep labels. In summary, the set of ordered pairs

AðGðkÞÞ ¼ fðk; xÞjxAAðPðkÞÞg ½36�

define complete sets of GðkÞ unirreps for each
kABðT%Þ.

Full space group unirreps The final step is, among
others, to restrict the Brillouin zone BðT%Þ to a
suitable subset, sometimes called ‘‘representation
domain,’’ DBðT%;PÞ, in order to avoid double
counting of equivalent G unirreps. This is done by
taking only one representative (arm) from each k-
vector star SðkÞ defined by

SðkÞ ¼ fkRABðT%;PÞ j kR ¼ Rk; RAPg ½37�

jSðkÞj ¼ jP : PðkÞj ½38�

It is worth noting that the order jSðkÞj of any star is a
divisor of the order jPj of the corresponding cry-
stallographic point group P. The union set of all
these representative k vectors defines the representa-
tion domain DBðT%;PÞ. As commonly accepted in
physics, one takes a simply connected continuous
subset DBðT%;PÞ of the original Brillouin zone
BðT%Þ in order to avoid unnecessary difficulties
when dealing, for instance, with the so-called ‘‘com-
patibility relations,’’ whichever have been discussed
for the first time by L P Bouckaert et al., in 1936.

The actual final step in Mackey’s induction proce-
dure consists in inducing the full G representations
from the GðkÞ unirreps given by [33]. A general the-
orem guarantees that the corresponding induced G
representations are automatically irreducible. The
induction formulas read

D
ðk;xÞmG

%
R;

%
S ðGÞ ¼ d

%
RPðkÞ;R

%
SPðkÞD

k;xð
%
A�1G

%
BÞ ½39�

G ¼ ðR jwR þ tÞ ½40�

%
A ¼ ð

%
Rjw

%
RÞ ½41�

%
B ¼ ð

%
Sjw

%
SÞ ½42�

d
%
RPðkÞ;R

%
SPðkÞ ¼

1;
%
R�1R

%
SAPðkÞ

0; otherwise

(
½43�

dim Dðk;xÞmGðGÞ ¼ jP : PðkÞj � nðxÞ ½44�

where the specific space group elements
%
A ¼ ð

%
Rjw

%
RÞ

and
%
B ¼ ð

%
Sjw

%
SÞ are coset representatives of the space

group G with respect to the corresponding little
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group GðkÞ. Specifying the conjugation
�
A�1G

�
BAG

by taking into account [33] and [43], one immedi-
ately arrives at the following final formulas for G
unirreps:

D
ðk;xÞmG

%
Ra;

%
Sb ððRjwR þ tÞÞ

¼ d
%
RPðkÞ;R

%
SPðkÞe

�i
%
Rk�tFk

%
R;

%
SðRÞDx

abð %
R�1R

%
SÞ ½45�

Fk

%
R;

%
SðRÞ ¼ exp �ik � t

%
R;

%
SðRÞ

� �
½46�

t
%
R;

%
SðRÞ ¼ t

%
R�1;R þ t

%
R�1R;

%
S �

%
R�1t

%
R;

%
R�1AT ½47�

Clearly, if G defines a symmorphic space group, then
the corresponding phase factors Fk

%
R;

%
SðRÞ defined by

[45] reduce to 1, since the special translation vectors
tR;S are zero-vectors. However, if G defines a non-
symmorphic space group, then some of the phase
factors defined by [45] are nontrivial and lead to
quite different expressions for its corresponding G
unirreps.

Operator Representations of Space Groups

Usually, space group symmetry and space group rep-
resentations are applied in the one-particle approx-
imation to Hamiltonians that describe the motion of
an electron in periodic structures quantum mechan-
ically. The first step consists of defining a homo-
morphism e : G-UðGÞ of the given space group G
into a group of unitary operators UðGÞ that map the
underlying Hilbert space H ¼ L2ðR3Þ onto itself
(here the spin degree of freedom has been neglected):

UðGÞ ¼ fUðGÞjGAGg ½48�

½UðGÞF�ðxÞ ¼ fðMðG�1ÞxÞ ½49�

UðGÞUðG0Þ ¼ UðGG0Þ ½50�

In this context, it is worth noting that every mapping
MðGÞ : R3-R3 is nonsingular but likewise nonlin-
ear, if and only if the translational part tAT con-
tained in G ¼ ðRjwR þ tÞ is nonzero, whereas the
uniquely associated unitary operator representation
is linear with respect to the Hilbert space L2ðR3Þ in
any case. The one-particle Hamiltonian reads

H ¼ 1

2m
P2 þ VðXÞ ½51�

where the potential is responsible for the symmetry
of the problem. Apart from this, space groups and
their representation theory are likewise utilized in
order to simplify systematically the diagonalization
of the force matrix in the ‘‘harmonic approximation’’
when dealing with lattice vibrations in classical point
mechanics.

Bloch Theorem – Energy Bands

The eigenvalue problem of periodic one-particle
Hamiltonians, where the spin degree of freedom is
neglected, presents one of the most popular examples
where group-theoretical methods are applied. Taking
into account that every space group G, whether G is
symmorphic or nonsymmorphic, contains a counta-
ble translational group T as a normal subgroup, one
may use, as a first step, the translational symmetry
of the Hamiltonian represented by the vanishing
commutators

½H;UðEjtÞ� ¼ 0 8tAT ½52�

to simplify the eigenvalue problem. According to a
general theorem of functional analysis, the countable
set UðTÞ ¼ fUðEjtÞjtATg of mutually commuting
unitary operators and the Hamiltonian H can be
diagonalized simultaneously.

Bloch theorem Bloch’s theorem predicts partly the
form of the common eigenfunctions of the periodic
Hamiltonian. It leads to the following well-known
and extensively used statement:

CkðxÞ ¼ eik�xwðk; xÞ ½53�

wðk; xÞ ¼ wðk; xþ tÞ 8tAT ½54�

These eigenfunctions are called ‘‘Bloch functions,’’ of
the Hamiltonian, and the unitary translational oper-
ators have the form given by [53] and [54]. The
translational symmetry has been utilized for this fac-
torization. The eigenvalue problem reads

HCk ¼ EðkÞCk ½55�

where the eigenfunctions are assumed to be Bloch
functions. What remains to be done in practical ap-
plications is the determination of the periodic Bloch
factors

wðkÞ : PðTÞ-C ½56�

for every kABðT%Þ, which is a problem in its own
right. Simple manipulations yield the following non-
countable infinite set of decoupled partial differential
equations for the unknown Bloch factors:

HðkÞ ¼ 1

2m
ðQþ _kÞ2 þ VðXÞ ½57�

HðkÞwðkÞ ¼ EðkÞwðkÞ ½58�

for all kABðT%Þ where, in particular, the operator
Q ¼ �i_r is the usual differential operator but its
domain of definition is the Hilbert space L2ðPðTÞÞ
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together with periodic boundary conditions which
give rise to a pure point spectrum of the operator Q
in contrast to P ¼ �i_r that possesses a continuous
spectrum with respect to L2ðR3Þ. To recapitulate, if
one does not introduce periodic boundary conditions
for the original eigenvalue problem, admissible vec-
tors kABðT%Þ vary continuously over the Brillouin
zone, whereas the spectrum of the momentum oper-
ator Q is discrete and coincides with the correspond-
ing reciprocal lattice KAT%. Assuming that [58] has
been solved for all kABðT%Þ, then [55] reads

HCk;n
s ¼ EnðkÞCk;n

s ½59�

where n A N is usually called the ‘‘band index,’’
where s ¼ 1; 2;y; deg EnðkÞ describes possible de-
generacies of the eigenvalues En kð Þ. The band index
n is a countable index, since the Hamiltonians HðkÞ
given by [57] possess pure point spectra for fixed
kABðT%Þ.

Energy bands To define energy bands in terms of
functions of the following type En : BðT%Þ-R, one
has, in principle, two different possibilities. Either
one defines these functions by assuming the strict
ordering

1: E1ðkÞoE2ðkÞo?oEnðkÞoEnþ1ðkÞo? ½60�

2: EnðkÞ ¼ analytic functions ½61�

or one demands that these functions be analytic
functions. The second possibility is usually preferred,
since it leads to smooth functions with respect to the
variable kABðT%Þ, whereas the first possibility may
lead to cusps with band contacts and hence acciden-
tal degeneracies. Obviously, the second possibility
may likewise lead to band crossings, which indicate
the same type of accidental degeneracies.

Wannier functions Assume that the eigenfunctions
fCk;n

s g are orthonormal with respect to the scalar
product of the underlying Hilbert space H:

/Ck;n
s ;Ck0;n0

s SH ¼ dðk� k0Þdnn0dss0 ½62�

where the entries dðk� k0Þ define the delta functions.
This implies that for the infinite system, that is, sys-
tem without periodic boundary conditions, Bloch
functions cannot be normalized to unity. This is one
of the main reasons for the introduction of periodic
boundary conditions, since then the delta-functions
reduce to ordinary Kronecker deltas, which means
that the corresponding Bloch functions become
square-integrable functions. In the case of infinite

systems, Wannier functions are defined as

On;t
s ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jBðT%Þj
q Z

BðT%Þ
e�ik�tCk;n

s ½63�

/On;t
s ;On0;t 0

s0 SH ¼ dt;t 0dnn0dss0 ½64�

which are square integrable and orthonormal with
respect to all labels t, n, s respectively. These func-
tions are localized around the positions tAT
but have infinitely many oscillations to achieve their
mutual orthogonality. Whether the Bloch functions
Ck;n

s are directly taken to construct [63] or specific
linear combinations (U matrix approach) of
fCk;n

s j s ¼ 1; 2;y; deg EnðkÞg are considered, turns
out to be problem of its own right and is sensitively
influenced by the physical problem.

Energy bands – full space group symmetry More
information is gained regarding the degeneracy of
the eigenvalues EnðkÞ and their corresponding eigen-
functions fCk;n

s g, if the full space group symmetry is
exploited. The correspondingly refined eigenvalue
equation reads

HCðk;xÞmG;n

%
Ra ¼ Ex

nðkÞC
ðk;xÞmG;n

%
Ra ½65�

Ex
nðkÞ ¼ Ex

nð
%
RkÞ 8

%
RAP : PðkÞ ½66�

deg Ex
nðkÞ ¼ jP : PðkÞ j � nðxÞ ½67�

where the eigenfunctions Cðk;xÞmG;n

%
Ra are written as G-

symmetry-adapted functions, the eigenvalues Ex
nðkÞ

are labeled by the band index n and the G irrep labels.
Apart from this, the formula [67] for the degeneracies
of the eigenvalues is valid, if and only if there is no
accidental degeneracy caused by band crossings. The
symmetry properties (see eqn [66]) of the eigenvalues
explain why energy band calculations are restricted to
subsets of k vectors, namely kADBðT%;PÞ, where
the symbol DBðT%;PÞ denotes the so-called repre-
sentation domain of the Brillouin zone BðT%Þ. Note
that DBðT%;PÞ presents, loosely speaking, the jPjth
part (simply connected subwedge) of the Brillouin
zone. The restriction to DBðT%;PÞ guarantees the
uniqueness and completeness of the corresponding G-
irrep label set AðGÞ:

AðGÞ ¼ fðk; xÞ j kADBðT%;PÞ; xAAðPðkÞÞg ½68�

Compatibility relations It was in the famous article
of L P Bouckaert et al. in 1936 where for the first
time continuity properties of G-symmetry-adapted
eigenfunctions were discussed. The basic idea was
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to change smoothly the continuous parameters
kADBðT%;PÞ in the vicinity of some k-vectors and
study the transformation properties of the correspond-
ing G-symmetry-adapted eigenfunctions Cðk;xÞmG;n

%
Ra at

different k-positions, say k and k0 ¼ kþ e. In addition,
the authors studied whether the assigned eigenvalues,
say Ex

nðkÞ and Ex
nðkþ eÞ may or may not split, de-

pending on the relationship of the associated little
co-groups PðkÞ and Pðkþ eÞ. The important result
culminated in the so-called compatibility relations
which allow one to make some predictions on the
splitting of energy bands. To summarize, if and only if
PðkÞ ¼ Pðkþ eÞ, then, because of Dk;xðPðkÞÞkPðkþ
eÞ ¼ Dk;xðPðkÞÞ it follows that Ex

nðkþ eÞ must not
split. Conversely, if and only if, PðkÞCPðkþ eÞ, and
if, in addition, Dk;xðPðkÞÞkPðkþ eÞ becomes reduc-
ible, then the corresponding eigenvalue Ex

nðkþ eÞ may
split, unless accidental degeneracies occur. The com-
patibility relations are an indispensable tool when ca-
lculating energy bands or phonon dispersion relations,
since in many situations the numerical accuracy may
be insufficient to decide whether eigenvalues degene-
rate or not.

Space Group Symmetrized States

As already noted, the G-symmetrized eigenfunctions
fCðk;xÞmG;n

%
Ra g, which are normalized to unity, are mu-

tual orthogonal and, by definition, transform ac-
cording to the G unirreps. One simply proves that the
eigenfunctions

Cðk;xÞmG;n

%
Ra ðxÞ ¼ ei %

Rk�xwx;n
a ð

%
Rk; xÞ ½69�

retain their structure to form Bloch functions, where
the lattice periodic Bloch factors carry the trans-
formation properties with respect to the corres-
pondingly conjugated little co-groups Pð

%
RkÞ ¼

%
RP

ðkÞ
%
R�1. Turning back to the penultimate step of the

induction procedure, one has the forms

Cðk;xÞmG;n

%
Ea ðxÞ ¼ eik

. xwx;n
a ðk; xÞ ½70�

UðR jwRÞCðk;xÞmG;n

%
Ea ¼

XnðxÞ
b¼1

Dk;x
ba ðRÞCðk;xÞmG;n

%
Eb ½71�

which represents the special case
%
R ¼ E where, es-

pecially, G ¼ ðRjwRÞAGðkÞ with RAPðkÞ and t ¼ 0.
This yields the subset of the eigenfunctions that must
transform according to the corresponding GðkÞ un-
irreps. Accordingly, one can define

½UðR jwRÞCðk;xÞmG;n

%
Ea �ðxÞ

¼ ½Cðk;xÞmG;n

%
Ea �ðMðR jwRÞ�1xÞ ½72�

¼ e�ik .x½VkðRjwRÞwx;n
a ðkÞ�ðxÞ ½73�

where RAPðkÞ is assumed. It is worth noting that
definition [72] is used to assign uniquely via defini-
tion [73] to each unitary operator UðRjwRÞ for every
k-vector belonging to DBðT%;PÞ an isometrical
operator VkðRjwRÞ where, especially, the constraints
RAPðkÞ must not be forgotten. To summarize,

½VkðRjwRÞwx;n
a ðkÞ�ðxÞ

¼ e�iRk�wReiKðk;RÞ�xwx;n
a ðk;R�1ðx�wRÞÞ ½74�

where every set of operators VkðPðkÞÞ ¼ fVkðRj
wRÞjRAPðkÞg forms a generalized unitary operator
representation with respect to the Hilbert space
L2ðPðTÞÞ, since these operators leave the L2ðPðTÞÞ
scalar product invariant. Rather straightforward
manipulations yield

VkðRjwRÞVkðSjwSÞ ¼ e�ik . tR;SVkðRSjwRSÞ ½75�

for all point group elements R; SAPðkÞ. In fact, the
operator representation VkðPðkÞÞ defines the so-
called ‘‘projective multiplier’’ representations, since
the occurrence of the factor system [32] on the RHS
of [75] shows, among others, that they must be
projective ones. The notion multiplier representation
comes from the extra factor e�iKðk;RÞ�x on the RHS of
[74], where the special reciprocal vectors
Kðk;RÞAT% may occur, if and only if the vectors
kADBðT%;PÞ belong to the surface of the corre-
sponding Brillouin zone BðT%Þ. Accordingly,

VkðRjwRÞwx;n
a ðkÞ ¼

XnðxÞ
b¼1

Dk;x
ba ðRÞwx;n

b ðkÞ ½76�

which represents the transformation properties of the
lattice-periodic PðkÞ-symmetrized Bloch factors. It is
to be noted that even in the case of symmorphic space
groups the extra factors e�iKðk;RÞ�x on the RHS of [74]
occur and hence crucially enter into the discussions
when constructing GðkÞ-symmetrized functions as the
penultimate step in the induction procedure. Point
symmetrized states have been extensively discussed
by S L Altmann and P Herzig in 1994.

Symmetrized plane waves A brief comment on the
construction of symmetrized plane waves is made
here. By virtue of the previous discussions, it is im-
mediately clear that the construction of all PðkÞ-
symmetrized bases of the image Hilbert space
L2ðPðTÞÞ is sufficient to obtain symmetrized plane
waves, since the last step in the induction procedure
consists in inducing from GðkÞ-symmetrized bases,
the G-symmetrized bases. As noted before, an ortho-
normalized basis of the Hilbert space L2ðPðTÞÞ is
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defined by the plane wave basis fFK jKAT%g:

FKðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jPðTÞj

p e�iK�x ½77�

/FK ;FK 0
SL2ðPðTÞÞ ¼ dK;K 0 ½78�

Now, let FK be a fixed plane wave. To achieve PðkÞ-
symmetrization, one must apply for the chosen
kADBðT%;PÞ, the corresponding set of unitary op-
erators VkðPðkÞÞ to the fixed plane wave FK which
induces a PðkÞ matrix representation, which in gen-
eral should be decomposed into a direct sum of its
irreducible constituents. The definition [74] yields

½VkðR wRj ÞFK �ðxÞ
¼ e�iRk�wRe�iKðk;RÞ�xFKðR�1ðx�wRÞÞ
¼ e�iRðkþKÞFRKþKðk;RÞðxÞ ½79�

which illustrates among others, the importance of the
specific reciprocal lattice vectors Kðk;RÞAT%, where
the latter inevitably occur if the corresponding k-vec-
tor kADBðT%;PÞ belongs to the surface of the
Brillouin zone BðT%Þ. To summarize, even in the
case of symmorphic space groups, nontrivial multi-
plier representations may be realized. Once the PðkÞ
matrix representations are decomposed into their
irreducible constituents, the last step of the induction
procedure consists in passing over from the corre-
sponding GðkÞ unirreps to G unirreps in order to con-
struct the correspondingly symmetrized plane waves.

Selection rules for space groups Let G be a space

group and fCðk;xÞmG;n

%
Ra g be some G-symmetrized

eigenfunctions of the Hamiltonian H in question.

Moreover, let Tðko;loÞmG ¼ fT
ðko;loÞmG

%
Ss j

%
SAP : PðkÞ;

s ¼ 1; 2;y; nðloÞg; an irreducible G-tensor operator
of rank ðko; loÞmG. According to the Wigner–Eckart
theorem, one expects

/Cðk;xÞmG;n

%
Ra ;T

ðko;loÞmG

%
Ss Cðk0;x0ÞmG;n0

%
R0a0 S

¼
Xmððko;loÞ;ðk0;x0Þjðk;xÞÞ

w¼1

ðko; loÞ ðk0; x0Þ

%
Ss

%
R0a0






 ðk; xÞw
%
Ra

 !�

�/Cðk;xÞmG;n8Tðko;loÞmG8Cðk0;x0ÞmG;n0
Sw

½80�

where the absolute square of the matrix elements de-
scribes, apart from a time dependent factor, ‘‘Fermi’s
golden rule,’’ namely the transition probability from

the initial state Cðk0;x0ÞmG;n0

%
R0a0 to the final state Cðk;xÞmG;n

%
Ra ,

provided that the interaction operator is described by
the irreducible G tensor operator component

T
ðko;loÞmG

%
Ss . The appearance of nontrivial multiplicities

mððko; loÞ; ðk0; x0Þjðk; xÞÞ41

causes additional difficulties, since not only the deter-
mination of suitable Clebsch–Gordan coefficients
becomes more complicated, but also the dependence
of the reduced matrix elements causes additional
problems. These problems might be the main reason
why the application of the Wigner–Eckart theorem in
solid-state physics has not been popular. Basic mate-
rial concerning space group unirreps and Clebsch–
Gordan coefficients for space groups were cited by A P
Cracknell et al., in 1979 and 1980. Important appli-
cations, such as infrared absorptions or Raman spec-
troscopy, of this topic are discussed by J L Birman and
J F Cornwell in 1974 and 1984, respectively.

What Group Theory Provides

Finally, the usefulness of group-theoretical methods,
especially in solid state physics, when applied to
simplify certain tasks, is summarized. Here, exclusive
comments on group-theoretical tools and methods
which refer to space groups, subgroups of space
groups, and eventually certain homomorphic images
of space groups are made. Possible applications of
so-called magnetic space groups, spin groups, and
other groups to describe the symmetries of more
complex periodic, or even quasiperiodic structures,
such as the symmetry properties of quasicrystals, are
not discussed here.

* Bravais vector lattices and sublattices. Group the-
ory presents an effective tool to identify vector lat-
tices and their sublattices, which are useful for
determining not only their crystal system and their
crystal class, but also their correlations to standard-
ized lattices. Standardized lattices have basis vectors
of the shortest length and specific orientation.

* Deformed and distorted lattices. By definition,
deformed lattices are obtained by continuously
varying the lattice parameters, whereas distorted
lattices have lattice matrix that is post-multiplied
by a nonsingular matrix which describes the dis-
tortion. The proper identification of such lattices
is of vital importance in practical applications, for
instance, in relaxation processes.

* Subgroups of space groups of finite index. Group–
subgroup relations of space groups of finite index
are of interest in structural phase transitions that
are accompanied with changes in symmetry. The
knowledge of admissible chains of subgroups
from the determination of all intermediate groups
is vital in such discussions, since they allow one to
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predict the preferred chains of admissible struc-
tures of the intermediate phases.

* Coset and double cosets of space groups. In phase
transitions (with changing structures) which are
accompanied with the loss of symmetries, it turns
out that simultaneously coexisting domain states
are generated whose positions and orientations in
space are directly related to the coset decomposi-
tion of the parent space group with respect to the
subspace group (and correspondingly conjugated
subspace groups) which describes the symmetry of
the domain states. Likewise, double coset decom-
positions are used to describe the so-called or-
dered domain states.

* Sectional layer and penetration rod groups. The
systematic determination of the symmetries of
crystallographic planes, which are subsumed un-
der the notion of sectional layer groups, as
subgroups of three-dimensional space groups,
plays an essential role in the analysis of the phys-
ical properties of two-dimensional surfaces. Like-
wise, the symmetries of crystallographic lines
denoted as penetration rod groups are of interest
when describing one-dimensional defects.

* Point group symmetries of tensors. Macroscopic
properties, such as electrical conductivity, are usu-
ally described by tensors of certain ranks. In the
presence of some symmetries, for example, point
group symmetries, the invariance of such tensors
with respect to point groups leads to restrictions
as regards their nonzero components.

* Space group unirreps. The computation of space
group unirreps by means of Mackey’s induction
procedure can be carried out systematically for
every space group in question. Likewise, this ap-
proach allows one to gain more insight into the
constructions of space–group-symmetrized states.

* Space group Clebsch–Gordan coefficients. Know-
ledge of sets of space group Clebsch–Gordan co-
efficients allows one not only to study selection
rules when calculating transition probabilities, but
also to construct systematically product states that
transform according to the Kronecker product of
the space group in question.

* Bloch theorem. One of the most prominent ap-
plications of group-theoretical methods in solid-
state physics is presented by the Bloch theorem.
This theorem allows one to predict the functional
form of the common eigenfunctions of the mutu-
ally commuting translational operators which rep-
resent the Bravais vector lattice and the periodic
Hamiltonian, where the latter is assumed to com-
mute with the translational group.

* Spectral properties of periodic Hamiltonians.
Once, the entire space group symmetry of the

periodic Hamiltonian is taken into account, more
information gained not only as regards the point
group symmetries of the energy eigenvalues, but
also systematic construction of the corresponding
eigenstates.

* Compatibility relations. The continuity behavior of
the energy eigenvalues and their associated eigen-
functions in the vicinity of some k-vectors can be
described by some specific subduction rules of the
corresponding PðkÞ unirreps when passing over
continuously to some adjacent k-vectors with lower
symmetry. Thus, group theory provides a necessary
condition which decides whether the eigenvalues do
not split or alternatively may eventually split.

* Transformation properties of states. An important
task in applications, for instance energy band cal-
culations, concerns determining according to which
representation the lattice periodic Bloch factors
transform. Every careful treatment of this problem
inevitably leads to multiplier or even projective
multiplier representations of the corresponding lit-
tle co-groups provided that in the latter case the
underlying space group is nonsymmorphic.

* Symmetrized states. The systematic construction of
space group symmetry-adapted functions follows
closely along the lines of Mackey’s induction pro-
cedure for space group unirreps. For instance, sym-
metrized plane waves may be useful when calculat-
ing matrix elements of some interaction operators.

* Symmetrized operation. In order to apply the
Wigner–Eckart theorem to space groups, irreduc-
ible space group tensors are required. However, in
many cases the interaction operators do not rep-
resent irreducible space group tensors. Neverthe-
less, group theory allows one to decompose any
operator into a sum of its irreducible space group
tensor components. The corresponding method
closely resembles the symmetry adaptation of
states, apart from some minor modifications.

* Wigner–Eckart theorem. The application of the
Wigner–Eckart theorem to problems which pos-
sess space group symmetry requires not only the,
knowledge of space group symmetry adapted
states and irreducible space group tensors, but al-
so the corresponding space group Clebsch–Go-
rdan coefficients. Due to the fact that space groups
are nonsimple reducible groups, additional diffi-
culties may arise because of the occurrence of
nontrivial multiplicities.

* Magnetic groups – co-representations. The inclu-
sion of the so-called ‘‘antiunitary’’ operators, for
instance, the time reversal operator, requires, sub-
stantial extension of the concept of groups to the
so-called magnetic groups, and their representa-
tions to co-representations.
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Applications of Group Theory

Group theory was originally used extensively in
evaluating the so-called energy band structures along
special symmetry directions, that is for computing
the eigenvalues corresponding to a special k-vector
from the three-dimensional Brillouin zone of a par-
ticular bulk system. The reasons were quite clear,
namely the dimension of the secular matrix could be
reduced substantially and therefore the computing
times for inversion or diagonalization procedures
were drastically shortened. Furthermore, respective
compatibility relations guaranteed an unambiguous
classification of energy bands along the rays in the
Brillouin zone. The usefulness of such classifications
was, in particular, evident in photoemission experi-
ments and studies involving the Fermi surfaces.

With increasing speed of computers, in particu-
lar, with the innovation of architectures utilizing
vectorizations, efforts at directly deriving the physi-
cal properties grew. This implied, for example, in
most cases summations over all occupied states, that
is, the use of Brillouin zone integrals by means of so-
phisticated sampling techniques. Thus, no longer were
individual k-states of interest, but so was the sum over
all these states. Consequently, the incentive for using
group theory, shifted from projecting particular states
to theoretical means of reducing the computational
efforts in evaluating Brillouin zone integrals.

Nowadays, most theoretical descriptions of prob-
lems in materials science, nanoscience, etc., are based
on Kohn’s density-functional theory, that is, on the use
of effective (single-particle) Hamiltonians (Heff,
Kohn–Sham Hamiltonians). In particular, since the
interest in solid-state physics shifted to systems with
surfaces and interfaces, mostly group-theoretical
means for two-dimensional translationally invariant
systems are applied. It turned out that in two kinds of
applications, namely in Brillouin zone integrations
and in reduction of angular momentum coupling con-
stants, the use of group theory is very valuable indeed.
These two applications are discussed below and are
meant to illustrate the contemporary use of group
theory in solid-state physics.

Brillouin Zone Integrations

Taking the density of states as the simplest physical
observable,

nðeÞ ¼ � 1

p
Im Gðr; r; eÞ

¼ � 1

p
jTj�1

X
k

Im Gðk; eÞ ½81�

¼ � 1

p
jBðT%Þj�1

Z
Im Gðk; eÞ dk ½82�

where the Green’s function Gðr; r; eÞ is the diagonal
configuration space representation of the resolvent of
Heff; ðz � HeffÞ�1 and Gðk; eÞ the corresponding lat-
tice Fourier transformed Green’s function, and jTj
the order of the translational group. It should be
noted that in eqn [81] a symmorphic space group is
assumed and jBðT%Þj refers to the volume of the
corresponding Brillouin zone BðT%Þ.

Suppose now that an appropriate matrix repre-
sentation is used for Gðr; r; eÞ and Gðk; eÞ, which, of
course, depends largely on the applied quantum me-
chanical approach: Korringa–Kohn–Rostoker meth-
od (KKR), linear combination of muffin-tin orbitals
(LMTO), or by using directly the effective Hamil-
tonain in the formulation of nðeÞ by means of a
pseudopotential approach, or the linearized augmen-
ted plane wave method), then eqn [81] can be re-
written as

nðeÞ ¼ � 1

p
jBðT%Þj�1

Z
Im tr ½Gðk; eÞ dk�

¼ � 1

p
jBðT%Þj�1 Im tr

Z
Gðk; eÞ dk

� �
½83�

where Gðk; eÞ refers to the matrix representation of
the Green’s function and tr denotes the trace. In most
of the methods mentioned above, the matrix repre-
sentations are related in essence to angular momen-
tum representations, that is they are expressed in
terms of spherical harmonics.

Let P be the point group of the underlying (three-
dimensional) lattice T and suppose DðSÞ contains
blockwise the irreducible representations of SAP. If
DBE ðT%;PÞ ¼ DBE as shorthand notation denotes
an irreducible wedge of the Brillouin zone of volume
jDBEðT%;PÞj ¼ jDBEj, then any other wedge
DBSðT%;PÞ of the Brillouin zone is defined by

DBSðT%;PÞ ¼ fSk j kADBEjg ½84�

where SAP : PðkÞ is sufficient such that the union of
the mutually disjoint subsets, (formally written as a
sum here) can be written as follows:

BðT%Þ ¼
X
SAP

DBSðT%;PÞ ½85�

It is seen from eqn [83] that

GðS�1k; eÞ ¼ DðSÞwGðk; eÞDðSÞ ½86�

that is for a rotated k vector, the corresponding
Green’s function matrix is related to the original one
by means of a similarly transformation.
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The Brillouin zone integral in eqn [83] can, there-
fore, be expressed as

1

jBðT%Þj

Z
Gðk; eÞ dk

¼ 1

jDBEj
X
SAP

DðSÞw
Z
DBE

Gðk; eÞ dk
� �

DðSÞ ½87�

which, of course, results in a very large reduction of
computing time, even if the order of the point group is
rather small. In the case of a relativistic description,
(Kohn–Sham–Dirac Hamiltonians) in the presence of
an effective magnetization, the proper rotational
invariance group of the corresponding Hamilton
should be used. This is one of the rare cases when
antiunitary operators are practically important. Of
course, the same type of procedure as in eqn [87] can
be applied when only two-dimensional translational
symmetry is applied.

Reduction of Angular Momentum Coupling: The
Point Group Symmetry of Single-Particle Densities

Let %rðrÞ be the (shape-truncated) charge density in
the cell WðTÞ (which may denote the corresponding
Weigner–Seitz cell or any other type of primitive cell)
centered at a particular origin R0 of given lattice or
of any particular site in an arbitrary ensemble of
scatterers,

%rðrÞ ¼ rðrÞsðrÞ ¼
X

L

%rLðrÞY�
Lðr̂Þ ½88�

where sðrÞ is the so-called shape function given by

sðrÞ ¼
1; rAWðTÞ
0; reWðTÞ

( )
½89�

which usually is expanded into spherical harmonics as

sðrÞ ¼
X

L

sLðrÞYLðr̂Þ

¼
XN
l¼0

Xl

m¼�l

slmðrÞYlmðr̂Þ ½90�

where the expansion coefficients are determined by

sLðrÞ ¼
Z
WðTÞ

dr̂ sðr̂ÞY�
Lðr̂Þ ½91�

It should be noted that the %rLðrÞ are the coefficients of
the shape-truncated charge density, that is,

%rLðrÞ ¼
X
L0;L00

CL0

L00LrL0 ðrÞsL00 ðrÞ ½92�

CL0

L;L00 ¼
Z

dOYLðOÞY�
L0 ðOÞYL00 ðOÞ ½93�

Since rðrÞ is a real function, in eqn [88] one needs to
evaluate only terms %rl;�mðrÞ for mX0 and then make
use of the relation

%rl;�mðrÞ ¼ ð�1Þm
%rl;mðrÞ� ½94�

Furthermore, for a system with inversion symmetry
with respect to R0,

%rlmðrÞ ¼ 0; 8l ¼ odd ½95�

If the z-axis of the coordinate system is an n-fold
rotational symmetry axis, the selection rule

m ¼ y;�n; 0; n;y ½96�

applies, which in turn implies for example, that for
simple cubic systems, there are only very few nonvani-
shing terms, namely those shown in Table 1.

Reviewing eqn [93], it is obvious that even very
simple group theory can help substantially in red-
ucing the number of terms to be evaluated. This kind
of application is a very transparent example of red-
ucing angular momentum coupling constants and
is desperately needed whenever the so-called full-
potential approaches are applied.

Much more advanced procedures are used when-
ever spectroscopic intensities are to be calculated,
since then 3j-, 6j- or even higher coupling constants
occur, depending, of course, on the type of excitation
to be investigated.

See also: Group Theory.

PACS: 02.20; 03.65; 61.50
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Nomenclature

B T%
� �

Brillouin zone
DB T%;P
� �

irreducible subwedge of B T%
� �

CL0

L;L00 Gaunt coefficient

DkðEjtÞ ¼e�ik . t T Lð Þ-unirreps
Dðk;EÞmGðGÞ space group unirrep
Dðk;EÞmG

ðRjwR þ tÞ
matrix element of space group element
of space group unirrep

G ¼
fT;Pjo;wPg

shorthand and extended space group
symbol

GðkÞDG little group
H periodic one-particle Hamiltonian

PðkÞBG

ðkÞ=TDP

little co-group

P Tð Þ point group of T Ið Þ
P Tð Þ primitive cell of T Ið Þ
ðRjwR þ tÞ Wigner–Seitz symbol for space group

element
t ¼ ðt1; t2; t3Þ vector basis of Bravais vector lattice

T% reciprocal vector lattice
T Lð Þ Bravais vector lattice
wP ¼
fwRjRAPg

set of fractional translations

W Tð Þ Wigner–Seitz cell of T Lð Þ
ZðzÞASL 3;Zð Þ integral 3� 3-matrix with determinant 1

WkðxÞ ¼
eik

.xwðk; xÞ
Bloch function

Wk;n
s Bloch eigenfunction of periodic Hamil-

tonian
Wðk;nÞmG;n

%
Ra

G-symmetrized eigenfunctions of peri-
odic Hamiltonian

Fk ðxÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jP Tð Þj
p eiK�x

plane wave basis of Hilbert space
L2 P Tð Þð Þ

Xn;t
s Wannier functions
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Introduction

The ability to manipulate the frequency of laser light
emission is essential in order to extend the range of
possible spectroscopic investigations of matter in its
different forms. Although the number of available
laser lines is continuously growing, thanks to the
introduction of new active materials operating in
different spectral ranges, the extension toward the
short-wavelength region of the electromagnetic spec-
trum would have been seriously limited without the
advent of harmonic generation techniques, which
rely on the nonlinear interaction between matter and
intense laser light to generate new optical frequencies
at integer multiples of the pump frequency.

With ordinary light sources, the electric fields
associated to radiation are normally small and can be
safely neglected when compared to the typical local
fields (of atomic, molecular, or crystal origin) inside
materials. The electrons in atoms or the nuclei in
molecules just explore the bottom of their potential
wells (where the shape is approximately parabolic)
under the influence of the external optical field, and
their motion is harmonic with the same frequency
of the forcing light (Figure 1). The oscillating dipoles
in the material are then the sources of reemitted
radiation, whose spectral content is the same as the
incident one. Many properties of light propaga-
tion in matter (such as refraction, reflection, disper-
sion, scattering, and birefringence) can be readily
explained in this regime of linear optics. However,
when the light field is so intense that it becomes a
non-negligible fraction of the internal field, the linear
approximation breaks down and the electrons or

nuclei start exploring the anharmonic parts of their
potential wells.

In this regime, their motion is no longer harmonic
and can be expanded in a Fourier series containing
frequencies at integer multiples of the forcing fre-
quency. Such new frequencies are also present in the
radiation field emitted by the material and constitute
the harmonics of the fundamental driving field.

In this article, the basics of harmonic generation
are presented concisely, with an attempt to illustrate
the fundamental physical mechanisms which are
responsible for the processes at play. A few examples
are given: from the simple case of second harmonic
generation (SHG), dating back to the dawn of the
laser era, to the production of high-order harmonics
in the extreme ultraviolet (XUV) and soft X-rays,
which relies on the high-peak intensities available
with the current pulsed laser systems.
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Figure 1 Potential curve illustrating the vibrational motion of

nuclei in a molecule. The bottom of the curve can be well ap-

proximated by a parabolic potential and the motion is harmonic if

only small amplitude oscillations are induced by an external field.



Nonlinear Polarization and
Susceptibilities

Consider the case where light is sufficiently off res-
onance such that its interaction with matter does not
induce any change in the population of the energy
eigenstates of the material system (i.e., no absorption
takes place), but only provokes a perturbation of the
motion of electric charges within the atoms or mol-
ecules. In this nonresonant process, the material is
transparent to the incident radiation, but the change
in charge distribution due to the oscillating light field
results in an induced electric dipole moment which,
in turn, acts as a new source to emit secondary
electromagnetic waves: the induced polarization P
is the source term, which has to be introduced in
Maxwell equations leading to the inhomogeneous
wave equation:

r2E� 1

c2
@2

@t2
E ¼ m0

@2

@t2
P

in order to describe the subsequent field evolution.
The general form for the component at frequency o
of the polarization vector P can be written as

PðoÞ ¼
X
n

PðnÞðoÞ

where the nth-order polarization has the following
expression:

PðnÞðoÞ ¼ e0wðnÞðo1;o2;y;onÞEðo1ÞEðo2Þ?EðonÞ
and

o ¼
Xn
i¼1

oi

The quantities wðnÞðo1;o2;y;onÞ are known as the
nonlinear optical susceptibilities of order n of the
medium, and they are ðnþ 1Þth-order tensors that
relate an n-fold product of vector components Ej to a
certain component of the nth-order polarization
PðnÞðoÞ.

In the ordinary linear regime, the Fourier compo-
nent of the polarization for a medium reduces to

Pð1ÞðoÞ ¼ e0wð1ÞðoÞEðoÞ

with the obvious meaning that, in this first-order ap-
proximation, the polarization at a given frequency is
linearly proportional to the field component of the
same frequency: a monochromatic incident light can
only induce a monochromatic secondary wave at the
same frequency. For anisotropic media, wð1ÞðoÞ is
a 3� 3-element second-order tensor, it reduces to
a complex function of the frequency for isotropic
materials.

In the general case, the expression for PðnÞðoÞ
shows that, thanks to nth-order nonlinearities, it is
possible to mix n waves at different frequencies to
obtain an induced polarization and reemitted radia-
tion at a different frequency: sums and differences
among the frequencies of the incoming beams can be
performed this way. In the particular case where only
one field at frequency o enters the material, a sus-
ceptibility of order n can produce new radiation at
no, the nth harmonic of the incident field.

The ratio of two successive orders of polarization
can be roughly estimated by

Pðnþ1Þ

PðnÞ

����
���� ¼ jwðnþ1Þj Ej j

jwðnÞj E
E

Em

����
����

where E is the amplitude of the applied optical field,
and Em is the characteristic value of the internal
electric field in the material. If the major mechanism
contributing to the nonlinear polarization is the
distortion of the electronic cloud of an atomic or
molecular system (as in the case of optical harmonic
generation), then Em is the average magnitude of
the binding field experienced by the electrons
(B1011Vm�1 for the hydrogen atom). For ordinary
light sources, the ratio |E/Em| is normally so small
that nonlinear polarization terms can be safely negle-
cted, but when a laser light of high spectral intensity
is used, the laser field may become a significant frac-
tion of the material field, and the second, third, and
higher nonlinear order terms start playing an impor-
tant role, causing part of the incident light to be
converted in the corresponding harmonic. From the
above expression, one can also deduce that the nth-
order polarization, hence the field emitted at no, is
proportional to the nth power of the ratio between E
and Em (normally much smaller than 1), so that the
probability of generating higher harmonics is ex-
pected to drop exponentially with the corresponding
order in this perturbative approach.

From the fact that the susceptibility tensors must
remain unchanged upon the symmetry operations
allowed for the medium, one can simply conclude
that for all isotropic media and centrosymmetric
crystals, the even-order susceptibilities ðwð2Þ; wð4Þ;
y; wð2nÞÞ must be zero. Consequently, the generation
of even-order harmonics is only possible in materials
which lack inversion symmetry, while odd-order
nonlinear effects can be exhibited by any media, al-
though at different degrees of efficiency.

If the field amplitudes do not change much in a
propagation length shorter than a wavelength (the
so-called slowly varying amplitude approximation)
and if nonlinearities are not too strong (so that the
field amplitude at the pump frequency stays almost
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constant throughout the interaction), then one can
find a simple expression for the wave equation of the
plane-wave field and the induced nonlinear polari-
zation PNL oscillating at the new frequency o0:

@

@z
Eðz;o0Þ ¼ �im0o

02

2k0
PNLðz;o0Þ eiDkz

where one assumes linear polarizations (to reduce to
a scalar equation) and collinear propagation along
the z direction. The phase term eiDkz accounts for the
phase drift between the induced polarization and
the generated electric field at o0, and depends on the
mismatch in their propagation vectors

Dk ¼ k0 � kp

where kP ¼
P

i oinðoiÞ=c and k0 ¼ o0nðo0Þ=c, with
nðoÞ the material refraction index at frequency o.

In the case of harmonic generation of order q, this
factor reduces to

Dk ¼ kðqoÞ � qkðoÞ

Second Harmonic Generation

As a simple example, consider the case of second-
order nonlinearity for the generation of radiation at
twice the frequency of the incoming light. As seen
before, symmetry considerations impose the process
to take place in noncentrosymmetric crystals only.

The polarization vector

Pð2Þð2oÞ ¼ e0wð2Þðo;oÞE1ðoÞE1ðoÞ

is the source term that has to be inserted in the wave
equation and leads to the following expression for
the variation of the field amplitude at the second
harmonic E2ðzÞ:

@

@z
E2ðzÞ ¼ � iod

cnð2oÞ E
2
1ðzÞ eiDkz

where d corresponds to the component of the
wð2Þðo;oÞ tensor appropriate for the particular
geometry of the laser-crystal interaction and

Dk ¼ kð2oÞ � 2kðoÞ ¼ 4p
l

½nð2oÞ � nðoÞ�

is the phase mismatch factor, which takes into ac-
count the different phase velocities of the waves at o
and 2o. If a negligible absorption and little produc-
tion of the wave at 2o are assumed, so that the pump
field amplitude E1 at frequency o can be considered
as almost constant, then the coupled wave equation

can be integrated straightforwardly:

E2ðzÞ ¼ � iod
cnð2oÞ E

2
1ð0Þ

Z
eiDkz dz

where the integration is done over the length of the
medium between 0 and L. The integration yields,
assuming that E2ð0Þ ¼ 0:

E2ðLÞ ¼ � od
cnð2oÞ E

2
1ð0Þ

eiDkL � 1

Dk

and the output intensity of the second harmonic is
proportional to

I2ðLÞpd2I21ð0ÞL2 sin2 DkL=2ð Þ
DkL=2ð Þ2

Some simple observations can be made about this
result: the total amount of generated light at the sec-
ond harmonic is proportional to the square of the
intensity at the fundamental frequency; the efficiency
is proportional to jwð2Þj2 and to L2 but also contains a
sinc2 term involving L and Dk.

The dependence of the emitted intensity at the
harmonic frequency on the propagation distance and
phase-mismatch is quite general and does not depend
on the particular harmonic order considered. As seen
above, passing to higher harmonic orders normally
involves a rapidly decreasing value of the nonlinear
coefficient d and a different power dependence on the
incident intensity I1, but both the L2 and the sinc2

terms remain unchanged and play an important role
in the harmonic generation of any order.

Only in the optimal condition of phase-matching,
with Dk ¼ 0, will the efficiency really depend quad-
ratically on the medium length, and longer crystals
will produce more second harmonic. Note, however,
that in these conditions the coupling between the
fundamental wave and the second harmonic may
become so strong that the depletion of E1 while it
propagates along z has to be taken into account,
and some of the assumptions made above are no
longer valid. In this so-called depleted-pump regime,
a set of coupled equations for the pump field at o
and for the second harmonic field at 2o has to be
solved, and one finds that a complete transfer of
the pump energy into the second harmonic field can
be achieved.

Phase-Matching

In the general case where Dka0, the intensity of
the second harmonic field generated in a nonlinear
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crystal varies periodically along the z-axis with a pe-
riod 2p=Dk, and at a propagation distance of

LC ¼ p
Dk

¼ l
4

1

nð2oÞ � nðoÞ

it reaches the first maximum, at a peak efficiency
inversely proportional to Dk2 (Figure 2).

The physical explanation for this effect is connected
to the fact that, due to dispersion, the incident wave
at frequency o and the second harmonic wave at
2o propagate in the medium with different phase
velocities ðv1 ¼ c=nðoÞ for the fundamental and
v2 ¼ c=nð2oÞ for the second harmonic). Consequent-
ly, the two waves fall out of step with increasing dis-
tance in the crystal and the second harmonic waves
generated at different places do no longer superpose in
phase: after a distance LC, destructive interference
starts developing and it becomes complete, with the
full disappearance of the wave at 2o, at a distance of
2LC. LC is the coherence length for SHG and defines
the medium thickness for optimized conversion effi-
ciency under the conditions of Dka0. Large Dk val-
ues lead to small SHG peak intensities and rapid
variations with the distance, so that efficiency is
severely limited for crystals longer than LC.

The condition of Dk ¼ 0 is referred to as the
phase-matching condition and is achieved when
nð2oÞ ¼ nðoÞ. For ordinary waves in a medium with
positive dispersion:

nð2oÞ4nðoÞ

so one always gets Dka0, unless special conditions
are met.

In a birefringent material, different polarizations
see different refractive indices. ‘‘Ordinary’’ and ‘‘ex-
traordinary’’ refractive indices can be different by up
to B0.1 for SHG crystals, so one can satisfy the
phase-matching condition by choosing the extraor-
dinary polarization for one wave and the ordinary
polarization for the other. For a negative uniaxial
crystal ðno4neÞ, one can achieve phase-matching at a
particular frequency o if the relation noðoÞ ¼ neð2oÞ
is satisfied (Figure 3).

Furthermore, the extraordinary index ne also de-
pends on the propagation angle y with respect to the
optical axis of the crystal, so one can phase-match
the fundamental and second harmonic waves at dif-
ferent o just by adjusting the angle of incidence on
the crystal: the phase-matching condition in this case
becomes noðoÞ ¼ neð2o; ymÞ, where ym is the phase-
matching angle (Figure 4). A geometric representa-
tion of this situation is obtained by plotting the index
curves for the ordinary and extraordinary waves at
the fundamental and second harmonic frequencies:
the refraction index ne or no for each wave can be
found at the crossing of the curves with the k-vector.
In the negatively uniaxial crystal case, the point of
intersection between the no circle at o with the ne
ellipse at 2o indicates the phase-matching angle ym.

Note that in the quantum mechanical view of
SHG, two photons of energy _o are absorbed during
the excitation of the medium to a virtual state, and a
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Figure 3 Phase-matching condition for a negative uniaxial

crystal occurring for a particular frequency o. In reality, the two

curves for no and ne represent the maximum and the minimum

attainable index of refraction in the crystal, and the whole range in

between the two curves can be covered by the extraordinary

index ne by changing the angle between the propagation vector

and the optical axis of the medium. So, by choosing the appro-

priate angle, phase-matching can be obtained for different fre-

quencies.
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Figure 2 Intensity of the second harmonic field vs. propagation

distance in the nonlinear medium. A quadratic growth is obtained

for perfect phase-matching conditions ðDk ¼ 0Þ, while oscillations

of decreasing amplitude and period arise for increasing Dk.
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single photon with an energy 2_o is immediately re-
emitted when the medium de-excites toward the
ground state. In this framework, the phase-matching
condition has the simple meaning of photon mo-
mentum conservation

k1 þ k1 ¼ k2

between the initial and the final states of the system.
Although it was discussed in the particular case of

SHG, phase-matching is a much more general issue
and is always present in all nonlinear optics phe-
nomena where waves at new frequencies are to be
generated with the highest possible efficiency. In the
most general case of n waves with wave vectors ki
participating in the nonlinear process, one has to
make sure that the total photon momentum is cons-
erved in the interaction by making

Xn
1

ki ¼ 0

Quasi Phase-Matching

As seen before, when perfect phase-matching is not
achieved, the fundamental and second harmonic fields
slip out of phase after a propagation distance LC and
the conversion efficiency oscillates without growing
monotonically with L2 as it should do in the case of
Dk ¼ 0 (Figure 5). An alternative idea to improve the

conversion efficiency is to adjust the phase of the
nonlinear polarization appropriately after each coher-
ence length: the best conditions are obtained by
changing the sign of the nonlinear coefficient (and
thus the sign of the polarization) with a periodicity LC.

Under these circumstances, the nonlinear intensity
starts growing monotonically, although less rapidly
than in the case of perfect phase-matching, and long
interaction lengths can be used to boost the conversion.

The condition of quasi-phase-matching (QPM) can
be achieved in a so-called periodically-poled materi-
al, generally a ferroelectric crystal (LiNbO3 is the
currently most used one) where regions of periodi-
cally reversed polarization domains are permanently
written by applying spatially shaped electric fields
(Figure 6).

If technological limitations do not allow one to re-
alize the right spacing between the inverted domains
(it is currently difficult to obtain poling periods
smaller than B5mm), a higher order QPM can be
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Figure 5 Intensity of the second harmonic field vs. propagation

distance in the conditions of quasi-phase-matching. The sign of

the nonlinear coefficient of the crystal is reversed for every co-

herence length LC in order to get a monotonous increase of the

second harmonic intensity. The perfect phase-matched condition

and the mismatched situation are also shown.
ne(2�,�)
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z (optical axis)
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Figure 4 Geometric construction for the determination of the

phase-matching angle ym in a negative uniaxial crystal.

2��

Figure 6 Schematic of SHG in a periodically poled crystal with

several layers of alternatively oriented domains.
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obtained, although with a lower conversion efficiency
with increasing order, by flipping the nonlinear coef-
ficients every 3 (third-order QPM), 5 (fifth-order
QPM), or any odd number of coherence lengths.

High-Order Harmonic Generation

Current amplified pulsed laser systems can reach
peak intensities B1015–1020Wcm�2 and, in these
situations, the perturbative approach used above to
model the nonlinear response of materials to radia-
tion is no longer adequate. As a matter of fact, at a
peak intensity of 3.5� 1016Wcm� 2, the electric
field of the laser corresponds to the field which binds
an electron to the proton in the ground state of a
hydrogen atom: the assumption that successive terms
in the expansion of the medium polarization in pow-
ers of the incident field get progressively smaller with
the order cannot hold.

The most impressive consequence of the break-
down of the perturbative approach is the deviation
from the expected exponential decay of the intensity
of successive harmonic orders (Figure 7). The ap-
pearance of a so-called plateau, a region of the spec-
trum where several harmonics are generated with
almost constant efficiency, is the characteristic fea-
ture of high-order harmonic generation (HHG) in
gases.

Here, short and intense laser pulses are typically
focused in a pulsed gas jet to produce coherent
radiation in the extreme ultraviolet (XUV) and soft
X-rays, a wavelength range (1–100nm) where the
lack of coherent sources has greatly limited the pos-
sibility of spectroscopic investigation so far (Figure 8).

As a consequence of the isotropy of the gaseous
medium, only odd-order harmonics are generated,
and one finds that the region of efficient production
of high harmonics is limited by a so-called cutoff.
The most energetic photons generated in the process
possess a cutoff energy Ecutoff, which is experimen-
tally found to follow the simple law:

EcutoffEIP þ 3:2UP

where IP is the ionization potential of the atoms in
the gas jet, and UP is the ponderomotive energy,
which corresponds to the mean kinetic energy ac-
quired by an electron in one cycle of oscillation in the
laser field:

UP ¼ e2E2

4mo2

with e and m the electron charge and mass, re-
spectively, E the amplitude of the laser field and o its
frequency.

It is evident that high laser intensities and high
ionization potentials are required in order to reach
very short wavelengths. Indeed, rare gas atoms and
ultrashort pulses of very high peak intensity are nor-
mally used to generate high harmonics. A further
advantage of using hard-to-ionize gases and short
pulses is given by the requirement that neutral atoms
survive long enough to experience the full peak pulse
intensity instead of being completely ionized at the
leading edge of the pulse itself. If W(I) is the atomic
ionization rate and tp the pulse duration, then the
maximum effective intensity useful to produce har-
monic photons is the so-called saturation intensity Is,
approximately given by WðIsÞtp ¼ 1; W(I) being a
monotonously increasing function of I, higher satu-
ration intensities can be reached with shorter laser
pulses and, of course, with light noble gases having
higher ionization potentials.

Three-Step Model

The standard picture of the HHG process can be
easily visualized from a semiclassical perspective in a
single-atom approach: in every half optical cycle of
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Figure 7 Schematic view of the typical behavior of high-order

harmonic spectra. Only odd-order harmonic photons are gene-

rated with successive harmonics separated by twice the energy

of the pump laser. The first harmonics follow the predictions of

the perturbative approach, with intensities exponentially decrea-

sing with the order. Then a plateau is formed and extends up to

Ecutoff.
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Figure 8 HHG in a gas jet.
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the laser pulse, electrons undergo tunnel ionization
through the potential barrier formed by the atomic
potential and by the electric field potential of the
laser itself; after being accelerated in the ionization
continuum by the field, they may come back to the
ion core and recombine to emit harmonic photons
that release the accumulated kinetic and ionization
energy (Figure 9).

Some of the most relevant features of harmonic
radiation can be simply obtained by using this single-
atom picture and solving the classical equations of
motion for an electron, freed with zero velocity at
different moments in an oscillating electric field. De-
pending on the phase of the field at the moment of
ionization, the electron can either escape from the
parent ion or oscillate in the field, and come back to
the original position after a fraction of the optical
period T. Only electrons ionized within T/4 after each
field maximum contribute to the harmonic emission
by recombining with the ion and converting their
kinetic and potential energy into photons (Figure 10).

The experimentally found cutoff law can be simply
obtained by noting that the maximum return kinetic
energy (brought back by electrons which escape
slightly after each field maximum every half optical
cycle) corresponds to B3.17 Up (Figure 11). For the
generation of harmonics with photon energies below
the cutoff limit, there are always two different tra-
jectories (corresponding to two different release
times within each half cycle) that the electron can
follow in the continuum, such that it returns to the
ion core with the correct energy. These two trajec-
tories, although giving rise to photons with the same

energy, may correspond to quite different perma-
nence times of the electrons under the influence of the
laser field, and some of the spatial and temporal
characteristics (phase-matching relations, defocu-
sing, and frequency modulation) of the emitted har-
monic radiation will thus be strongly affected.

e−

x

V(x)

Laser electric field
   potential

Ionic potential

Total instantaneous
      potential

Figure 9 The three-step model for HHG. Electrons are first tunnel-ionized by the intense laser field, then they are accelerated during

an optical cycle and finally recombine with the ion, thus releasing the accumulated kinetic energy in the form of harmonic photons.
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Figure 10 Schematic representation of the main electron tra-

jectories involved in the HHG process (only the first half optical

cycle is considered for simplicity, but things repeat with a T/2

periodicity). Electrons which are ionized when the absolute value

of laser field amplitude is growing just escape from the ion and do

not contribute to the process, while electrons released after the

peak can come back to the core position and recombine to emit

harmonic photons. Electrons ionized in A return with the maximum

kinetic energy and generate the most energetic photons in the

cutoff region. Electrons released in B and C follow different tra-

jectories in the continuum but return with the same kinetic energy,

thus both contribute to the generation of the same harmonic.
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Harmonic emission during a single pump pulse is
thus seen to be composed of a train of XUV photon
bunches, essentially released twice every optical cycle
of the laser field. This temporal structure translates
into the characteristic spectral structure of high-or-
der harmonics, with peaks corresponding to the odd
orders, separated by twice the laser frequency.

The semiclassical model also offers a simple ex-
planation for other experimentally observed charac-
teristics of harmonic radiation. A linear polarization
of the laser is needed to make sure that the electron
oscillating in the field may ‘‘hit’’ the ion and recom-
bine with it when it comes back after the oscillation
in the continuum; experiments have shown that just
a small degree of ellipticity is sufficient to completely
inhibit the generation of harmonics. It is also clear
that, although the expressions for Ecutoff and Up seem
to favor long-wavelength pump pulses for the gene-
ration of high harmonics, actually, the longer time
that it takes for the electron to return to the ion
(proportional to the pump laser wavelength) implies
a significant spreading of the electron wave packet
during its oscillation and a final lower overlap with
the ion wave function, which in turns causes the
probability of recombination to decrease.

Phase-Matching in High-Order Harmonic
Generation

The three-step model is a good way to understand
the single-atom response of the gas medium to the

intense electric fields of the laser. However, when the
global response of the system is considered,
propagation effects have to be included. Phase-
matching is again an essential condition for efficient
generation of high-order harmonics to take place. In
this case, the fundamental and the harmonic field can
fall out of phase for several reasons: besides the usual
dispersion in the neutral gaseous medium (which
may, however, contain both linear and nonlinear
contributions, due to the high intensities involved),
the geometrical dephasing due to the focusing of the
Gaussian laser beam can introduce an additional
phase shift, as well as the dispersion introduced by
the generated free electrons, and the so-called dipole-
phase variation. In order to achieve sufficiently high
conversion efficiency, the phase shift between the
polarization of the qth harmonic and the generated
harmonic field has to be kept as constant as possible
over all the interaction region.

As for the dispersion by the neutral medium, the
corresponding phase shift on a propagation distance
z has the usual form

DjND ¼ 2pqz
l

ðnðqoÞ � nðoÞÞ

and the refraction indices at the two frequencies
clearly depend both on the gas density in the jet and
on the fraction of neutral atoms left after the partial
ionization by the laser pulse.

The dispersion caused by free electrons produced
in the interaction becomes important as soon as the
intensity approaches the saturation intensity Is and
has to be accounted for by introducing the index of
refraction

nelðoÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� o2

P

o2

s

where oPðz; tÞ is the so-called plasma frequency, which
is proportional to the local free-electron density: the
corresponding phase shift is approximately given by

DjelE
zo2

P

2cqo
ðq2 � 1Þ

The on-axis phase shift across the focus of a Gaussian
beam is jðzÞ ¼ tan�1ð2z=bÞ, where b is the laser
confocal parameter. The phase shift due to this geo-
metrical effect is then

DjG ¼ ð1� qÞ tan�1 2z

b

� �

Finally, one finds that the laser-induced polarization
has an intrinsic intensity-dependent phase which arises
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Figure 11 Upper curve: plot of the return kinetic energy for

electrons ionized at different times during the optical cycle. The

origin of the time axis is fixed at the peak of the field amplitude for

each half optical cycle. A single trajectory, corresponding to

electrons emitted in A, is responsible for the emission of a cutoff

harmonic, while two distinct trajectories (originating in B and C

contribute to the generation of a harmonic in the plateau. Lower

curve: time (here indicated as the ‘‘return time’’) that the electrons

spend oscillating in the continuum before re-combining with the

ion. Plateau harmonics mainly come from two classes of elec-

trons with distinct return times.
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from the phase of the wave function of the electrons
which generate a particular harmonic. The two main
electronic trajectories contributing to the dipole
moment of a given plateau harmonic induce a phase
which is proportional to the intensity of the laser
driving field, and to the amount of time the electron
has spent in the continuum. For each trajectory (labe-
led by j), this leads to an intensity-dependent variation
of the phase

DjD;j ¼ �ajIðz; tÞ

which sum up to a total dipole phase:

DjD ¼
X
j

DjD;j

All these contributions to the phase slip between the
induced polarization and the generated harmonic field
have to be combined to give a total phase-mismatch

Dj ¼ DjND þ Djel þ DjG þ DjD

which should not vary much in the medium length.
Unfortunately, most of the above terms have a com-
plicated dependence on the detailed spatio-temporal
dynamics of the atom–laser interaction, and the task of
keeping Dj fixed is normally a very difficult one, un-
less special simplifications can be made in order to

neglect one or more of the contributions to the total
phase-mismatch. Using collimated laser beams or pro-
pagation in hollow fibers can null the geometri-
cal phase shift, while keeping a low ionization level
can eliminate the free-electron contribution to disper-
sion. When the experimental conditions are achieved
so that positive and negative terms partially cancel out
in the expression for Dj, a strong enhancement in
the conversion efficiency of a particular high-order
harmonic can be obtained.

See also: Nonlinear Optics; Optical Sum Rules and
Kramers–Kronig Relations.

PACS: 42.65.Ky; 42.65.� k; 42.65.An; 42.79.Nv
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Introduction

The Hartree and Hartree–Fock methods represent
good starting points for the calculation of eigenval-
ues and eigenfunctions of complex atoms, molecules,
and solids. They provide a conceptually simple and
practical prescription to deal with many-body inter-
actions in these systems, although their implementa-
tion may not be sufficient to get an appreciable
agreement with experimental data under many
circumstances.

The success of these methods rests essentially on
the very reasonable physical intuition on which they
are based, and also their mathematical foundation is
sound. In addition, in spite of their limitations (to
cure which more sophisticated methods have been

devised), the Hartree and Hartree–Fock methods
have also been useful in establishing calculation pro-
cedures (such as the very idea of ‘‘self-consistency’’)
that have been later applied to other widely used
methods (such as the local density approximation to
the density-functional theory). Besides, the ‘‘mean-
field’’ approach (with which the Hartree–Fock meth-
od is sometimes synonymous) is regarded as being
nonperturbative, in the sense that it does not treat the
interaction term of the many-body Hamiltonian as a
perturbation to the kinetic term. This fact acquires
importance both for atoms and condensed matter
systems at the relevant densities, whereby the average
kinetic and interaction energies are of the same order.

In a sense, the Hartree and Hartree–Fock methods
can be regarded as reference methods for many-body
calculations in complex systems. In many cases, in
fact, their utility as reference methods is far more
appreciated than the practical results which can be
directly produced by the methods themselves. Finally,
extensions of the methods have been successfully
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applied to include broken-symmetry situations (for
instance, in magnetic and superconducting systems).

Need for Nonperturbative Approximations

For atoms with more than one electron, the
Schrödinger equation cannot be solved in practice
without recourse to numerical approximations. It is
then important to develop approximation methods
for calculating the energy eigenvalues and wave
functions of stationary states.

The Hamiltonian H of a system of N electrons in
atoms, molecules, and solids contains two parts,
namely, the kinetic energy of the particles plus the
interaction with the nuclei (Hl), and their mutual in-
teraction energy (H2):

H ¼ H1 þH2 ½1�
with

H1 ¼
XN
i¼1

hðqiÞ and H2 ¼ 1

2

XN
iaj

vðqi; qjÞ ½2�

Here, the indices (i, j) label the particles, q¼ (r, s) is a
collective coordinate including spatial position r and
spin s, h(q) is the Hamiltonian relative to each par-
ticle, and v(q, q0) is the mutual interaction energy
between two particles (which is usually taken to be
the repulsive Coulomb potential).

Perturbative methods are normally constructed to
deal with (at least part of) the interaction energy as
the perturbation. It turns out, however, that the per-
turbation theory in the interaction part of the Ham-
iltonian is nonanalytic. This is also expected on
physical grounds, from the fact that the behavior of
the system should completely change if the inter-
action v(q, q0) changes its sign. It is for these reasons
that nonperturbative methods (such as the Hartree
and Hartree–Fock methods) acquire great value. Fur-
thermore, for a neutral atom (where N equals the
atomic number Z) with large enough Z, the Z de-
pendence of the two-body Hamiltonian H2 (namely,
ZN(N� l)/2EZ3) becomes comparable with the cor-
responding dependence of the one-body Hamiltonian
H1 (namely, Z2N¼Z3). This is an additional indi-
cation that the perturbation theory in the two-body
Hamiltonian H2 is bound to fail even in practice, at
least for large enough systems.

Note that, in the absence of the electron–electron
interaction H2, the many-body problem decouples
into a one-body problem for each electron in the ex-
ternal potential due to the nuclei. The Hartree and
Hartree–Fock methods succeed specifically in red-
ucing the many-body problem to a one-body prob-
lem, while including at least part of the effects of the
electron–electron interaction.

Hartree Self-Consistent Field

The original motivation of the Hartree and Hartree–
Fock methods was to obtain an average (central) field
in atomic problems. A similar requirement is also
present in crystals for the one-electron periodic
potential, with the purpose of calculating band struc-
tures and obtaining the corresponding Bloch wave
functions.

Hartree’s idea (originally devised on physical con-
siderations) was to reduce the many-electron Schrö-
dinger equation

HFðq1; q2;y; qNÞ ¼ EFðq1; q2;y; qNÞ ½3�

(E being the total energy) to the equation for only
one electron in its own central field, obtained from
the nuclear potential and the wave functions of the
other electrons. The one-electron wave functions ob-
tained in this way are then made consistent with the
fields from which they are calculated. The resulting
self-consistent field thus represents, as closely as
possible, the average effect of the other electrons on
one electron.

The Hartree method rests on writing the many-
electron wave function of eqn [3] in the form

Fðq1; q2;y; qNÞ ¼ ua1ðq1Þua2ðq2Þ?uaN ðqNÞ ½4�

Here, the single-electron wave functions uaiðqÞði ¼
1;y;NÞ are assumed to be different from each other
and normalized as follows:

/uaiðqÞjuaiðqÞS ¼ 1 ½5�

with the Dirac’s convention for the matrix elements.
Note that the requirement for the wave function to
be antisymmetric in all the electrons is not taken into
account in the Hartree wave function [4].

The single-electron wave functions uaiðqÞ can be
obtained by an optimization procedure based on the
variational principle (as recognized only later by
Slater and Fock). One thus calculates the average
values

/FjH1jFS ¼
XN
i¼1

/uaiðqÞjhðqÞjuaiðqÞS ½6�

and

/FjH2jFS

¼ 1

2

XN
iaj

/uaiðqÞuajðq0Þjvðq; q0ÞjuaiðqÞuajðq0ÞS ½7�
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in terms of the wave function [4]. Minimization
of /FjH1jFSþ/FjH2jFS with respect to alter-
native uaðqÞ and subject to the normalization
constraint [5] then yields the Hartree differential
equation(s)

hðqÞuaiðqÞ þ
X
jai

/uajðq0Þjvðq; q0Þjuajðq0ÞSuaiðqÞ

¼ eiuaiðqÞ ½8�

where ei are Lagrange multipliers (with the dimen-
sion of energy) introduced to enforce the cons-
traints [5].

Equation [8] has the form of the Schrödinger
equation for one electron moving under the influ-
ence of the nuclear potential and the density distri-
bution

P
jai u

�
ajðq

0Þuajðq0Þ of the remaining electrons.
This density distribution has to be obtained self-
consistently by solving the same equation. Imple-
mentation of the method thus requires recourse to
successive approximations. The ensuing iterative
procedure starts with a first ‘‘guess’’ of the single-
electron wave functions with which the effective
Hamiltonian of eqn [8] is computed. The Hartree
equation is then solved numerically to obtain new
approximations to the single-electron wave func-
tions. Starting from these new wave functions, the
effective Hamiltonian of eqn [8] is recalculated and
the eigenvalue equation solved once again. This it-
eration is continued until the effective Hamiltonian
computed from the new single-electron wave func-
tions at the end of the cycle agrees with the one of
the previous cycle within a given accuracy, thereby
terminating the iteration.

Recourse to successive approximations makes
the Hartree method nonlinear and renders its solu-
tion effectively of infinite order in the interac-
tion Hamiltonian, thus overcoming the problems
mentioned above with the (finite-order) perturbation
theory.

Satisfying Pauli Principle

The Hartree wave function [4] satisfies the Pauli
principle only in a partial way, in the sense that the
single-electron wave functions are required to be all
different from each other, thereby preventing two
electrons from occupying the same single-particle
state. However, the Pauli principle requires more
stringently the many-electron wave function to be
antisymmetric with respect to the interchange of
any pair of electrons. The required antisymmetrizat-
ion is achieved in a reasonably compact form for
any number of electrons with a Slater-determinant

formulation by

Fðq1; q2;y; qNÞ

¼ 1ffiffiffiffiffiffi
N!

p

ua1ðq1Þ ua2ðq1Þ ? uaN ðq1Þ
ua1ðq2Þ ua2ðq2Þ ? uaN ðq2Þ
? ? ? ?

ua1ðqNÞ ua2ðqNÞ ? uaN ðqNÞ

���������

���������
½9�

in the place of eqn [4] (the factor
ffiffiffiffiffiffi
N!

p
has been

introduced to preserve the normalization). The
Hartree–Fock wave function [9] thus contains N!
terms, of which the Hartree wave function [4] repre-
sents the diagonal one.

Hartree–Fock Equations

The averages [6] and [7] need to be recalculated at
this point with the wave function [9] that obeys the
Pauli principle. With the same variational procedure
that has led to eqn [8], one now obtains the Hartree–
Fock integro-differential equation(s):

hðqÞuaiðqÞ þ
P

j½/uajðq0Þjvðq; q0Þjuajðq0ÞSuaiðqÞ
�/uajðq0Þjvðq; q0Þjuaiðq0ÞSuajðqÞ� ¼ eiuaiðqÞ ½10�

The modification due to Fock (originating from
the Pauli principle) has introduced the so-called
exchange term on the left-hand side of eqn [10].
Correspondingly, the operator acting on the single-
particle wave function uaiðqÞ is no longer purely
differential as in eqn [8], but now also contains an
integral part. Note that the exchange term of the
Hartree–Fock operator, being of purely quantum-
mechanical origin, lacks the intuitive interpretation
of the (direct) Hartree term based on classical phys-
ics. Note further that the restriction jai has been
removed from the sum in eqn [10], since the two
terms with i¼ j within brackets cancel each other.
Despite the presence of these additional features,
however, the Hartree–Fock equation still fails to in-
clude a correlation between electrons of either spin
resulting from the Coulomb interaction.

From the above considerations, one anticipates
that the Hartree approximation (whereby the ex-
change term in eqn [10] is neglected), being based on
a classical self-consistent picture, should work better
when classical considerations can give a good an-
swer. This typically occurs when macroscopic effects
are dominant, such as when the forces are slowly
varying. Consistent with this expectation, one readily
verifies from eqn [10] that for a short-range interac-
tion v(q, q0) (as in nuclear physics or with the Hub-
bard Hamiltonian in a solid), the direct (Hartree) and
exchange (Fock) terms are comparable in magnitude.
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For a long-range interparticle potential (as in atomic
physics), on the other hand, the exchange contribu-
tion is usually much smaller than the direct one,
so that it is often neglected in determining the self-
consistent energy levels of atoms.

The Hartree–Fock eqn [10] obviously shares with
the Hartree eqn [8], the nonlinearity and self-
consistency of the solution, and thus the need for
iterative methods.

The total energy E of the original Schrödinger eqn
[3] can be obtained from the solution of the Hartree–
Fock eqn [10] by projecting on alternative wave
functions uaiðqÞ and summing over i. One obtains

XN
i¼1

ei ¼ /FjH1jFSþ 2/FjH2jFS

¼ Eþ/FjH2jFS ½11�

where /FjH2jFS now contains the exchange besides
the Hartree contribution [7]. Note that the total
energy E is not merely the sum of the single-particle
eigenvalues ei of eqn [10]. The average interaction
energy /FjH2jFS is, in fact, subtracted from this
sum to avoid double counting of the interaction
energy. In addition, the ground-state energy is ob-
tained by considering the lowest N single-particle
eigenvalues ei in eqn [11] (with occupancy consistent
with the Pauli principle). Correspondingly, the
remaining single-electron wave functions with higher
energies represent unoccupied or ‘‘virtual’’ single-
particle states. The value of the total energy E ob-
tained in this way for the ground state constitutes an
upper bound for the true ground state of the many-
electron system, in accordance with the variational
principle from which the Hartree–Fock eqn [10] has
been obtained.

It remains to give a physical interpretation to the
eigenvalues ei, which were originally introduced
as Lagrange multipliers to enforce the (ortho) nor-
malization constraints on the single-electron wave
functions.

Koopmans’ Theorem

Koopmans’ theorem provides an interpretation to the
Hartree–Fock eigenvalues ei as ionization potentials,
in the sense that energies of the occupied states in the
single-determinant approximation for the many-elec-
tron ground state represent the energy (with opposite
sign) required to remove an electron from that state.

The central hypothesis of Koopmans’ theorem is
that one removes a particular single-electron wave
function, say ua%iðqÞ, from the ground-state configura-
tion [9] for N electrons, while leaving all other

(N� 1) single-electron wave functions unchanged.
By taking the difference between the total energies
[11] corresponding to these N and (N� 1) electron
configurations, one obtains

EðNÞ � EðN � 1Þ ¼ e%i ½12�

In physical terms, one says that Koopmans’ theo-
rem, by assuming a ‘‘frozen orbital’’ approximation,
neglects the relaxation of the wave functions in the
(N� 1) electron state. In practice, this neglect of
relaxation results in very positive ionization poten-
tials, even though Koopmans’ ionization potentials
constitute, in general, a reasonable first approxima-
tion to the experimental values.

The approximation of frozen orbitals is expected
to be more appropriate when the electron is removed
from an ‘‘outer’’ than from an ‘‘inner’’ level. By the
same token, the approximation is expected to be a
poor one in solids when screening (relaxation) effects
are important. The valence and conduction bands of
diamond constitute a notable example of a situation
where ‘‘correlation effects’’ beyond the Hartree–Fock
approximation produce important corrections to
Koopmans’ theorem results. As shown in Figure 1,
the sets of valence and conduction bands of diamond
get considerably closer to each other when including
correlation effects on top of the Hartree–Fock re-
sults. In particular, the bandgap is reduced in this
way from 15.0 to 7.4 eV, a value quite close to the
experimental 7.3 eV.

Another famous example when screening (not tak-
en into account by the Hartree–Fock–Koopman
scheme) is important to account for the experimen-
tal data is provided by the DSCF (self-consistent field)
calculations of Bagus and Schaefer for a deep exci-
tation in a diatomic molecule. In a DSCF calculation,
the ‘‘frozen orbital’’ approximation is relaxed in such
a way that, after removal of one electron from a
particular single-electron wave function (hole), the
Hartreee–Fock single-electron wave functions for the
remaining (N� 1) electrons are recalculated self-
consistently. Bagus and Schaefer have shown that
results in good agreement with the experimental data
can be obtained, when one requires the deep-hole
wave function to be localized at one of the two atoms
of the diatomic molecule O2, while it fails when the
hole wave function is delocalized spreading over the
whole molecule (as it is usually assumed for Hartree–
Fock calculations with molecules).

Results for Atoms

The first numerical calculations for atoms were made
direcly by Hartree and his students. Quite generally,
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the first problem one encounters, when applying the
Hartree or Hartree–Fock method to atoms, is that
the potential due to the other electrons is not spher-
ically symmetric, due to departures of the charge
distribution from spherical symmetry. Including
departures from spherical symmetry in atomic cal-
culations would be rather difficult and probably not
very useful, as it would not correspond to an im-
provement of the final results. Accordingly, Hartree
did not use the actual nonspherically symmetric
potential field but an average of this field over all
directions in space, with the result that each electron
moves in an effective central field.

The Hartree method provides good radial wave
functions as a first approximation to the atomic
structure problem and as the starting point for more
refined calculations. With the inclusion of the Fock
term, it turns out that the typical error of the
Hartree–Fock energy for an atom (ion) is only B1%.
The Hartree–Fock wave functions, on the other
hand, may not be so accurate in some regions of
configuration space which, however, do not play an

important role in the variational integral from which
the energy is obtained. As a consequence, matrix
elements (required, for instance, to calculate transi-
tion rates) may sometimes have a substantial error
when calculated in the Hartree–Fock approximation.

Standard tabulations of the Hartree–Fock results
exist (see Clementi and Roetti), which gather the best
results obtained for the ground state (and even for
some excited states) of atoms. From these tables,
one can get both total and single-particle (orbital)
energies, as well as the form of the single-particle
wave functions. Usually, Slater-type radial orbitals
of the form wðrÞ ¼ Arv�1e�Zr (where r¼ |r|, v is a
positive integer, Z a positive number, and A a nor-
malization constant) are chosen as a basis for these
calculations, thereby determining the coefficients cp
of the expansion uðrÞ ¼

P
p cpwpðrÞ for the radial

part uðrÞ of the single-particle wave functions.

Results for Molecules

The Hartree–Fock approximation plays an especially
important role in quantum chemistry, where it is also
used as the starting point for more elaborate (con-
figuration interaction) calculations that include the
effects of electron correlations.

For molecules, the Hartee–Fock approximation is
applied to the electronic equation that depends para-
metrically on the nuclear coordinates in the spirit of
the Born–Oppenheimer approximation. In practice,
for molecules it would be rather difficult to solve the
Hartree–Fock integro-differential equations as one
does for atoms, due to the reduced symmetry. Instead,
for molecules one prefers (Roothaan) to introduce a
finite set of known basis functions for the expansion
of the single-particle wave functions, thus converting
the Hartree–Fock equations into a set of algebraic
equations for the expansion coefficients. These equa-
tions are then solved by standard matrix techniques
using an iterative procedure. The basis functions are
usually taken to spread over the whole molecule, with
their symmetry properties classified in accordance
with the symmetry group of the molecule.

The basis functions for this expansion, although
linearly independent, are in general not orthogonal
to each other, which results in the presence of an
overlap matrix in the matrix equation. In particular,
two types of basis functions are commonly used, the
Slater-type and Gaussian-type functions. The use of
Slater functions would in principle be preferable,
since they more correctly describe the qualitative
features of molecular orbitals. However, the calcula-
tion of two-electron integrals employing functions
centered at the positions of different nuclei is easier
to evaluate with Gaussian functions.
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In literature, the results of a large number of
Hartree–Fock calculations for molecules are avail-
able, especially as far as their total energy is con-
cerned. For specific molecules (such as H2), there
also occurs good agreement between Koopmans’
and experimental values of the ionization potential,
although this agreement originates from a fortuitous
cancellation of correlation and relaxation effects
(both neglected by the Koopmans’ approximation).
For other molecules (such as N2), however, the Har-
tree–Fock approximation is not sufficiently accurate
even for a qualitative understanding of the ionization
phenomena. Restricted Hartree–Fock calculations
provide, instead, reasonable approximations to the
experimental values for the equilibrium geometry
of molecules, whose prediction is one of the most
common uses of electronic structure calculations.
(‘‘Restricted’’ (‘‘unrestricted’’) spin orbitals are con-
strained to have the same (different) spatial func-
tion(s) for up and down spins.)

In the case of unrestricted molecular orbitals, the
equations to be solved (called the Pople–Nesbet equa-
tions) are analogous to the Roothaan’s equations for
the case of restricted molecular orbitals, but entail
two coupled matrix eigenvalue problems to be solved
simultaneously. A well-known example, when unre-
stricted Hartree–Fock calculations are preferred to the
restricted ones, is the case of molecular dissociation.
In this case, a lower energy is often obtained by allo-
wing each doubly occupied molecular orbital to split
into two spin orbitals with different spatial factors
under a bond-breaking deformation of the molecule.

Results for the Homogeneous Electron
Gas

Before discussing the Hartree–Fock calculations for
solids, it is worth mentioning the results for the
homogeneous electron gas (with which some metals
such as Na and K are sometimes associated, at least
to a first approximation).

When the potential contained in the single-particle
Hamiltonian h of eqn [2] is constant, the Hartree–
Fock eqn [10] can be solved exactly with plane waves
eik�r (where k is a wave vector), without the need for
a self-consistent procedure (even though the corre-
sponding energy eigenvalues e(k) are not free-elec-
tron eigenvalues). For a Coulomb interparticle
potential (which requires the inclusion of a uniform
positive compensating background), one then ob-
tains, for the average (ground-state) energy per par-
ticle, the expression

E

N
¼ 2:21

r2s
� 0:916

rs
½13�

in units of Rydbergs. Here rs ¼ r0=a0 with 4pr30n=3 ¼
1 (n being the density and a0 the Bohr radius). In
expression [13], the competition between the (po-
sitive) kinetic energy and the (negative) exchange
energy contributions results in a minimum occurring
for negative values of the total energy. For values of
rs corresponding to metals (typically in the range
from 2 to 6), the exchange energy in eqn [13] is
comparable in magnitude to the kinetic energy, thus
confirming the need for nonperturbative calculations
in condensed matter systems.

In spite of the simplified procedure, a shortcoming
occurs with the Hartree–Fock result of the homo-
geneous electron gas. The Hartree–Fock part eðkÞ �
k2=ð2mÞ of the eigenvalues (m being the electron
mass) shown in Figure 2 versus k¼ |k| has, in fact, a
log-singularity in the first derivative at the Fermi wave
vector kF (related to the density via kF ¼ ð3p2nÞ1=3).
This singularity, in turn, implies that the correspond-
ing density of states vanishes at the Fermi energy,
resulting for instance, in the vanishing of the elec-
tronic specific heat.

It is actually the neglect of screening (not taken
into account in the Hartree–Fock approximation)
that is responsible for the failure of the Hartree–
Fock approximation with the homogeneous elec-
tron gas.

Results for Solids

In crystalline solids, where the atomic positions are
related by translational symmetry, the solutions of
the Hartree–Fock eqn [10] satisfy the Bloch theorem,
and are thus labeled by a wave vector k (restricted to
the first Brilluoin zone) and a band index.
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In analogy with atoms, whereby the Hartree–Fock
method is exploited to determine an average central
potential, a simplified version of the Hartree–Fock
method for solids (the Xa method) has been proposed
by Slater, by setting up an average potential field in
which all electrons move. In this way, the nonlocal
exchange potential is replaced by a local one that
depends on the local density, like constant� nðrÞ1=3.
In addition, in analogy with molecules, the basis
functions for full Hartree–Fock calculations are tak-
en of the form of Bloch sums in terms of orbitals
centered at the lattice sites.

Owing to its failure for the homogeneous electron
gas, the Hartree–Fock approximation has long been
viewed as a poor approximation for metals. Ab initio
calculations of energy bands in solids with the
Hartree–Fock method have thus been mostly per-
formed for insulators with the Fermi level lying
within the bandgap (the example of the energy bands
of diamond has already been shown in Figure 1).
Only recently the Hartree–Fock method has been
applied to 3D transition metals, by truncating the
long-range part of the Coulomb potential and thus
effectively mimicking correlation effects.

In spite of these improvements, band structure cal-
culations for solids have preferably been performed
by alternative methods, such as the local density
approximation to the density-functional theory of
Hohenberg, Kohn, and Sham, and more recently by
introducing correlation effects with the so-called GW
approximation. It is nevertheless remarkable that
both these alternative methods rely on the idea of
a self-consistent field originally developed for the
Hartree approach.

Successes and Limitations

It is worth summarizing the achievements of the
Hartree–Fock method by spelling out its successes
and limitations.

Among its successes, one should mention that:
(1) The Hartree–Fock method is based on the varia-
tional principle, and, as such, has a sound physical–
mathematical justification. (2) The method provides
an approximate separation of variables of the
original interacting N – electron problem, in that it
enables one to solve N coupled one-electron prob-
lems in the place of one problem with N coupled
electrons. (3) Even from a numerical point of view,
the method provides reasonable order-of-magnitude
estimates of single-particle eigenvalues.

Limitations of the Hartree–Fock methods concern
instead: (1) The error in the single-particle eigenval-
ues, interpreted in conjunction with Koopman’s the-
orem, which can admittedly be too large to allow for

a detailed comparison with the experimental data,
especially for systems where relaxation effects
(screening) are relevant. (2) The first-principle exten-
sion of the method to excited states, which is not
obvious since the excited states should (by construc-
tion) be orthogonal to the ground state.

Unrestricted Hartree–Fock Calculations

When discussing the results for molecules, it has
already been mentioned that unrestricted Hartree–
Fock calculations are sometimes preferred to the
restricted ones for dealing with specific problems.

More generally, the technical term ‘‘unrestricted’’
refers to the fact that one allows for self-consistent
field wave functions of a lower symmetry than that of
the Hamiltonian. For instance, in spin-symmetry un-
restricted self-consistent field solutions, the electrons
on the average can be kept further apart than in the
restricted solutions, thereby reducing their mutual
Coulomb interaction.

It is sometimes said that ‘‘unrestricted’’ self-con-
sistent field calculations enable one to incorporate
part of the electron correlations within a self-con-
sistent field scheme. This is due to the fact that a
broken-symmetry ansatz effectively introduces nodes
in the Hartree–Fock wave function, which amounts,
in turn, to the introduction of some sort of correla-
tion over and above the Hartree–Fock approach.

A notable example is the Hartree–Fock calculation
for the Hubbard model in a crystal. In this case, the
ordinary Hartree–Fock approach (with a spin-inde-
pendent occupancy of the single-particle levels) mere-
ly produces the constant shift nU/2 of the
independent-electron band eigenvalues (obtained in
the absence of the electron–electron interaction).
Here, n (0pnp2) is the average density per site, and
U is the site interaction characteristic of the Hubbard
Hamiltonian. At the same time, the Hartree–Fock
wave function coincides with the independent-elec-
tron case, corresponding to the paramagnetic phase
of the system. On physical grounds, these results are
expected to be correct only for small values of U
(such that U{t, where t is the hopping matrix
element between nearest-neighbor sites). If one,
instead, enforces a broken-symmetry situation to
the Hartee–Fock approach (making the average spin
occupancy different on alternative sites of a bipartite
lattice), the approach proves its ability to describe
antiferromagnetic situations which are (at least
qualitatively) correct also in the large-U limit.

Generalized Mean-Field Approaches

The Hartree–Fock method is sometimes synonymous
with mean field methods. As such, the method can be
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readily generalized to finite temperatures within a
grand canonical ensemble, whereby the Fermi–Dirac
distribution contains the self-consistently determined
single-particle energy eigenvalues of the Hartree–Fock
equation. Cases of a broken symmetry can further be
described with suitable Hartree–Fock approaches. For
instance, the Stoner criterion for ferromagnetism is
obtained within the Hartree–Fock approximation to
the Hubbard Hamiltonian. The Bardeen–Cooper–
Schrieffer (BCS) theory of superconductivity can also
be regarded as a generalized Hartree–Fock decoupling
of the attractive interparticle interaction. In this case,
‘‘anomalous’’ averages associated with the broken
gauge symmetry are considered besides the usual
Hartree (direct) and Fock (exchange) averages.

See also: Electronic Structure Calculations: Plane-Wave
Methods; Quantum Mechanics: Atoms; Quantum Mecha-
nics: Foundations; Quantum Mechanics: Methods.

PACS: 71.10.�w; 71.45.Gm; 71.15.�m; 71.20.�b
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Nomenclature

E total many-electron energy
h one-electron Hamiltonian
H many-electron Hamiltonian
k wave vector
kF Fermi wave vector
m electron mass
n average electron density
n(r) local electron density
N total number of electrons
r spatial position of an electron
t hopping matrix element of the Hubbard

model
u one-electron wave functions
U site interaction energy of the Hubbard

model
Z atomic number
a label of the one-electron wave functions
e Hartree and Hartree–Fock single-parti-

cle eigenvalues
s spin of an electron
F many-electron wave function
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Introduction

Porous cellular metals and ceramics are now being in-
tensively studied. This has arisen partly from a

growing appreciation that biomaterials must be
thoroughly understood, not only to exploit them
effectively, but also to develop biomimetic materials
with attractive properties and biocompatible materials
and structures. Since many natural and biological
materials are cellular, often with relatively high-
porosity levels (although sometimes these pores are,
at least, partly filled with a fluid or a soft and com-
pliant solid in the natural state), study of manufac-
tured porous materials has become an important
branch of materials science. In fact, various types of
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porous materials, quite different from any biological
system, are also being heavily investigated. Further-
more, certain well-established areas of porous material
usage, such as filters, catalyst supports, and heat ex-
changers, are being subjected to renewed scrutiny, as
novel porous materials and structures are developed.

Interest extends to both processing developments
and to relationships between microstructure and
properties. The concept of microstructure should be
defined with care in highly porous materials, since it is
sometimes used to refer only to the cell structure (i.e.,
the size, volume fraction, shape, etc. of the pores),
whereas in practice, the microstructure of material
constituting the cell wall may also be important.
Distinctions can be drawn between different types of
porous materials, based on their cell structure. The
most significant classification is that between open-cell
and closed-cell materials. An obvious difference is that
open-cell foams are permeable to fluids, which has
various implications, but there are also some rather
systematic differences between the two types of
materials, relating to various thermophysical and
mechanical properties, and also to the applications
for which they might be suitable.

However, further classification is probably needed.
Some porous materials exhibit distinct, separate
cells, but with some connectivity – as, for example,
might result from rupturing of some cell walls. Such
configurations differ noticeably from open structures
having such high connectivity that it is difficult to
delineate any individual cells. It might be argued that
the latter should be termed ‘‘open-network materi-
als,’’ rather than ‘‘cellular materials.’’ Open-network
materials can, for example, be produced by ass-
embling a set of fibers or fine wires. Such assemblies
can be isotropic or they may be highly oriented –
commonly either in-plane or uniaxially aligned – and
hence exhibit pronounced anisotropy in both struc-
tures and properties. Ropes, cables, braided wires,
etc. are effectively open-network materials of this
type, as are various types of insulation blankets, fil-
ters, etc. There are many such products in commer-
cial use, based on metallic, ceramic, or polymeric
fibers, with or without strong interfiber bonding.

Classifying ropes, or bonded assemblies of short
struts, as (open-network) materials brings into
sharp focus the issue of whether such things should
really be termed materials or structures. In fact,
many highly porous materials should probably be
treated as ‘‘quasimaterials,’’ since they are in many
ways genuinely intermediate between the two.
An important feature of quasimaterials, and of
highly porous materials in general, is that the ‘‘pore
architecture’’ introduces extra degrees of freedom
into microstructural design. In thinking about

terminology and classification, it is instructive to
consider the combinations of pore content, con-
nectivity, and anisotropy exhibited by various actual
and putative materials and quasimaterials. This is il-
lustrated graphically in Figure 1, which presents data
for a number of well-known products and natural
materials. Void content is simply evaluated, while
anisotropy can be characterized via observed variat-
ions with direction of a suitable property, such as
Young’s modulus E (see the section ‘‘Elastic constants
and stiffness-critical lightweight structures’’). Inter-
cell connectivity is more difficult to quantify. In
constructing Figure 1, the ease of permeation of flu-
ids through the material (see the section ‘‘Fluid per-
meability and specific surface area’’) has been used as
the indicator, represented by the specific permeability
k (in m2), which is independent of the fluid used in
the measurement. Good intercell connectivity leads
to high permeability. However, the permeability
drops as the scale of the structure becomes finer, so
k has been multiplied by the specific surface area (in
m–1), which rises as this occurs, to give a connectivity
parameter designed to be scale independent, at least
to a first approximation. Figure 1 highlights the wide
range of cell architectures obtainable. Of course, the
scale of the structure is a further important variable.

Highly porous materials are also sometimes classi-
fied according to whether their cell structures are
regular or stochastic (i.e., exhibiting random variat-
ions in cell size, shape, and distribution). This can
affect certain characteristics, particularly mechanical
properties, since it influences stress concentration ef-
fects and crack propagation paths. The distinction is
not, however, a very rigid one, since porous materials
which do not, strictly speaking, have regular or
periodic cell structures may nevertheless exhibit a
relatively narrow distribution of cell size and shape.
Finally, some porous materials tend to exhibit
bimodal distributions of pore size, so that, for exam-
ple, the cell walls might themselves be porous. This
can influence a wide range of properties. An illustra-
tion is presented in Figure 2 of cell structures in
four different types of highly porous materials,
exhibiting a wide range of regularity, anisotropy,
connectivity, and scale.

In this article, a brief outline is given of how various
properties of highly porous materials are predicted
and controlled. It is sometimes possible to apply
conventional composite theory, with one of the con-
stituents taken as having zero stiffness or strength or
conductivity, etc. However, models of this type often
breakdown for high porosity levels, particularly as the
pores become contiguous (open-celled), and, in gen-
eral, rather different approaches are needed in this
regime, taking proper account of the cell architecture.
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Furthermore, porous materials may have interesting
transport properties or potential for actuation char-
acteristics and these often require rather specialized
analysis. In outlining these structure–property rela-
tionships, reference is periodically made to the appli-
cations for which particular properties are most
relevant. Of course, minimization of weight is a com-
mon motivation for using porous materials, and this is
a key objective for many applications, but transport
properties such as permeability and conductivity may
also be of critical importance. Overall, the coverage is
of necessity highly abbreviated and the bibliography
provided will need to be consulted for any detailed
information.

Mechanical Properties and Performance
Requirements

Elastic Constants and Stiffness-Critical
Lightweight Structures

The elastic constants of porous materials can be pre-
dicted using conventional composite theory models,

with the ‘‘reinforcement’’-ascribed zero stiffness (and
zero Poisson ratio). For example, Figure 3 shows
how axial and transverse Young’s modulus and
Poisson ratio are predicted to vary with void con-
tent, and with void aspect ratio, according to the
Eshelby method, which is based on assuming that
ellipsoid-shaped inclusions (pores) are dispersed
throughout the matrix. The following equation gives
the elastic constants

C ¼ ½C�1
m � ffðCi � CmÞ½S� f ðS� IÞ�

þ Cmg�1ðCi �CmÞC�1
m ��1 ½1�

where C is the stiffness tensor, the subscripts m and i
refer to matrix and inclusions (pores), S is the
Eshelby tensor (dependent on inclusion aspect ratio
s), I is the identity tensor and f is the volume fraction
of inclusions (pores). The model is known to be
unreliable for high inclusion contents, but it, never-
theless, serves to illustrate a few simple points.

First, the specific stiffness of porous materials dif-
fers little from that of the matrix, since the Young’s
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modulus falls off in a broadly similar way to the
density (rule of mixtures line). In fact, apart from the
axial stiffness of a material with aligned, highly
elongated pores, which approximates closely to the

rule of mixtures line, the stiffness falls off more
sharply than the density, so the specific stiffness of
porous materials is, in general, lower than that of
corresponding monolithic materials.

Second, porous materials can be quite significantly
anisotropic in stiffness, if the pores are aligned and
elongated. This is the case in many natural cellular
materials. In fact, it is clear from the plot that the
pores do not need to be highly elongated for this
to be the case, since the s ¼ 3 curves are fairly close
to those for infinite aspect ratio. However, it is also
worth noting that the plot suggests that elastic
anisotropy is unlikely to be dramatic (greater than
a factor of 2 or so). Some assumptions, such as those
of the equal stress model, lead to much greater pre-
dicted anisotropy, but these are known to be very
unreliable, at least for cylindrical inclusions (pores).
On the other hand, experimental data for transverse
stiffness often suggest that it is much lower than in
the axial direction. For example, typical woods (with
a void content of B20–40%) are often quoted as
having an axial (parallel to grain) stiffness of
B10GPa, but a transverse value of only B1GPa.
For bone, the quoted anisotropy is usually lower, but
is still substantial in some cases. Partial explanation
for such discrepancies is often related to difficulties in
measuring a true transverse stiffness. The strength
(and creep resistance) is often dramatically lower
under transverse loading (see below), so that inelastic
straining commonly occurs at low applied loads

(a) (b)

(d)(c)

10 mm

500 µm

5 mm

500 µm

Figure 2 Microstructures of (a) a ceramic honeycomb, (b) a

closed-cell metallic foam, (c) an open-cell SiOC foam, and (d) an

open-network structure made by bonding metallic fibers together.
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during stiffness measurement. However, it should
also be recognized that this type of model, which
takes no account of the distribution of voids, and
assumes that they have no contiguity (i.e., that
the cells are all closed), may be very unreliable for
high-void contents and for open-cell materials.
Finally, it must be noted that these models assume
the base material to be isotropic. For many natural
materials, such as wood, the cell walls themselves
exhibit high degrees of structural alignment, and
hence are highly anisotropic, both elastically and in
terms of strength. Obviously, such effects should be
taken into account when predicting the effect of
the presence of pores.

It can also be seen in Figure 3 that the Poisson ratio
may vary significantly when voids are introduced,
although the relative changes are predicted to be
smaller than those for stiffness. However, it should
again be emphasized that, particularly at high-void
contents, and with open-cell structures, geometrical
aspects can assume much greater importance, and
the ‘‘mean field’’ approach of the Eshelby method is
certainly not well-suited for prediction of elastic
constants at high-void contents. For highly porous
materials of this type, geometrically specific models
may be more appropriate. For example, consider the
plots shown in Figure 4. These relate to porous ma-
terials composed of an isotropic (random) array of
slender cylindrical fibers, bonded together at junction

points – see Figure 2d. A model has been developed
for such material, based on assuming that deforma-
tion arises solely from elastic-bending deflections of
the fiber segments between junctions. The following
simple equation is derived for the normalized
Young’s modulus

E

Em
¼ 9ð1� f Þ

32ðL=DÞ2
½2�

where L/D is the aspect ratio of fiber segments be-
tween joints. These stiffnesses, both measured and
predicted, are well below those predicted by the Es-
helby method for the void contents concerned. In
general, open-cell materials are less stiff than closed-
cell ones with similar void contents, while open-net-
work materials are the least stiff. These discrepancies
highlight some of the limitations of applying
conventional composite theory approaches to highly
porous materials, particularly if they have open-cell
or open-network structures. It might also be noted
that the model used to produce the plots in Figure 4
predicts a Poisson ratio value of B0.32, independent
of void-content and fiber segment aspect ratio.

Finally, it should be emphasized that, while porous
materials do not have superior specific stiffness to
monolithic materials under uniaxial loading, they
can exhibit dramatic advantages when subjected to
bending moments or torques. The reason for this is
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some corresponding experimental data are also shown.

322 Highly Porous Metals and Ceramics



that ‘‘bending stiffness’’ and ‘‘torsional stiffness’’ are
raised, not only by the material having a higher
Young’s modulus, but also by it being located further
from the neutral axis or neutral plane. Depending on
the exact boundary conditions, the appropriate figure
of merit for stiffness-critical weight minimization
(E/r for uniaxial loading) is commonly E1/2/r or
E1/3/r for bending, which can make highly porous
materials attractive for construction of many types
of stiff, lightweight structures. A simple example of
this is sandwich panels, for which optimizing the
design of highly porous core material is an important
issue.

Strength, Fracture Mechanics, and
Energy-Absorbing Structures

In general, pores are expected to cause both stress
concentration effects and easier crack paths, leading
to reductions in strength. In principle, a conventional
fracture mechanics calculation should allow estima-
tion of the effect of a dispersed set of (closed cell)
pores on the strength and toughness. The passage of
a crack through pores reduces the need for material
to be fractured and hence reduces the fracture energy.
Neglecting any effects of preferential crack paths or
reductions in constraint near pores, the fracture
energy should thus be proportional to the relative
density (1–f ), with no dependence on pore size. The
stiffness falls off with increasing void content in a
broadly similar manner (see the section ‘‘Elastic con-
stants and stiffness-critical lightweight structures’’).
Pores will also act as crack-initiating flaws, reducing

the stress required for the onset of fast fracture. In
this role, the pore size is significant. To a zeroth ap-
proximation, the strength of a porous material could
thus be written as a conventional fracture mechanics
strength

s� ¼
GcE

pc

� �1=2

Eð1� f Þ GcmEm

pR

� �1=2

½3�

where c is the flaw size, Gcm is the fracture energy of
the base material and R is the radius of the crack-
initiating (largest) pore, assumed to be spherical.
This equation is plotted in Figure 5, which illustrates
how high-porosity contents and large pores lead to
low-fracture strengths. However, it should be
recognized that experimental strengths (and fracture
energies) tend to be very low for most highly porous
metals and ceramics, even if the pores are relatively
fine, and, in general, these predictions are over-esti-
mates, particularly for metals. This is thought to be
largely due to a tendency for cracks to preferentially
follow high-porosity paths and for ductile tearing of
ligaments between pores to occur readily as stress
concentration effects operate. This can substantially
reduce the effective toughness. While tensile
strengths are higher if the pore (cell) structure is fine
and regular, most experimentally measured values
for highly porous materials are no higher than a few
MPa, although some reported values for materials
based on metal fibers are in the range of several tens
of MPa.
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Where highly porous materials are used in load-
bearing situations, attempts are often made to ensure
that they experience predominantly compressive
loads (although it may be noted that this is not pos-
sible under bending and twisting moments, which is
when their elastic properties can be most effectively
exploited – see the section ‘‘Elastic constants and
stiffness-critical lightweight structures’’). Under
uniaxial compression, highly porous materials tend
to yield at relatively low stresses (from a few MPa up
to a few tens of MPa) and then undergo quite large
strains without the stress level rising much. This
strain is associated with local plastic deformation
and/or fracture and crushing events. Such deforma-
tion can be useful when substantial energy absorp-
tion is required without high stresses being
generated, as in cushioning of impact events or re-
distribution of static or dynamic loading configura-
tions. Of course, polymeric foams have long been
used for such purposes, but they do not have high
energy-absorbing potential and they also suffer from
other drawbacks, such as susceptibility to fire. Met-
als offer particular promise in this regard, since very
high local plastic strains can, in principle, be gene-
rated, due to the reduced constraint on individual cell
walls or network members. This potential has not yet
been fully exploited and further work is required on
optimization of the energy-absorbing characteristics
of highly porous metals. Some such material incor-
porates significant levels of ceramic in the cell walls
(introduced to facilitate the processing) and this
certainly impairs plasticity and energy absorption.
On the other hand, there may be some situations in
which predominance of brittle crushing processes
over plastic deformation may be advantageous, since
it will tend to result in reduced stress transfer to the
component being protected.

Strength can be markedly anisotropic in porous
materials. In highly aligned cellular materials, such as
wood, factors of 10 between axial and transverse
strengths are commonly observed. In materials such
as wood and bone, this is partly attributable to the
alignment of microstructural constituents (cellulose
microfibrils, collagen, etc.) within the cell walls, as
well as to the anisotropic cell geometry. However,
even in the absence of such effects, strength anisot-
ropy from cell or network geometry can be dramatic,
with ropes providing a graphic example. The nature
of the bonding in transverse directions is clearly
relevant to the magnitude of the anisotropy and in
some cases this can be very weak indeed.

Finally, it should be emphasized that the toughness
and strength of highly porous materials is not a sim-
ple topic. While the presence of pores tends, in gen-
eral, to promote premature yielding and fracture,

there are situations in which the compressibility of
porous materials represents a substantial advantage.
For example, while the outstanding toughness and
damage tolerance of wood arises partly from specific
energy-absorbing mechanisms, notably fiber pullout,
it is also partly due to the compressibility conferred
by the presence of pores. This allows intrusive events,
such as the introduction of screws, to take place
without the large stress buildup and consequent
macroscopic distortion or crack propagation which
would tend to result with most fully dense materials,
even those with relatively high toughness. Bone is
also able to withstand screwing and similar fixation
operations quite well, although they can sometimes
cause cracking. It might also be argued that the
damage tolerance and general mechanical versatility
of ropes arises largely from their compressibility, or,
at least, from the relative independence of individual
strands, which is clearly associated with the presence
of the free space. Unfortunately, most manufactured
porous materials do not exhibit toughening mecha-
nisms analogous to those operating in wood and
bone, which are attributable to their complex, multi-
scaled microstructures. Furthermore, the damage
tolerance and flexibility of rope-like materials is ac-
hieved at the cost of very high compliance and low
strength in transverse directions. The degree to which
most manufactured porous materials benefit me-
chanically from their high compressibility has thus
been rather limited, although it has been noted in
some cases that they are suitable for screwing
etc. Nevertheless, open-network quasimaterials of
various types have excellent potential for offering
attractive combinations of mechanical properties and
their further development seems likely.

Transport Properties and Multifunctional
Applications

Electrical and Thermal Insulation Characteristics

Since there is substantial resistance to the passage of
both heat and electrical charge through pores (gas-
eous or vacuum), porous materials have long been of
interest as insulators. However, there are important
differences between the two cases for porous mate-
rials. In particular, pore connectivity is often an im-
portant issue for heat flow. The main reason for this
is that convective heat transfer can be significant.
There is a scale effect here, since natural thermal
convection within closed cells tends to be significant
only when the cells are relatively large (typically,
4B10mm). However, in open-cell materials natural
convection can occur even with finer structures and
forced convection can be an important heat transfer
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mechanism (to such an extent that open-pore mate-
rials are often used as heat exchangers – see the sec-
tion ‘‘Fluid permeability and specific surface area’’).
In the electrical case, on the other hand, the focus is
entirely on current paths through the matrix, assu-
ming that the breakdown field for ionization of gas in
the pores is not reached. In this section, attention is
concentrated on conductive transfer.

From a mathematical point of view, conduction
of heat and of electrical charge are indistinguish-
able. The basic equations of unidirectional heat and
current flow may be written as

q ¼ �K
@T

@x
½4�

j ¼ �s
@V

@x
½5�

where q is the heat flux (Wm–2) arising from a ther-
mal gradient @T/@x (Km–1) in a material of thermal
conductivity K (Wm–1K–1), while j is the current
density (Am–2), s is the electrical conductivity
(O–1m–1 or Sm–1) and @V/@x is the electric field
(Vm–1). It is common to use the resistivity r (Om),
which is the reciprocal of the electrical conductivity.
Both conductivities are proportional to the concen-
tration of carriers, and to their mobility. For thermal
conduction, either electrons or phonons can be
effective carriers. Good thermal conduction is con-
ferred by the presence of free electrons (metals) or
by high phonon velocities (light, stiff materials)
and large phonon mean free paths (few scattering
centers, i.e., low levels of defects, grain boundaries,
etc.). In contrast to this, only electrons or ions can
act as carriers of electric charge. Since electrons are
much more mobile than ions, materials with free
electrons (metals) have vastly greater electrical con-
ductivities than all other materials. Differences in
thermal conductivity between different types of
material are much less dramatic.

It therefore follows that, if the objective is electrical
insulation, then most ceramics are effective anyway
and there is little incentive to make them porous, un-
less a large volume is beneficial – for example, in
increasing the thickness of a ceramic insulating layer
while keeping its mass low. The electrical resistance
of such a porous ceramic layer would probably be
similar to a dense ceramic layer of the same thickness,
although other electrical properties, such as dielectric
characteristics, will often be substantially different.
For metals, on the other hand, electrical conductivity
will fall as the porosity is increased, but even highly
porous metals are unlikely to be suitable for electrical
insulation purposes. In addition, there may be interest

in maximizing the electrical conductivity of porous
metals, so as to facilitate electrical connections or al-
low resistance welding.

For thermal insulation purposes, however, there is
interest in quantifying the conductivity of both ce-
ramics and metals, as a function of porosity level and
pore architecture. If the pores are treated as isolated
ellipsoids, then the Eshelby method can again be
employed, leading to the following equation for the
conductivity (electrical or thermal)

K ¼ ½K�1
m þ ffðKm � KIÞ½S� f ðS� IÞ�

� Kmg�1ðKi � KmÞK�1
m ��1 ½6�

which reduces for the case of spheres to the familiar
Maxwell equation

K

Km
¼ 2ð1� f Þ þ ðKI=KmÞ ð1þ 2f Þ

ð2þ f Þ þ ðKI=KmÞ ð1� f Þ ½7�

This Eshelby expression is very similar to that
for the elastic constants (eqn [1]), but these are
now second-rank tensors, rather than fourth rank.
Predictions from eqn [6] are shown in Figure 6a,
with the void conductivity taken as zero
(KairB0.025Wm–1K–1, compared with typical val-
ues of B10–200 for metals and 1–150 for ceramics).
As with the elastic constants, the reliability is rather
poor at high-void contents (4B50%), when the
structure will not in most cases approximate well to a
matrix containing a set of isolated ellipsoidal voids
and the pore architecture should be taken into ac-
count. In general, conductivities fall significantly be-
low the Eshelby-predicted levels at high-void
contents, as the conduction paths through the ma-
trix become longer and more convoluted, particular-
ly if the pore connectivity is high. This is illustrated
by Figure 6b, which presents a normalized plot of
thermal conductivity data for various porous metals
and ceramics, with structures ranging from a set of
layered splats to open three-dimensional fibrous
networks. These include the silica fiber-based space
shuttle tiles and plasma-sprayed zirconia thermal
barrier coatings (TBCs). The latter exhibit normal-
ized conductivities well below the Eshelby predic-
tions, even though the void content is relatively low.
This is a consequence of their layered structure, with
many poorly bonded interfaces normal to the heat
flow direction. (Note that the blown metallic foams
have closed-cell structures, while the infiltrated and
fibrous ones are open cell.)

With particular pore architectures, the behavior can
often be predicted quite reliably using simple geomet-
rical models. For example, electrical conduction
through a bonded metallic-fiber array has been
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represented using the model shown in Figure 7a,
assuming symmetry about the current flow axis, with
all fibers equally inclined to it. It is easily shown that
the resistivity of such material is related to that of the
fibers by

r ¼ rfib
ð1� f Þ cos2 y

½8�

where y is the inclination angle. A comparison is pre-
sented in Figure 7b between predictions from this
equation and some experimental data. The resistivity

of such material tends be much higher than that of
pore-free metal, by several orders of magnitude, even
when the porosity content is only B80%, and it can
be seen that the model captures this effect. That the
internal architecture is important in this case is clear
from the predicted sensitivity to the fiber inclination
angle.

However, it is important to recognize that such
simple models are only expected to be reliable if the
transport process is dominated by conventional con-
duction through an isotropic matrix. This is quite
likely for electrical current flow through a porous
metal, but for heat flow through metals or ceramics
there may also be significant convective and/or
radiative contributions, while heat conduction
through gas in the pores can be relevant and may
be affected by pore dimensions, gas pressure, etc.
Prediction of the thermal conductivity values exhib-
ited by the materials represented in Figure 6b thus
requires modeling that takes into account both struc-
tural architecture and details of the heat transfer
conditions.

Fluid Permeability and Specific Surface Area

The permeability of an open-celled porous material is
an important property for several types of applica-
tion. Permeation of fluids through such materials is a
key issue for heat exchangers, filters, fuel cells, bat-
teries, catalyst platforms, fuel tank baffles, fluid
diffusers/mixers, and various types of textiles, as well
as in many natural systems such as soils and rocks.
The permeation process is clearly facilitated by high
cell connectivity. The scale of the structure, which
can be characterized by the specific surface area

S ¼ Asur

Vtot
½9�

is also of importance. The resistance to fluid flow
increases as the scale is refined, but a high surface
area may be beneficial in some applications, inclu-
ding many electrochemical devices and combustion-
related systems, such as solid fuel rocket propellants.
For heat exchangers, there is expected to be an op-
timal specific surface area, allowing both rapid fluid
permeation and efficient local heat exchange. This
will also be true for filters, since the scale needs to be
sufficiently fine to entrap the target bodies in the fluid
stream, but not so fine that the entrapped bodies
rapidly cause the permeability to fall as clogging
occurs. Finally, it may be noted that encouragement
of permeation is desirable in certain biomedical
applications, such as porous surfaces of prosthetic
implants into which bone growth is to be promoted.
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Clearly, the permeation velocities of interest may
cover a very wide range. Some example materials,
designed for particular applications in which perme-
ation and surface area are relevant, are shown in
Figure 8.

Laminar flow of a fluid through a porous medium
commonly conforms to Darcy’s law, which may be
written as

Q

A
¼ k

Z
@P

@x
½10�

where Q is the volumetric flow rate (m3 s–1), A is the
sectional area (m2), @P/@x is the pressure gradient
(Pam–1), Z is the dynamic viscosity of the fluid (Pa s)
and k is the specific permeability (m2). Permeability
can thus be measured experimentally by recording
the flow rate under a known pressure gradient. It
should have the same value for all fluids.

Accurate prediction of permeability as a function
of pore architecture is a relatively complex problem,

but some simple models have been developed. The
value of Ok has dimensions of length and one ap-
proach involves equating this to some appropriate
distance, such as the pore diameter or the hydraulic
radius of the structure, defined as

Rh ¼
f

S
½11�

Such a rationale leads to the so-called Kozeny
equations, of which the best known is probably the
Blake–Kozeny equation. This is based on semi-
empirical correlations for flow through packed beds
and may be written as

kE
f 3

4:2 S2
½12�

The specific surface area S, can be measured di-
rectly or can be estimated via a suitable geometrical

(a)

(c) (d)

(b)

10 mm
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Figure 8 Examples of porous materials for specific applications: (a) microstructure of ‘‘Duocel’’ Al foam (fB90%), (b) rocket propellant

component made of Duocel, (c) alumina filter (fB90%) with entrapped soot particles, and (d) plasma-sprayed zirconia thermal barrier

coating (TBC), used in gas turbine engines (fB15%). ((c) From Green DJ and Colombo P (2003) Cellular ceramics: intriguing structures,

novel properties, and innovative applications. MRS Bulletin 28(4): 296–300. Reproduced by permission of MRS Bulletin.)
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model for the pore architecture, giving relationships
such as the following

SE
3:84

D
ðfE0:36Þ dense random packing

of solid spheres ðdiameter DÞ ½13�

S ¼ 3p

DðL=DÞ2
f ¼ 1� 3p
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 !
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Relationships can also be derived for fiber bundles,
planar random fiber arrays, woven fabrics, overlap-
ping (poorly bonded) pancakes, etc. Predictions from
the Blake–Kozeny equation, for the geometries of
eqns [13] and [14], are shown in Figure 9, together
with representative ranges of experimental data for

various types of porous material. It can be seen that
these data are, at least, broadly consistent with this
simple model, with the permeability falling as the
structural scale is refined, and as the void content is
reduced. The product of permeability and specific
surface area can be taken as a measure of pore
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connectivity, as plotted in Figure 1, but it may be
noted that all of the materials represented in Figure 9
have a relatively high connectivity.

Correlations can be established between permea-
bility and the efficiency of convective heat transfer,
but such treatments are beyond the scope of the
present article. However, it is worth noting that, in
practice, the choice of materials and the design of
pore architecture, for applications such as heat ex-
changers and fuel cell elements are often driven, not
solely by transport phenomena optimization, but al-
so by mechanical performance and high temperature
stability requirements.

Magnetic Actuation and Magnetomechanical
Devices

Porous materials have high potential for usage in
various types of actuators, partly because of their
relatively low stiffness. A high permeability may also
be beneficial in some circumstances – for example, it
might facilitate rapid temperature change, perhaps
leading to shape changes via differential thermal
contraction or the shape memory effect. There is also
scope for magnetic actuation with certain types of
pore architecture, particularly those containing slen-
der members of ferromagnetic materials, which tend
to align with an applied magnetic field. This concept
is illustrated in Figure 10a, which shows how a ma-
terial composed of bonded magnetic fibers would
deform in such a field. Deformation of this type has
recently been analyzed. The shape changes illustrated
in Figure 10a are predicted to conform to the fol-
lowing equations

DZ
Z

¼ 16MsB

9Ef

� �
L

D

� �2

½15�

DR
R

¼ �16MsB

9pEf

� �
L

D

� �2

½16�

where Ms is the saturation magnetization of the fiber
material, B is the applied magnetic field, Ef is the
Young’s modulus of the fiber, and L/D is the aspect
ratio of the fiber segments between joints. Predictions
are compared with experiment in Figure 10b. It can
be seen that quite substantial macroscopic strains
could be generated, particularly with relatively high
fiber segment aspect ratios.

Estimates have also been made of the peak strains
that could be induced in this way in a surrounding
matrix, such as an embryonic network of bone cells
growing into the fiber array. The analysis leads to the

following equation for such strains

emaxE
12pMsB sin yðL=DÞ2

ð9pEf tan yþ 28EeðL=DÞ3Þ
½17�

Predictions are shown in Figure 11a for several
matrix stiffness levels. Since such a bone network
would have a stiffness of the order of 0.01–0.1GPa,
and since strains of at least around 1 millistrain
are known to be required for effective mechanical
stimulation of bone growth, it can be seen that
this model suggests that such stimulation could be
generated with a suitable external magnetic field
(BB1.5T), provided the fiber segment aspect ratio
was at least B5–10. A possible prosthesis design
allowing such an effect to be exploited is shown in
Figure 11b.

See also: Biomedical Materials; Composites: Carbon
Matrix; Composites: Overview; Composites: Polymer–
Polymer; Conductivity, Electrical; Conductivity, Thermal;
Mechanical Properties: Elastic Behavior; Mechanical
Properties: Plastic Behavior.

PACS: 62.20.� x; 65.40.�b
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Introduction

Holography was discovered in 1948 by Denis Gabor
who proposed to use this technique to improve the
resolution in electron microscopy. Denis Gabor re-
ceived the Nobel prize for this work in 1971. The
word holography comes from Greek words meaning
‘‘total recording,’’ and it is a technique for ‘‘wave
front reconstruction’’ where both amplitude and
phase of a wave front are recorded. The developm-
ent of holography started in the beginning of the
1960s when coherent light sources became available
with the invention of the laser. In 1962, E Leith and
J Upatnieks made a major breakthrough with the
invention of the off-axis reference beam optical
holography. A few years later, in 1967, A Lohmann
presented the first computer-generated hologram.
The most spectacular application is the three-dimen-
sional (3D) imaging, but there are now numerous
applications where holography is even more useful
for nondestructive testing, security, data storage, or
for new optical elements, etc.

This article presents the basis of the holographic
principles, and then the most commonly used optical
setup to record and reconstruct holograms. A short
review of the different recording materials and the
applications, follows. The two last sections are ded-
icated to computer-generated holography and to the
recent field of digital holography.

Principle of Holography

The purpose of holography is a wave front recon-
struction. It is a two-step process, which involves
first, the recording of the amplitude and phase of the
wave front, and second, its reconstruction. All the

available recording materials (photographic plates,
photopolymers, photorefractive crystals, etc.) or
recording devices (CCD or CMOS cameras) are
only sensitive to the intensity of the wave front, and
therefore all the phase information is lost. Since the
interferences between two coherent waves reflect
their phase differences, the idea of recording the
whole wave is to record the intensity of the interfer-
ences between the desired wave front (object beam)
and a known reference wave (reference beam). This
can be easily illustrated by the following equation:

Oðx; yÞ called the object beam, is the wave to be
recorded:

Oðx; yÞ ¼ Oðx; yÞj j exp jFðx; yÞ

Rðx; yÞ called the reference beam is a known wave
that interferes with the object beam:

Rðx; yÞ ¼ jRðx; yÞj exp jCðx; yÞ

Iðx; yÞ is the intensity of the interference pattern bet-
ween the object and reference beams (� indicates the
complex conjugate), and using the simplified nota-
tions O and R, one obtains:

Iðx; yÞ ¼ jOþ Rj2

Iðx; yÞ ¼ jOj2 þ jRj2 þOR� þO�R

It is assumed that the recording medium is an ideal
holographic material in which the amplitude trans-
mittance tðx; yÞ is proportional to the recorded
intensity Iðx; yÞ. To reconstruct the wave front, the
hologram is illuminated by a wave identical to the
reference beam and this is given by the following
equation:

Rðx; yÞtðx; yÞ ¼ jOj2Rþ jRj2RþOjRj2 þO�R2

These last two terms of this development show that
3D imaging is possible since the complete amplitude
and phase of the original wave front Oðx; yÞ is re-
constructed. It can also be noted that due to the
recording process, each point of the object contributes
to the whole surface of the hologram. Therefore, even
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a partially illuminated hologram reconstructs the
image of the whole object, but the quality of the
image is affected.

Principal Holographic Setups

In the previous section, the basic principle of
holography was presented and in this section, the
three principal setups that are used for optically
recording and reconstructing holograms are detailed.

The In-line Hologram

The in-line configuration shown in Figure 1 is also
named the Gabor hologram since D Gabor first pro-
posed this optical setup to demonstrate holography.
The object is mostly transparent and may contain
opaque particles. It is illuminated by a uniform
coherent parallel beam and the transmitted wave is
composed of two parts:

1. The wave directly transmitted by the object, noted
as R, is constant and forms the reference.

2. The wave scattered by the particles, noted as O,
and forms the object beam.

It is assumed that the intensity distribution Iðx; yÞ
due to interference of O and R is recorded on a
photographic plate whose transmittance tðx; yÞ is
proportional to the intensity and exhibits a constant

offset t0. Then, one has the following relation:

tðx; yÞ ¼ t0 þ kIðx; yÞ

where k is a constant including the exposure time
and the slope of the recording material.

To reconstruct the Gabor hologram, it is illumi-
nated with a coherent parallel plane wave R (see
Figure 2), and the wave transmitted by the hologram
is given by

Rtðx; yÞ ¼Rðt0 þ kjRj2Þ þ kRjOj2

þ kjRj2Oþ kR2O�

The three terms of the reconstruction are presented
in Figure 2. (1) Rðt0 þ kjRj2 þ kjOj2Þ is the trans-
mitted beam. (2) kjRj2O is the original object wave
multiplied by a constant. It generates a reconstruc-
tion of the object located at its original position
behind the hologram. It is a virtual image. (3) kR2O�

is the complex conjugate of the original object. It
generates a real image of the object in front of the
hologram.

Application of the Gabor Holograms

The main application of the Gabor holograms is in
the particle analysis. In conventional imaging sys-
tems, the combination of a large depth of field with a
high resolution is not possible. This bottleneck can be

Transmitted wave
Scattered wave (object wave)

Holographic plate

Object

Coherent incident
wave

d

Figure 1 Recording a Gabor hologram.

Virtual image

Coherent incident
wave

Real image

Observer

Hologram

dd

Figure 2 Reconstructing a Gabor hologram.
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solved using a holographic recording that can store a
high-resolution 3D image. The in-line hologram of
the volume of moving particles is recorded using a
triggered pulsed laser and the real 3D image can be
analyzed by a conventional camera, which images the
different planes of the volume. As an example of ap-
plication, this setup was used to analyze the size and
shape of droplets generated by injectors.

The Off-Axis Hologram

With the Gabor hologram, the three reconstructed
wave fronts are on the same axis and they cannot be
spatially separated. To solve this problem, E Leith
and J Upatnieks proposed in 1962 the off-axis
recording setup. In this case, the reference beam
Rðx; yÞ and the object beam Oðx; yÞ are separated
and interfering on the holographic plate under
an angle a (see Figure 3). The object beam and the
off-axis plane wave reference beam are respectively
expressed by

Oðx; yÞ ¼ jOðx; yÞj exp jFðx; yÞ

Rðx; yÞ ¼ jRðx; yÞj exp j2pxx

where

x ¼ sin a
l

As in previous relations Iðx; yÞ ¼ jRþOj2 is the
intensity of the interference fringes.

Following the above formalism, it is clear that
when reconstructing this type of hologram with the
off-axis reference beam as shown in Figure 4, it
generates two spatially separated wavesW1ðx; yÞ and
W2ðx; yÞ, respectively expressed by

W1ðx; yÞ ¼ kjRj2O

where W1ðx; yÞ is the original object wave multiplied
by a constant factor and generates a virtual image of
the object and W2ðx; yÞ

W2ðx; yÞ ¼ kR2O� expðj4pxxÞ

is the complex conjugate of the original object wave
and generates a conjugate real image.

The three waves R, W1, and W2 are separated
angularly and do not overlap as shown in the Gabor
holograms. The off-axis setup is now the most com-
mon holographic recording configuration and it is
used for reconstructing 3D images.

The Fourier Hologram

In this case, the object is planar and the purpose is to
record the amplitude and the phase of its Fourier
transform (FT). The holographic technique is used to
record this complex wave front. The hologram
is formed by the interference pattern between the
FT of the object O(u,v) and a tilted wave that is

Laser

Beam
expander

Beamexpander

Holographic
plate

Object

Reference beam

Object beam

�

Figure 3 Recording an off-axis hologram.

334 Holography



the reference beam R(u,v) (see Figure 5)

Oðu; vÞ ¼ FT½Oðx; yÞ�
Rðu; vÞ ¼ expðj2puaÞ

where a is a constant.
I(u,v) is the intensity of the interferences between

the object and the reference beams

Iðu; vÞ ¼ 1þ jOðu; vÞj2 þOðu; vÞ expð�j2puaÞ
þO�ðu; vÞ expðj2puaÞ

For the reconstruction, the hologram is illuminated
by a parallel plane wave (of amplitude unity to sim-
plify) and the wave transmitted by the hologram is

Uðu; vÞ ¼ t0 þ kIðu; vÞ

The hologram is placed in the front focal plane of a
lens (see Figure 6) and therefore the wave in the focal
plane is the FT of U(u,v)

where

Uðu; vÞ ¼ FT½Uðu; vÞ�
¼ ðt0 þ kÞdðx; yÞ

þ kOðx; yÞ#Oðx; yÞ
þ kOðx� a; yÞ þ kO�ð�xþ a;�yÞ

where # represents the correlation operator.
This diffraction pattern is composed by a central

order plus two terms:

1. kO(x� a, y) is the þ 1 diffraction order that
represents the original object beam separated by a
distance a from the central order, and

2. kO�ð�xþ a;�yÞ is the � 1 diffraction order
that represents the complex conjugate of the original
object beam separated by a distance –a from the
central order.

These two images of the object transparency are real.
Fourier holograms are not designed for 3D imaging;

they have more specific applications such as optical
correlation for pattern recognition, high-capacity
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Virtual image Real image

Transmitted beam

�

Figure 4 Reconstructing an off-axis hologram.
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Figure 5 Recording a Fourier hologram.
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holographic data storage, 2D imaging, diffractive op-
tical elements, and optical interconnections.

Hologram Characteristics and
Recording Procedure

An important parameter of the holographic recon-
struction is the diffraction efficiency. It is defined as
the ratio between the light beam intensity of the de-
sired reconstructed image and the intensity of the
incident beam illuminated on the hologram during
the reconstruction.

Depending on the recording material, the holo-
gram can introduce an amplitude or a phase mod-
ulation. A spatial phase modulation is often
preferred since the diffraction efficiency is higher
and can reach hundred percent. If the recording ma-
terial thickness is small compared to the fringe spa-
cing, a thin grating is recorded and the Raman–Nath
diffraction regime applies. The reconstruction pro-
duces a large number of diffraction orders and the
efficiency gets reduced. On the other hand, a thick
volume hologram is recorded if the thickness of the
recording material is large compared to the fringe
spacing. In such a case, a 3D grating is obtained and
the Bragg diffraction regime applies. Phase volume
holograms have two very attractive properties:
(1) when illuminated by the reference beam, it recon-
structs only one beam, and a diffraction efficiency of
100% can be theoretically reached, and (2) angular

multiplexing of holograms is possible. In this case,
the angle of incidence of the reference beam is dif-
ferent for each of these holograms, which are re-
corded in the same volume.

Each hologram is then addressed and reconstruct-
ed when illuminated by the reference beam with the
corresponding incidence angle. It is also possible to
multiplex holograms using different wavelengths.
Holograms, which can be sequentially stored in the
same volume location by varying the reference beam
angle at each recording step, provide the capability of
high-capacity data storage of digital pages of infor-
mation.

Also, holograms recorded with the optical setup
of Figure 3 are of the transmission type. However, if
a hologram can be recorded by two waves traveling
in opposite directions and illuminating respectively
the front face and the rear face of the recording me-
dium, the fringes inside the recording medium will
be parallel to its faces; this is a reflective type of
hologram.

The requirements for optically recording holo-
grams are imposed by the contrast and stability of
the interference fringes. The illuminating laser source
must be coherent with an adequate coherence length,
and the optical setup is stable and isolated from the
vibrations. Ideally, the recording media must not on-
ly have a high spatial resolution, typically higher
than 1000 lines per mm, but also a linear response, a
sensitivity range which can match the available laser
wavelengths, and a low noise.

Coherent
beam

FT lens
f f

Hologram

Conjugate
image

Zero order

Reconstructed
image
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(b)

Figure 6 Reconstructing a Fourier hologram (a) the optical setup, and (b) the optical reconstruction of a Fourier hologram.
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Most of the hologram recording materials are
nonerasable, such as the commonly used materials
listed below:

1. Silver halide emulsions have been used since the
beginning of holography. After processing, the light
intensity is then transformed into an amplitude
modulation. However, it is possible to change this
modulation into a phase modulation by bleaching
the plate thus allowing for to reach a higher
diffraction efficiency to be reached. The use of
photographic emulsions implies a chemical wet
processing. Silver halide emulsions fulfill most
of the requirements for holographic recording
media – they are relatively sensitive, have a large
spectral response, and a high spatial resolution.
Holographic emulsions were easily commercially
available until all the large photographic material
companies stopped their production several years
ago. Now, only a few small companies are still
producing holographic plates.

2. Dichromated gelatin is sensitized by ammonium
dichromate imbedded into the gelatin, and it pro-
duces pure phase holograms. It is a very good
material for holography with high resolution
(410 000 lines per mm), a large change of refr-
active index modulation ðDn40:1Þ, low absorp-
tion, and scattering. The use of dichromated
gelatin is mastered at the industrial level with
well-controlled processes to achieve B100% dif-
fraction efficiency.

3. Photopolymers are organic materials that trans-
form the light intensity into a refractive index
modulation through a photopolymerization proc-
ess. This is a self-processing photochemical reac-
tion and the hologram is recorded by illuminating
the photopolymer, and no further processing is
required. Of late, several companies have been
selling their photopolymers which exhibit excel-
lent characteristics for high-efficiency holographic
components ðDn45� 10�2Þ.

4. Photoresists are also organic materials, which are
well developed for microelectronic technologies.
The illuminating light gives a relief modulation
after wet development. Photoresists are used for
the fabrication of the masters and for replicating
the holograms by embossing.

Erasable holographic materials are suitable for dy-
namic holography, and the most commonly used
materials in this category are photorefractive crys-
tals. In this class of materials, the phase volume
holographic grating is due to a photoinduced space
charge field which modulates the crystal refractive
index through the electrooptic effect. The index

modulation can be erased by illuminating the crystal
with a uniform beam intensity. Most of the photo-
refractive crystals also exhibit a dark storage time
constant. A significant effort of research is still being
done to investigate the phenomena involved in effi-
cient hologram recording in the visible and near in-
frared spectral range. Photorefractive crystals permit
the recording of dynamic holograms with time con-
stants varying from nanoseconds to several seconds,
and consequently, the diffracted wave front is probed
in real time. Moreover, due to the nonlinear optical
behavior of the material, there is an energy redistri-
bution between the two recording beams. In other
words, a low-intensity object beam can be amplified
through an energy transfer from the reference beam.
This unique property of the photorefractive crystals,
due to self-diffraction mechanisms, opens up its
applications to parametric image amplification, self-
induced optical cavities, and phase conjugation with
gain. Many other attractive applications can be re-
alized based on the specific characteristics of photo-
refractive effects in a variety of crystals. Presently, the
most important materials used in experiments are:
LiNbO3 iron doped; BaTiO3; KnbO3; Bi12(Si, Ge,
Ti)O20; for visible and GaAs; InP or CdTe for the
near IR. Besides the spectral sensitivity, they differ
in terms of speed, dark storage time, diffraction
efficiency, and a two-wave mixing gain coefficient.

Applications of Optical Holography

Holography has a large range of applications al-
though it is not as commonly used as it was expected
to be in its early stages in the 1960s. Several appli-
cations are listed below:

1. Display is the most spectacular and public-orient-
ed application of holography. Large transmissive
and reflective holograms have been recorded, and
3D images with a large depth of field have been
reconstructed. Different varieties have been devel-
oped, particularly in hologram reconstruction
with white light, such as the rainbow or color
holograms. For color imaging, three holograms of
the object are recorded successively on the same
plate by three lasers emitting blue, red, and green
light respectively. The recording media must have
a high resolution and a broad spectral sensitivity
range. Such color reflective holograms, recon-
struct a 3D color object when illuminated by
white light. Since holograms are difficult to re-
produce, they are now used as a security feature,
on banknotes for example. In this case, the
original hologram is recorded optically on a
photoresist and used to fabricate a master. The
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embossing of a sheet of a reflective material pro-
duces the final hologram.

2. Holography also has industrial applications in
nondestructive testing, thanks to holographic in-
terferometry. The purpose of classical interfe-
rometry is to compare two wave fronts, though
most of the time one wave front is tested with a
reference one. The principle of the double expo-
sure holographic interferometry is, first, to record
holographically the wave front coming from an
object at rest. Second, some constraints or stress
(mechanical, thermal, etc.) are applied to the ob-
ject and the new wave front coming from the ob-
ject is also recorded on the same support. When
the resultant hologram is illuminated, it recon-
structs the two wave fronts that interfere together
and the resultant fringe pattern reveals the mod-
ifications of the object with a slight change in its
shape. Presently, the principle of holographic in-
terferometry is still used, but the recording and
processing are done electronically.

3. Holographic optical elements (HOEs) are also be-
coming an important industrial application. These
elements are recorded optically, mainly on dichro-
mated gelatin, and their purpose is to convert
one wave front into another. They can implement,
even simultaneously, complex optical functions
such as focusing, deflecting, multiplexing, and
spectral filtering. One of the applications of HOEs
is the head-up display that is used in airplanes and
recently in cars.

4. Holographic memories are under study in research
laboratories, and an attempt to develop systems
are now considered by a few companies. The data
pages are written as holograms into a thick layer
of photopolymer coated onto a rotating disk. The
digital data can be recovered in parallel by re-
constructing the holograms page-by-page. There-
fore a high data rate can be achieved. The
demonstrated capacity of such a 12 cm disk is
presently 200GB, but holographic memories of
1TB could be expected in the future.

Computer-Generated Holograms and
Diffractive Optics

The purpose here is the same as for optically record-
ed holography. It is to reconstruct a desired wave
front, but the process is different since no physical
recording process is involved. The wave front is en-
tirely computed and this brings flexibility and ver-
satility.

In the beginning, the word computer-generated
hologram (CGH) was used, but presently, it is often

referred to as a diffractive optical element (DOE). A
Lohmann proposed the first CGH in 1967, and since
then computation algorithms and fabrication meth-
ods have evolved following the progress of comput-
ers as well as the development of new fabrication
technologies based on microlithography techniques.
Presently, the DOEs can be classified into two classes:
analytical-type DOEs and numerical-type DOEs.

Analytical-Type DOEs

The data composing such a DOE are in an analytical
form and this is the case for diffractive lenses or
gratings. These DOEs are pure phase elements and
are fabricated accordingly. There are different ap-
proaches for the design of analytical-type DOEs, the
direct DOE computation, the interferogram ap-
proach, and also the use of optical-design software.

Numerical-Type DOEs

The wave front to be reconstructed cannot be de-
scribed by an analytical equation but must be com-
puted using the propagation law. If the CGH
illuminated by a plane wave reconstructs the desired
wave front in the focal plane of a converging lens, the
CGH will contain the inverse FT of the desired con-
struction. If the CGH reconstructs without a lens at a
given distance, then it will contain the inverse Fresnel
transform of the desired reconstruction. The result of
the Fourier or Fresnel transform is a 2D array of
complex values. As for optically recorded holo-
grams, the recording media are pure amplitude
(mostly binary) or pure phase media, and therefore
the complex data must be encoded to satisfy the
requirements of the fabrication techniques. There are
two types of encoding: first one is the cell-oriented
encoding, and the second is the point-oriented
encoding.

The first CGH presented by A Lohmann used a
cell-oriented encoding that he called phase-detour
encoding. The hologram is a 2D array of cells re-
presenting the array of complex values, and an ap-
erture in each cell represents each complex value.
The surface of this aperture is proportional to the
amplitude of the complex value to be encoded and its
position in relation to the center of the cell is pro-
portional to the phase. An adequate ratio between
the aperture width and the cell size introduces the
right carrier frequency that allows the separation of
the central order from the two reconstructed orders
(see Figure 7). This encoding, known now as Loh-
mann’s encoding, has given rise to several variations
such as the encoding presented by W H Lee with
two apertures per cell. The computation of these
CGHs does not require powerful computers and is

338 Holography



not time-consuming since only one Fourier or Fresnel
transform is calculated. Originally, these CGHs were
first drawn on a sheet of paper with a computer-
controlled pen plotter and then photoreduced on a
high-resolution photographic film.

In the 1980s, thanks to the progress of computers
in terms of power and memory capacity, several
point-oriented encoding methods were developed.
The principle of the three main methods is described
below. For these algorithms, the desired reconstruc-
tion window is placed into a larger 2D array, there-
fore the hologram and also the reconstruction plane
is larger than the reconstruction window. This extra
space allows a better convergence of the computa-
tion algorithm due to the phase and amplitude free-
dom outside the reconstruction window. Amplitude
CGHs construct the desired reconstruction, its com-
plex conjugate, and a zero order. In order to separate
these terms, the reconstruction window should be
placed at some distance from the center of the re-
construction plane. For phase CGHs with more than
three phase levels, only the desired reconstruction

window appears in the reconstruction plane with no
zero and no complex conjugate orders. However, this
happens only if the computed phase levels are per-
fectly reproduced by the CGH.

The error diffusion algorithm consists of using a
pulse width modulation technique for binarizing the
hologram. In the case of binary amplitude CGHs,
the real part of the Fourier or Fresnel transform is
made positive by adding an offset, and then nor-
malized. Each of these sampled real values are bin-
arized and the error, that is, the difference between
the binary value and the analog value, is divided
and distributed with a weight to the unprocessed
neighbors before proceeding to the next point. By
choosing the weight and the direction of the error
diffusion carefully, it is possible to separate the
quantization noise from the desired reconstruction.
This algorithm has given rise to a lot of related
algorithms, such as the complex error diffusion
algorithm (see Figure 8).

The next two encoding methods that are presented
are iterative methods, they give better results in terms

(a) (b)

Figure 7 Lohmann hologram: (a) the negative of the hologram and (b) optical reconstruction.

(a) (b)

Figure 8 Error diffusion encoding (a) the CGH and (b) the optical reconstruction.
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of signal to noise ratio (SNR) but their computation
is more time-consuming.

The direct binary search (DBS) algorithm present-
ed by Seldowitz and co-workers in 1987 is based on
the optimization of an error criterion by the use of a
Monte Carlo technique. To begin with, a random
hologram is generated, and the error criterion be-
tween the desired image and the reconstruction of
this hologram is computed. The random CGH is
then scanned, and a new error is computed after
inversion of a new pixel. Pixel modification is re-
tained only if the error decreases, and the error cri-
terion is thereby minimized. This cycle is stopped
when the error stops decreasing. The error criterion
can be defined for amplitude, intensity, or a complex
image, depending on the application using the CGH.
For some applications, the CGH must reconstruct a
wave front with a specified amplitude and phase,
and the error must then be based on a complex-
amplitude error criterion. However, in many other
applications (display, memory, interconnect, etc.) the
CGH reconstruction is detected by a quadratic de-
tector, leaving the phase as a free parameter, and the
error criterion can be based on amplitude or inten-
sity errors. Since these errors use the phase freedom,
the optimization algorithms converge better in this
case. The original DBS algorithm was designed for
binary CGHs; however, it can be extended to mul-
tilevel amplitude or phase CGHs at the expense of
the computation time, since for each pixel, all levels
must be tested.

The iterative Fourier transform algorithm (IFTA)
presented in 1988 by F Wyrowski, is an iterative
technique based on the Gerchberg–Saxton algorithm.

Schematically, the principle of this method consists in
going successively from the object plane to the spec-
trum plane by the application of constraints on the
CGH (see Figure 9). To be recorded, the CGHs must
be quantized and often binarized, but IFTA can also
be used to compute multilevel amplitude or phase
CGHs. In the Fourier domain, the spectrum of the
object is thus constrained to be a binary function.
The object constraint must correct the quantization
noise by injection of the desired image intensity in
the signal windows. The inverse FT of this spectrum
gives back an object plane in which the object con-
straint is thus applied to match the desired image
intensity in the signal windows. However, to avoid
stagnation of the algorithm the quantization of the
spectral plane must be progressive, as is illustrated in
Figure 9, where three different steps of the binarizat-
ion process are shown. In order to make its spectrum
as uniform as possible, an equalizer can be applied to
the desired signal. The simplest equalizer adds a ran-
dom diffuser to the object plane.

Quality DOEs imply a very precise manufacturing
with a perfect match between the computed phase
and the actual phase of the component. To achieve
these requirements, microlithography techniques are
used to etch very precisely, in shape and depth, the
chosen optical substrate such as quartz. Embossing
techniques make cheaper DOEs, but the quality of
their reconstruction is lower, particularly as the
phase mismatch generates a zero order.

CGHs have a broad range of applications such as
beam shaping, Fourier filtering, 2D or 3D display,
optical interconnects, and complex optical functions
generation (Figure 10).
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Figure 9 IFTA for computing a binary amplitude CGH. (After Wyrowski.)
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Digital Holography

In digital holography, the recording media is replaced
by a high-resolution electronic camera. Using data
from the recorded interference pattern, the object
is reconstructed by a digital computer. Digital
holography is a fast growing field, because it sup-
presses all the difficulties related to the processing of
the traditional holographic recording media and
brings in a lot of versatility and flexibility. Digital
holography is now used in industrial applications

requiring a quantitative measurement of a wave front
where it is successfully replacing the classical setups.
Figures 11 and 12 show, respectively, the measure-
ment of deformations and of vibrations using digital
holography.

See also: Electrodynamics: Continuous Media; Electro-
dynamics: Quantum Electrodynamics; Geometrical Optics;
Optical Absorption and Reflectance; Optical Instruments.

PACS: 42.40.Jv; 42.40.Pa; 42.40.Eq; 42.40.� i;
42.70.Ln; 42.25.Fx; 42.40.Kw; 42.65.Hw; 42.70.Nq
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Figure 11 Applications of digital holography; electronic speckle

pattern interferometry for the measurement of the deformation of

a rubber piece. (Source: Thales RT.)

Figure 12 Applications of digital holography; MEMS mem-

brane vibration measurement using time averaging interferometry

(scale: 1 fringe¼ 0.3mm, excitation 830 kHz). (Source: Thales

RT.)

Figure 10 The optical reconstruction of an IFTA encoded bi-

nary amplitude CGH. Only the first reconstruction order is shown

along with the zero order. The reconstructed image is 153� 60

pixels, and a 256� 256 pixel hologram was computed and

replicated to fill an 800�600 array. This replication reduces

the speckle noise into the reconstruction.
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Introduction

The most elementary treatment of imaging is based
on geometrical optics. In this realm, the propagation
of light is described through rays, the lines along
which luminous energy is carried. Rays are rectilin-
ear in homogeneous media, whereas they are bent
toward the higher refractive index regions in non-
homogeneous media. A geometrical analysis gives a
wealth of useful results but conceals the most subtle
effects connected to wave propagation and diffrac-
tion. On analyzing these effects, it is found that
an optical system acts as a low-pass filter with res-
pect to the spatial frequency spectrum of the input.
This, in turn, suggests that other filtering operations
can be realized, thus introducing the idea of optical
processing.

The basic elements of the geometrical analysis are
considered first, using a matrix form that, to a certain
extent, can be transferred into the ondulatory treat-
ment. Then, the wave behavior and its implications
for optical processing are examined.

Ray Matrices

The most common optical systems are endowed with
a cylindrical symmetry. At the simplest level, rays are
assumed to travel near the symmetry axis, say the
z-axis, with little inclination with respect to it. This is
known as the paraxial hypothesis. Attention is fo-
cused on the so-called meridional rays, that is, those
contained in a plane passing through the z-axis.

At a typical plane orthogonal to the z-axis, a me-
ridional ray can be specified (Figure 1) by a two-
element matrix of the form

r

nW

 !
½1�

where r is the distance between the intersection point
and the z-axis, W is the angle between the ray and
the z-axis, and n is the local refractive index. The

introduction of n into the matrix simplifies the for-
mulas to follow.

An ordinary optical system is a sequence of homo-
geneous media (generally air and glasses) separated
by spherical surfaces whose centers lie on the z-axis.
Consider a meridional ray traveling within such a
system. In the homogeneous sections (Figure 2), there
is a continuous change of r (except for W ¼ 0) with-
out any change of W. On the contrary, when the
ray intersects a spherical surface between media
with different refractive indices (Figure 3), the angle
W changes while r remains unaltered. These modi-
fications are easily evaluated by means of geometri-
cal considerations and by taking into account the

r

ϑ

Z

Figure 1 Specifying a meridional ray at a typical plane or-

thogonal to the symmetry axis (z-axis).

z

r

l

ϑ r                                                                                                         ′

r ′ = r   +  lϑ

Figure 2 Effect of free propagation in a homogeneous slab of

length l. The distance r varies, while the inclination y remains

unchanged.



Snell–Cartesius law of refraction. Since the small-angle
approximation can be used, the ray parameters change
according to a projective transformation of the form

r0 ¼Ar þ BnW

n0W0 ¼Cr þ DnW
½2�

where the quantities A, B, C, and D depend on the
optical system. This leads one to represent the relation
between input and output rays in the matrix form

r0

n0W0

 !
¼

A B

C D

 !
r

nW

 !
½3�

The so-called ABCD matrix of a system can be
derived starting from two basic ones. First, there is
the matrix relating to free propagation in a homo-
geneous section of length l and refractive index n.
This is denoted by Mfp. Second, there is the matrix,
say Msph, that describes the passage through a spher-
ical surface dividing two media with refractive indi-
ces n (input side) and n0 (output side). Let R be the
radius of curvature of the surface. The usual convent-
ion is to take R as positive if the ray impinges on the
convex side of the surface. Matrices Mfp and Msph

are easily evaluated and turn out to be

Mfp ¼
1 l=n

0 1

 !
; Msph ¼

1 0

ðn � n0Þ=R 1

 !
½4�

Since in a typical optical system, there is a sequence
of the above basic processes, the overall ABCD ma-
trix is obtained by multiplying the matrices pertain-
ing to the single elements in the right order.

It is to be noted that the determinants of both Mfp

and Msph are equal to 1. The same holds true for any
of their products, so that one can express, in a gen-
eral way

AD � BC ¼ 1 ½5�

As a simple example, consider a lens with refr-
active index n in air (whose refractive index is B1).

Denote by R1 and R2, the radii of the first and the
second limiting surfaces of the lens. On assuming
the lens to be thin, the propagation from the first to
the second limiting surface can be neglected. Using
eqns [4], the ABCD matrix, say Ml, of the lens is
found to be

Ml ¼
1 0

� 1

R1
� 1

R2

� �
ðn � 1Þ 1

0
B@

1
CA

¼
1 0

�1=f 1

 !
½6�

where f is the focal length of the lens.
The ABCD formalism can be extended to optical

systems including more sophisticated elements. For
example, a GRIN (graded index) lens is made by a
cylindrically symmetric medium in which the refractive
index decreases parabolically as a function of the dis-
tance from the axis, according to a law of the form

nðrÞ ¼ n0 �
n2

2
r2 ½7�

where n0 and n2 are positive constants. Equation [7] is
assumed to hold for a certain range of values of r. It is
further assumed that all rays of interest travel within
such a range. Letting g2 ¼ n2=n0, it can be shown that
a GRIN lens of length l is characterized by a matrix of
the form

MGRIN ¼ cos gl ðn0gÞ�1 sin gl

�ðn0gÞ sin gl cos gl

 !
½8�

It should be noted that the present formalism does
not account for the presence of any transversal limi-
tation to the ray path (stops, pupils). Similar limita-
tions are taken into account at a more refined stage of
analysis. Furthermore, the behavior of rays whose in-
clinations with respect to the optical axis are not small
can be studied by the so-called ray tracing process, in
which the path of a ray is followed without intro-
ducing the small angle approximation. Ray tracing can
also be applied to nonmeridional or skew rays. Power-
ful computer programs are available for this purpose.

Geometrical Imaging

The imaging condition requires that all rays starting
from a fixed point of the input plane are led to pass
through one and the same point at the output plane.
Limiting to the meridional rays, this amounts to say-
ing that the position r0 has to be independent of the
angle W. The first of eqns [2] then gives the imaging
condition

B ¼ 0 ½9�

r

Z

R

n n ′

ϑ

ϑ′

ϑ      =             n    −     1   r                                          +    n  ϑ
n ′ R n ′

Figure 3 Ray passing through a spherical surface of radius R

dividing two media with different refractive indices (n, n0). The

inclination y varies, while the distance r remains unchanged.
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If this condition is satisfied, then the relation between
r and r0 becomes

r0 ¼ Ar ½10�

so that A is the magnification of the image with re-
spect to the object.

A simple example is worked out by considering the
case (Figure 4) in which three processes take place
between the input and output planes: (1) free pro-
pagation in air for a length z1, (2) passage through a
lens with focal length f, and (3) free propagation in
air for a length z2. Using eqns [4] and [6], the ABCD
matrix for the system is evaluated as

M ¼
1 z2

0 1

 !
1 0

�1=f 1

 !
1 z1

0 1

 !
½11�

where, as before, the refractive index of air has been
set B1. On expanding the product,

M ¼
A B

C D

 !

¼
1� z2=f z1 þ z2 � z1z2=f

�1=f 1� z1=f

 !
½12�

The imaging condition [9] now reads

z1 þ z2 � z1z2=f ¼ 0-1=z1 þ 1=z2 ¼ 1=f ½13�

and this is nothing else but the well-known thin lens
equation. According to eqns [12] and [13], the
magnification is

A ¼ 1� z2=f ¼ �z2=z1 ½14�

Wave Analysis

The question now is how the treatment has to be
modified when one passes from a geometrical to a
wave analysis. The coherent, monochromatic case is

considered first. In a scalar description, the field is
specified by a single function of the spatial coordi-
nates. It is understood that the time dependence is of
the form exp(–iot), o being the angular frequency.
Again, using a paraxial hypothesis, the Fresnel ap-
proximation can be adopted. Basically, in the Fresnel
approach, an approximate expression for spherical
waves is introduced. More explicitly, consider the
field distribution produced across a plane z ¼ const:
by a point-like source placed at the origin of the ref-
erence frame. Denoting by R the distance from the
origin of a typical point of such a plane, the field is
proportional to exp(ikR)/R, where k is the wave
number, that is, 2p/l, l being the wavelength. Let
R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r2

p
, where r is the distance from the z-

axis. For small r, that is, in a paraxial neighborhood
of the z-axis, the following approximation can
be used: expðikRÞ=R ¼ exp½ikz þ ikr2=ð2zÞ�=z. This
gives rise to the celebrated Fresnel diffraction for-
mula (see ‘‘Further reading’’ section). In most text-
books, such a formula is derived for free propagation
only. Yet, it can also be used for propagation through
an optical system described by an ABCD matrix, as
was shown by Collins long ago.

Denoting the position vectors at the input and
output planes by q and r, the Collins formula reads

VðrÞ ¼�ieikzt

lB
exp

ikD

2B
r2

� �

�
Z Z

V0ðqÞ exp
ik

2B
ðAr2 � 2r � qÞ

� �
d2r ½15�

Here, V0 and V are the (scalar) field distributions
across the input and output planes respectively. Final-
ly, zt is the overall optical path between the two planes.

Fourier Transformation by Lenses

A fundamental property of lenses is their ability to
perform Fourier transformations. To see this, recon-
sider the example of a single thin lens between two
layers of air. Suppose z2 ¼ f . Then eqn [12] becomes

M ¼
A B

C D

 !
¼

0 f

�1=f 1� z1=f

 !
½16�

Accordingly, eqn [15] gives

VðrÞ ¼ � ieikðz1þf Þ

lf
exp

ik

2f
1� z1

f

� �
r2

� �

�
Z Z

V0ðqÞ exp �2pi
r

lf
� q

� �
d2r ½17�

This can be written

VðrÞ ¼ �ieikðz1þf Þ

lf
exp

ik

2f
1� z1

f

� �
r2

� �
Ṽ0

r

lf

� �
½18�
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Figure 4 Geometrical imaging through a thin converging lens

with focal length f.
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where the tilde denotes the Fourier transformation.
It can then be seen that, whatever the value of z1, in
the back focal plane of the lens the field distribution
contains a factor representing the Fourier transform
of the input field. The frequency at which such a
transform is evaluated, the so-called spatial fre-
quency, is r=ðlf Þ. The other function of r appearing
on the right-hand side of eqn [18] represents, in the
paraxial approximation, a spherical wave. There-
fore, one can say that the field at the back focal plane
of the lens is a spherical wave that is transversally
modulated by the Fourier transform of the input
field. It can be observed that the spherical wave term
is irrelevant if only the intensity is of interest, because
in that case the phase term disappears (the intensity
being proportional to the squared modulus of the
field).

It is seen from eqn [18] that a pure Fourier trans-
form is performed by the lens, up to a known con-
stant complex factor, if the input field is fed at the
front focal plane of the lens ðz1 ¼ f Þ. This has im-
portant implications for optical processing. Note
that in this case the ABCD matrix becomes

M ¼
A B

C D

 !
¼

0 f

�1=f 0

 !
½19�

Wave Imaging

The treatment based on geometrical optics gives the
imaging condition B ¼ 0. There is no a priori gua-
rantee that such a condition holds true when the
imaging process is analyzed in terms of waves. This
point is now discussed.

It is seen from eqn [15] that the case B ¼ 0 has to be
dealt with by means of a suitable limiting procedure.
For the moment, B is assumed to be different from
zero. On completing the square in the exponential
within the integral, one can write eqn [15] in the form

VðrÞ ¼ � ieikzt

lB
exp

ip
lB

ðD � 1=AÞr2
� �

�
Z Z

V0ðqÞ exp
ipA

lB
ðq� r=AÞ2

� �
d2r ½20�

Thanks to eqn [5]

1

B
D � 1

A

� �
¼ C

A
½21�

so that eqn [20] becomes

VðrÞ ¼ � ieikzt

lB
exp

ipC

lA
r2

� �Z Z
V0ðqÞ

� exp
ipA

lB
ðq� r=AÞ2

� �
d2r ½22�

Recall that one of the definitions of the (two-dimen-
sional) Dirac delta function reads

lim
a-0

�i

a
exp

ip
a
ðq� q0Þ2

� �
¼ dðq� q0Þ ½23�

One can use this relation on passing to the limit for
B-0 in eqn [22]. This gives

lim
B-0

VðrÞ ¼ �eikzt

A
exp

ipC

lA
r2

� �
V0

r

A

� �
½24�

It is interesting to compare the present result with the
geometrical prediction. The field specified by eqn [24]
accounts for the same magnification factor A predict-
ed by the geometrical analysis. In general, however, it
cannot be said to be an image of V0 at the field level
because it is multiplied by a quadratic exponential
term that describes a spherical wavefront. The only
exception occurs when C ¼ 0. On the other hand, if
the intensity only is of interest, the presence of the
exponential term is immaterial.

It is not difficult to devise an optical system that
gives rise to a perfect image at the field level. It has
been seen that the passage from the front to the back
focal plane of a single thin lens is associated to an
anti-diagonal ABCD matrix (see eqn [19]). Now, it is
well known that the product of two anti-diagonal
matrices leads to a diagonal one. This ensures that
the condition C ¼ 0 is met. Therefore, one considers
the sequence of two thin lenses (Figure 5), whose
focal lengths are denoted by f1 and f2, in which the
back focal plane of the first lens coincides with the
front focal plane of the second. Such a configuration
is called telescopic. The overall ABCD matrix of the
system is

M ¼
A B

C D

 !
¼

0 f2

�1=f2 0

 !
0 f1

�1=f1 0

 !

¼
�f2=f1 0

0 �f1=f2

 !
½25�
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Figure 5 Wave imaging through a telescopic system.
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This gives rise to a perfect image with magnifica-
tion �f2=f1. Essentially, the same conclusion can be
reached by noting that two cascaded Fourier trans-
forms amount to replicating the input field up to a
reversal of the coordinate axes.

Pupils

Up to now, it has been assumed that no transversal
limitations were present. Obviously, in any real opti-
cal system there are diaphragms of various types. The
procedure to take into account their effect is essen-
tially to trace the paths of the rays in order to find the
diaphragm that imposes the most severe limitation.
The image of such a diaphragm formed by that part
of the optical system that lies beyond it (along the
light propagation direction) is called the exit pupil.
Consider a point source at the entrance plane now. In
the ideal case, its image would be a delta-like field
distribution at the output plane. In other words,
there would be a spherical wave converging to a cer-
tain image point with a position vector, say r0. In the
actual case, such a wave is limited by the exit pupil.
Denote by H(r, r0), the field across the output plane.
Taking into account the first of eqns [4] and letting
n ¼ 1, eqn [15] becomes

Hðr; r0Þ ¼ � ieik½dþr2=ð2dÞ�

ld

Z Z
pðqÞ

� exp � ik

2d
ðq� r0Þ2

� �

� exp
ik

2d
ðr2 � 2r � qÞ

� �
d2r ½26�

where d is the distance between the exit pupil and the
image plane. The first quadratic exponential function
within the integral describes a spherical wave that
converges toward the point r0. The function p(q) is
known as the transmission function of the exit pupil.
For any field impinging on the pupil, it represents the
pointwise ratio between the emerging and the incident
fields. This function is either 1 (within the clear region
of the pupil) or zero. Nonetheless, in most sophisti-
cated cases, it could be a complex function whose
modulus changes between zero and 1 in a continuous
way. Rearranging terms in eqn [26], one obtains

Hðr; r0Þ ¼ exp
ik

2d
ðr2 � r20Þ

� � Z Z
pðqÞ

� exp �ik

d
q � ðr � r0Þ

� �
d2r ½27�

Since H gives the field at the output when the input is
a delta-like function, it is called a coherent impulse
response. For any reasonably good optical system, the

integral is appreciable only in a small neighborhood
of r0. Accordingly, the exponential in front of the
integral can be approximated by 1 and eqn [27] can
be written as

Hðr; r0Þ ¼ Kp̃
r � r0
ld

� �
½28�

where K is a constant. This means that the coherent
impulse response is proportional to the Fourier trans-
form of the pupil transmission function. Furthermore,
it is shift-invariant, in the sense that it depends only
on r� r0.

It is now possible to write the image formation law
for any coherent input field distribution. In fact, in a
linear system endowed with a shift-invariant impulse
response, the relation between input and output is
simply a convolution. As a consequence, denoting
again the input and output fields with V0 and V, the
image formation law reads

VðrÞ ¼
Z Z

V0ðr0ÞHðr � r0Þ d2r0 ½29�

Taking into account the convolution theorem for the
Fourier transforms, it is seen that the optical system
acts as a filter on the spatial frequency spectrum of
the input field. The associated transfer function,
which is the Fourier transform of H, is known as the
coherent transfer function. Up to a multiplicative
constant and a coordinate scale factor, it is given by
the pupil function itself. Typically, the system
behaves as a low-pass filter.

Incoherent Imaging

In many instances, the object to be imaged behaves as
a spatially incoherent source. This means that any
point-like element of the object radiates in an un-
correlated way with respect to the others. As a con-
sequence, the image is obtained by summing up the
intensity contributions due to the various elements.
In other words, the image formation law is formu-
lated as a relation between the intensities across the
object and the image, instead of a relation between
the associated fields. As for the temporal behavior
of the radiation field, a quasi-monochromaticity hy-
pothesis is adopted (a strictly monochromatic field
would be spatially coherent). The so-called incoher-
ent impulse response is then the squared modulus of
the coherent impulse response [28] and the image
formation process is described by the law

VðrÞj j2¼
Z Z

V0ðr0Þj j2 Hðr � r0Þj j2d2r0 ½30�

This convolution relation implies, as in the coherent
case, a filtering process. The corresponding incoherent
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transfer function is the Fourier transform of |H|2.
Therefore, it is proportional to the autocorrelation of
the pupil function. It is to be borne in mind that the
quantity by which the process is described is the
intensity, not the field. As a consequence, a compari-
son with the coherent case is difficult to establish.

Optical Processing

The basic ideas underlying the techniques of optical
processing can be grasped by means of what has
already been discussed with reference to the optical
systems. For the sake of simplicity, refer to the
telescopic setup examined in the section ‘‘Wave
imaging’’ (Figure 5), assuming coherent monochro-
matic illumination. Furthermore, the magnification
is supposed to be � 1. Consider first the ideal case in
which transversal limitations can be neglected. Then,
through two cascaded Fourier transformations, the
input field is replicated at the output plane up to a
reversal of the coordinate axes. Suppose now that a
circular diaphragm is centered at the origin of the
intermediate plane, where the Fourier transform of
the input field is displayed. This may be called the
Fourier plane. The effect of the diaphragm is to cut
off from the object spectrum, spatial frequencies
above a certain maximum. In other words, the dia-
phragm acts as a low-pass filter. Much in the same
way, one can perform other types of filtering opera-
tions by inserting suitable filters in the Fourier plane.
Some examples are examined now.

Visualization of Phase Objects

Certain objects, when traversed by a coherent light
field, alter essentially the transverse phase distribution
of the field leaving the amplitude pattern unchanged
except for a transversally uniform attenuation factor
due to reflection. Simple examples are given by die-
lectric plates whose thickness changes from one point
to another, by biological specimens in which the
refractive index is spatially varying, or by turbulent
fluid layers. Objects with this property are briefly
called phase objects. Suppose an object of this type
is present at the input plane of the telescopic system
discussed above. Suppose further that the object is
orthogonally illuminated by a coherent plane wave.
Obviously, if one looks at the output plane, one sees
a uniform illumination. The problem then arises as
to how to transform the phase distribution into an
intensity pattern, so that the phase changes can
be detected by an intensity sensitive detector (visual
system, photographic emulsions, TV-cameras, etc.).
This problem, called the phase visualization prob-
lem, can be solved by introducing suitable filters in

the Fourier plane. Typically, the phase variations
across the objects to be visualized are much smaller
than 2p. Consequently, the object spectrum seen at
the Fourier plane has a strong peak centered at the
origin. In addition, some energy is spread across
the plane because of diffraction by the phase mod-
ulations. Then, a very simple way to visualize the
phase object is to absorb the central peak by means
of a small opaque disk. Only the diffracted light
caused by the phase variations passes around the
disk and reaches the output plane. There, an image
of the phase distribution across the object is for-
med. This is known as the central stop method. From
the experimental point of view, an even simpler
procedure is to insert a knife edge in the Fourier
plane to intercept the central spot as well as half the
object spectrum. One then speaks of the Schlieren
method.

A more sophisticated solution is the phase-contrast
technique invented by Zernike and widely used in
microscopy. In order to explain this technique, one
may express the field emerging from a phase object
under illumination by an orthogonal monochromatic
plane wave. Such a field has the form

V0ðrÞ ¼ A exp ijðrÞ½ � ½31�

where A is a constant and j describes the phase
structure. The associated intensity, namely,

I0ðrÞ ¼ V0ðrÞj j2¼ Aj j2 ½32�

does not contain any information about j. One
useful way to interpret this lack of information is
obtained by observing that, for small values of j, the
field [31] can be written as

V0ðrÞ ¼ A 1þ ijðrÞ½ � ½33�

so that the intensity reads as

I0ðrÞ ¼ jAj2½1þ j2ðrÞ�CjAj2 ½34�

It can be said that the two terms appearing in the right-
hand side of eqn [33] do not interfere with each other
because they are in quadrature (dephased by p/2).
Consider then the Fourier transform of V0,

Ṽ0ðmÞ ¼ A½dðmÞ þ i *jðmÞ� ½35�

where m is the spatial frequency variable. Suppose
now that, through the insertion of a suitable filter in
the Fourier plane, the delta function is multiplied by
a constant of the form ia, where a is a real number
whose modulus is not greater than 1. At the same
time, it is required that *j remains approximatively
unchanged on passing through the filter. These two
requirements can be satisfied if a small disk of a
suitable material is put at the origin of the Fourier
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plane. The transmission function of the corres-
ponding filter is ia in a small region around the
origin (the disk region), while it has the value 1 in
the remaining part of the plane. As a consequence,
the filter acts on the delta function, multiplying it
by ia, whereas it leaves essentially unaltered *j,
whose significant values are taken for frequencies
different from zero. The output field can now be
written as

VðrÞ ¼ iA½a þ jðrÞ� ½36�

and the associated intensity becomes

IðrÞ ¼ jAj2½a2 þ 2ajðrÞ þ j2ðrÞ�CjAj2

� ½a2 þ 2ajðrÞ� ½37�

It is seen that the variations of the intensity are pro-
portional to those of the phase. Therefore, one has a
linear mapping of the phase structure. On reducing
the value of |a|, the contrast of the image (pointwise
ratio between the second and the first term in square
brackets) is increased while the luminosity diminish-
es. A limiting case is obtained for a ¼ 0. This corre-
sponds to the central stop case. Instead of eqn [37],
one obtains

IðrÞ ¼ jAj2j2ðrÞ ½38�

so that the mapping refers to the square of the phase.

Boundary Detection

In a number of instances, the problem faced is that
f recognizing a certain pattern within an image. This
task is made easier if the boundaries of the pattern
are put into evidence. Such an operation can be per-
formed through some process of mathematical deri-
vation of the image. This, in turn, can be achieved by
multiplicative operations on the spectrum, thanks to
the derivative theorems for the Fourier transform. As
a simple example, refer to a one-dimensional case in
which the first derivative is sought. A filter whose
transmission function is proportional to the spatial
frequency is required

tðnÞ ¼ an rect
n
nM

� �
½39�

where a and nM are constants. The presence of the
function rect, which equals 1 for jnjpnM=2 and zero
otherwise, is due to the fact that, whatever the value
of a, the linear dependence law can hold for a limited
interval of values of n only. When such a filter is in-
troduced in the Fourier plane, the output field is the
convolution of the derivative of the input signal with
a sinð�Þ=ð�Þ function produced by Fourier transforma-
tion of the rect.

In the two-dimensional case, other types of oper-
ations can be performed, for example, the applica-
tion of the Laplace operator. This modification too
can be realized through a suitable filtering operation.

Holographic Filters

The previous examples show that in order to perform
filtering operations, one needs to construct transpar-
encies that alter, in a prescribed way, both the am-
plitude and the phase patterns across the Fourier
transform of the input field. The amplitude can be
controlled by a careful use of photographic emul-
sions. As for the phase, the thickness of a dielectric
plate can, in principle, be tailored in such a way that
the plate introduces, point by point, the required
phase changes. This, however, is cumbersome from
the experimental point of view. A more viable solu-
tion is to use holographic methods. As is well known,
holography is a technique by which both the ampli-
tude and the phase of a coherent field can be recorded
in a medium, such as a photographic emulsion, which
is sensitive to the intensity of the field. Furthermore,
powerful methods of digital holography have been
developed. In other words, the hologram can be syn-
thesized with the aid of a computer. This makes it
possible to design and realize a wide variety of filters.

Advantages and Limits of Optical
Processing

Whenever the information to be processed is carried
by a coherent (or nearly coherent) field, optical
processing is invaluable. A typical example is the
visualization of phase objects. As seen, such an op-
eration can be performed with rather simple optical
devices that work in real time. On the other hand,
standard optical processors are affected by a certain
lack of flexibility. Nonetheless, some reconfigurable
filters (spatial light modulators) have been realized
using, for example, liquid crystal valves. At present,
the spatial resolution afforded by these devices is not
very high, but the related technology is steadily
advancing.

Images formed with incoherent light could also be
treated by optical processors by first recording the
image on a suitable transparency. In this case, however,
the information is contained in the intensity distribu-
tion only. As a consequence, the processing can be
done with a computer in a more convenient way.

See also: Geometrical Optics; Holography; Optical Instru-
ments.

PACS: 42.30.�d
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Introduction

Impedance spectroscopy is a technique that has seen
revolutionary changes in the last 30 years as a result
of the development of computer automation, design
of better frequency-response analyzers, and the abil-
ity to acquire data over many different frequency
ranges. Most commercially available equipment to-
day can collect real and imaginary impedance data
from frequencies as low as a few microhertz and as
high as a few gigahertz. Due to a large variance in
material resistivities (e.g., r41012 ohm cm�1 for in-
sulators and o10�3 ohm cm�1 for semiconductors),
different manufacturers specialize in the characteri-
zation of specific material types and the equipment
specifications can vary widely.

Impedance spectroscopy, also referred to as IS/DS
because of its close relationship to dielectric spec-
troscopy, involves the measurement of the current (I),
voltage (V), and phase angle ðyÞ over a wide fre-
quency range so that the impedance vector ðZ�Þ may
be defined as follows:

Z�ðoÞ ¼ VðoÞ=IðoÞ ½1�

where VðoÞ ¼ Vm sinðotÞ, IðoÞ ¼ Im sinðot þ yÞ,
o ¼ 2pf , and y is the phase difference between the
current and the voltage.

Measurements can also be carried out in the time
domain and then Fourier transformed into the fre-
quency domain. Each measurement mode has ad-
vantages and disadvantages. The frequency domain
is ideally suited for determining the steady-state re-
sponse of the object under test, whereas the time
domain is better suited for detecting time-dependent
phenomena.

Equivalent Circuits

It is customary to analyze the measured impedance
response in terms of the possible equivalent circuit

components that can give rise to the frequency response
observed. The circuit elements of interest are capacitors
represented by C, resistors represented by R, and in-
ductors represented by L. Most dielectric materials can
be represented by a parallel RC circuit, whereas others
are better represented by a series RC circuit. The pres-
ence of magnetic components introduces inductive
components, and one may expect that series or parallel
RL circuits may represent such materials.

It is useful to remember that if elements are in
series, it is easier to write the impedance response.
On the other hand, if the circuit elements are in par-
allel, it is more convenient to write the admittance
and then convert it to the impedance. For example,
the impedance of a series RC circuit is written as

Z� ¼ R þ ½1=joC� ½2�

whereas the impedance of a parallel RC circuit is
given by

Z� ¼ 1=Y� ½3�

where Y� ¼ ð1=RÞ þ joC.
Most modern equipment include some version of

software that can be used to fit the most appropriate
equivalent circuit to the experimentally measured
results. However, the reader is urged to consider the
physical mechanisms that may have contributed to
the experimental data before concluding that a
derived R or C is representative of the bulk of the
material or device being measured (see the section
‘‘Data analysis’’ for more details).

Table 1 lists the simplest equivalent circuits and
their corresponding impedance equations. Data ac-
quired can be plotted in terms of frequency-explicit
and frequency-implicit impedance plots. Frequency-
explicit plots are often referred to as Bode plots.
They are just simply real ðZ0Þ or imaginary imped-
ance ðZ00Þ plotted versus frequency. The magnitude of
the impedance vector, which is equal to

Z�j j ¼ ½Z02 þ Z002�1=2 ½4�

and the phase angle y are also plotted versus the mea-
sured frequency. The magnitude of the impedance
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vector is useful for quickly assessing the presence of
resistive components (flat with frequency), capacitive
components (decrease with increasing frequency),
and inductive components (increase with increasing
frequency) (see Figure 1 for representative frequency-
explicit plots for a perfect resistor, a perfect capacitor,
and a perfect inductor).

Frequency-implicit plots are better known as com-
plex plots because the imaginary impedance is plot-
ted versus the real impedance. These plots are often
referred to as Nyquist plots or Cole–Cole plots and
result in the formation of semicircles only under cer-
tain conditions. As shown in Figure 2, a semicircle
will only appear on the complex impedance plots
when the measured object can be represented by a
parallel RC circuit or a parallel RL circuit. It should
be noted that the imaginary part of these two circuits
carries opposite signs. By established convention, a
parallel RC circuit will display a semicircle in the first
quadrant if the imaginary axis is labeled as negative
(Figure 2a). In contrast, a parallel RL circuit will
display an upside down semicircle in the fourth
quadrant (Figure 2d). It may be added that a series
RC circuit or a series RL circuit do not display semi-
circles in the complex impedance plane (Figures 2b
and 2c).

Microscopic Interpretation

If one is interested in determining the electrical proc-
ess which has given rise to a particular set of imped-
ance spectra, it is useful to remember that all
materials are made up of charged entities at various
length scales (see Figure 3). At the atomic level, one
has protons and electrons. At the molecular level,
there may be anions, cations, or charged molecules.
At the nano-, meso-, and micro-structural levels with-
in a single material, there may also be charged inter-
faces. The interface between the contacting electrode
and the material surface often results in a space-
charge polarization. Hence, the impedance response
measured is dictated by the total number of imped-
iments to the current flow that an AC signal encoun-
ters on its way from the high- to the low-voltage
electrode. The impedance response measured is then
a function of the frequency of the applied field,
how that field interacts with each polarization proc-
ess present in the material, and whether it is com-
mensurate with the dimensions of the permanent or
temporary dipoles formed and the strength of the
signal.

Polarization Mechanisms

Figure 4 schematically displays the real and imagin-
ary polarization response of a material as a function
of the applied frequency. Upon the application of
an electric field, atomic or electronic polarization is
easily detectable in the optical frequency range, and
this results in the resonance response displayed. The
polarization strength is proportional to the number
of electrons present and is governed by the equation
below:

P ¼ Zqd ½5�

where Z is the atomic number, q is the charge con-
stant ¼ 1:609� 10�19 coulombs m�1, and d is the
distance.

At the molecular level, dipole polarization can be
due to temporary or permanent dipoles present in
a material. Permanent dipoles are present in those
materials that possess a center of positive charge
different from that of a negative charge. This in-
cludes all ferroelectrics below their Curie tempera-
ture, all polar polymer molecules, and all polar
liquids such as water. It may also occur by aliova-
lent doping of compounds. Temporary dipoles may
occur in weakly bound polymers or in the electro-
static attachment of nanowires to patterned subst-
rates. Molecular temporary dipoles also occur in
ionically bonded materials, such as many oxides and
fluorides.

Table 1 Simplest equivalent circuits and their impedance equa-

tions

Resistor
R1

Z n¼R1

Capacitor
C1

Z n¼ 1/joC1

Inductor
L1

Z n¼ joL1

RC parallel
C1

R1
Z n¼ 1/[1/R1þ joC1]

RC series
R1 C1

Z
n¼R1þ (1/joC1)

RL parallel
R1

L1

Z n¼ 1/[1/R1þ 1/joL1]

RL series
R1 L1

Z n¼R1þ joL1

LC series
C1L1

Z n¼ joL1þ 1/joC1

LC parallel
C1

L1
Z n¼ 1/[1/joL1þ joC1]

LCR series
C1 R1L1

Z
n¼ joL1þ (1/joC1)þR
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Space-charge polarization occurs whenever the
electrical response at an interface is dominated by a
pile-up of charge carriers at that interface. This com-
monly occurs at the interface between the contacting
electrode and the material under test, and is often
assumed to occur only at very low frequencies. If the
electrode contact is nonohmic or if the charge-trans-
fer resistance is high, the space-charge polarization
will overshadow any other processes that may be
present in the material. Space-charge polarization
may also occur at the interface between grains of
phases with very different electrical properties or at
the grain boundaries of a single-phase material, if the
defect concentration is high or if there is segregation
of impurities into or away from the boundaries.
Space-charge polarization at the interface between
two different materials is generally expressed in
terms of the Maxwell–Wagner two-layer condenser
model. These equations are discussed in the section,
‘‘Multiple relaxation.’’

Space-charge polarization at electrode–material
interfaces is often diffusive in nature and can be rep-
resented by the Warburg impedance. This gives rise
to a linear dependence of the conductivity on the
frequency of the measurement, as described in the
following equation:

Z� ¼ ½A=ðDoÞs�ð1� jÞ ½6�

where A is a constant related to the valence state of the
diffusing species and the concentration gradient, and s
represents the diffusion exponent. For a perfect diffu-
sion-controlled response, s ¼ 1=2. This is often seen as
a straight line at 451 from the real impedance axis.

Relaxation and Resonance
Frequency Spectra

The frequency dispersion that allows transformation
of the dielectric response from one polarization
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Figure 1 Representative impedance vector response for (a) a perfect resistor, (b) a perfect capacitor, and (c) a perfect inductor as a

function of frequency.
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mechanism to another is known as dielectric relax-
ation. The Debye equation describes this for essen-
tially all relaxation processes even though it was
originally developed to represent dielectric relaxation
in polar liquids:

e� ¼ eN þ ðes � eNÞ=½1þ jot� ½7�

where eN represents the high-frequency dielectric
permittivity, es is the lowest frequency dielectric per-
mittivity, o is the angular frequency, and t the re-
laxation time for the process. Cole–Cole and others
have modified the Debye equation to account for
deviations from the ideal Debye response. Cole and
Cole introduced the a parameter as follows:

e� ¼ eN þ ðes � eNÞ=½1þ ðjotÞ1�a� ½8�

Davidson and Cole introduced the b parameter,
which accounts for deviations from ideality in the
highest frequency region of the Debye relaxation.
This modification is written as follows:

e� ¼ eN þ ðes � eNÞ=½1þ ðjotÞ�b ½9�

To account for both spreading of the relaxation time
and deviations from ideality at high frequency,
Havriliak and Negami combined the two parame-
ters, as shown below:

e� ¼ eN þ ðes � eNÞ=½1þ ðjotÞ1�a�b ½10�

The differences between the Debye, Cole–Cole, and
Davidson–Cole relaxation equations are depicted in
Figure 5.

C1

R1

−15 000

−15 000 −10 000 −5000 5000 10 000 15 0000
15 000

(a)

(c)

(b)

−10 000

10 000

−5000

5000

0

Z ′

Z
′′

−50 000

50 000

−40 000

−30 000

−20 000

−10 000

10 000

20 000

30 000

40 000

0

Z ′

Z
′′

0 10 000 50 00030 000−50 000 −30 000 −10 000

R1 C1

−250

−250

−150

−150

150

150
250

250

−50

−50

50

50

Z
′′

Z ′

R1 L1

−150

−150

−100

−100

150
150100

100

−50

0

−50

50

500

(d)

Z
′′

Z ′

R1

L1
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Resonance spectra are hardly ever discussed in the
context of IS. This is because ionic and electronic
resonance generally occur at frequencies near the op-
tical range and are best detected with optical spec-
troscopic methods such as IR, UV, and visible
spectroscopy methods. NMR and EPR methods are
also superb at detecting ionic resonances. Neverthe-
less, it is possible to observe resonance phenomena
while making impedance measurements. Resonance
behavior that occurs at the lower frequencies of im-
pedance measurements is normally associated with
parasitics in the measurement circuit, but may also be
due to a nonlinear response of materials such as
ferroelectrics and ferromagnetics. An equation that

can generate a resonance response is given by

e� ¼ e0
N

þ 1=2ðe0s � e0
N
Þ=½ð1� ðo=oresÞÞ

þ ðb=oresÞ� ½11�

where e0s and e0
N

are the permittivities at frequen-
cies much lower and much higher than the resonant
frequency ores, and b represents the strength of the
restoring force that gives rise to resonance. Figure 6
displays the frequency-explicit and frequency-implicit
graphs of the dielectric resonance equations.

Various Representations of
the Dielectric Function

A fact not often recognized is that the dielectric re-
laxation equation, originally developed by Debye for
relaxation in polar liquids, provides another way of
interpreting impedance data. This is possible because
dielectric permittivity is inversely related to imped-
ance, as shown below:

Z� ¼ 1=joC0e� ½12�

Therefore, it follows that measured impedance data
can be converted into permittivity and vice-versa,
provided that the geometric capacitance, C0, of
the sample measured is known. Recalling that
admittance, Y�, is the inverse of impedance and that
electric modulus, M�, is the inverse of permittivity, it
then becomes possible to analyze the same measured
data in four different formalisms without the use of
any adjustable parameters. Table 2 lists all the im-
portant relationships between these four dielectric
functions. Performing the conversions mentioned is
advantageous because polarization or conductivity
processes that may be hidden in the impedance,
for example, may become fully detectable in the
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admittance plane. Figure 7 displays the impedance
and admittance of a series RC circuit. It can be seen
that it does not show a semicircle in the impedance
plane but shows one in the admittance plane,
although this one appears in the fourth quadrant if
one keeps the same sign convention as for the im-
pedance. Likewise, a series RL circuit also displays a
semicircle in the admittance plane but not in the im-
pedance plane (see Figure 2c) but this semicircle will
appear in the first quadrant. It should then become
clear that using a multiplane analysis can be ex-
tremely useful when more than one relaxation pro-
cess may be active within a measured frequency
range. It should be added that mathematical trans-
formations need to be done with caution, as the data
on either extreme of the frequency range of a given
impedance analyzer tend to carry a higher error.
Hence, taking the inverse can amplify the size of the
errors. Nevertheless, it is an extremely useful tool for
determining the most appropriate model that can
help identify the relaxation process more easily.
Moreover, once the relaxation process has been iden-
tified, the data can then be used to obtain the activa-
tion energy for that particular process.

Temperature Dependence

Most relaxation phenomena are thermally activated.
As a result, the relaxation time can be expressed in

terms of an Arrhenius-type temperature dependence:

t ¼ t0 expðE=kTÞ ½13�

where t0 is the relaxation frequency at infinite tem-
perature, E is the activation energy for the relaxation
process, k is Boltzmann’s constant, and T is temper-
ature in degrees kelvin. In addition, when a relaxa-
tion process occurs, omaxt ¼ 1; therefore, one can
use the frequency at which a peak occurs at a given
temperature as a way of determining the activation
energy of the process. Figure 8a schematically dis-
plays a dielectric loss process that changes peak fre-
quency as temperature is changed. The linearized
version of eqn [13] is used to obtain the activation
energy as depicted in Figure 8b.

Similarly, conductivity processes may display
peaks in the imaginary impedance or imaginary ad-
mittance, which could then be used to estimate the
activation energy for that process in the same fash-
ion as described above. More often, the activation
energy for conduction, in a given system, is obtained
by taking the intercept of the impedance semicircle
with the real axis, as displayed in Figure 9, and
converting that to conductivity and plotting the cal-
culated conductivity versus inverse temperature. Ei-
ther type of analysis is only accurate when the
resistance and capacitance of the relaxation proc-
esses being measured are both independent of fre-
quency. A truly bulk response will always have
constant R and C at a given temperature. This is not
the case for space-charge polarization under biasing
conditions or diffusion-controlled processes. In both
of these cases, the number of mobile charge carriers
will change the values of R and may also affect the
value of C.

Table 2 Relationships between dielectric functions

Z n¼ 1/joC0e
n en¼ 1/joC0Z

n

Y n¼ joC0e
n Y n¼1/Z n

M n¼1/en M n¼ joC0Z
n

tan d¼ e00/e0 tan d¼Z 00/Z 0
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Figure 6 (a) Frequency explicit real and imaginary permittivity plots for a resonance process. (b) Frequency implicit complex per-

mittivity plot for a resonance process.
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Multiple Relaxations

If one refers back to Figure 4, it should not be
surprising to realize that most experimentally mea-
sured spectra will be made up of more than one

relaxation process. Examples include: (1) a Debye-
type dielectric polarization process and a parallel
leakage current, (2) a solid-state ionic material
with different response at the grain boundaries than
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Figure 8 (a) Schematic of a dielectric loss (tan d) process at different temperatures. Loss peaks shift to higher frequency ðfmaxÞ as the

temperature is increased. (b) Plot of fmax versus the reciprocal temperature allows determination of the activation energy for the dielectric

loss process.
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within the bulk grains, (3) a semiconducting material
with space-charge polarization at the electrode/
material interface, and (4) bulk response and inter-
facial responses of multiphase systems.

For the defect dipole case, the easiest way to rep-
resent this is to modify the Debye equation by adding
a leakage current, s, as follows:

e� ¼ eN þ fðes � eNÞ=½1þ jot�g � js=o ½14�

The corresponding equivalent circuit will contain a
series RC circuit in parallel with a leakage resistor,
which is also in parallel with the bulk capacitance.
The different dielectric functions for this situation
are displayed in Figure 10. Figure 10a shows that the
leakage path can totally dominate the impedance
spectra, while dielelctric permittivity plane (shown in
Figures 10b and 10d) hints at the presence of the
dielectric relaxation, which is even better displayed
in the modulus plane as depicted in Figure 10c.

In all of the remaining cases, the simplest
equivalent circuit to represent them contains two
parallel RC circuits in series, as shown in Figure 11a.
The physical meaning of each of these circuit ele-
ments is, however, quite different for each of these
cases. Table 3 lists some of the possible physical
processes that may be represented in each of these
cases.

Irrespective of the source of the frequency depend-
ence, when the difference between the relaxation
times of the two processes present is large, that is,

more than one or two orders of magnitude, or either
the R or C is very small, one of the processes may
be overshadowed by the other in the impedance
plane. This is when a multiplane analysis should
be used, as different processes can be best displayed
in different dielectric functions, according to their
R,C,L values. To illustrate this point, Figures 11–13
are presented.

Figures 11b–11f display the complex impedance
spectra for a bulk ionic conductor with C1¼ 1 pF,
which may have different electrical responses at the
grain boundaries (with C2¼ 1 nF) depending on the
ratio of the bulk resistance R1 ¼ Rg and the ef-
fective resistance at the grain boundaries labeled
R2 ¼ Rgb. The following cases are presented: (1)
Rg ¼ Rgb, (2) RgoRgb, (3) Rg{Rgb, (4) Rg4Rgb,
and (5) RgcRgb. These figures illustrate that only
looking at the impedance plane may prevent iden-
tification of the presence of a second process. Taking
the impedance graphs from Figures 11d and 11f
which correspond to cases 3 and 5 and converting
them to admittance, dielectric permittivity, and
electric modulus clearly reveals the existence of
more than one process (see Figures 12a–12d). An-
other way, which may also reveal the presence of
more than one process when the time constants are
quite different, is to use logarithmic scales, as
suggested by Jonscher.

When making measurements of a semiconducting
material, it is important to pay attention to whether
the electrode contact is ohmic or not. If the electrode
contact is nonohmic or the charge transfer between
the semiconductor and the electrode is inefficient,
then an additional semicircle may be observed, which
may be interpreted to be related to the space-charge
polarization at that interface. Figures 13a and 13b
show the complex impedance graphs for a semicon-
ductor in contact with a blocking electrode. The
image on the left shows the response for a given size
electrode whereas the image on the right displays the
effect of changing the electrode size, which affects
the semicircle due to the electrode but not the re-
sponse of the bulk material.

The situation is again different for the impedance
response of a multiphase material. The two-layer
condenser, first proposed by Maxwell and Wagner
to represent a layered material, contains layers of a
material with conductivity s1 and dielectric per-
mittivity e1 that are placed with alternating layers
of a material with conductivity s2 and dielectric per-
mittivity e2, and thicknesses of d1 and d2. This gives
rise to the Maxwell–Wagner dielectric relaxation
equations given below:

e0M2W ¼ ðeNÞM�Wf1þ ½k=ð1þ o2t2Þ�g ½15�
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Figure 9 The intercept of the complex impedance semicircle

with the real Z 0 axis is used to determine the resistivity of a

conduction process. This must be done for different tempera-

tures in order to obtain the activation energy for the conductivity

process.
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and

e00M�W ¼ ðeNÞM�Wf½t=ot1t2� þ ½k ot=ð1þ o2t2Þ�g
½16�

where

k ¼ ½ðesÞM�W � ðeNÞM�W�=ðeNÞM�W

t ¼ ½e1d2 þ e2d1�=½s1d2 þ s2d1�

It goes without saying that quite different spectra will
be obtained depending on what the values of s1, e1,
s2, e2 are. The basic interpretation is that the re-
sponse at the highest frequencies represents the ‘‘ef-
fective’’ response of the bulk of the material, whereas
the response at the lowest frequencies takes into ac-
count the interfaces between the two materials. It
should be added that it may be necessary to consider
additional processes such as defect relaxation within
the more insulating type material and/or additional
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space-charge polarization processes at the interfaces
of the more conducting material.

Data Analysis

Some guidelines have already been provided, but ad-
ditional details will be given here. The most impor-
tant concept is that of the geometric capacitance. The

correct way of obtaining the capacitance of a con-
ducting process is to use the intercept of the imped-
ance curve with the real axis to obtain R for that
process. To obtain the capacitance, the peak fre-
quency must be identified (as was done in Figure 8a)
so that the following equation can be used:

C ¼ 1=oR ½17�
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Figure 12 (a) Complex impedance and (b) complex electric modulus for a two-process system similar to that displayed in Figures

11d or 11f where R1{R2 or R2{R1. (c) Complex admittance (Y 00 vs. Y 0) and complex permittivity (e00 vs. e0) plots for the same case

displayed in Figures 12a and 12b. Note that conversion to admittance and permittivity allows detection of both processes present in

this case.

Table 3 Possible physical processes for two parallel RC circuits in series

R1 C1 R2 C2

Ionic conductor Bulk Bulk Grain to grain interface Grain to grain interface

Semiconductor Bulk Bulk Electrode interface Electrode interface

Multiphase 1 Bulk Bulk Interphase boundary Interphase boundary

Multiphase 2 Main phase Main phase Second phase Second phase
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If one is interested in characterizing the bulk electrical
properties of a given material or device, the measured
capacitance should be of the same order of magnitude
as that expected for the physical dimensions of the
sample or device measured. This means that if such
an analysis gives a capacitance that is not in agreem-
ent with the expected capacitance, then the measured
data is not related to the bulk of the material or the
device and is most probably related to some type of
space-charge polarization mechanism. Table 4 lists
the expected capacitances for materials with different
dielectric constants and physical dimensions. Note
that changing the physical dimensions can change the

value of the geometric capacitance drastically. Addi-
tional confirmation, that a measured process is rela-
ted to a bulk process, can be obtained by varying the
applied voltage or changing the size of the electrode
contacts. The response for a bulk process should be
the same, irrespective of the values of these. Instead, if
they scale with these variables, it may be possible to
separate electrode contact effects from internal inter-
face effects. In cases where the impedance is so large
that the intercept with the real axis is not available,
the capacitance of the material will only be able to be
obtained from either the real dielectric permittivity or
the real electric modulus spectra. In most cases, the
value is almost constant as a function of frequency.
The only time that a semicircle will appear in both
of these functions is when a dipolar-type relaxation
is present.

Separating individual processes present in the bulk
becomes a little bit more difficult. For example, se-
parating the dipolar relaxation from the ionic con-
ductivity in a good ionic conductor is not possible at
temperatures where the ionic conductivity is high.
However, carrying out measurements at lower tem-
peratures suppresses the ionic conductivity and al-
lows the detection of the defect dipole relaxation.
Likewise, if a material has a large fraction of elec-
tronic conductivity and only a small fraction of ionic
conductivity, detecting the latter is almost impossi-
ble within a single set of experiments. In such cases,
the usage of blocking electrodes and/or controlled
atmospheres to enhance or diminish a particular type
of charge carrier will aid in the interpretation.

Table 4 Effect of physical dimensions on measured capaci-

tance

Dielectric

constant

Physical dimensions t(m)

with A¼5� 10� 5 m2
Measured

capacitance

(F)

2 1� 10� 3 8.85� 10� 13

2 1� 10� 6 8.85� 10� 10

2 1� 10� 9 8.85� 10� 7

10 1� 10� 3 4.43� 10� 12

10 1� 10� 6 4.43� 10� 9

10 1� 10� 9 4.43� 10� 6

100 1� 10� 3 4.43� 10� 11

100 1� 10� 6 4.43� 10� 8

100 1� 10� 9 4.43� 10� 5

1000 1� 10� 3 4.43� 10� 10

1000 1� 10� 6 4.43� 10� 7

1000 1� 10� 9 4.43� 10� 4
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Figure 13 Complex impedance plots for an arbitrary semiconducting material system with a nonohmic or inefficient charge transfer

electrodes. The only difference between (a) and (b) is the size of the electrodes used to measure the impedance. Note that while the

high-frequency semicircle (due to a bulk process) remains unchanged, the low-frequency semicircle changes in proportion to the

interfacial geometry.
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Electromagnetic Simulation Software

In recent years, a large number of commercially
available software packages have become available.
Many of the software packages come complete with
electrostatic and electromagnetic modules. They are
used mostly to model the performance of devices, but
physical arrangements of structures (at various
length scales) are also possible. Most commercially
available simulation software is finite element based
(FEA) or finite time difference based (FTDT). Some
progress has been made on implementing these
packages to help simulate impedance data at the
microstructural level, but much more work needs to
be done before they become commonplace.

Recent Advances (What to Expect in
the Future)

IS of solid-state materials continues to be used in a
wide variety of fields and the number of applications
continues to grow. Besides being useful as a way of
determining the bulk electrical properties of materi-
als and devices, it can also be used as a way to de-
termine: (1) the sensitivity and selectivity of gas
sensors, (2) the degree of biocompatibility of new
biomedical implants, (3) methods of quality control,
and (4) nondestructive characterization of micro-
structures.

More recent developments include magneto-im-
pedance measurements, photostimulated-impedance
measurements, and bioimpedance measurements of
tissue. These new methods will be a great help to
the burgeoning fields of spintronics, giant magneto-
resistance, electrooptical devices, and biomedical
engineering. In addition, impedance measurements
can be taken at all length scales; localized measure-
ments have been acquired using macro-, micro-, and
nano-sized electrodes for a number of years. How-
ever, simultaneous impedance and topographical da-
ta acquisition in an AFM/STM has the potential to
revolutionize the usage of IS in the future. Single
frequency impedance amplitude and phase image
scans have been collected using the tapping mode or
the conductive AFM mode, and are being related
to topographical images in order to understand
what role different features play. Recent experiments
have considered Schottky barriers in single-crystal
semiconductors, ionic conductivity in mixed conduc-
tors, and electron transfer in molecular wires and
carbon nanotubes. It is anticipated that, with further
developments in probe tips, many more exciting

scanning impedance microscopy experiments will be
conducted.

Concluding Remarks

Attempts to simplify the many facets of IS have been
made throughout this article. The author has pur-
posely excluded discussion of more complex equiva-
lent circuits, as these only modify the basic concepts
described here. Electrochemical impedance spectro-
scopy (EIS), which is mainly used to study corrosion
of metallic materials, was also excluded, as there are
many excellent reviews available in the literature.
Readers are urged to carefully review the extensive
literature in the subject matter of their interest,
keeping in mind some of the guidelines presented here.

See also: Dielectric Function; Conductivity, Electrical;
Ferroelectricity; Insulators, Impurity and Defect States in;
Ionic and Mixed Conductivity in Condensed Phases; Mass
Transport; Polarizabilities; Polymers and Organic Materi-
als, Electronic States of; Scanning Probe Microscopy;
Semiconductors, General Properties.

PACS: 81.70.�q; 84.37.þq; 72; 73; 77.22.�d;
82.20.�w
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Introduction

Incommensurate phases are thermodynamically stable
phases that do not have lattice periodicity although
they possess a long-range order. Their diffraction
patterns exhibit sharp Bragg peaks but, in contrast
with conventional (commensurate) crystalline solid
phases, their indexation requires more than three
Miller indices. They can be classified into two groups
according to their structural properties: modulated
structures and composite structures. The first ones can
be described as a distortion of an underlying average
crystal structure with conventional lattice periodicity.

This distortion or modulation may involve any atomic
parameter (atomic positions, atomic occupation prob-
abilities, etc.), its periodicity being incommensurate
with the lattice of the basic structure. This formally
means that, at least in one direction, the ratio of the
period of the modulation with respect to that of the
basic structure is an irrational number. As an exam-
ple, Figure 1 depicts an approximate representation of
the incommensurate modulated structure of the high-
Tc superconductor Bi2Sr2½Sr;Ca�Cu2O8þx. In this ma-
terial, some atomic displacements from the reference
average structure are extremely large (more than 1 Å
in the case of the oxygen atoms within the Bi2O2

layers). In general, atomic displacements due to
the modulation are usually B0:1 Å.

Incommensurate composite structures, on the other
hand, are built by several crystalline subsystems whose
basic lattice periodicities are incommensurate with
one another. In the simplest and most common case,
the number of subsystems is two. In general, their
mutual interaction causes, in each of the subsystems, a
modulation with the periodicity of the other one. In
this sense, a composite structure is a set of modulated
incommensurate structures forming a single phase. As
an example, the basic features of a urea inclusion
compound are shown in Figure 2. The urea forms a
lattice with large hexagonal channels where a second
subsystem of organic chains accommodates. The
chains are ordered along the channels according to a
basic periodicity, which is independent of the one of
urea. The set of chains can be considered as a guest
within the host urea. But both host and guest form a
coherent single system, and a non-negligible incom-
mensurate modulation in each subsystem, with the
average periodicity of the other one, exists.

Figure 1 Incommensurate structure of Bi2Sr2[Sr,Ca]Cu2O8þ x.

(Reproduced from Calestani G, Rizzoli C, Francesconi MG, and

Andreetti GD (1989) Physica C 161: 598–606, with permission

from Elsevier.)

Figure 2 View of a urea inclusion compound with octanedioic acid as guest subsystem. (Courtesy of G Madariaga and I Peral.)
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Strictly speaking, the definition given above for
incommensurate phases would also include quasi-
crystals. These latter are usually distinguished by the
fact that they exhibit, in their diffraction diagram, a
noncrystallographic point group. However, it is now
generally accepted that noncrystallographic symme-
try is not essential for the concept of a quasicrystal-
line state, and for instance, aperiodic quasicrystalline
tilings with crystallographic point groups can be
designed. In fact, the conceptual borders between
these three types of incommensurate phases (modu-
lated, composites, and quasicrystals) have become
progressively blurred. Nevertheless, if quasicrystals
are also included within the same category, one rath-
er speaks of aperiodic crystals instead of incommen-
surate phases or incommensurate crystals.

In this article, the fundamental crystallographic
and physical properties of incommensurate phases in
the restricted sense explained above, that is, disregar-
ding quasicrystals, are briefly summarized.

Crystallography of Incommensurate
Phases

An example of the diffraction diagram of a simple in-
commensurate modulated phase is shown in Figure 3.
One can distinguish a lattice of intense Bragg reflec-
tions, the so-called main reflections, which can be
indexed in a conventional way with a set of three
reciprocal unit cell vectors. There are, however,
additional weaker reflections, the so-called satellite
reflections, separated from a neighboring main
reflection by vectors of type mq, with m an integer

and q a unique specific vector. These satellite reflec-
tions are the signature of a distortion with periodicity
2p=jqj. Hence, the indexation of the diffraction vec-
tors H associated to the observed Bragg reflections
requires four vectors:

H ¼ ha� þ kb� þ lc� þ mq; h; k; l;m integers ½1�

For a given choice of the four indexation vectors, if q
is rationally independent of the basis fa�; b�; c�g, the
indexation [1] is unique and unambiguous, and the
system is incommensurate. Obviously, one could
always find, within experimental resolution, a much
smaller reciprocal unit cell of three vectors capable of
indexing all reflections. This, however, would be im-
practical as the resulting cell in direct space would be
too large, and most of the Bragg reflections associ-
ated with this lattice would be absent. Hence, the
incommensurability of q is more a matter of effici-
ency and simplicity of the description, rather than a
rigorous mathematical property. However, in many
cases, the formal incommensurability of q is clearly
evidenced by its temperature variation.

Note that, strictly speaking, the set of points de-
scribed by eqn [1] is not discrete. The reason why one
can talk of an unambiguous indexation and a dis-
crete set of Bragg peaks lies on the empirical fact that
the set of observed diffraction vectors H is limited to
small indices (h,k,l,m).

As an example of an incommensurate composite, a
simple case is considered where the two subsystems
have two lattice vectors in common, a and b. The
incommensurability is then restricted to the z direc-
tion. The basic structures of the two subsystems have
two different lattice parameters, c1 and c2, so that
c1=c2 is irrational in the practical sense mentioned
above. In the diffraction diagram, as shown in the
example of Figure 4, one can distinguish the main
reflections of the two subsystems which can be
indexed with their respective reciprocal unit cells
ða�; b�; c�1Þ and ða�; b�; c�2Þ. Since both subsystems are
modulated with the periodicity of the other one, ad-
ditional satellite reflections are also present. The
vectors c�2 and c�1 act as modulation wave vectors of
the subsystem 1 and 2, respectively. If q is denoted as
the vector c�2, then again all Bragg reflections H in the
diffraction diagram can be indexed in the form of
eqn [1], as shown in Figure 4. Satellites with index l
and m different from zero cannot be explained but by
the presence of the mutual modulation of both sub-
systems.

In general, an incommensurate phase may have
several independent modulation wave vectors
fqj; j ¼ 1;y; dg. The indexation of the diffraction
vectors then requires (3þ d) indices and one speaks

0 0 0 1

q

−1−1 0 0

0 0 2 0

Figure 3 Electron diffraction diagram (/� 1; 1; 0S zone axis)

of the incommensurate modulated Ni2.667In0.667Te2. (Courtesy of

RL Withers.)

Incommensurate Phases 365



of an incommensurate phase with a Fourier module
of rank (3þ d).

The quantitative description of incommensu-
rate phases cannot be done using the tools of con-
ventional crystallography. Instead, a very efficient
methodology has been developed introducing the
concept of superspace. The real aperiodic structure
is embedded within a (3þ d)-dimensional space,
the so-called superspace, as a section of a (3þ d)-
dimensional periodic structure. This allows the reco-
very of periodic crystallography, albeit in (3þ d)
dimensions, and a straightforward description of the
symmetry of these phases as a space group defined in
superspace.

The superspace construction for the description of
incommensurate phases is very easy to understand if
one considers the Fourier spectrum of such systems.
In general, one can say that their scattering density
r(r) can be developed in discrete Fourier series rðrÞ ¼P

H FðHÞexpð�i2pH . rÞ with the set of diffraction
vectors given by H ¼

Pn
i¼1 hiki, where n ¼ 3þ d (for

simplicity, a notation is used that does not distinguish
among the indexation basis vectors). A function in n
variables can then be defined as

rsðx1; x2;y; xnÞ ¼
X
H

FðHÞexpð�i2p
Xn

i¼1

hixiÞ ½2�

where F(H) are the Fourier amplitudes of the real 3D
structure r(r), and hi the n indices of the corre-
sponding vector H. The n ‘‘phases’’ ðx1;y; xnÞ define
an n-dimensional superspace. By definition, the
superspace density rsðx1;y; xnÞ is periodic for each
of its n variables with period 1, and directly defines
the structure in real space r(r) through the simple

equation

rðrÞ ¼ rsðk1 � r;y; kn � rÞ ½3�

Hence, a knowledge of the periodic superspace
density within a single n-dimensional ‘‘primitive unit
cell’’ and of the vector basis used in the indexation is
sufficient for obtaining the aperiodic density in real
space.

Note that the superspace is, in principle, an ab-
stract space without a predefined metric. However,
traditionally a particular metric is introduced which
allows one to interpret eqn [3] from a geometrical
viewpoint, so that the section of the superspace den-
sity rsðx1;y; xnÞ given by eqn [3] does not only
represent the real structure, but it does keeping its
real space metric. In this way, the real space is
imagined as a subspace of the defined superspace. In
the following, this convention will be maintained.
The Fourier spectrum of the incommensurate struc-
ture can then be interpreted as the projection in real
space of the Fourier spectrum of the superspace den-
sity. Each vector ðh1;y;hnÞ belonging to its recip-
rocal lattice has a component in real space that
coincides with the real space diffraction vector
H ¼

Pn
i¼1 hiki and a perpendicular component in

the complementary subspace, usually called internal
space. For 1D modulated structures, the convention
is to choose the metric so that the coordinates
x4;y; xn corresponding to the modulation wave
vectors qi; i ¼ 1;y; d are associated to the internal
space.

In Figures 5 and 6, two examples of the superspace
description of incommensurate structures are depict-
ed. They represent the projection on the plane x3x4

of a monoatomic structure with a sinusoidal and a

c*

c1*

a*

c2*

1020

2010 4010 5010 8010

2020 4020 5020 7020 8020

0004
1012

003-2

40-12 70-12

0002 3002

3000 6000 9000

6002 9002

3004 6004 9004
4012 7012

Figure 4 X-ray diffraction diagram of the incommensurate

composite Ba1þx ðCuxRh1�x ÞO3 with xE0.161. The two incom-

mensurate c� parameters and the four integer indexation of the

Bragg peaks are shown. (Courtesy of J Darriet.)

x4

x3

�

z

Figure 5 Projection on the plane x3x4 of the superspace den-

sity of a monoatomic structure with an incommensurate longit-

udinal sinusoidal modulation along the z-axis with wave vector

q ¼ gc�. Resulting aperiodic atomic positions are indicated by

filled circles. (Courtesy of L Elcoro.)
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sawtooth longitudinal modulation along the z-axis,
respectively. In both cases, the modulation wave vec-
tor can be expressed as q ¼ gc�. The z-coordinates of
the aperiodic point-like atomic sites along the z-axis
in real space are represented by black dots, and are
defined by the intersection with the real space z-axis
of the sinusoidal or sawtooth lines representing the
periodic superspace density. These two graphic ex-
amples illustrate the basic principle of the superspace
construction. The section corresponding to the real
space is irrationally oriented with respect to the su-
perspace periodic lattice, making the real structure
aperiodic. However, there is a one to one corre-
spondence between all atomic sites in real space
and points within a single unit cell in superspace.
Each atomic position in real space is equivalent, by a
lattice translation in superspace, to a single point
within a primitive unit cell of the superspace density.
The infinite set of all these points within a single
n-dimensional unit cell defines the set of occupied

atomic positions in real space. The superspace for-
malism would not be of any use if these points within
the superspace unit cell would be more or less ran-
dom and one should give the coordinates of all of
them to define the structure. The crucial property of
the superspace description (implicit in the discrete-
ness of the diffraction diagram) is that, in general,
these points form, in superspace, dense sets that can
be described with few parameters. These sets are
called atomic domains or atomic surfaces. In many
cases, these atomic domains are continuous along the
internal space, as the example of Figure 5. However,
discontinuous atomic domains may also exist as in
Figure 6, where the presence of a discontinuous saw-
tooth modulation yields in real space only two dif-
ferent interatomic distances along the modulation
direction. More complex situations have also been
hypothesized as, for instance, atomic domains with
fractal character.

Once the phase problem has been solved and
phases can be assigned to the experimental structure
factor moduli jFðHÞj, the superpace density can be
retrieved from experimental diffraction data by
means of so-called Fourier maps given by eqn [2].
Figure 7 represents a section of the superspace
density on the plane x2x4 corresponding to the bis-
muth and oxygen atoms of the Bi2O2 layers in
Bi2Sr2½Sr;Ca�Cu2O8þx (see Figure 1) as obtained
from neutron diffraction experiments. The highly
anharmonic modulations of both cations can be
clearly seen. The strong oxygen modulation is dis-
continuous and the atomic domains form a sawtooth
function. The flexibility of oxygen content in this
compound is reflected in a variable size along the
internal coordinate x4 of these oxygen domains.

The symmetry associated to an incommensurate
phase is given by a so-called superspace group. It can

x4

x3

�

z

Figure 6 Projection on the plane x3x4 of the superspace den-

sity of a monoatomic structure with an incommensurate longit-

udinal sawtooth modulation along the z-axis with wave vector

q ¼ gc�. The resulting interatomic distances along z are restrict-

ed to two possible values. (Courtesy of L Elcoro.)
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Figure 7 Fourier map corresponding to an x2x4 section showing the modulations of bismuth and oxygen in the Bi2O2 layers of

Bi2Sr2[Sr,Ca]Cu2O8þ x.The oxygen atomic domains are also drawn. (Reproduced with permission from Perez-Mato JM, Etrillard J, Kiat

JM, Liang B, and Li CT (2003) Competition between composite and modulated configurations in Bi2Sr2CaCu2O8þ x and its relation to

oxygen stoichiometry. Physical Review B 67: 024504; & American Physical Society.)
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be easily derived from the properties of the corre-
sponding Fourier spectrum, but it is difficult to vis-
ualize in direct space. It is described by operations
that transform the real space structure in a new
atomic configuration, different from the original one
but physically indistinguishable. In superspace, these
operations have a simple interpretation as space
group operations in the n-dimensional superspace
describing the symmetry of the superspace density
rsðx1;y; xnÞ. However, not all n-dimensional space
groups make sense as superspace groups. By defini-
tion, their rotational part should maintain the real
space invariant. It is important to note that the su-
perspace groups are not fortuitous geometrical rela-
tions, but they are thermodynamically stable in the
sense that they are maintained within the whole
range of a thermodynamic phase. They may only be
broken via a phase transition, and in this sense, they
are well-defined symmetries.

The Physical Origin of
Incommensurate Phases

The systematic quantitative analysis of incommen-
surate phases started in 1976 with the study of
Na2CO3 by de Wolff and collaborators. At this time,
the existence of incommensurate modulated phases
seemed an exceptional phenomenon. Four decades
later, it is known that incommensurate phases are
nearly ubiquitous and may appear in the phase
diagram of systems of any type. During these years,
the structure of more than 100 modulated crystals
and about 50 modulated composites have been
quantitatively characterized using the superspace ap-
proach, while the observation of modulated phases
has been reported in many more. Incommensurate
phases have been found in ionic, covalent, and mo-
lecular crystals, and also in alloys and metallic sys-
tems. Even numerous single chemical elements are
now known to exhibit incommensurate phases at
high pressures, either single modulated or composite.
Incommensurate distortions are also present in im-
portant materials as high-Tc superconductors or
ferroelectric relaxors.

An incommensurate configuration may be not only
thermally stabilized, but it can also be the actual
ground state of some systems. The mechanisms ca-
pable of producing the stabilization of modulated
phases are quite various, and this variety of possible
causes may be at the origin of the abundance of these
phases in all types of materials. Incommensurate
phases may in fact be stabilized through temperature,
pressure, or composition.

The modulated structures of some metallic systems
are attributed to a charge-density wave (CDW)

mechanism, analogous to the Peierls transition. In a
1D metal, for instance, it may be energetically favor-
able to introduce a lattice modulation with a period
p=kF; kF being the Fermi wave vector. This distortion
opens up a gap just at the Fermi level, which de-
creases the electronic energy and may successfully
compete with the increase of elastic energy. In gen-
eral, for an arbitrary band filling, kF is not commen-
surate with the underlying lattice and the modulation
is incommensurate. In three dimensions, the phe-
nomenon requires some additional (difficult to fulfil)
topological conditions. In order to produce a signi-
ficant gap at the Fermi level through the presence of a
distortion with one or a few primary wave vectors,
the topology of the Fermi surface must be such that
these wave vectors connect significant dense sets
of points at the Fermi surface. This is the so-called
nesting condition and can only be satisfied by very
peculiar Fermi surface topologies (see Figure 8). The
nesting condition is easier to happen in systems
closer to lower dimensionalities, that is, strongly ani-
sotropic materials. Thus, typical CDW systems have
chain or layer structures. Examples are transition-
metal dichalcogenides, such as NbSe3;NbS3. It must
be noted that this CDW–Peierls mechanism does not
imply, in general, that the resulting incommensurate
phase would be a semiconductor or insulator, as the
gap may not be fully realized.

In some compounds, the incommensurate modu-
lation is the result of the ordering of a minority
component or of some vacancies. This modulation is
then mainly occupational, that is, the occupation
probability of some atomic sites varies along the
modulation. In many cases, it may result in discon-
tinuous atomic domains. This situation is rather
common in nonstoichiometric compounds.

q ′ q

Figure 8 Scheme of a 2D Fermi surface fulfilling nesting

conditions for two wave vectors.
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Valence considerations and the bond valences sum
rules, developed by ID Brown, have also been used to
explain the stabilization of many incommensurate
phases. In the case of metals such as calaverite
ðAu1�pAgpTe2Þ, the need of a fluctuating valence for
Au has been argued to be at the origin of the mod-
ulation. In other cases, as in Na2CO3, however, the
requirement is of a single optimal valence for a par-
ticular cation, which is the main cause of the modu-
lation. The average nonmodulated configuration can
lead to chemically unfavorable sites for specific cati-
ons, yielding bond valence sums with significant
deviations from the ideal values. As the ideal valences
can be achieved by means of quite different coordina-
tion geometries, a modulation involving a correlated
distortion of the coordination polyhedra correspond-
ing to the problematic atomic sites may optimize the
local chemistry of the structure. This has been shown
to happen in many incommensurate insulators.

In some cases, the existence of a modulated phase
can be understood using simple steric arguments and
can be considered to be a purely lattice phenomenon
with no direct involvement of the electronic degrees
of freedom. For instance, in many materials rather
rigid atomic polyhedra share vertices or edges and
form an infinite framework. These framework struc-
tures possess, in many cases, specific distorting modes
that are compatible with the rigidity of the polyhedral
units forming the framework. These so-called rigid
unit modes (RUMs) are candidates for being low fre-
quency and even unstable modes of the system. They
are usually constrained to specific modulation wave
vectors within the Brillouin zone, that is, isolated
points, lines, or surfaces. If the strongest instability of
the systems corresponds to one RUM with a wave
vector not fully fixed by symmetry, its freezing on
the structure yields, in general, an incommensurate
modulated phase of lower energy.

Similarly, in other cases, such as the family of or-
thorhombic compounds A2BX4, with K2SeO4 as an
emblematic example, the optimal packing of some
rigid ionic groups yields interstices, which are too
large to accommodate the remaining atoms (cations).
A modulation, either commensurate or incommen-
surate, can then palliate the problem optimizing the
coordination of these interstitial sites. All A2BX4

compounds have a conspicuous soft phonon branch,
which can be attributed to this steric effect. Figure 9
schematizes the calculated variation of this phonon
branch for different effective sizes of one of the two
independent A cations. The branch is stabilized for
larger A cations, while for small cation sizes, as those
of potassium or rubidium, it softens and may even
become unstable. In this latter case, an incommen-
surate frozen modulation of the wave vector around

ð2=3Þ a� minimizes the energy. Clearly, a mismatch
between the A cation size and the corresponding
atomic site produced by the optimal accommodation
of the more voluminous ionic units of the structure is
at the origin of the incommensurate instability in
these materials.

When atomic size effects are mainly involved in
the incommensurate instability, thermal effects are
very important as temperature can significantly
change the effective size of atoms and the incom-
mensurate phase is limited to some temperature
range. For instance, in the case of A2BX4 com-
pounds, the incommensurate modulation appears at
a thermal phase transition as the temperature is low-
ered and the effective volume of the A cations de-
creases. In fact, the experimental soft phonon branch
of K2SeO4 changes as the temperature is lowered in a
form similar to the one given in Figure 9, which cor-
responds to a change of the size of the A cation.

It has become commonplace to talk about the ex-
istence of competing interactions as the ultimate
origin of incommensurate phases. As practically all
cohesive properties of any system could be traced
back to the presence of competing interactions (re-
pulsion–attraction), this does not seem very infor-
mative. In fact, the term ‘‘competing interactions’’ is
used here in the sense that the basic interactions in
these systems favor not one, but several incompatible
and competing periodicities. The system is then frus-
trated and adopts a compromise configuration given
by the incommensurate modulated structure. This
simple concept is underlying the microscopic models
developed to study the basic properties of the in-
commensurate phases. Among them, the so-called
ANNNI model (axial next nearest neighbor Ising
model) is the one that has been more thoroughly
studied. This is essentially a 3D Ising model with

0 a*

�(k )

Figure 9 Scheme of the variation of the soft-mode branch in

orthorhombic A2BX4 compounds as a function of the effective

size of one of the independent A cations after the calculations in

Etxebarria I, Perez-Mato JM, and Madariaga G (1992) Physical

Review B 46: 2764. The branch lowers and becomes unstable at

an incommensurate wave vector as the size increases. Imaginary

frequency values are represented as negative.
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ferromagnetic nearest-neighbor coupling on one
plane, while in the perpendicular direction, a ferro
and antiferromagnetic coupling, J1 and J2, for near-
est and next nearest neighbor, respectively, compete
and favor different periodicities along this axis.
Figure 10 shows the approximate topology of the
resulting mean-field phase diagram as a function of
temperature and the relative strength of the fer-
romagnetic and antiferromagnetic interactions. The
ground state is either ferromagnetic or commensu-
rate modulated with a fourfold unit cell. At high
temperatures the full disordered paramagnetic phase
is stable, but as temperature is lowered, the system
exhibits numerous phase transitions between differ-
ent modulated phases including incommensurate
ones. Similar results are obtained for more complex
models as the so-called discrete frustrated F4 model
(DIFFOUR) where spins are substituted by more re-
alistic local continuous variables on double wells.

Although the ANNNI model was initially designed
to reproduce the properties of modulated magnetic
materials, it has been successfully applied to under-
stand the properties of purely structural modulated
compounds, where the spin is associated to a local
mode described as a pseudospin variable. In fact, a
ferroelectric material, betaine calcium chloride dihy-
drate (BCCD), exhibits properties which strikingly
reproduce those associated to the ANNNI model and
some of its derivatives. On decreasing the tempera-
ture, the material passes through more than ten
intermediate modulated phases, including two incom-
mensurate ones, as the modulation wave vector locks
into decreasing commensurate values before the sys-
tem acquires a final ferroelectric nonmodulated con-
figuration. This step-like decrease of the modulation
wave vector, as the temperature is lowered, is given,
under certain mathematical conditions, the name
‘‘Devil’s staircase.’’

The stabilization mechanism of incommensurate
composites can also be quite varied. There are com-
posites, as the inclusion compounds, where the in-
teractions between the subsystems are rather weak,
limited to molecular forces. Their mutual modula-
tions are, therefore, in this case, rather small. In other
compounds, the interaction is much stronger and
there may even exist chemical bonding between at-
oms belonging to different subsystems, as in
ðLaSÞ1:13TaS2.

One could expect that by their own definition,
nonstoichiometry is an essential component of com-
posites. Two incommensurate atomic subsystems
yield necessarily a noninteger ratio between their re-
spective compositions. However, the interaction be-
tween both subsystems can be so strong that the
actual modulation may include chemical substitu-
tion, yielding a perfectly stoichiometric (but incom-
mensurate) composite. The family of commensurate
and incommensurate trigonal compounds of general
formula A1þx½A0

xB1�x�O3 is a nice example, where
this type of chemical interaction between the sub-
systems plays a dominant role. Figure 4 above
shows a typical diffraction pattern of one of these
compounds, and Figure 11 illustrates their main
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Figure 10 Schematic phase diagram of the ANNNI model

within the mean field approximation.

Figure 11 Approximate structure of a composite of type

A1þx ½A0
xB1�x �O3 with xE3/11.The sequence of octahedra and

prisms along the ½A0
xB1�x �O3 columns is aperiodic but locally fol-

lows the sequence /3 1 3 1 2 1S corresponding to the exact

commensurate composition x ¼ 3=11. The periodicity and this

commensurate composition are lost by ‘‘faults’’ in this sequence.
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structural features. These trigonal materials are
closely related to the 2H hexagonal perovskites
ABO3. The groups A0O3 and BO3 forming columns
along the trigonal axis constitute the first subsystem,
while the second subsystem is given by the cations A
forming chains among these columns. The mismatch
between the two subsystems is produced by the ex-
cess of A cations, in a ratio 1þ x with respect to the
number of ½A0;B�O3 units. However, stoichiometry is
maintained through the substitution of B cations by
divalent A0 cations, the composition of the second
subsystem being ½A0

xB1�x�O3 (A and B are typically
divalent and tetravalent, respectively). Hence, the
presence of the A0 cations within the columns
½A0;B�O3, visible in Figure 11 through their trigonal
prismatic oxygen coordination, can be considered
the fundamental modulation of the ½A0;B�O3 subsys-
tem. In some cases, A0 and B cations can be the same
element in two oxidation states and then one can
talk of a valence modulation. Thus, stoichiometry is
ensured, but the system is incommensurate, as the
sequence of octahedra and prisms along the ½A0;B�O3

columns is, in practice, aperiodic for x values not
assimilable to simple fractions.

Landau Phenomenology

There are a significant number of compounds that,
after becoming incommensurate at a thermal phase
transition, remain incommensurate up to the lowest
accessible temperatures (for instance PbO). In most
cases, however, the range of the incommensurate
phases stabilized by temperature is usually limited
by two commensurate phases, a high-temperature or
parent (nonmodulated) phase, and a low-tempera-
ture ‘‘lock-in’’ phase, where the modulation wave
vector ‘‘locks’’ into a certain rational value qc. In the
generalized Landau theory of phase transitions, ex-
tended to include incommensurate phases, both the
lock-in and the incommensurate phase are usually
described using the same order parameter. It is
homogeneous in the first case and modulated in the
second one.

One of the simplest and most common situations
occurs when the lock-in wave vector lies within a
symmetry line of the Brillouin zone and the associ-
ated order parameter is 2D. The order parameter can
then be considered a complex number, Q ¼ rexpðiyÞ,
representing the complex amplitude of the primary
distorting mode in the lock-in phase. The incom-
mensurate phase is then described by a space-de-
pendent order parameter QðxÞ along the direction of
the wave vector. This is the case of the A2BX4 com-
pounds and many other incommensurate insulators.
The corresponding Landau free energy includes two

essential terms: a Lifshitz invariant of type ðQ@Q� �
Q�@QÞ (where @ means a derivative with respect
to x), and an umklapp term, Qp þ Q�p, of relatively
low order p. These terms favor inhomogeneous and
homogeneous configurations of the order parameter,
respectively. The Lifshitz invariant is the essential
cause of the stability of the incommensurate phase,
while the second one favors the lock-in phase. The
properties predicted by this generalized Landau
potential agree rather well with the experimental re-
sults. As temperature is lowered, after a second-order
transition from the parent to the incommensurate
phase, the competition between the Lifshitz and the
umklapp terms drives the modulation from an initial
sinusoidal configuration into a strong anharmonic
regime, the so-called soliton regime, previous to the
lock-in phase transition. In this soliton regime, the
modulation is soliton-like with regions, periodic
along the modulation direction, where the order
parameter is approximately constant (i.e., regions
approximately commensurate corresponding to the
lock-in phase) separated by coherent periodic disco-
mmensurations, where the phase yðxÞ of the complex
order parameter changes rapidly to the next ‘‘con-
stant’’ value. In the simplest approximation, this
step-like behavior of the phase yðxÞ satisfies the sine-
Gordon equation, a well-known equation in nonlin-
ear physics. The density of the discommensurations,
the so-called soliton density ns, can be taken as an
order parameter with respect to the lock-in phase. A
zero soliton density would correspond to the lock-in
phase while ns ¼ 1 is associated to the perfect sinus-
oidal modulation. Hence, the system approaches the
lock-in phase in two rather different and comple-
mentary ways: (1) approaching the modulation wave
vector to the commensurate value qc, and (2) trans-
forming progressively the structural modulation into
a step function corresponding to ns ¼ 0. Experimen-
tally, the lock-in transition has a discontinuous char-
acter and takes place before either the modulation
wave vector or ns can reach their limit values.
However, soliton regimes in the incommensurate
phase with ns as low as 0.2 have been detected.

Figure 12 shows the measured diffracted intensity
around the satellite (6 0 1 � 1) of Rb2ZnCl4 at 6K
above the lock-in transition, well within the soliton
regime. The modulation wave vector in this case is
about ð1=320:018Þc�. The signature of the strong
anharmonic step-like atomic modulations is the pres-
ence of very high-order satellites around the stronger
first-order ðm ¼ �1Þ satellite. Satellites up to m ¼ 7
can be observed. The rather relative strong intensity
of the satellites with m ¼ 5 and 7 is due to symmetry
restrictions on the atomic modulations that favor
Fourier components of order 6n71. Note that at
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the lock-in phase transition where the modulation
wave vector takes the commensurate value ð1=3Þc�,
all the satellites observed in the figure will collapse
into a single superstructure reflection centered at
6a� þ ð2=3Þc�.

The incommensurate phases that include a Lifshitz
invariant in the Landau free-energy density are usu-
ally called type I, and type II otherwise. The simplest
cases of type II phases are those for which the lock-in
commensurate structure is associated with a 1D or-
der parameter whose wave vector is null. The mod-
ulated order parameter in the incommensurate phase
is, therefore, also usually taken as 1D. The free-
energy density lacks a Lifshitz invariant, but the in-
commensurate modulation of the order parameter
can be explained in this case by the coupling of the
order parameter with a ‘‘secondary’’ mode. If ZðxÞ is
called the x-dependent order parameter and xðxÞ an-
other local degree of freedom, a term of the type
ð@Zx� Z@xÞ in the free-energy density, if allowed,
favors a modulated configuration. It plays a similar
role as a Lifshitz invariant and in fact, it can lead, as
in thiourea, to a soliton regime similar to those
observed in type I materials. The incommensurate
phase will be given in this case by a modulation of

not only the nominal order parameter ZðxÞ but also
of the secondary mode xðxÞ.

From a lattice dynamics viewpoint, a Landau free
energy of type I describes a thermal soft-mode mech-
anism with a lock-in wave vector having no addi-
tional symmetry compared with the neighboring
incommensurate wave vector, while a type II de-
scribes a soft-mode having the lock-in value qc at a
point of higher symmetry. This difference is sche-
matically represented in Figure 13. In both cases, ei-
ther the Lifshitz invariant or the alternative mixed
coupling term places the minimum of the soft-mode
branch off the commensurate value qc. While in
type I, one can neglect the change of the mode
eigenvector as the modulation wave vector changes
and locks into qc, in type II a strong change of the
modulation eigenvector is an essential part of the
approach to the lock-in phase. The hybridization of
the soft-mode branch with the secondary mode nec-
essarily disappears at the lock-in into qc ¼ 0. A
strong coupling with an acoustic branch may also
play a fundamental role in the phase-transition
mechanism. This possibility has also been included
in the schemes of Figure 13. In type I crystals as
K2SeO4, in contrast with the earlier models, the an-
ticrossing with the acoustic branch of the soft mode
branch is an essential part of the physics of the tran-
sition and can even explain the incommensurate
minimum of the hybridized soft-phonon branch.

Specific Physical Properties

Incommensurate phases possess, in principle, low-
energy lattice dynamical excitations (zero-gap branch-
es) in addition to the acoustic phonons. They are
usually termed phasons and correspond in the super-
space description to fluctuations of the superstructure
along the internal subspace. The incommensurability
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of the structure ensures that the phase of the structural
modulation associated to each independent incom-
mensurate vector qi; i ¼ l;y; d can be shifted without
changing the structure globally and, therefore, with-
out energy cost. In the superspace, this means that any
section parallel to the one corresponding to the real
space, but shifted along the internal space, describes a
physically equivalent structure with the same energy.
This is the cause of these peculiar phason degrees of
freedom. Phason branches have been detected exper-
imentally in several materials although they may be
overdamped in many cases. One of the main discus-
sions has been to assess the existence of a gap in these
phason branches. In principle, for an ideal incom-
mensurate system it should be zero, but defects or the
underlying average lattice may produce some pinning
of the modulation and the opening of a gap. A pinning
of the modulation also exists if the modulation is
not analytical, that is, when the atomic domains are
discontinuous along the internal space. This ‘‘break of
analyticity’’ may happen, for instance, in the soliton
regime as the modulation becomes step-like when ap-
proaching the lock-in phase. It also exists in strong
interacting composites. On the other hand, in the si-
nusoidal regime, close to the second-order normal-
incommensurate transition, pinning effects of any sort
are expected to be minimal.

The strong pinning effects expected in the soliton
regime are considered to be the cause of special ther-
mal hysteresis effects observed around the lock-in
phase transition and termed global hysteresis. Also
so-called memory effects associated to annealings
within the incommensurate phase have been attrib-
uted to pinning effects produced by mobile lattice
defects.

It has been argued that the existence of the phason
degrees of freedom in the incommensurate phase
can increase, compared with other structural phase
transitions, the size of the critical region around
the normal-incommensurate phase transition where
universal critical behavior could be observed. Al-
though the reasoning behind this expectation has
been the object of much controversy, it is indeed
an empirical fact that the normal-incommensurate
phase transitions are among the few structural
phase transitions, if not the only ones, where fully
consistent fluctuation-driven asymptotic universal
critical behavior has been measured. A thoroughly
studied example is the continuous normal-incom-
mensurate phase transition in Rb2ZnCl4 at about
304K. Results of NMR, synchrotron X-ray scatter-
ing, specific heat measurements, and other tech-
niques are all fully consistent and have demonstrated
an asymptotic critical behavior corresponding to the
universal class associated to the 3D XY model in a

temperature interval as large as 15K below the tran-
sition temperature (see Figure 14).

See also: Lattice Dynamics: Aperiodic Crystals; Lattice
Dynamics: Structural Instability and Soft Modes; Perio-
dicity and Lattices; Quasicrystals.

PACS: 61.44.Fw; 64.70.Rh; 61.50.Ah; 61.50.Ks;
65.90.þ i
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Perez-Mato JM, Zuñiga FJ, and Madariaga G (eds.) (1991) Meth-
ods of Structural Analysis of Modulated Structures and Quasi-
crystals. Singapore: World Scientific.

Selke W (1998) The ANNNI model. Theoretical analysis and ex-
perimental application. Physics Reports 170: 213–264.

10
0

2

4

6

0

2

4

6

8

15 20 25 30

10 15 20 25 30

F
re

qu
en

cy
 d

is
ta

nc
e 

(0
.1

 M
H

z)

Temperature (°C)

Rb (1)

Rb (2)

(a,Ho) = 45.2°

Figure 14 Temperature dependence of the width of the con-

tinuous distribution of quadrupolar perturbed NMR frequencies of

the two symmetry-independent Rb atoms in the incommensurate

phase of Rb2ZnCl4. This width is proportional to the amplitude of

the order parameter. The fit curves correspond in both cases to a

power law with b ¼ 0:35. (Reproduced with permission from

Walisch R, Perez-Mato JM, and Petersson J (1989) NMR deter-

mination of the nonclassical critical exponents beta and beta-bar

in incommensurate Rb2ZnCl4. Physical Review B 40: 10747–

10752; & American Physical Society.)

Incommensurate Phases 373



Tolédano JC and Tolédano P (1987) The Landau Theory of Phase
Transitions. Singapore: World Scientific.

Van Smaalen S (1995) Incommensurate crystal structures. Cry-
stallography Reviews 4: 79–202.

Withers RL, Schmid S, and Thompson JG (1998) Compositionally

and/or displacively flexible systems and their underlying crystal

chemistry. Progress in Solid State Chemistry 26: 1–96.

Nomenclature

a�; b�; c� basis of reciprocal unit cell associated to
the average periodic structure of a mod-
ulated structure

FðHÞ; jFðHÞj structure factor and its modulus for the
diffraction vector H

H diffraction vector of a Bragg reflection
(h,k,l,m) set of four integers indexing a Bragg re-

flection of an incommensurate phase of
rank (3þ 1)

q primary wave vector of a modulation
{q1,y,qd} set of primary modulation wave vec-

tors for an incommensurate modulated
structure of rank ð3þ dÞ

r position vector in real space
r(r) scattering density in real space (elec-

tronic or nuclear, depending on the
radiation source) corresponding to an
incommensurate phase

{k1,k2,y,kn} basis of vectors indexing the diffraction
diagram of an incommensurate phase of
rank n

(x1,x2,y,xn) position vector in superspace
rs(x1,x2,y,xn) superspace density
(h1,h2,y,hn) set of n integers indexing a diffraction

vector of an incommensurate phase of
rank n

kF Fermi wave vector
qc modulation wave vector of a lock-in

phase
Q(x) local complex order parameter in a sim-

ple type I incommensurate phase as a
function of the x coordinate along the
modulation direction

r(x) amplitude of Q(x)
y(x) phase of Q(x)
ns soliton density
@ partial derivative with respect to x
Z(x) one-dimensional order parameter of a

type II incommensurate phase as a func-
tion of the x coordinate along the mod-
ulation direction

x(x) real amplitude of a secondary mode in a
type II incommensurate phase as a func-
tion of the x coordinate along the mod-
ulation direction
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Introduction

Materials are traditionally classified according to
their conduction properties: they are called metals if
their conductivity persists even to the lowest tem-
peratures, insulators if they do not. In the former
case electrons flow freely under an applied DC field,
in the latter they do not, but undergo static polar-
ization.

In quantum mechanics, however, this distinction is
somewhat blurred, since materials are usually under-
stood in terms of a band theory picture, that is, in
terms of the solution of a many-electron problem
within the one-electron approximation. Within this
approximation, electrons behave as independent
particles embedded in a mean field which includes
their interactions. Theoretical calculations thus make
no distinction between metals and insulators: solids
in which all occupied energy bands happen to be

completely filled are insulators, and solids in which
at least one occupied energy band happens to be only
partly filled are metals. It is on the basis of this pic-
ture that it has been possible, at least since the 1980s,
to deal on a first-principles basis with any kind of
materials, irrespective of their conduction properties,
including, of course, the ever more relevant case of
semiconductors.

This quantum approach has led to reliable quan-
titative predictions for a wide range of materials and
of materials properties. The decisive breakthrough
has been achieved essentially, thanks to the advent
of density-functional methods. These methods are
based on a theorem, formulated by Hohenberg and
Kohn in 1964, which states that all the ground-state
properties of a system of interacting electrons, pos-
sibly embedded in an external potential v(r), are
completely determined by the electronic charge den-
sity r(r). This theorem leads to an extraordinary
simplification of the many-electron problem, since
one needs to deal with only three spatial variables
instead of the 3N variables needed to specify the
ground-state wave function of a system of N interact-
ing electrons. Hohenberg and Kohn also proved that
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the ground-state energy of an interacting electron gas
is a unique functional of r(r), thereby paving the way
for the subsequent advances in 1965 by Kohn and
Sham (KS), who were able to build self-consistent
equations for a fictitious system of noninteracting
electrons with the same electron density as the
interacting one. Solving these equations also gives,
in principle, the exact solution to the full problem.

Thanks to this approach, the band theory has been
shown to be able to successfully explain even the
limiting cases of insulating behavior, namely carbon,
solid noble gases, and alkali halides. The validity of
the one-electron picture has been thus assessed inde-
pendently of the type of chemical bond, whether
covalent, ionic or molecular, and some of these band
structure results for insulators are discussed in the
following, while referring to other articles in this
encyclopedia for more information on band-theory
density-functional methods.

Successful as it can be, however, this theoretical
framework cannot be the whole story, since in many
cases, for example, when the insulating behavior is
dominated by disorder (the so-called Anderson insu-
lators), or by electron correlation (the so-called Mott
insulators), the band approximation fails to give a
consistent account of the ground-state properties. In
particular, it fails to explain polarization and local-
ization, the two basic phenomenological features
that characterize insulators. The following sections
present very recent theoretical developments which
have made it possible to understand localization and
polarization as two aspects of the same phenomenon,
within a unified approach that deals on the same
basis with all insulators, irrespective of what deter-
mines the insulating behavior – independent or
correlated electrons, crystalline characteristics or
disorder.

Band Structure Results for Insulators

Basically, energy band calculations for insulators are
done according to the same methods which are used
for semiconductors. In principle, accurate values for
equilibrium electronic properties in condensed mat-
ter (such as, e.g., volume, bulk modulus, elastic con-
stants), as well as for linear response (such as phonon
spectra) and other thermodynamical properties, can
be obtained by solving KS equations within the
local density approximation (LDA), independently of
whether the material studied is metallic, semicon-
ductor or insulating.

Excitation properties, however, are often inaccu-
rately determined both in semiconductors and insu-
lators, due to the fact that LDA works well only for
the ground state. The optical gap, in particular, is

usually severely underestimated, as has been shown
in the early 1980s by the extensive LDA calculations
on group IV elements performed by M L Cohen and
co-workers and published in The Physical Review.
Nevertheless, besides obtaining very accurate results
for the cohesive energies and the equilibrium struc-
tures, they were able to state unambiguously the in-
sulator or semiconductor quality of both C and Si
respectively, in the diamond structure, in spite of the
somewhat poor results for their band gaps (4.1 and
0.5 eV for C and Si, respectively, against the exper-
imental values of 5.49 and 1.17 eV). In order to
consider the achievements of the band structure cal-
culations in the field, it may be recalled that the
semimetallic character again of carbon, but in grap-
hite structure, was already obtained in the sixties by
F Bassani and G Pastori and confirmed ever since. A
further confirmation of the band picture of the elec-
tronic properties of these materials is the overall
success of the energy gap corrections introduced via
Green’s function approaches (GW approximation).

Similar considerations hold for rare-gas solids,
whose experimental gaps range from 9.3 eV in Xe to
21.7 eV in Ne. By taking into account the closed-shell
character of the constituents atoms, it is not difficult
to understand in a band picture that conduction
states will result from free-electron like bands, widely
separated from valence bands for orthogonality rea-
sons. Again, LDA estimation of the energy gap can
be as poor as 11.5 eV for Ne, to be improved up to
22.2 eV after the introduction of self-interaction cor-
rections – as was done by M R Norman and J P
Perdew in 1983 – but the insulating behavior cannot
be questioned.

A third class of wide-gap crystals can also be con-
sidered, that is, alkali halides, which are character-
ized by huge values of the Madelung potential, and,
therefore, by large energy separation between val-
ence and conduction bands. Experimental bandgaps
can be as large as 13.6 eV in LiF and smaller but
still very large in iodides, where typical values are
B6.0 eV. From the theoretical point of view, for ex-
ample, considered the results for NaCl by Norman
and Perdew, quoted above, which obtained for the
gap a clear-cut value of 9.2 eV, to be compared with
the experimental values of 8.5–9.0 eV. Despite the
successes of the band theory in explaining the elec-
tronic properties of insulators, some problems re-
main, mainly connected to the description of the
ground state. In a band theory framework, the dif-
ference in DC conductivity between metals and in-
sulators is explained with reference to the spectrum
of the electronic excitations, that is, to the availabil-
ity of low-lying unoccupied energy levels. However,
it makes no mention of localization, that is, of the
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qualitative difference in the ground-state electrons
organization which has to account for the fact that
electrons in metals are able to flow freely under an
applied DC field, while electrons in insulators are
not. Neither can the band theory readily explain
why finite macroscopic metallic samples subject to an
electric field only show a polarization due to surface
phenomena (screening by free carriers), while in
analogous situations insulator samples show a ma-
terial-dependent polarization which is a true bulk
phenomenon.

These difficulties stem from the fact that electron
states, being eigenfunctions of Hamiltonian opera-
tors subject to periodic Born–von Karman boundary
conditions, are delocalized, and qualitatively rather
similar, in both metals and insulators, so that it is a
real challenge to detect differences between these
two classes of materials just by looking at their one-
electron ground-state wave functions.

Localization and Polarization in
Insulators and Metals

W Kohn was the first, in 1964, to answer this
challenge by pointing out that an essential charac-
teristic of insulators is the disconnectedness of their
ground-state many-body wave function, meaning its
breaking up into a sum of functions which are
localized in disconnected regions. This feature for-
bids the free flow of charge in insulators under the
application of a DC field, so that electrons can be
polarizable while remaining bound. Kohn demon-
strated this result in a crystalline system of inde-
pendent electrons, but argued that the same kind of
disconnectedness should also hold quite generally, in
any insulator.

Kohn’s theory correctly points out that electronic
localization in insulators is a feature of the ground-
state wave functions, which, for an N-particle system,
are disconnected in a high-dimensional configura-
tion space. Therefore, localization cannot be seen by
looking at the charge density, which is a function in
three-dimensional space. His approach, however,
leaves alone the problem of macroscopic polariza-
tion, which until 1992 even failed to have a proper
definition as a bulk property independent of surface
termination. Since 1992, a new theory of polarization
has been developed which builds on the concept that
polarization must be understood as a global property
of the many-body ground-state wave function as a
whole. According to this viewpoint, localization is
just another aspect of polarization, and can be rightly
regarded as the cause of insulating behavior since it is
a physical observable completely independent of the
periodic charge distribution of the valence electrons.

The 1992–93 Breakthrough

What happened around 1992 is that people came
to realize that the classic definition of macroscopic
polarization as the dipole of a macroscopic sample,
divided by its volume, simply does not hold when
periodic boundary conditions are applied (though
polarization derivatives had been successfully ad-
dressed for many years and for many materials in the
framework of linear-response theory). Under these
conditions, which are almost mandatory in most
computational condensed matter physics, the dipole
of a macroscopic charge distribution cannot be
evaluated since its expression for finite systems,
while perfectly valid, does not have a well-defined
thermodynamic limit independent of surface termi-
nation. The clue to a solution of this problem came
from realizing that nobody ever measures the ‘‘abso-
lute’’ macroscopic polarization of a material as a
bulk property, but only polarization differences.
Therefore, the modern theory of polarization only
deals with finite polarization differences, avoiding
any definition of absolute polarization.

Consider for example, a possible experimental ar-
rangement for measuring the macroscopic polariza-
tion in a piezoelectric material, in which the crystal is
uniaxially strained while being short-circuited in a
capacitor. The induced macroscopic polarization is
obtained by integrating the transient macroscopic cur-
rent flowing through the sample. It must be stressed
that polarization in a zero field is considered here, as is
mandatory if one wants to preserve crystal periodicity.

This approach is also relevant for the analysis, at
zero field, of the effective charges of lattice dynamics,
as well as of ferroelectric polarization. Basically,
all these situations lead to considering macroscopic
polarization differences, given expressions like

DPbulk ¼
Z

dl
dPðlÞ

bulk

dl
½1�

where lmay be thought of as an adiabatic time in the
piezoelectric case, or as the amplitude of the distor-
tion for ferroelectric materials. In all cases, dPðlÞ

bulk=dl
is just the spatially averaged adiabatic current
flowing through the bulk.

Focusing on the current instead of the charge is a
crucial step for a proper definition of macroscopic
polarization as a physical observable in extended
systems. The introduction of an integration over l in
the expression for DPbulk is equivalent to assuming a
parametric dependence in the system Hamiltonian.
This feature allows the introduction of a Berry’s
phase formulation, and leads to a satisfactory solu-
tion of the problem.
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Though a parametric Hamiltonian could not prop-
erly be regarded as isolated, since the presence of a
parameter is an expression of the coupling with ‘‘the
rest of the universe’’ (to use Michael Berry’s expres-
sion), this trick allows calculations to be done assu-
ming just this isolation. As a trade-off it is observed
that the macroscopic polarization can indeed be
regarded as a proper physical observable, but only
when defined as a Berry phase, that is as a gauge-
invariant geometric phase which is observable even if
it cannot be expressed in terms of the eigenvalues of
any operator.

Berry Phase

Consider a generic parametric Hamiltonian H(x)
such that

HðxÞjCðxÞS ¼ EðxÞjCðxÞS ½2�

where x defined in a suitable domain and jCðxÞS is
the ground state of the system, nondegenerate for
any x. The phase difference Dfij between ground
eigenstates belonging to two different values of x can
then be defined as

e�Dfij ¼
/CðxiÞjCðxjÞS
j/CðxiÞjCðxjÞSj ½3�

Dfij ¼ �Im log/CðxiÞjCðxjÞS ½4�

Since the phase of any quantum-mechanical state
vector is arbitrary, this phase difference cannot have
any physical meaning. However, when one considers
a discretized closed path in the space of the param-
eter x, one immediately realizes that the total phase
difference g ¼

P
cycle Dfi;iþ1 along the path must be

independent from the (arbitrary) phase choices at
each point in the path, since in the end all of them
cancel out. g is called a Berry phase because it is a
gauge-invariant quantity, meaning that it is a phys-
ical observable, albeit a rather anomalous one, since
it obviously cannot be expressed in terms of the
eigenvalues of Hermitian operators.

It can be seen that the Berry phase is relevant to the
modern theory of polarization because it substitutes
an ill-defined (when periodic boundary conditions
are applied) dipole expression with a computable
gauge-invariant quantity. An alternative, of course,
would be to define macroscopic polarization for fi-
nite systems and to proceed to the elimination of
surface effects through suitable limiting procedures
as the system size goes to infinity.

Berry Phase Theory of Polarization

Evaluating polarization for finite systems is, in prin-
ciple, fairly straightforward: for instance, one can
introduce the position operator as R ¼

P
r i and

compute the electric dipole as d ¼ qe/C0jRjC0S.
This expression, however, becomes meaningless
when periodic boundary conditions are imposed,
since in the resulting Hilbert space R becomes a
forbidden operator. The problem, obviously, is that
when one applies R to a function obeying these con-
ditions, that is to a periodic function, one gets a new
function which is no longer periodic and, therefore,
does not belong to the given Hilbert space.

A way out of these difficulties was found by Resta
in 1992, when he introduced expression [1] to cal-
culate finite changes in bulk polarization. According
to classical electrodynamics, the polarization current
dPðlÞ

bulk=dl in eqn [1] can be expressed as

dPðlÞ
bulk

dl
¼ 1

V

Z
V

dr j
ðlÞ
bulk ¼ JðlÞ ½5�

where V is the volume of the system, j
ðlÞ
bulk is the cur-

rent density in the bulk, with l playing the role of
time. The right-hand side could be expressed as the
adiabatic limit of a Kubo formula, which usually
involves a summation over the excited eigenstates. It
is more convenient, however, to arrive at a form
which only depends on the ground-state wave func-
tion. To this end, one imposes the following bound-
ary conditions:

CðlÞ
k
ðx1;y; xi þ L;y; xNÞ

¼ eik � LCðlÞ
k
ðx1;y; xi;y; xNÞ ½6�

to label the N-body wave function CðlÞ
k
. (This way of

introducing boundary conditions has recently come
to be called ‘‘twisted,’’ to avoid confusion with all
the other usages of the word ‘‘phase’’ that appear in
quantum and statistical physics.) One also introduces
the wave function jFðlÞ

k
S ¼ e�ik � X jCðlÞ

k
S (it is none

other than the many-body analog of the cell-periodic
part of the single-electron Bloch function). If CðlÞ

k
is

the ground-state of Hamiltonian H(l), then FðlÞ
k

is the
ground-state of the Hamiltonian

HðlÞðkÞ ¼ e�ik � XHðlÞeik � X ½7�

which can be obtained from H(l) by performing a
gauge transformation pj-pj þ _k on the momentum
of each particle. The k-dependence has thus been
transferred from the boundary conditions to the Ham-
iltonian. Using functions FðlÞ

k
, the Kubo formula for

the adiabatic current J
ðlÞ
k

can indeed be expressed, for
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strictly periodic boundary conditions, in a form which
depends only on the ground-state wave function:

J
ðlÞ
k

¼ 2qeIm/@kF
ðlÞ
k
j@lFðlÞ

k
S ½8�

which, substituted in eqn [1] through eqn [5], finally
gives

ðDPelÞi ¼
iqe

ð2pÞ3
Z

dk

Z 1

0

dl /@lF
ðlÞ
k
j@ki

FðlÞ
k
S

h

�/@ki
FðlÞ

k
j@lFðlÞ

k
S
i

½9�

Equation [9], where the k-integration is over all the
twisted boundary conditions, gives the net polari-
zation change along the path parametrized by l.
Through a further manipulation, one can obtain the
following expression, which only depends on the end
points l ¼ 0 and l ¼ 1,

DPel ¼ P
ð1Þ
el � P

ð0Þ
el ½10�

with

P
ðlÞ
el ¼ iqe

ð2pÞ3
Z

dk /FðlÞ
k
j@kFðlÞ

k
S ½11�

The last three equations give the many-body
generalization, as given in 1994 by Ortiz and Martin,
of the polarization theory originally formulated in
1993 by King-Smith and Vanderbilt for independent
electrons. In the tour-de-force leading to eqn [11], it
is assumed that the ground-state is isolated from the
excited states by a finite energy gap, and that there are
no long-range correlations. Besides, it should be point-
ed out that while eqn [9] gives the exact change in
polarization along the chosen path, eqns [10] and [11]
only give it modulo a ‘‘quantum,’’ whose value can
be taken as a multiple of jqejL=V ¼ jqej=L2. This
quantization of charge transport for an insulating sys-
tem with periodic boundary conditions only occurs in
the thermodynamic limit; for finite sizes and periodic
boundary conditions, there are exponentially small
corrections which destroy the exact quantization. In
some way, the difference between eqns [8] and [10]
can be regarded as a trade-off for getting an expression
which only depends on the end points l ¼ 0 and
l ¼ 1.

Resta, in 1998, gave an alternative formulation of
the modern polarization theory which makes use of
the unitary many-body phase operator

ÛðkÞ ¼ eik � R ½12�

where k is an arbitrary vector and R is the usual
position operator. At variance with R, ÛðkÞ is a

perfectly admissible operator for Hilbert spaces de-
fined by periodic boundary conditions, provided k
components are restricted to integer multiples of 2p/
L, with L the imposed periodicity. One may intro-
duce the special notations j(a) for three useful vectors
k in this class (which are chosen to be proportional to
the three Cartesian unit vectors)

j
ðaÞ
b ¼ 2p

L
dab ½13�

and for the three related ground-state expectation
values:

z
ðaÞ
N ¼ /C0jÛðjðaÞÞjC0S ½14�

From these expectation values one can get, in the
usual way, their phases. Explicitly,

z
ðaÞ
N ¼ jzðaÞN jeig

ðaÞ
N ½15�

gðaÞN ¼ Im log z
ðaÞ
N ½16�

Resta showed that the above phases are, in the ther-
modynamic limit, just the components of macro-
scopic polarization. One has

Pa ¼
qeg

ðaÞ
N

2pL2
¼ qe

2pL2
Im log z

ðaÞ
N ½17�

It is worth remembering at this point that ÛðkÞ is not
a one-body operator written in a many-body nota-
tion: since the integrations in eqn [14] require the
full many-body wave function, a one-body density
matrix would not be enough. It may be surprising
that polarization, a quantity intuitively connected to
the average of the electric dipole over the charge
density, is not expressible in terms of the one-body
density matrix. Again, here one has a trade-off
between the elimination of size effects (obtained
through the use of periodic boundary conditions)
and the fact that macroscopic polarization, in ex-
tended systems under periodic boundary conditions,
is no longer a function of the electron density. This is
why there is a need to extract the information about
macroscopic polarization from the phase of the
many-body wave function instead of getting it from
the charge density.

Another feature worth mentioning is that in eqn
[17] there is no k-integration, at variance with eqn
[11]. Expressions like eqn [17] are usually called
‘‘single-point’’ formulas.

Berry Phase Theory of Localization

As has been already noted, W Kohn was the first to
emphasize that even within quantum mechanics,
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electron localization must be the cause for insulating
behavior. His solution, the disconnectedness of the
ground-state many-body wave function, remained
unchallenged for B35 years, and still must be
regarded as an important part of a correct unders-
tanding of the problem. In 1999, however, Resta and
Sorella (RS) reconsidered the problem and provided
a solution which, besides being in many respects
simpler than the previous one, was revolutionary in
the sense that it allowed one to understand macro-
scopic polarization and electron localization as two
aspects of the same phenomenon.

To summarize this development, it is convenient to
refer to the formal tool that has been introduced in
the preceding pages, namely the many-body phase
operator. Its ground-state expectation value is a com-
plex number which vanishes in metals and is finite in
insulators. It has already been noted that its phase
is a measure of macroscopic polarization. RS, in
addition, showed that a measure of the localiza-
tion length in 1D insulators can be given by the
expression

x ¼ L
ffiffiffiffiffi
D

p

2pN
½18�

where D is a dimensionless parameter given by

D ¼ � lim
N-N

N logjzNj2 ½19�

RS showed analytically that, for a one-dimensional
independent electron model of an insulator, x is fi-
nite, whereas for metals it diverges (even before
taking the limit N-N). They also argued that the
same should hold for interacting electrons, though
the divergent behavior for metals should occur only
after taking the limit.

Since the same parameter, z
ðaÞ
N as given by eqn [14],

gives a measure, through eqn [17], of macroscopic
polarization and, through eqns [18]–[19], of electron
localization, it is apparent that polarization and lo-
calization are just two sides of the same coin. Maybe
it is worth stressing again that z

ðaÞ
N is a pure ground-

state property, whose phase gives, in suitable units,
a measure of the (a) component of the polariza-
tion, and whose modulus leads to a definition of
localization length quite able to make a sharp dis-
tinction, in the thermodynamic limit, between metals
and insulators.

To complete the picture, it must be pointed out
that the following year Souza, Wilkens, and Martin
(SWM) extended the above analysis to the case
of many dimensions and of correlated electron sys-
tems. They also proved that the new definition of
localization length corresponds to a well-defined

ground-state physical observable, and suggested
experimental measurements that could actually be
performed. In this process, they were also able to
connect the localization length to DC conductivity,
that is, to the physical property the vanishing of
which signals the onset of an insulating phase.

SWM introduced a statistical approach based on
the definition of cumulants as the series-expan-
sion coefficients of logC(a), the characteristic func-
tion being

CðaÞ ¼
Z

e�ia � RpðRÞ dR ½20�

where R are the electron coordinates and p(R) is
the probability distribution. Through this very pow-
erful technique, they were able to recover the Berry
phase definition of the electronic polarization as the
first cumulant /riSc, where ‘‘c’’ stands for ‘‘cumul-
ant,’’ as well as the square of localization length as
the second cumulant /ririSc ¼ /ðriÞ2S�/riS2. A
detailed illustration of such a generalization is not
given here; however, the link with RS formalism is
pointed out:

/ririSc ¼ �1

N

L

2p

� �2

logjzðiÞN j2 ½21�

valid in the thermodynamic limit. Moreover, SWM
obtained a fundamental connection to the electrical
conductivity

/rirjSc ¼
_L3

pq2
eN

Z
N

0

do
o

Re sijðoÞ ½22�

namely a fluctuation–dissipation relation, which al-
lows one to estimate the localization length, that is, a
ground-state property, by a measurement over the
excited states, such as conductivity. Clearly in insu-
lators, where limo-0Re siiðoÞ ¼ 0, the localization
length has a finite asymptotic value, as expected, at
variance with conductors where limo-0Re siiðoÞ40
and, therefore, the localization length turns out in-
finite. Another interesting feature can be obtained by
observing that, in insulators, there is no absorption
below the optical gap eg, and therefore,

/ririSco
_2L3

pq2
eNeg

Z
N

0

do Re siiðoÞ ¼
_2

2meeg
½23�

where the sum rule for the oscillator strengths has
been taken into account. This is obviously the result
usually stated in the band theory, that the larger
the gap the stronger the insulating character of a
crystal.
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Conclusions

The modern theory of the electronic states in insula-
tors heavily rests upon the same first-principle den-
sity-functional approach which works for metals and
semiconductors. Most electronic properties of insu-
lators are well described by this approach, and even
the very distinction between insulators and semicon-
ductors can be related to their bandgap values.
However, basic ground-state properties such as local-
ization and polarization remained in an unclear state
until 1964, when a fundamental paper by W Kohn
showed that electron localization depends on the dis-
connectedness of the ground-state wave function.
Substantial advances came only many years later, first
through the modern theory of polarization, based on
a Berry’s phase, then from Resta–Sorella’s discovery
that the use of the many-body phase operator eqn
[12] allows one to view macroscopic polarization and
electron localization as two aspects of the same phe-
nomenon. The fact that this operator extracts, in a
very compact and effective way, the connectedness
properties of the many-body wave function, can be
regarded as a direct connection between Kohn’s
insight and the modern approach.

Future developments in this field appear to depend
on advances in the density-functional theory (DFT),
for instance, by settling the basic problem that,
though in DFT, by definition, the density of the fic-
titious noninteracting KS system equals the density of
the interacting one, the KS system and interacting
one can have, in principle, different polarizations.
The current understanding of this problem is that, at

least in weakly correlated systems, z
ðaÞ
N for the non-

interacting KS system is a good approximation for
the z

ðaÞ
N to the interacting system. This assumption

seems to be well supported, up to now, from the
available experimental evidence.

A further open issue is whether the theory can be
extended to discriminate between normal metals and
superconductors, an extension which would proba-
bly amount to introducing a suitably defined new
kind of ‘‘anomalous’’ density. Finally, there is the
need for more computational studies to check the
predictions of the theory and its extension to disor-
dered systems.

See also: Density-Functional Theory; Geometrical Phase
and Polarization in Solids; Insulators, Optical Properties of.

PACS: 03.65.Ca; 03.65.Vf; 71.15.Mb; 71.23.An;
72.80.Sk; 77.22.Ej
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Introduction

Serious studies of materials are often serious studies
of defects, for control of properties of materials
implies control of defects or impurities. Understan-
ding the electronic structure of defects in insulators has
helped the development of microelectronic devices, the
photographic process, solid electrolytes, and the ap-
plied surface physics of sensors and catalyst substrates.
This understanding is based on ideas founded on a
synthesis of theories, modeling, and experiment.

Defining the Issues

When a new material is created, which defects are
important? Will there be vacancy-interstitial pairs
(Schottky defects) or just vacancies of several types
(Frenkel defects)? Will there be nonstandard ionic
charge states, such as Fe3þ ions in FeO? Could one
species move on to the sites of another, for example,
As antisites on Ga sites in GaAs? Can the material
be doped with electrically active impurities? Are
there understandable trends of properties from
material to material in some class, such as II–VI
compounds? Electronic structure is subtle and
varied, with the key ideas identified by a mix of
theory and experiment.

In most insulators Coulomb energies dominate, so
antisite defects are not energetically easy, and charge
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transfer across sublattices is difficult, instead non-
stoichiometry is common. Thus vacant lattice sites
(vacancies), ions placed at normally unoccupied sites
(interstitial ions), foreign ions present as impurity or
dopant, and ions with charges different from those of
the host ions are prevalent defect types. Electronic
defects may arise either as ions with charges devia-
ting from those on lattice ions, or from excitation of
electrons from filled valence bands to empty conduc-
tion bands. When a valence-band electron is missing,
one has an electron hole (hole) and its behavior can
be compared with that of an electron in a normally
empty conduction band. The electron and hole
together can form a transient neutral species, the
‘‘exciton.’’ In the absence of macroscopic electric
fields, ionic lattices must be electrically neutral over-
all, implying that one charged defect must be com-
pensated by another charged defect or defects to
satisfy the electroneutrality condition locally or over
the whole sample. The charges of defects and of the
regular lattice particles, defined with respect to the
neutral ideal lattice, are called ‘‘effective charges.’’

Complexity is the norm for advanced materials.
When solid-state lasers degrade and mechanical
properties change under irradiation, defect process-
es occur in parallel on timescales from picoseconds
upwards. In a composite material, defect phenomena
may occur in the matrix, the fiber, or the interface.
When a metal is oxidized, interfacial, diffusional,
and impurity processes coexist. Separating these
processes by experiment alone may not be feasible.
The proper use of electronic structure theory estab-
lishes priorities, and is used to organize massive
amounts of data to identify what is novel and point
to significant issues.

Which Electronic Structure Parameters Are
of Interest?

Defects control the properties and performance of ma-
terials and devices in various ways. For luminescence,

whether of rare earths in oxides or sulfides or
CsI:Na, the spectroscopic properties of impurities,
optical absorption, and luminescence energies are of
the outmost importance. Bragg grating formation in
silica fibers is associated with the optical absorption
of induced defects. Defect species in gate dielectrics,
such as those listed in Table 1, influence device per-
formance. These defects may initiate degradation,
trap charge, or create fixed charge, which scatters
carriers in the Si substrate. Their electron- and
hole-trapping energies and cross sections are of
main interest. Many radiation-induced processes in
insulators involve forming self-trapped excitons and
holes, so the electron coupling to lattice deformation
plays a crucial role.

The raw data of defect studies describe spec-
troscopic observations and their dependence on time
and other parameters, such as dopant concentration,
temperature, pressure, irradiation power, and dose.
Carefully obtained data provide the basis for formu-
lating defect models. Figure 1 shows several such
models for major paramagnetic defects in irradiated
fused silica. The most reliable models knit together the
best-available experimental data from many sources
with solid-state physics theory, often aided by detailed
calculations. Some of the key ideas underpinning
modern calculations of the electronic structure of de-
fects in insulators are reviewed here. The article starts
with outlining some of the theoretical methods used to
study defect electronic structures. Then it reviews
some of the concepts necessary for understanding the
electronic properties of point defects in crystalline and
disordered solids and at interfaces.

Theoretical Methods for Defect
Electronic Structure

Even simple answers can be useful answers. At one
level, electrons and holes can be treated only implic-
itly. Born’s model of ionic solids as polarizable point
ions, interacting through transferable interatomic

Table 1 Possible defect types and their impact on device performance

Origin of defect Defect type Possible role

Imprecise stoichiometry Vacancies or interstitials, annealing-

induced

Fixed charge, SILC; motion under applied

field

Growth-related impurities from

fabrication or diffusion

Precursor related: e.g., Cl, H Fixed charge; time dependence of

operating device

Source/drain related: e.g., B, P

Features of polycrystallinity Grain boundaries and associated defects,

e.g., vacancies

Charge, diffusion

Amorphous structure Structure-induced traps Leakage current

Interface Wrong bonds, relaxation with associated

dipoles, roughness

Dipole, charge, electric field
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potentials, was the basis for describing cohesion, di-
electric, and vibrational properties of perfect solids.
The large Coulomb energies are the reason why ac-
curate defect studies were first practical for ionic
crystals. Nevertheless, polarization energies are large
too (for an ion of charge Zþ 2 substituting for a
Mg2þ ion in MgO, Madelung terms are B24�Z eV
and polarization B6�Z2 eV) and explain why so
many charge states of impurities can be stable. Mott
and Littleton’s systematic way of calculating the
Coulomb and polarization contributions to defect
formation energies in ionic solids forms the basis of
many current state-of-the-art codes.

Modeling Simple One-Electron Systems

For nonpolar semiconductors, ‘‘effective mass theo-
ry’’ is superb, often working well beyond its justifi-
cation using empirical bulk properties. For ionic
crystals, point ions are a surprisingly good start,

but ‘‘pseudopotential methods’’ were necessary to
explain why, and to give the ‘‘ion-size corrections’’
needed for accurate trends over the whole series of
alkali halides. The F center (electron at an anion
vacancy) was the first deep trap to be predicted well
over a very wide range of halide and oxide hosts, and
the same techniques were successful in modeling
states of self-trapped excitons.

For most systems, however, the ‘‘many-electron
treatment’’ is essential. Here both first-principles and
empirical theories are often used. Empirical methods
help most in new situations where what is important
is not certain, for more complex systems, where
computer power and technique is yet to be sufficient
for the best methods, or for extrapolation across a
broad range of materials. Many of the problems ad-
dressed empirically today will be solved by far better
methods tomorrow.

By choosing first-principles methods, one is not
reliant on parametrized theories or fitting possibly
inaccurate experiments. These theories can be ap-
plied more reliably to hypothetical materials, defects
for which data are not available, or for extreme
temperature, pressure, and irradiation conditions.
Computational techniques for modeling defects in
solids exist in a form of computer codes, implement-
ing a model of a solid with a defect, and methods for
calculation of defect structure and properties.

Most first-principles methods are based on
Hartree–Fock and density-functional theory (DFT).
DFT states that the ground-state properties of a sys-
tem are given by the charge density, and state-of-
the-art methods allows one to compute the charge
density and energy self-consistently, using various
effective exchange-correlation potentials that ac-
count for the quantum mechanical interactions be-
tween electrons. The local density approximation
(LDA) takes the exchange-correlation potential from
the uniform electron gas theory at the density for
each point in the material. The generalized gradient
approximation (GGA) includes the effects of local
gradients in the density.

The main computer models of a point defect in a
crystal include a periodic model, an embedded clus-
ter, and molecular cluster models. They differ by
the boundary conditions imposed on a system wave
function. The periodic model was first developed for
calculating the electronic structure and properties
of ideal crystals, whereas the cluster model evolved
from molecular calculations (Table 2). Within the
periodic model, a unit cell with a defect is period-
ically translated. It is ideal if one is interested in the
ground-state properties of neutral defects, which
weakly perturb the surrounding lattice. Many mo-
lecular cluster models treat a defect with surrounding

(a)

(c)

(d)

(e)

x

z

y

Nonbridging
oxygen hole center

E ′ center

Bridging
peroxy link

Peroxy
radical

(b)

Figure 1 Schematics of defect models developed for amor-

phous silica. (a) A fragment of perfect SiO2 lattice showing two

tetrahedral SiO4 units connected via a common oxygen ion;

smaller balls are oxygen ions. (b) An oxygen vacancy with an

unpaired electron on a dangling bond of a three-coordinated Si

atom. (c) A nonbridging oxygen atom trapping a hole; the partially

filled p-orbitals of the oxygen atom are shown. (d) A bridging

peroxy linkage center formed by incorporation of an oxygen atom

at a regular Si–O–Si bond. (e) A peroxy radical center formed by

attachment of an oxygen ion to a regular oxygen site.
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atoms simply as a molecule or cluster. They disregard
the effects of the rest of the atoms outside the cluster,
but apply semi-empirical fixes to the atoms at the
cluster surface to diminish their adverse effect. This
major problem is addressed and partially solved in
‘‘embedded cluster’’ models, where a cluster with a
defect is embedded in an infinite solid. This allows
one to self-consistently include the effect of the po-
larizable environment into the cluster treatment of a
defect, which is particularly important for charged
defects in insulators.

Both static Hartree–Fock and DFT methods are
ground-state theories, in the form of an effective
one-particle Schrödinger equation (the Kohn–Sham
equation in the case of DFT). The eigenvalues of
these equations are often interpreted as electron
energies and their differences as optical excitation
energies. This interpretation is linked to an intuitive
picture of independent electrons occupying well-de-
fined energy levels. However, this is a gross simpli-
fication: the electrons are not independent, and
when, for example, an electron is removed to form
a hole, all remaining electrons respond by changing
their electronic states. This electron relaxation
and other quantum-mechanical contributions must
be taken into account for energy differences to be
calculated correctly. One can retain the picture of
one-particle energy levels, but these particles are
quasi-electrons and quasi-holes, which embody the
effects of interaction with all the other particles.

The concept of quasiparticles is often used to rep-
resent the electronic states of an insulator with a de-
fect schematically, as shown in Figure 2. Such energy

Table 2 Comparison of computational methods used in defect calculations

Models Methods Properties

Molecular cluster: molecule represents

local defect environment in a solid

Density-functional theory and ab initio

and semi-empirical Hartree–Fock

theory in localized basis sets

Can predict local defect structure,

vibrational, optical, and EPR properties

providing intermediate and long-range

order are not important.

Embedded cluster: local defect

environment is treated quantum-

mechanically and the rest of the solid

structure treated classically

Density-functional theory and ab initio

and semi-empirical Hartree–Fock

theory in localized basis sets

Can predict local defect structure,

ionization energies, electron and hole

affinities, vibrational, optical, and EPR

properties, and diffusion parameters.

Can treat infinite amorphous

structures.

Periodic: defects are repeated

periodically in a lattice

Density-functional theory, Hartree–Fock

theory, tight-binding methods in plane

wave and localized basis sets

Can predict local defect structure,

electrical levels, vibrational and EPR

properties, and diffusion parameters

providing the interaction between

periodically translated defects is

small. Treats amorphous structures

as periodic arrangement of

disordered cells.

E

Defect A
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Valence band

Conduction band
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Defect B

Figure 2 The quasiparticle energy diagram representing total

energies of a solid with two defects A and B. The defect A pro-

duces local single-occupied and unoccupied states within the

bandgap, and resonant states (denoted RV and RC) in the val-

ence and conduction band, respectively. The defect B is char-

acterized only by two local states in the gap. The arrows 1–4

correspond to optical transitions between states in the defect A.

The arrow 5 corresponds to thermal ionization of an electron from

the excited state of the defect A into the conduction band. Proc-

ess 6 is nonradiative trapping of an electron from the conduction

band on an empty state of the defect B. Process 7 is the de-

excitation of the defect B, which may be either radiative or non-

radiative.
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diagrams usually include the highest valence band and
the lowest conduction band of the system. Point de-
fects and impurities may induce occupied and unoc-
cupied states in the gap and so-called resonant states
in the valence and conduction bands of the system.
The wave functions of localized states are often
strongly localized in the defect area (Figure 3) and the
corresponding quasi-electron energies are located in
the bandgap of the solid. The resonant states differ
from the ordinary band states in that they are local-
ized in the defect region with the major wave function
component decaying exponentially from the defect,
but their quasi-electron energies are located within the
occupied or unoccupied bands. Quasiparticle energy
diagrams similar to that shown in Figure 2 are used to
summarize pictorially the electronic structure and
processes involving optical excitation, luminescence,
ionization, and energy transfer between defects.

Coupling of Electrons and Lattice
Deformation

One of the issues crucial for the understanding of
defect properties is how defect electrons couple to the
motion of nearby ions or, alternatively, the way defect
electrons apply forces to host ions. The static polar-
ization and distortion of the host lattice affects defect
formation and transition energies; the dynamics leads

to transitions between electronic states and to defect
diffusive motion. Optical spectra change quali-
tatively: the optical line width, the existence of a ze-
ro-phonon line, and the Stokes shift, the energy
difference between optical absorption and emission
energies, give direct measures of this coupling. Al-
though any of a large number of atomic displace-
ments might influence a defect in a solid, often a very
specific combination of displacements is especially
important. For example, the radial displacement of
the nearest neighbors to the defect can be represented
by a single configuration coordinate Q, as illustrated
in Figure 3. It is noted that it is most unlikely that the
coordinate Q will be one of the dynamically inde-
pendent normal vibrational modes q. It is almost cer-
tain that normal modes of many different frequencies
will be needed to make up Q. Moreover, the precise
mode combinations making up Q will depend on the
defect electronic state (it will be different in the ex-
cited state of defects shown in Figure 3). Yet, this
configuration coordinate model is surprisingly ef-
fective, giving an invaluable tool for showing what
happens after electronic excitation, and a simple
language for describing defect processes. An example
of such a diagram is given in Figure 4.

A central issue for optical and electronic materials
is how they recover after excitation. A good X-ray
phosphor emits the most visible light after excita-
tion and degrades least from defect production. A

(a) (b)

Figure 3 The geometric configurations and electronic states of positively charged oxygen vacancies in oxides. (a) The relaxed

configuration of the positively charged oxygen vacancy, E
0

1 center, in a-quartz; red are oxygen ions. The envelope of the density of the

unpaired electron mostly localized on a p-orbital of one Si ion is shown pointing into the vacancy. The arrows indicate the direction and

relative values of the displacements of the two Si ions surrounding the vacancy. (b) The relaxed configuration of the positively charged

oxygen vacancy, Fþ center, in MgO; red are oxygen ions. The envelope of the density of the unpaired electron localized on an s-orbital

inside the vacancy is shown. Note that the electron density of the unpaired electron propagates much further out from the vacancy.

Depressions in the envelope show that the unpaired electron avoids the core electrons of surrounding Mg ions. The arrows indicate the

symmetric displacements of the six nearest-neighbor Mg ions surrounding the vacancy. This radial displacement of the six Mg ions is

often used as a configuration coordinate, Q, in considering the spectroscopic properties of the Fþ center.
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solid-state laser needs both population inversion and
a lack of wasteful competing processes; carrier cap-
ture in semiconductors determines what defects and
materials are acceptable; photographic (not to men-
tion the photosynthetic) processes have their own
demands. In such cases, nonradiative transitions are
central, a role evident from over half a century of
theory.

In nonradiative decay, excitation energy is trans-
formed into heat, defect production, or to excitation
of other electrons, the so-called Auger processes
which are especially important at higher carrier
densities. The most common manifestation of non-
radiative decay of an excited state concerns suppres-
sion of luminescence. Can one tell, from optical
absorption data, whether luminescence will occur
from the absorption data alone or not? Huang and
Rhys’s seminal study showed one possible criterion:
the larger the excitation energy, the faster the optical
transition and the slower the nonradiative decay,
since larger numbers of phonons would be needed
(see Figure 4). Dexter, Klick, and Russell developed
other criteria relating to the final state energy
achieved by optical excitation and the energy at
which the ground and excited electronic states

intersected on the configuration coordinate diagram:
the energy surfaces, rather than some matrix ele-
ment, controlled the result. This led Bartram and
Stoneham to show that simple expressions could be
given for branching ratios at critical steps, and that
these ideas – which could be applied to much more
complex cases – correctly predicted behavior over a
wide range of systems.

Self-Trapping and Localization

Landau made the remarkable suggestion of self-trap-
ping: an electron could be so strongly coupled to the
lattice that, even without a defect, it would lead to
lattice distortion and be effectively immobilized. The
suggestion was the basis of the important ideas of
small polarons (incoherent hopping of localized car-
riers, as in some transition metal oxides, rather than
the long mean-free-path motion of carriers in Si or
metals), and even of the recently observed barrier to
self-trapping. The observed small polarons (e.g., self-
trapped holes in halides in Figure 5) show both the
soundness of Landau’s idea and (since naive belief
in the band theory appears to be violated) the
importance of theorists learning from experiment
too. Distortion and polarization dominate too in
negative-U behavior, where a charge disproportion-
ation is exothermic (so the positive vacancies in Si
decay from 2Vþ to V0þV2þ ; for all free atoms,
disproportionation is endothermic).

Localization can correspond to carrier or exciton
trapping by an isolated defect (extrinsic trapping). If
there is an attractive perturbation A at a defect site,
then, for large enough A, a bound state emerges for
the extra electron, hole, or exciton. Both impurity-
induced potentials and electron–phonon interaction
play crucial roles in this localization. Extrinsic elec-
tron trapping near defects is quite rare in insulators
because electron polarons are not easily formed in
these materials. However, exciton trapping by impu-
rities is very common in most insulators.

As well-established examples of extrinsic hole
trapping, one can consider holes trapped near cati-
on vacancies in MgO (so-called Vo and V – centers)
and holes trapped near Ge and Al impurities in a-
quartz. In particular, cation vacancies in MgO have
an effective negative charge of –2e with respect to the
lattice and, therefore, attract positive holes. When
one hole is trapped, a paramagnetic V – center is
formed, which is well studied experimentally using
electron paramagnetic resonance and optical spec-
troscopy. Similar centers occur in CaO, SrO, and
BaO, in the fourfold-coordinated oxides such as BeO
and ZnO and in related sulfides, selenides, and tellu-
rides. In MgO, at low temperatures the hole is
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Cooling
transitions
in excited
electronic

state

Cooling
transitions
in ground

electronic  
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Figure 4 Configuration coordinate diagram. The figure shows

the main characteristic energies and transitions, both radiative

and nonradiative. Accepting coordinate represents one of the

configuration coordinates effective in vibrational energy dissipa-

tion. The vertical arrow A–B corresponds to a vertical (so-called

Franck–Condon) transition between the ground and excited

states of the system represented by two harmonic energy sur-

faces. Horizontal lines indicate vibrational energy levels with

small arrows showing transitions between these levels (cooling

transitions) dissipating the excess vibrational energy (relaxation

energy). The transition C–D between the lowest vibrational state

in the excited state back to the ground-state energy surface cor-

responds to the Franck–Condon deexcitation with photon emis-

sion (luminescence or phosphorescence). It is accompanied by

further cooling transitions in ground electronic state. The area

near the crossing point X is where the system can cross non-

radiatively from the excited to the ground state. In this case the

relaxation energy, which is the energy difference between X and

A or between C and A, is dissipated into lattice vibrations. The

zero-phonon transition energy is the energy difference between C

and A.
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strongly localized on one of the six oxygen ions sur-
rounding the vacancy. As the temperature rises, the
hole moves more and more rapidly among the
equivalent oxygens until it appears delocalized at
room temperature. The nature of optical transitions
in this center is characteristic to many other hole
centers in oxides: there are two types of optical tran-
sitions. One is internal to the O– ion on which the
hole is localized. This is a crystal-field transition,
since the transition energy is largely determined by
the electric field at the O– ion due to the Mg2þ

vacancy. The other, more important, transitions
involve charge transfer of the hole to other neighbors
of the vacancy. These are analogous to electron ex-
citation from resonant states in the valence band into
the unoccupied hole state shown in Figure 2. Similar
charge transfers are important in determining the
color of gemstones.

Extensive experimental and theoretical studies
show that excitons self-trap in both a-quartz (the
most stable crystalline polymorph of SiO2) and
amorphous SiO2. However, EPR studies show that
holes and electrons do not self-trap in a-quartz. Yet,
in high-purity Ge-doped quartz, low-temperature
irradiation leads to the formation of a hole center
localized at an oxygen site next to Ge. This formation

of the localized hole centers associated with Ge im-
purity can be described as ‘‘extrinsic self-trapping,’’
where both impurity-induced potential and electron–
phonon interaction play crucial roles in the hole lo-
calization. In amorphous SiO2, two types of localized
hole centers have been determined that are free from
pre-existing lattice defects such as vacancies, inter-
stitials, or impurities, and are trapped by some pre-
cursor states induced by the disorder of amorphous
structure. This example demonstrates that the mech-
anisms of localization processes in amorphous solids
are more complicated than in crystalline materials
due to coexistence of electron–phonon interaction,
structural defects, and static potential fluctuations.
It is not straightforward to distinguish the polaron
self-trapping experimentally due to strong electron–
phonon interaction from charge trapping by struc-
tural defects in an amorphous structure.

Defects in Disordered Materials

Defect structures and processes in amorphous mate-
rials have been studied extensively, partly as funda-
mental research on model amorphous materials, and
partly to understand their extremely important role
in technology. For example, the mechanisms and

Ag2+

Ca2+

Ag+

K+
Cl−

 F−

Cl−

(a) (b)

(c)

Figure 5 Atomic structure of the self-trapped hole centers in halides: (a) AgCl – the hole is localized on a silver ion; (b) alkali halides of

NaCl structure – the hole is localized on two halogen ions forming a Cl2
� molecule; (c) CaF2 – the hole is localized on two fluorine ions

forming a F2
� molecule. Note that in (b)–(c) the X2

� (X¼F, Cl) molecular ion occupies two nearest anion lattice sites. In all cases, the

hole localization is accompanied by a strong distortion of the surrounding lattice (not shown in the figure).
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kinetics of relaxation of electronic excitations in
SiO2 are crucial in micro- and opto-electronics ap-
plications. There are at least three basic fallacies
concerning amorphous systems. First, it is wrong to
assume there is only a single amorphous structure for
a given composition, since the method of preparation
can have significant effects. Second, it is wrong to
think that the mean energies of defect formation or
of trap ionization in an amorphous structure are
sufficient to understand the behavior: the form and
tails of the distribution are equally important. Third,
one should not assume that crystals and amorphous
systems of the same composition have the same val-
ues for defect and trap energies.

Structural disorder in amorphous materials gene-
rally means that all sites are different. In most
experimental studies, the effect is hidden in broaden-
ing of the spectral features, and only rarely has
disorder been implicated in the formation of diffe-
rent structural types of the same defect. Predicting
defect properties and relative abundance of different
defect configurations generally requires considering
not one or several, as in crystals, but a statistical
ensemble of structural sites. Additional factors in-
clude the sample history and the mechanism of defect
formation. This provides new challenges for both
theoretical and experimental analyses of defects in
amorphous materials.

Surfaces and Interfaces

No discussion of defects could be complete without
mention of interfaces. Their structures are rarely, if
ever, the ideal terminations of perfect crystal struc-
tures, and the variety of reconstructions is becoming
clearer as new microscopies (e.g., the atomic force
microscope) develop. Defects or impurities at surfac-
es and interfaces are especially important for most
applications. It is the impurities close to grain bound-
aries, which are most strongly involved in the oper-
ation of solid-state gas sensors, and the framework
of the Debye–Hückel theory is central. The space
charge in silver halides relates to their photographic
effectiveness; the Mott and Gurney theory provides
the basic framework. Defects at the interface be-
tween silicon and gate dielectrics control the relia-
bility of microelectronic devices. Ceramists recognize
the importance of segregation in oxides, where ex-
periment shows that Mg in alumina gives dramatic
improvements in sintering.

Defects also influence adhesion. What controls the
variation from one oxide to another of the adhesion
of a nonreactive metal? Why (a related question)
does liquid Cu wet some oxides (NiO, urania,
chromia) but not other similar oxides (MgO, thoria,

alumina)? The answer lies largely in the defect
populations and basic electrostatics: charged defects
close to the highly polarizable metal have lower
energy; those close to the unpolarizable vacuum have
higher energy. The operation of gas sensors relies
on electron transfer across interfaces, as does the
operation of contacts to semiconductors (whether
conventional or organic) and electrodes.

Yet, another issue, specific for microelectronics
applications, is that the dielectric of interest can be
in contact with the electrode(s) – semiconducting
(e.g., silicon) or metallic – which provides a source
of extra electrons. Also, a dielectric film can be
placed in the electric field between the two elec-
trodes, which may alter the defect charge states.
Charged defects can cause substantial random fields,
which may alter breakdown thresholds locally. Typi-
cally, for 100 ppm of charged defects, there will
be random fields of order 105V cm–1. Defects can be
involved in stress-induced leakage currents (SILC)
and dielectric breakdown. In such cases, the defect
offers a channel for electron transfer across the di-
electric: an electron tunnels from one electrode into
an oxide defect; there are then relaxation processes
or a sequence of defect processes, and the electron
can then tunnel to the other electrode. What can one
say about the defects responsible, their electrical
energy levels and relaxation energies (differences in
energy for electron capture and emission)? Can one
give useful estimates of electron and hole trapping
cross sections? Will there be any field-stimulated
diffusion of defects?

To define which charge state of an intrinsic defect
(e.g., vacancy) or incorporated defect species is
favored, consider the common case of an oxide film
grown on silicon, the source or sink of electrons
being the bottom of the silicon conduction band at
the Si/SiO2 interface. Hence, the chemical potential
of the electron can be chosen at the bottom of the Si
conduction band or at the silicon mid-gap energy.
Electrons are assumed to be able to tunnel elastically
or inelastically from/to these states to/from defect
states in the oxide and create charged species. Most
calculations use experimental information to esti-
mate the energy of an electron at the bottom of the
conduction band of Si with respect to the defect
states.

The key point about defect states in a dielectric
from the device point of view is to control the de-
pendence of the defect charge state on the position of
the system Fermi energy. It is useful to distinguish
two charge-state levels: the thermodynamic level,
Eth, and the transient level, Etr. The thermodynamic
charge-state level corresponds to the system Fermi
energy for which a defect changes its charge in
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thermal equilibrium. Eth is defined as a difference of
total energies of systems of N and Nþ 1 electrons,
each in its fully relaxed ground state: Eth¼E(Nþ 1)
– E(N). Thus, if EF is the energy required to remove
an electron from some electron reservoir (e.g., Si at
the Si/SiO2 interface), Eth – EF is the energy required
to add an electron from the reservoir to the lowest
unoccupied charge-state level.

Taking into account that the electrical measure-
ments and the electronic processes are fast compared
with the time needed for the system to come to equi-
librium, another transient level is introduced, which
is consistent with the Frank–Condon principle. Etr is
defined as the energy required for trapping an elec-
tron or a hole in the geometry of the system as it was
prior to the trapping. Thus, Etr are obtained as the
differences of the total energies of the system with N
and Nþ 1 electron, but in the local atomic geome-
tries, which correspond to one of these systems. For
example, Etr (0/–)¼E(–) – E(0) denotes the energy
required to add an electron to the neutral defect cal-
culated using the neutral defect geometry.

Once the charge-state levels are calculated, the de-
pendence of the defect charge state on the electrode
Fermi energy can be introduced via a correction term
q�EF, where EF is varied in the energy range from
that of the maximum of the last valence band of the
oxide to the bottom of the first conduction band. The
results are presented as plots of Eth versus EF or Etr

versus EF calculated for different values of EF. The
crossing points of the corresponding lines determine
the regions where one charge state of a defect is more
favorable than the other. Although the Fermi energy
remains unknown in the experiment, such diagrams
allow one to identify some critical cases and help
in the analysis of the experimental data. The same
approach is used to determine the dependence of

the defect formation energies on the position of the
Fermi energy.
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Band Model and Optical Properties

Insulators are characterized, and contradistinguished
from metals, by the existence of a forbidden energy
band of finite width, a bandgap, between the highest
filled band (the valence band) and the lowest empty
band (conduction band). The existence of a bandgap

can be confirmed by the optical transparency, that is,
a vanishing absorption constant, up to a finite energy
a little below the bandgap eg, except in the lower
energy region where the absorption due to lattice
vibrations may arise.

The energy difference between the first absorption
peak and the bandgap eg, from where the continuous
spectrum of band-to-band transitions starts, is due to
the Coulomb binding energy between the excited
electron in the conduction band and the positive hole
left behind in the valence band, a typical example
of ‘‘configuration interaction’’ – a step beyond the
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one-electron approximation of the band model – or
of ‘‘final state interaction’’ in the optical spectrum.
This bound electron–hole pair is called ‘‘exciton,’’
which means a quantum of excitation.

Exciton Model and the Optical Spectrum
Near the Absorption Edge

The relative motion of the electron and the positive
hole with orbital radius larger than the interatomic
distance can be described in the effective mass
approximation, and if their effective masses me and
mh and hence the reduced mass mr ¼ ðm�1

e þ m�1
h Þ�1

are isotropic, the binding energies form a hydrogen-
like series: Bn¼Ryex=n2ðn¼1; 2;yÞ; Ryex¼ðmr=mÞ
ðe0=eeÞ2Ry where Ry ¼ 13:6 eV is the Rydberg
energy, m the electron mass in vacuum, e0 the
dielectric constant of vacuum, and ee the electronic
dielectric constant eðoÞ at _oBOðRyexÞ{eg which
is contributed only from electronic transitions
except when Bn is as small as the phonon energies.
The exciton radius is given by an ¼ aexn

2; aex ¼
ðm=mrÞðee=e0ÞaH where aH ¼ 0:052 nm is the orbital
radius of the electron in the ground state of a
hydrogen atom. This Wannier model of an exciton is
valid for insulators with relatively small bandgap
(less than a few eV) and hence with large values of
ee=e0 and aex=aH of the order of 10. In insulators with
a larger bandgap, the exciton radius is smaller than
or comparable with the interatomic (intermolecular)
distance, and the Frenkel model of intra-atomic
(intramolecular) excitation (as in rare gas solids and
aromatic molecular crystals), or the model of charge
transfer to neighboring atoms (from an anion to
neighboring cations as in ionic crystals) is more
appropriate at least for an exciton in its ground state
ðn ¼ 1Þ.

In the Wannier model, the matrix element of the
optical transition is given as a product of that for
the interband transition and the amplitude of the
hydrogen-like wave function FnðRmÞ of the relative
motion at the origin Rm ¼ 0 (probability amplitude
that the electron and the hole are found on the same
site), which is nonvanishing only for the s-like states
(c ¼ 0 where c is the angular momentum). Thus, the
intensity of the ns exciton line at _o ¼ En ¼ eg � Bn

in the absorption spectrum is proportional to the
square of the above amplitude, namely to n�3 ðn ¼
1; 2;yÞ as known in the hydrogen atom. Noting that
the product of the intensity and the number density
of states jdEn=dnj�1

pn3 is independent of n and
hence of energy _o, one finds that the absorption
spectra consisting of higher exciton lines overlapping
with each other (due to their finite widths) tends to a

plateau of constant height as n-N. It can also be
shown analytically that this asymptotic height is in
exact accordance with that of the continuous
spectrum of band-to-band transition with the Cou-
lomb-enhancement factor ð_o� egÞ�1=2 which can-
cels out the density of states effect ð_o� egÞþ1=2. The
resulting absorption spectrum around the band edge
is shown schematically in Figure 1a where the n-
dependence of the width gn of discrete lines does not
affect the above mentioned continuity.

In the case that the matrix element of band-to-
band transition vanishes at the band edge eg due to a
reason of symmetries of band wave functions, one
has to consider its values above the edge. Corre-
spondingly, one has to use the gradient rRFnðRmÞ of
the hydrogen wave function at the origin, which is
nonvanishing only for the p-like states ðc ¼ 1Þ. Thus,
np exciton lines ðn ¼ 2; 3;yÞ appear at _o ¼ En ¼
eg � Bn of the absorption spectrum with intensities
proportional to ðn�3 � n�5Þ, with n ¼ 1 missing. It
can be shown, as before, that the broadened exciton
lines asymptotically merge smoothly (inclusive of the
finite slope extrapolating to the n ¼ 1 position) to the
continuous spectra of the Coulomb enhanced band-
to-band transition around eg. The absorption spectra
in this case of the forbidden band edge is schema-
tically shown in Figure 1b. The intensity of the
absorption spectra is smaller than that in the allowed
band edge case mentioned above by a factor ða=aexÞ2,
where a is the interatomic distance. Absorption
spectra in alkali halides and cuprous oxides shown
in Figures 2a and 2b belong to the cases (a) and (b),
respectively, of Figure 1.

Insulators with small bandgaps become intrinsic
semiconductors except at low temperatures. The
existence of thermally excited free carriers causes a
metallic screening of a long-range electron–hole

1s

(1s)

2s
2p 3p

∞s

∞p

�g �g�g−R �g−R
�� ��

(a) (b)

Allowed band edge Forbidden band edge

Figure 1 The effect of Coulomb interaction on the fundamental

absorption edge. The broken lines represent the interband

absorption edge without the Coulomb effect. (Reproduced with

permission from Toyozawa Y (2003) Optical Processes in Solids.

Cambridge: Cambridge University Press; & Cambridge University

Press.)
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Coulomb interaction into a short-range one, thus
affecting the interband optical spectra in such a way
that the discrete exciton lines merge into the
continuous spectra of interband transition as tem-
perature rises. Moreover, the free carriers give rise to
their own optical absorption (intraband optical
transition) in the infrared region.

Dipole–Dipole Interaction Contributing to
the Translational Motion of an Exciton

As a composite particle consisting of an electron in
the conduction band with effective mass me and a
positive hole in the valence band with effective mass
mh, the exciton has effective mass mex ¼ me þ mh

and translational kinetic energy _2K2=2mex near the
bottom of the exciton band. Finite bandwidths of the
valence, conduction, and hence exciton bands are
due to the overlaps of wave functions between
neighboring atoms.

The width of the exciton band is contributed by
another type of interaction energy, the dipole–dipole
interaction. Take the Frenkel exciton in which this
interaction predominates, and consider how the
intra-atomic excitation at the nth atom is transferred
to the mth site. Consider the state Fn ¼ fpðrn �
RnÞ

Q
cðanÞ fsðrc � RcÞ where all atoms are in the s-

like ground state except the nth atom which is in a p-
like excited state. The excitation transfers to the mth
atom through the matrix element

Hnm �ðFn;HFmÞ

¼
Z Z

drndrmfpðrn � RnÞfsðrm � RmÞ

� nnmfsðrn � RnÞfpðrm � RmÞ

where H denotes the total Hamiltonian of the system
consisting of N atoms with one electron per atom.
Note that due to the orthogonality of atomic wave
functions fs and fp and the neglect of overlaps of
wave functions between different atoms, only the
Coulomb interaction nnm ¼ e2=4pe0jrn � rmj remains
among the total Hamiltonian H. Due to the same
reasons, one can take only the lowest dipole–dipole
terms in the multipole expansion of the long-range
Coulomb interaction, namely Hnm ¼ ðm2=R3

nm

�3ðm � RnmÞ2=R5
nmÞ= 4pe0 � D ðRnmÞ, where m �R

drfp ðrÞð�erÞfsðrÞ is the transition dipole mo-
ment. The Hamiltonian H is diagonalized with the
wave function of the Frenkel exciton given by CðeÞ

K ¼
N�1=2

P
n expðiK � RnÞFn, namely HKK 0 ¼ dKK 0E

ðeÞ
K ,

with diagonal energy being E
ðeÞ
K ¼ ðCðeÞ

K ; HCðeÞ
K Þ ¼

EðgÞ þ eþ DK where E(g) is the ground-state energy of
the entire system, e ¼ ep � es the atomic excitation
energy in the crystal and DK �

P
nða0Þ DðRnÞ

expð�iK � RnÞ. Thus, the dipole–dipole interaction
contributes to the K-dependence of the exciton energy.

One must be careful in summing up the long-range
dipole–dipole interaction DðRnÞpR�3

n because of the
slow convergence, especially when K is much smaller
than the reciprocal of the interatomic distance a.
Dividing the summation into the inner region RnoRc

and the outer region Rn4Rc where Rc is chosen so as
a{Rc{K�1, and replacing the latter summation by
integration, one obtains DK �

PRnoRc

nða0Þ DðRnÞ
�ðN0=3e0Þ½m2 � 3ðm � KÞ2=K2�, which is singular at
K ¼ 0 since it tends to different values depending on
the direction in which K approaches 0. In a typical
case that each atom is situated in the environment
of cubic symmetry, the first summation vanishes.
One has triply degenerate atomic p-states px, py and
pz so that one has a 3� 3 matrix of the K-dependent
part: ðD0

KÞij ¼ �ðN0m2=3e0Þ½dij � 3KiKj=K2�. It is dia-
gonalized by taking the coordinate system with the
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Figure 2 (a) Fundamental absorption spectrum of KCl crystal
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z-axis along the direction of K. In fact, one obtains a
longitudinal wave m8K with energy ðD0

KÞ33 ¼ ð2=3Þ
ðN0m2=e0Þ, and two transverse waves m>K with
energy ðD0

KÞ11 ¼ ðD0
KÞ22 ¼ �ð1=3ÞðN0m2=e0Þ. Their

energy difference, N0m2=e0; agrees with _ times the
longitudinal–transverse splitting Dlt ¼ o1 � ot of
polarization waves which originates from the depo-
larizing field. Under the coexistence of many
oscillators, e0, is to be replaced by the residual
dielectric constant e0j which is contributed by the
oscillators other than the one (j) under consideration.
Note that this dielectric constant is different from ee,
which governed the electron–hole relative motion.

The Effect of Spin and the Interplay of
Exchange and Spin–Orbit Interactions

To be more realistic, one must consider the electron
spin in addition to its orbital motion. Each atomic
state characterized by ðn; c;mÞ is doubly degenerate
with up and down spins, s ¼ 71=2. The simplest
closed shell atom consists of two ns electrons with
configuration (ns)2, and its optically allowed excited
state consists of the configuration (ns)(np). The two
electrons in the excited state can have either
antiparallel (as in the ground state) or parallel spins,
with energy difference 2Dexchð40Þ where Dexch ¼R R

drdr 0fpðrÞfsðrÞðe2=4pe0Þjr � r 0j�1fsðr 0Þfpðr 0Þ is
the exchange energy. The singlet state is above the
triplet state because one is concerned with the e–h
(instead of the e–e) system. The optical transition to
the triplet excited state is forbidden because of its
total spin state S ¼ 1 ðS � s1 þ s2Þ different from
that of the ground state S ¼ 0. Noting that Dexch is
the special case ðn ¼ mÞ of Hnm in the preceding
section and that the dipole–dipole interactions vanish
for the triplet state but are to be multiplied by 2 for
the singlet state (because two electrons participate),
one can incorporate the exchange and dipolar energy
into a single form, 2dS;0jFnð0Þj2½Dexch þ Dk�, where
multiplication by the squared amplitude of the wave
function of e–h relative motion at the origin is
required only where the interaction remains in the
Wannier exciton. The total energy of the Wannier
exciton with the principal quantum number n, spin
quantum number S, and translational wave vector K
is then given by

En;SðKÞ ¼ eg � Bn þ _2K2=2mex

þ 2dS;0jFnð0Þj2½Dexch þ DK �

Another term to be considered is the spin–orbit
interaction Hs:o: ¼ ll � s. One can diagonalize it
together with the total angular momentum j � l þ s

by making use of the identity 2l � s ¼ ðj2� l2 � s2Þ ¼
jðj þ 1Þ � 1 � 2� ð1=2Þ � ð3=2Þ. Thus, the atomic state
with c ¼ 1 are split into j ¼ 3=2 and j ¼ 1=2 with
spin–orbit energies þl=3 and �2l=3, respectively.
According to this quasi-atomic model, the valence
band of alkali halide which consists of p-orbitals of
halogen is split to the upper ðjv ¼ 3=2Þ and lower
ðjv ¼ 1=2Þ branches while the conduction band
consisting of s-orbital of alkali is not split (jc ¼ 1=2
only). Hence, the absorption edge of band-to-band
transition appears at eg � l=3 and eg þ 2l=3 with the
intensity ratio 2:1 reflecting the degeneracy 2jv þ 1.
This j2j coupling scheme is no more valid for
exciton lines because of finite exchange-dipolar
interaction, Dn � 2dS;0jFnð0Þj2½Dexch þ D0� men-
tioned above. As Dn=l increases the intensity ratio
decreases, tending to 0 since the lower exciton state
tends to a pure spin-triplet ðS ¼ 1Þ which is optically
forbidden (L2S coupling). In materials with small
spin–orbit coupling constants as are realized with
light atom constituents, the triplet exciton is optically
almost forbidden. The continuous change from the
j2j to L2S and again to j2j coupling schemes has
been observed in the alloy system CuCl1–xBrx in
which l varies continuously from negative to positive
values with Dexch staying always small as composi-
tion x varies from 0 to 1, as is shown in Figure 3. The
L2S coupling scheme is realized only around the
composition x where l changes sign, the j2j coupling
scheme with intensity ratio 1:2 and 2:1 is observed
on its left and right sides, respectively.

The quasi-atomic model mentioned above has
been improved to the crystalline field model in which
the symmetry of the crystal is fully taken into
account. The anisotropic exchange energy intro-
duced thereby as an independent material parameter
has in fact been observed in some materials.

Participation of Phonons in the Electronic
Excitation

The wave vector of a photon with energy enough for
the electronic excitation across a bandgap of 10 eV is
B108m–1 which is much smaller than the reciprocal
lattice B1010m–1. One can thus assume that the
wave vector (pseudo or crystal momentum divided
by _) is conserved in the optical transition, namely
kc � kv ¼ 0 or Kex ¼ 0. In addition, it has been
tacitly assumed so far that the bottom of the
conduction band and the top of the valence band
are at the origin, km

c ¼ 0 and km
v ¼ 0, which,

however, is not always the case. If one or both of
them are not at the origin, the absorption edge of
band-to band transition appears around the indirect

Insulators, Optical Properties of 391



gap eg ¼ ecðkm
c Þ � evðkm

v Þ, but with the participation
of phonons with wave vector kid � km

c � km
v to satisfy

the conservation of the wave vector. Hence, the exact
absorption edge appears at eg � B0

n7_osð7kidÞ
according as a phonon is absorbed or emitted, where
B0
1 is the binding energy of the exciton formed at

K ¼ kid and osðkÞ is the circular frequency of the sth
mode lattice vibration with wave vector k. The
absorption spectrum rises with the square root of
energy from each edge reflecting the density of states
of the exciton band, with the intensity proportional
to the square of the indirect exciton–phonon inter-
action matrix element and the temperature depen-
dent factor %ns and %ns þ 1 for absorption and emission
of a phonon, respectively, where %ns ¼ ½expf_os

ð7kidÞ= kBTg � 1��1 is the thermal average of the

number of phonons. Such indirect exciton edges are
observed in germanium and silicon ðkm

c a0Þ, silver
halides ðkm

v a0Þ, and thallous halides ð0akm
c a

km
v a0Þ. Similar phonon-mediated exciton edge arises

even when km
c ¼ km

v ¼ 0, provided the exciton
transition matrix element vanishes at Kex ¼ 0, as is
realized with the 1s exciton in Cu2O (see Figure 2b).

The widths g of direct exciton absorption peaks,
introduced phenomenologically as damping con-
stants of oscillators, are microscopically attributed
to the rate t�1 of scattering of the optically created
exciton Kex ¼ 0 to Kexa0 by absorbing or emitting a
wave number conserving phonon, which is of the
same origin as the indirect exciton transition men-
tioned above. An indirect exciton absorption band is,
therefore, supposed to be the tail part of the
broadened peaks of a direct exciton. As a second-
order process, the K ¼ 0 exciton is the intermediate
state which is resonant and nonresonant to the
incident photon in the direct and indirect transitions,
respectively.

In fact, one can incorporate both aspects in a
unified expression for a multicomponent exciton
absorption spectrum. For a multiband scheme of
excitons with energy ElK, one can write the spectral
line shape as the sum of asymmetric Lorentzians:
FðEÞ ¼

P
l
%f lp�1½ %Gl0 þ %AlðE � %El0Þ�=½ðE � %El0Þ2 þ

%G2
l0� which is in accordance with the result of the

classical model of damped oscillators ð_gl2 %Gl0Þ for
the direct exciton peaks, except for the asymmetry
terms with %Al (the degree of asymmetry) in the
numerator, and the fact that the quantities crowned
with bars are the renormalized (in the phonon field)
quantities dependent on a variable E, the photon
energy (though not shown explicitly). The shape of
the indirect absorption edge is contained implicitly in
the functional form of the width %Gl0ðEÞ, which is
proportional to the combined density of states of
excitons and phonons in the final state of indirect
transition. The asymmetry term %AlðE � %El0Þ in the
numerator originates from the interference of the
direct exciton peak l with its background continuum
of indirect exciton transitions to other exciton bands
l0ðalÞ – a solid-state version of the Fano effect well
known in atomic spectroscopy. Such multicompo-
nent asymmetric Lorentzian peaks have, in fact, been
observed as shown in Figure 2b. The asymmetry here
is due to the interference of the direct exciton peak
with the background continuum of phonon-assisted
optical transition to the 1s exciton band to which the
direct transition is forbidden. Phonon sidebands of
the direct exciton peak (as are observed in some ionic
crystals) are also contained implicitly in the func-
tional form of %Gl0ðEÞ.
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Figure 3 (a) Observed energies, and (b) intensity ratio of Z1,2

and Z3 excitons in mixed crystal: CuCl1–xBrx as functions of the

concentration x. (Reproduced with permission from Kato Y, Yu

CI, and Goto T (1970) Journal of the Physical Society of Japan

28: 104.)
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Absorption Bands of Extrinsic Origin
below the Bandgap

While (chemically) pure and (physically) perfect
insulators are transparent in the spectral region
below the first exciton peak (in the direct bandgap
case), impure or imperfect insulators have various
absorption bands due to the electronic transitions at
impurity (guest) atoms or point defects of a lattice.
The localized electron(s) is subject to a strong
interaction with phonons (stronger than the mobile
exciton is) particularly when its orbital radius is
comparable with the lattice constant, and once
excited, it causes significant displacements of nearby
atoms to their new equilibrium positions (lattice
relaxation). From this ‘‘relaxed excited state,’’ the
electron returns to the ground state emitting a
photon (luminescence) or nonradiatively. The peak
of the emission band is displaced from that of the
absorption band (Stokes shift), both bands being
more like Gaussian shapes as can be described by the
configuration coordinate model. Examples are Tl-
like atoms in alkali halides which are known as
phosphorescence centers of high efficiency, and the F-
centers (an electron captured at an anion vacancy) in
alkali halides which are subject to a variety of
photochemical reactions resulting in the color
changes of the crystal.

The impurities and imperfections sometimes give
rise to bound excitons as can be confirmed by the
optical absorption bands just below the intrinsic
exciton absorption peaks. For example, the a and b
absorption bands in alkali halides correspond to
exciton formation around an anion vacancy and an
F-center, respectively. Shallow bound excitons, as are
realized at donors in direct gap semiconductors (such
as CdS), have large oscillator strengths of the order
of the number of host atoms covered by their
extended wave functions, the effect known as ‘‘giant
oscillator strength.’’

Intrinsic Photoluminescence and
Its Correlation with the Urbach Rule

The optically created exciton will be thermalized
around the bottom of the exciton band from where it
will emit a photon with energy smaller (in the
indirect case) than or equal (in the direct case) to the
absorption edge. In the direct case, the exciton is
gradually converted into a photon during its therma-
lization through the polariton bottleneck. In any
case, the emission spectrum from this ‘‘mobile
exciton’’ is a sharp line.

In some materials, the exciton becomes self-
trapped by the lattice distortion caused by itself.

The emission spectrum of this self-trapped exciton is
a broad Gaussian with a significant Stokes shift from
the exciton absorption peak (direct gap case) or edge
(indirect case), similar to the localized center men-
tioned before. In the configuration coordinate model,
the self-trapped state is separated by a potential
barrier from the free or mobile state, and which of
them is more stable depends on whether the exciton–
phonon coupling constant g, a material constant, is
greater or smaller than a critical value gc.

In contrast to different behaviors of the emission
spectrum in the weak and strong coupling cases, the
line shape of the exciton absorption band varies
continuously as a function of g. For instance, the low
energy tail of the exciton absorption spectrum in
many insulators has been found to obey the Urbach
rule: exp½�sðE0

0 � EÞ=kBT� except at low tempera-
tures where E0

0 is the convergence point of semi-
logarithmically plotted line contours at various
temperatures T, and the steepness coefficient s is
the material constant. This exponential tail has been
ascribed to momentarily localized exciton states
under a fluctuating field of lattice vibrations, with s
being given by a constant (different values for direct
and indirect gap cases) times g–1. While empirical
values of s and g derived therefrom are rather evenly
distributed over a variety of insulating materials, the
observed emission spectrum of the exciton is
distinctly different according as g is smaller (-
sharp line almost resonant to the absorption peak in
the direct gap case) or larger (- broadband with a
significant Stokes shift) than the critical value gc in
accordance with the theoretical prediction from the
observed value of s.

Optical Excitation of Inner Shell Electrons

Synchrotron radiation has facilitated the spectro-
scopic studies over a vast energy range extending up
to the X-ray, corresponding to electronic transitions
from different inner atomic states (much deeper than
the outermost orbital state responsible for the
valence band) to the empty conduction band. Below
the ionization continuum of each inner state, there
appear exciton lines as in the valence band excita-
tion. However, the exciton here can be viewed as a
localized excitation since the width of the energy
band formed by the inner atomic state is negligibly
small. Moreover, the positive hole in the inner state is
subject to decay processes such as (1) radiative
recombination, and (2) Auger recombination with an
electron in the upper filled band (inclusive of the
valence band) which are the main causes of a lifetime
broadening of the exciton line, except in shallow
inner bands (next below the valence band) in some
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materials in which (1) is insignificant and (2) is
impossible because of insufficient energy of electro-
nic recombination against the ionization of valence
electrons. Whether the optical spectrum belongs to
the band edge allowed or forbidden type, depends on
the symmetry of the inner atomic state. The electron–
hole exchange energy with its possible interplay with
spin–orbit interaction appears here in the same way
as before.

Typical dielectric dispersion in the entire o-region
of an ionic crystal is shown schematically in Figure 4,
in the idealistic situation of no damping (vanishing
line width).

See also: Defect Centers in Insulating Solids, Optical
Properties of; Effective Masses; Electrons and Holes;
Excitons: Theory; Insulators, Impurity and Defect States
in; Optical Absorption and Reflectance; Polymers and
Organic Compounds, Optical Properties of; Synchrotron
Radiation.

PACS: 77.22; 78.20; 78.40; 78.55
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Introduction

The performance of a complex electronic circuit
usually scales with the number of its components. In
the early days of electronics, circuits were bulky as-
semblies of vacuum valves (invented by Lee de Forest
in 1906), resistors, and capacitors fixed on a metal
frame, and connected with soldered copper wires.
The invention of the transistor by Bardeen, Brattain,
and Shockley in 1947 already contained the seed of
further circuit miniaturization, but it would take

more than 10 years before this potential was fully
recognized. In 1959, Jack Kilby from Texas Instru-
ments and Robert Noyce from Fairchild independ-
ently filed patents for an electronic circuit whose
components were fabricated on a single piece of
semiconductor material (germanium for Kilby and
silicon for Noyce). Kilby’s circuit measured 0.2� 0.8
inches and had 12 components, connected together
with tiny gold wires. To quote his own words, ‘‘what
we didn’t realize then was that the integrated circuit
would reduce the cost of electronic functions by a
factor of a million to one, nothing had ever done that
for anything before.’’ Today, integrated circuits (ICs)
may contain tens of millions of transistors per square
centimeter. Jack Kilby received the Nobel prize for
his invention in 2000 (Figure 1).
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Figure 4 Typical dispersion of dielectric constant eðoÞ of an

ionic crystal. At frequencies far higher than those of optical

phonons but a little below the bandgap, dispersion appears due

to excitons associated with the valence band hole. At even higher

frequencies, dispersions appear due to excitons associated with

the inner shell holes. (Reproduced with permission from

Toyozawa Y (2003) Optical Processes in Solids. Cambridge:

Cambridge University Press; & Cambridge University Press.)
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IC Materials

The vast majority of ICs are fabricated on single
crystal silicon. Although not the best semiconductor
material, silicon is still unrivaled thanks to its crys-
talline perfection, its excellent combination of elec-
trical and thermomechanical properties, as well as
the outstanding quality of its natural oxide, SiO2. For
some low-cost applications where data speed is not
an issue, polycrystalline silicon films deposited on
glass can also be used. The most recent IC technology
is silicon-on-insulator (SOI), which consists of a thin
monocrystalline silicon film, isolated from the bulk
silicon substrate by an intercalated SiO2 layer.

Over the years, other substrate materials have
found a role in niche technologies, targeting appli-
cations for which silicon is not the optimal choice.
The most important IC technology after silicon is
based on III–V compound semiconductors. Promi-
nent among them is gallium arsenide (GaAs), which
is a better semiconductor than silicon although less
robust from a manufacturing point of view. Due to
its high electron mobility and high bulk resistivity, it
is the substrate of choice for high-frequency circuits.
As a direct bandgap material, gallium arsenide is also
an efficient light emitter and therefore well suited for
optoelectronic devices, a domain where silicon can-
not compete since its own bandgap is indirect. GaAs
can be combined with indium, phosphorous, or an-
timony to tune the band structure for specific appli-
cations. Indium phosphide (InP), another III–V
compound, is a convenient substrate for many epit-
axial films made from ternary or even quaternary
III–V alloys. A new player in this area is gallium ni-
tride (GaN), well-suited for power electronics and
optoelectronics. GaN is not available as a bulk
substrate and must be grown on sapphire or silicon
carbide (SiC). Together with SiC and diamond, it

belongs to a special class of wide bandgap semicon-
ductors, which are fit for high-voltage device fabri-
cation. However, their present materials quality is
lagging far behind silicon and the commercial future
of these technologies is still unclear.

IC substrates are usually produced as circular wa-
fers, a few hundred micrometers in thickness, cut
from as-grown cylindrical ingots of various diame-
ters. Silicon wafers are commercially available with
diameters up to 300mm, whereas other semiconduc-
tor substrates are significantly smaller. Silicon ICs
can be classified into two groups based on the type of
transistors they contain. Bipolar circuits use bipolar
junction transistors as their principle elements. Metal
oxide semiconductor ICs contain mainly n- and p-
type metal-oxide semiconductor field-effect transis-
tor (MOSFET) as their active components and are
the dominant technology for logic circuits (i.e., proc-
essors and memories, also called digital circuits). To-
day, the most common architecture for digital
electronics is complementary MOS (CMOS), which
uses a combination of a p-MOSFET and n-MOSFET
as its basic device to minimize the power consump-
tion during switching.

IC Technology

The making of an IC typically proceeds through
three standard stages: (1) fabricating individual
devices, (2) wiring the devices together to form the
circuit, and (3) encapsulating the IC in a package.
The full sequence of the fabrication steps required to
produce a complete circuit is called the process flow.
Different IC technologies therefore require different
process flows. In the following, the focus will be on
CMOS technology because of its dominant position
in the IC market.

(a) (b)

Figure 1 (a) The first integrated circuit. (b) Jack Kilby contemplating a 300 mm silicon wafer with state-of-the-art ICs. (Courtesy of

Texas Instruments.)
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Device Fabrication

Starting from a clean substrate, the first stage of IC
fabrication – commonly called front-end process – is
to form individual devices. The devices are produced
through several levels of patterning, each level con-
sisting of a well-defined combination of photo-
lithography, deposition and etching steps. For a
MOSFET, the typical front-end sequence is the fol-
lowing:

1. doping and isolation of the transistor wells and
junctions

2. growth of the gate insulator
3. patterning of the gate electrode
4. formation of the metal contacts

In total, a CMOS process may require several hun-
dred individual steps. The most important ones are
outlined below.

The transistor well The well is the region of the
substrate containing the transistor body. Since cur-
rent must pass through the device, the well must be
doped to provide charge carriers (electrons or holes).
After the device area has been delineated by photo-
lithography and isolated from its surroundings by
thin grooves (so-called shallow trenches), etched into
the substrate and filled with a dielectric material,
dopants are introduced into the well region. For
n-type MOSFETs, the well must be p-doped whereas
p-MOSFETs need n-doped wells. In the early days of
MOS technology, diffusion of impurities from a gas-
eous or solid-state source was the standard doping
technique. However, with present deep-submicron
device dimensions, this method has been replaced by
ion implantation, which offers far better flexibility,
precision and depth control. Ions of boron (for
p-type), phosphorous or arsenic (for n-type) are ac-
celerated by an electric field and gain a kinetic energy
of a few tens of kiloelectronvolts, allowing them to
penetrate some hundred nanometers into the subst-
rate. Several implantation steps are usually required
to reach the desired dopant profile. The as-implanted
region has high electrical resistance due to the radi-
ation-induced lattice damage, which can range from
isolated point defects to complete amorphization.
The high defect density prevents the dopants from
occupying substitutional lattice sites, thereby leaving
them electrically inactive. In order to activate the
dopants, damage must be removed by a high-tem-
perature annealing step (typically between 800 and
10001C). This can be done in a conventional furnace,
but a short thermal pulse produced by halogen lamps
(the so-called rapid thermal process or RTP) is often

preferred in order to minimize the motion of the im-
planted species during annealing.

The gate insulator The thinnest feature of the tran-
sistor is the gate insulator, which consists of a few nm
of silicon dioxide (SiO2) deposited directly on top of
the transistor well. The gate oxide is formed by ther-
mal oxidation of the silicon surface, which involves
heating the substrate above 9001C in an oxygen at-
mosphere (dry oxidation) or a mixture of oxygen and
water (wet oxidation). Trace amounts of other gases
are often added to improve the electrical quality of
the oxide. Both the temperature gradients and the gas
flow pattern in the furnace must be accurately con-
trolled to obtain a very thin and uniform oxide. Short
thermal pulses produced by rapid thermal processing
can also be used. Although the as-grown oxide layer
is structurally amorphous, the high quality of its
chemical bonds with the silicon surface limits the
density of interface defects to very low levels (less
than 1010 cm�2). The quality of the gate oxide and
of the Si/SiO2 interface is a crucial factor to ensure
the good electrical behavior of the MOSFET.
However, there are now indications that further
shrinking of the devices will push SiO2 toward its
application limit. For very thin oxides, direct carrier
tunneling through the gate insulator produces a siz-
able current leakage and unwanted power dissipa-
tion. This problem can, in principle, be overcome by
introducing ‘‘high-k insulators,’’ that is, gate dielec-
trics with a higher polarizability than SiO2. These
materials would allow the physical thickness of the
insulator to increase (thereby keeping tunneling cur-
rents at an acceptable level), while maintaining a
strong capacitive coupling between the gate and the
channel. At this time, refractory metal oxides such as
HfO2 as well as some ferroelectrics are potential
candidates for replacing silicon dioxide in future ICs.

Gate, source, and drain The gate electrode sits on
top of the oxide and regulates the current inside the
transistor channel. It is made of doped polycrystal-
line silicon (usually designated as ‘‘poly’’), which is a
reasonably good conductor and can be patterned into
very narrow lines. Today, the most advanced com-
mercial transistors have a physical gate length of
B50 nm. Since the gate is the narrowest feature on
any IC, its formation involves the most demanding
steps of the front-end process flow. First, a blanket
layer of poly is deposited by chemical vapor depo-
sition (CVD), after which the gate fingers are defined
by a lithography step and patterned by dry etching.
In order to achieve the right threshold voltage for the
transistor, the poly-gate on the NMOS is n-doped
whereas on PMOS it is p-doped. Both doping steps
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are performed by ion implantation and annealing. In
a MOSFET, the current input and output electrodes
are called source and drain. They are defined by local
implantation of complementary doping species (n for
p-well and p for n-well) very close to the surface,
thereby forming shallow p–n or n–p junctions, de-
pending on the transistor type. Fine-tuning of the
junction profiles requires additional implantation
steps followed by annealing.

Contacts Metals are needed for electrical contacts
to the three device electrodes. The contact material
must exhibit low electrical resistance and be chem-
ically compatible with silicon in order to avoid in-
terface degradation over time. For many years, metal
silicides have been used extensively on the source and
the drain: first titanium disilicide (TiSi2), and more
recently cobalt disilicide (CoSi2) and nickel mono-
silicide (NiSi). The silicide layers are formed by solid-
state reaction of a deposited metal film with the un-
derlying silicon; therefore, it is important that the
reaction should not consume too much silicon. In
the same way, a polycrystalline silicide layer or
polycide is formed on top of the poly in order to
contact the gate electrode and to reduce the gate
series resistance (Figures 2 and 3).

Interconnects

Connecting the individual transistors is an essential
step in the production of an IC. The process flow
needed for interconnect fabrication is called the
back-end sequence. Since the early days of IC tech-
nology, aluminum-based alloys have been used as the
interconnect metal. This choice was dictated by the
low resistivity of aluminum, its high ductility, easy
etching behavior, and good coverage of nonplanar
geometries. The latter property is particularly im-
portant, since complex ICs normally require many
levels of wiring stacked on top of each other, giving
rise to a multilayer structure called the multi-
level interconnect scheme. To improve the electri-
cal reliability of the wires, particularly with respect
to electromigration, aluminum–silicon and alumi-
num–silicon–copper alloys are preferred over pure
aluminum. However, in the late nineties the series
resistance of aluminum-based lines became a bottle-
neck for circuit performance. After more than 30
years of use, the aluminum wires were finally aban-
doned in favor of a copper-based metallization
scheme. Copper conducts about 60% better than
aluminum, but patterning it into submicron wires is
difficult because traditional plasma etch techniques
do not work on copper. A novel process called
‘‘damascene’’ had to be introduced, due to its

similarity with the well-known metal inlaid tech-
nique that goes back to the Middle Ages. Following
this process, the conductor wires are embedded in a
dielectric film deposited on the silicon substrate or on
a previous interconnect layer. Copper lines are
formed by electroplating the metal inside preformed
trenches, which have been etched into the dielectric.
The formation of a multilevel damascene scheme re-
quires special polishing techniques (called chemical
mechanical polishing or CMP) to planarize each in-
terconnect layer by removing the excess metal out-
side the trenches (Figure 4).

Packaging

Packaging the IC serves a twofold purpose: to pro-
tect the chip against mechanical damage and corro-
sion, and to provide electrical connections with the
outside circuitry. An IC package consists of a sealed
box which is either from ceramic material (for her-
metic sealing) or from a plastic mold (for low-cost
packaging). Metallic pins are attached to the base
plate of the package, to be inserted in the printed
circuit board. After completing the back-end proc-
ess, the backside of the chip is fixed to the package
base plate using a conductive paste or metal solder.
Next, the bonding pads of the chip are connected to
the package pins. The most common technique is
wire bonding: thin aluminum or gold wires are ther-
mally bonded to the IC pads and to the pins, some-
times with the help of ultrasonic vibrations. Wire
bonding is cheap and reliable, but cannot handle the
increasing density of bonding pads in the most re-
cent IC generations. Flip-chip bonding is now an
increasingly popular alternative. Microscopic solder
balls are first deposited on the IC bonding pads. The
chip is then positioned face down to the package
base plate, so that the solder balls can be attached
directly to the pin pads. Since this method does not
use wires, it offers both higher connection density
and better reliability than the traditional bonding
schemes. After wiring, the upper lid of the package is
sealed or molded to the base plate for final encap-
sulation (Figure 5).

Processing Techniques

Photolithography

Photolithography uses a beam of photons to transfer
a pattern written on an optical mask to the substrate
surface. In a complex IC process, a wafer will go
through the photolithographic step in the order of
20–30 times. Photolithography is, therefore, the key
technology of IC fabrication and an essential driver
behind the miniaturization trend commonly known
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as Moore’s law. It was introduced almost simultane-
ously with the invention of the IC in 1959, but in the
meantime, the minimum dimensions on the masks
have decreased by several orders of magnitude,

forcing continuous improvement in lithography tools
and processes.

A standard lithography sequence involves a large
number of steps. The wafer is initially cleaned and

1.
• Dope silicon substrate
• Grow thin gate oxide
• Deposit polysilicon

2.
• Spin resist
• Expose and develop resist
• Etch ploy with resist mask
• Strip resist

3.
• Deposit CVD oxide
• Etch contact windows
• Implant source, gate, and drain
• Metallize source, gate, and drain

Figure 2 Schematic process flow for an MOS transistor.
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heated to remove any moisture from its surface. After
deposition of an adhesion promotor, a liquid polymer
called photoresist is spun on the surface while the
wafer is kept rotating at high speed. After a thermal

bake-out, the substrate is introduced in an optical
projection tool called stepper/scanner. A light beam
passing through the mask is focused on the wafer
through a reduction lens system to produce the de-
sired image in the photoresist. In order to achieve
high resolution, only a small portion of the mask is
imaged once, but the small image field is repeated
over the surface of the wafer by a combination of
stepping and scanning operations. During exposure,
the photoresist material undergoes some light-trig-
gered chemical reactions, which cause the illuminat-
ed regions to be either more or less acidic. If they
become more acidic, the material is called a positive

NiSi

Spacer

Poly
Si

Si
100 nm

NiSi

Figure 3 Cross-sectional scanning electron microscopy picture of an integrated MOS transistor. (Courtesy of IMEC.)

(a)

(b)

Figure 4 (a) Top view, and (b) cross section picture of a mul-

tilevel interconnect structure. (Courtesy of IMEC.)

Figure 5 IC in package. (Courtesy of IMEC.)
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photoresist, while in the reverse case it is a negative
photoresist. The resist is then developed in an alkali
solution such as sodium hydroxide (NaOH), which
removes either the exposed (positive photoresist) or
the unexposed (negative photoresist) polymer. After
development, the wafer is finally ‘‘hardbaked’’ at
high temperature in order to solidify the remaining
photoresist. The resist can then be used as a pattern-
ing mask for etching, deposition or implantation.
After patterning, the resist is stripped from the wafer
with appropriate solvents.

The optical resolution of the lithography system is
the main factor determining the smallest device size
that can be fabricated at any time. The ability to
form a clear image of a very small feature is limited
by the wavelength of the light and the ability of the
lens system to capture enough diffraction orders of
the illuminated mask. Although theoretically the
Rayleigh diffraction limit determines the maximal
achievable resolution, in practice, it is possible to use
special (but costly) tricks called resolution enhance-
ment techniques that improve resolution beyond the
Rayleigh limit by a factor of 2 or more. Current
state-of-the-art photolithography tools use deep ul-
traviolet light (DUV) with wavelengths of 248 and
193 nm, allowing feature sizes below 100 nm to be
printed with good yield. Extreme ultraviolet (EUV)
systems using 13 nm radiation are presently under
development for introduction by the end of this dec-
ade. Because such short wavelength radiation cannot
be diffracted by lens systems or absorbed by bulk
masks, the EUV technology will require a transition
from diffractive to fully reflective optics.

Dry Etching

The aim of the etching process is to remove material
from the IC surface in the areas left uncovered after
photoresist development. For most patterning steps,
dry (plasma) etching is now the standard procedure,
while ‘‘wet’’ etching using liquid chemicals is still
used to clean wafers. The main advantage of dry et-
ching is its ability to achieve sharp etch profiles with
nearly vertical sidewalls. This creates features with a
high aspect ratio, as required by the relentless min-
iaturization of the circuit elements. A hot plasma
formed by RF excitation of a neutral gas species is
directed on the wafer by a static electric field. The
radicals in the gas react with the substrate material to
form volatile byproducts which are either evacuated
from the etch chamber or deposited on the chamber
walls. The mixture normally consists of a hydrogen-
ated hydrocarbon diluted in an inert gas. However,
the gas composition depends on the material to be
etched, and will be different for silicon, metals or

SiO2. The strength of the DC field also plays a role in
the etch process. A strong field increases the kinetic
energy of the ions, and therefore enhances the
amount of physical etching, which depends on me-
chanical sputtering. On the other hand, low-energy
ions will act essentially by chemical etching, which
proceeds through surface reactions resulting in
smoother patterns. In this way, the etching mecha-
nism can be tuned to optimize the shape of the
patterned structures.

Deposition Techniques

PVD In standard silicon processing, physical vapor
deposition (PVD) uses target sputtering rather than
target evaporation because of its better step cover-
age. For aluminum interconnect layers, plasma-in-
duced sputtering is the most convenient technique.
The sputtered metal lands on the wafer surface where
it forms a thin metal film, which can be further
etched into wires. The film thickness is proportional
to the width of the conductor lines, and usually lies in
the range of a few hundred nanometers. Plasma
sputtering can also be employed to deposit nonme-
tallic layers, especially insulators, although for the
latter, CVD is the preferred method.

CVD Chemical vapor deposition is a process by
which a thin film is deposited on a substrate by
chemical reaction in a gas at an elevated temperature.
If required, the reaction temperature can be lower by
using plasma-enhanced CVD (PECVD). Over the
years, CVD has become very popular due to its ver-
satility, speed of deposition, and excellent step
coverage. CVD can be used for metal, semiconduc-
tor, and insulating films. The structure of the depos-
ited film can be monocrystalline, polycrystalline, or
amorphous. The lattice structure depends primarily
on the substrate, the reaction rate, and the temper-
ature. Selective deposition is also possible, by choo-
sing precursor gases that react preferentially with
specific surfaces. CVD is the preferred method to de-
posit polycrystalline silicon, as well as various types
of oxide films used for isolation of the interconnect
layers. These interlayer dielectrics are grown by CVD
at low pressure (LPCVD). Thin metallic layers such as
titanium nitride (TiN), which are used as seed layers
for copper electroplating or as a seal between the in-
terlayer dielectrics, are also deposited by CVD.

Epitaxy Epitaxy is a process by which a deposited
film is forced into a high degree of crystallographic
alignment with the substrate lattice. Several epitaxy
techniques are now available, such as molecular
beam epitaxy (MBE), epitaxial CVD, or atomic layer
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epitaxy (ALE). In all cases, the deposition process
must be slow enough to allow the atoms to rearrange
themselves on the surface according to the lattice
orientation of the substrate. Contamination of the
surface by impurities must be kept minimal, since it
will disturb the epitaxial alignment. Epitaxial layers
are now widely used in IC technology and the
number of applications is still growing. In the early
days, the epitaxy process was limited to deposition of
silicon on silicon (homoepitaxy). Today, an increa-
sing number of devices require thin film hetero-
epitaxy, for example, growing a binary alloy such as
silicon–germanium (SiGe) epitaxially on the silicon
wafer. For layers with high Ge concentration, the
epitaxy is made difficult by the lattice mismatch be-
tween the substrate and the thin film. However, using
appropriate techniques, the epitaxial layer can be
grown pseudomorphically, meaning that the distance
between the film atoms will adapt itself spontane-
ously to the bond length of the substrate material.

Physics of Integrated Circuits

Integration Density: Moore’s Law

Moore’s original statement, made in 1965, was mod-
estly presented as an educated guess at the expected
development of ICs over the next ten years. Or, to
put it in his own words: ‘‘With unit cost falling as the
number of components per circuit rises, by 1975
economics may dictate squeezing as many as 65.000
components on a single silicon chip’’ (see Further
Reading Section). Almost four decades later, unit cost
is still falling with the number of components, and as
long as this favorable trend persists, the ‘‘law’’ will
remain firmly in place. The continuation of Moore’s
law is made possible by the relentless shrinking of the
MOSFET dimensions. Now, spanning more than two
orders of magnitude, the downscaling of the MO-
SFET is a truly unique occurrence in the history of
technology. The physical base for this miniaturiza-
tion is a set of scaling rules defined some years after
Moore’s initial paper. In essence, the scaling algorit-
hms tell us that the transistor performance (mainly
its gate delay time and overall power dissipation) will
improve with decreasing dimensions, provided the
rules are properly applied. However, a point has been
reached where the presence of nonscaling quantities
such as the thermal voltage kT/q and the semicon-
ductor bandgap (together with some others) can no
longer be neglected. These nonscaling parameters are
giving rise to so-called ‘‘short-channel’’ effects, such
as threshold voltage shifts and many others, which
tend to degrade the transistor switching speed and
lower its power efficiency. These disturbing effects

can be acted upon with specific counter-measures,
partly technological and partly design-related. Up to
now, device engineers have been remarkably success-
ful in alleviating the negative impact of short-channel
effects. However, it appears increasingly difficult to
define a universal approach similar to the early
scaling laws, and a certain amount of specialization
in the circuit technologies (such as distinguishing
between high-speed and low-power applications) is
becoming unavoidable.

Speed and Power

Power and speed issues are strongly linked by the
scaling rules. The width, length, and gate oxide
thickness all scale roughly equally by a common fac-
tor. Therefore, the primary effect of the device
scaling is to reduce all the capacitances, which
provides a proportional decrease in power consump-
tion and RC delays. However, not all the vertical
dimensions of the circuit scale down by the same
factor. In particular, the thickness of the interconnect
lines cannot change as fast due to fundamental tech-
nology limitations. This increases the fringe capac-
itance from the metal side to the substrate, as well as
the capacitance between adjacent line segments.
Compounding this problem, the decreasing wire
width raises the series resistance of the lines. As a
result, RC delays in the lines tend to become more
important with respect to transistor delays. This can
be counteracted by optimizing the interconnect lay-
out, and by introducing low-k dielectrics as the insu-
lating layers between the copper wires.

The scaling rules also impact on the power con-
sumption of the IC. There are two main sources of
power dissipation: dynamic switching power due to
the charging and discharging circuit capacitances,
and static dissipation from leakage currents. When
CMOS devices switch, the output is either charged
up to the transistor bias voltage, or discharged down
to the ground. The power dissipated during swit-
ching is therefore proportional to the switching speed
and to the capacitive load. Decreasing the clock fre-
quency of the circuit is, therefore, an efficient way to
lower the dynamic power consumption.

Static power dissipation is linked with two types of
leakage currents: reverse-bias diode leakage on the
transistor drains, and subthreshold leakage through
the channel when the transistor is turned off. Diode
leakage must be tackled through process optimiza-
tion, mainly by improving the quality of the junc-
tions. Subthreshold current is a more complex issue.
The process parameter that predominantly affects its
value is the threshold voltage, since reducing the lat-
ter exponentially increases the subthreshold current.
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Static power dissipation can, however, be reduced by
shrinking the transistor size, and by lowering the
supply voltage.

Applications

Most ICs belong to one of three main categories:
memories, microprocessors, and custom ICs.

Memories

Random-access memory (RAM) A type of compu-
ter memory that can be accessed randomly; that is,
any byte of memory can be accessed without disturb-
ing the other bytes. RAM is the most common type of
memory found in computers and other information
processing devices. There are two basic types of
RAM: dynamic RAM (DRAM) and static RAM
(SRAM). Both are volatile memories, meaning that
they lose their contents when the electrical power is
turned off. RAM circuits are organized in cells, with
each cell storing a binary 1 or 0. DRAM cells are very
simple, consisting basically of one transistor and one
capacitor for charge storage. Because this capacitor
leaks, a DRAM needs to be refreshed thousands of
times per second. This makes DRAM relatively slow
and power-hungry. However, due to the small cell
size, DRAM is best-suited for high-density storage
(Figure 6). SRAMs are more complex, with 4–6 tran-
sistors per cell, providing a stable storage, which does
not need to be refreshed. SRAM is very fast and
power-efficient, but the complexity of its cell makes it
much more expensive than DRAM. Due to its high
cost, SRAM is used mainly as a memory cache.

Read-only memory (ROM) Computers almost al-
ways contain a read-only memory that holds instruc-
tions to boot the operating system and perform

diagnostics. ROM is nonvolatile, that is, it does not
need electrical power to keep its data stored. Like
RAM, ROM memories are random-access, but they
cannot change their content during the computer
operation. However, some types of ROM allow
changing the content by special procedures. The
most common ones are erasable programmable read-
only memory (EPROM), electrically erasable
programmable read-only memory (EEPROM) and
FLASH EEPROM. FLASH (not an acronym) mem-
ories, which store the information bits in a second
transistor gate called the floating gate, have become
increasingly popular in recent years. They can be
erased and reprogrammed in blocks instead of one
byte at a time, which is faster and less power consu-
ming than other EEPROMs. PCs have their basic
input-output system (BIOS) stored on a flash memory
chip so that it can easily be updated if necessary.
Flash memory is also very common in communica-
tion appliances and portable devices such as cellular
phones and smartcards.

Microprocessors and Custom ICs

Microprocessors Also called central processing unit
(CPU), microprocessors are ICs that can execute in-
structions by running a software program. Although
computer microprocessors have become a bench-
mark for the IC industry, they only represent a small
part (B2% in unit sales) of the total CPU market. By
far, the largest, by number, are the embedded micro-
processors (also called microcontrollers), which can
be found in many consumer products, ranging from
toys to automobiles.

Custom ICs In contrast to standard memories and
microprocessors, custom ICs are specially designed
for specific product applications. The main types are:

* Application-specific ICs (ASICs). They are meant
to achieve optimal performance in terms of speed
and/or power consumption. ASICs are custom-
designed for a specific application, either full cus-
tom (meaning that the design is made from
scratch) or starting from standard cells or gate
arrays, where the designers can take advantage of
pre-existing blocks.

* Field-programmable chips. These are special chips
that can be reconfigured by the customer. The most
popular ones are field-programmable gate arrays
(FPGAs). Their circuits are diced into regular ar-
rays, which can be disconnected by blowing micro-
scopic fuses. In this way, the desired functionality
is ‘‘burned into’’ the IC. This process is reversi-
ble, meaning that the original connections can be
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restored and a new pattern burned. Although
FPGAs are usually slower and less power-efficient
than ASICs, they have become very popular due to
their flexibility and ease of programming.

* Analog/RF ICs. Even if digital signal processing
today represents the largest market for the sem-
iconductor industry, there is also a wide variety of
ICs handling analog and high-frequency signals.
Some chips process both digital and analog infor-
mation and are called mixed-mode ICs. Typical
applications are amplifiers, mixers, multiplexers,
and analog-to-digital converters. Wireless com-
munication devices make heavy use of these com-
ponents, which can be found in every cellular
phone set.

See also: Semiconductor Devices; Semiconductors, Gen-
eral Properties; Sensors; Silicon, History of.

PACS: 85.30.� z; 85.40.� e; 85.40.Hp; 85.40.Ls;
85.40.Qx; 85.40.Ry; 85.40.Sz
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Introduction

Light is electromagnetic radiation in the visible part
of the spectrum. Radiation and matter are the main
physical objects in the world. Their behavior is de-
scribed by electromagnetism and mechanics, with
Maxwell’s equations and Newton’s laws as basic
ingredients. Radiation is the only means by which
one can obtain information on the remote parts of
the universe. In general, without interaction between
light and matter, the world would not only be invis-
ible, but dead as well. Radiation from the Sun is by
far the main source of energy on Earth, and serves as
the basis of life. This energy source is tapped by the
process of photosynthesis, which starts out as the
interaction of photons with individual molecules.
The interaction of light and matter is discussed both
at the microscopic level of atoms and molecules, and
at the macroscopic level, in terms of the optical
properties of materials.

Transition Driven by Broadband Light

Atoms and molecules have discrete energy levels, as a
result of the quantum-mechanical nature of the mo-
tion of the electrons. Consider atoms with a lower
level 1 and an upper level 2, with an energy sepa-
ration E2 � E1 ¼ _o0, with o0 the transition fre-
quency. The atoms are driven by a light field that is

nearly resonant with the transition 122, which
means that the frequency o of the field is close to the
transition frequency. Then the two levels are coupled
by the light field. When the atom is initially in state 1,
it will start oscillating in a linear superposition of the
states 1 and 2. For a conventional light source, with a
broad spectrum, Einstein argued that the atom can
make three types of transitions between the states,
each one at a fixed rate. An atom in the lower state 1
can become excited while absorbing a photon, at a
rate BIn1 that is proportional to the intensity per unit
frequency I (also called the spectral intensity). An
atom in the upper state 2 can go spontaneously to the
lower state at a rate An2, while emitting a photon.
However, using arguments of thermal equilibrium,
Einstein showed that emission of a photon must also
occur in a stimulated way, at a rate BIn2 that is also
proportional to the spectral intensity. The emitted
photon will have the same properties (frequency and
propagation direction) as the photons in the incident
beam. The coefficient A is called the Einstein coef-
ficient for spontaneous emission, and B is the Ein-
stein coefficient for stimulated transitions. These
coefficients are properties of the atom, and also de-
pend on the specific transition. The transitions in the
energy level scheme are sketched in Figure 1.

As a result of these considerations, the number of
atoms n1 and n2 in the states 1 and 2 must obey the
rate equations

d

dt
n2 ¼ � d

dt
n1 ¼ BIðn1 � n2Þ � An2 ½1�

The three terms on the right-hand side describe
absorption, stimulated emission, and spontaneous
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emission. Radiative transitions correspond to the cre-
ation or annihilation of photons. At absorption, a
photon disappears from the light beam, whereas stim-
ulated emission adds a photon to the beam. Therefore,
the net rate of absorption of photons from the beam
(direct absorption minus stimulated emission) is equal
to NA ¼ BIðn1 � n2Þ. Spontaneously emitted photons
can go in all directions, at a rate NE ¼ An2. The bal-
ance between the number of excited atoms and the
number of photons is best seen when the above equa-
tion is written as dn2=dt ¼ NA � NE. The efficiency of
absorption as compared to spontaneous emission is
measured by the ratio s ¼ BI=A, which is called the
saturation parameter.

When initially all atoms are in the lower state, the
time-dependent solution for the populations of the
two states are

n1ðtÞ ¼
n

1þ 2s
½1þ sð1þ e�ð1þ2sÞAtÞÞ�

n2ðtÞ ¼
ns

1þ 2s
½1� e�Að1þ2sÞt�

½2�

with n ¼ n1 þ n2 the total number of atoms. It is seen
that the populations approach their steady-state
value exponentially. These expressions also hold for
a single atom. Then the populations n1 and n2 must
be interpreted as the probabilities that the atom is in
the state 1 or 2. In this case, n ¼ n1 þ n2 ¼ 1. Then
the steady-state values are given by n2 ¼ 1� n1 ¼ s=
ð1þ 2sÞ, which approaches the maximal value 1/2
for high intensity.

Transition Driven by Monochromatic
Light

In modern optics, broadband light sources are com-
monly replaced by lasers, with a coherent and prac-
tically monochromatic output. Then the dynamics of
the driven transition is quite different. The strength
of the atom–field coupling is indicated by the product
of the amplitude of the oscillating electric field of the

light and the electric dipole moment of the transition.
This product (which is an energy) is expressed as _O,
so that O is a frequency, commonly called the Rabi
frequency. Quantum mechanically, the state of a
single two-level system is described by a wave func-
tion c, which is a linear superposition a1c1 þ a2c2 of
the wave functions c1 and c2 corresponding to the
two states. The populations are n1 ¼ a1a�1 and
n2 ¼ a2a�2. The product sþ ¼ a2a�1 ¼ s��, which is
called the optical coherence of the atom, also has a
direct physical significance, since it is proportional to
the oscillating electric dipole induced by the field.
The coupling between this dipole and the electric
field determines the work that the field exerts on the
atom, which is related to the net absorbed power. For
monochromatic light, the behavior of the population
and the coherence is given by the coupled equations

d

dt
n2 ¼ � d

dt
n1 ¼ �An2 þ

i

2
Oðsþ � s�Þ

d

dt
sþ ¼ � 1

2
A � iD

� �
sþ þ i

2
Oðn1 � n2Þ

½3�

where D ¼ o� o0 is the frequency detuning of the
light from atomic resonance.

For monochromatic driving light, these equations
[3] replace the rate equations [1] above. They closely
resemble the Bloch equations for the behavior of a
magnetic dipole in an oscillating magnetic field, as it
appears in the theory of (nuclear or electronic)
magnetic resonance. In analogy, the present equa-
tions are often called the optical Bloch equations.
The steady state for the populations obeys the same
expressions n2 ¼ 1� n1 ¼ s=ð1þ 2sÞ as in the
broadband case, provided that the saturation param-
eter is now defined as s ¼ O2=ðA2 þ 4D2Þ. Since s is
proportional to O2, it is also proportional to the
square of the field amplitude, and thereby propor-
tional to the intensity I. The variation of this pa-
rameter with the frequency o reflects the absorption
profile of the atom, with its maximum at atomic
resonance. Even though the steady-state populations
have the same form as in the broadband case, the
way in which n1 and n2 approach their steady-state
value is quite different in these two cases. For mon-
ochromatic radiation, the exponential behavior of
eqn [2] is replaced by a damped oscillatory behavior
(Rabi oscillations). A comparison of the approach to
the steady state for monochromatic and broadband
excitation is shown in Figure 2. When OcA, that is,
for strong saturation, the excited-state population is
well approximated by the expression

n2ðtÞ ¼ 1
2½1� e�3At=4cosðOtÞ�

E1

E2

BI A

Figure 1 Energy level scheme of two states of an atom. The

indicated transitions are absorption and stimulated emission (sol-

id lines) at a rate BI, and spontaneous emission (dashed line) at

rate A.
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whereas for broadband radiation one finds from eqn
[2] that n2ðtÞ ¼ ½1� expð�2AstÞ�=2.

The equations so far hold for a closed transition,
where no other states than these two get populated.
In practice, the population of the upper level can get
transferred to many different states, in particular, for
systems more complex than atoms. This leads to all
kinds of radiative or radiation-free decay processes,
with the final result that the absorbed light energy
gets transformed in other forms of energy. But also
for atoms the simple picture given above is a simpli-
fication, since an energy level is usually composed of
a number of substates, which can be selectively ad-
dressed by light with a specific polarization. More-
over, at high intensities, transitions can occur under
the absorption of two or more light quanta at the
same time, so that light with a frequency o can excite
a transition with a transition frequency in the
neighborhood of 2o.

Propagation of Light in Gas Medium

When light with a frequency o propagates through a
dielectric medium, the electric field at each position
induces a density of electric dipole moment, which is
called the dielectric polarization p. For not too high
intensities, saturation can be ignored, and the polar-
ization is proportional to the electric field. Then the
dielectric medium is said to be linear. However, as
seen above, the proportionality constant can depend
strongly on the frequency o, in particular, when this
is near an atomic resonance frequency o0. When the
electric field is expressed in the form of a plane wave
as Eðz; tÞ ¼ 2 Re E0e

ikz�iot, and the polarization as
Pðz; tÞ ¼ 2 Re P0e

ikz�iot, the response of the medium
to the field is expressed as P0 ¼ e0wðoÞE0, with w the
frequency-dependent susceptibility of the medium.

For a dilute gas, the polarization is just the sum of
the induced dipoles of the individual atoms. From the
optical Bloch equations, one finds the electric dipole
moment of each atom, and multiplication with the
atom density r gives the polarization P. This gives
the expression

wðoÞ ¼ �R mj j2 1

e0_
1

Dþ iA=2

with m the strength of the atomic transition dipole.
This expression is reliable near resonance, when the
detuning D is small compared with the frequency o.
The susceptibility can be separated in its real and
imaginary part, as w ¼ w1 þ iw2. The presence of an
imaginary part indicates that E and P are not in
phase, so that the field exerts work on the medium,
and the light intensity cannot be constant. Maxwell’s
equations show that the frequency o and the wave
number k are related by the dispersion relation
c2k2 ¼ o2ð1þ wðoÞÞ, with c the velocity of light in
vacuum. The factor 1þ w ¼ ðn þ ikÞ2 serves as the
square of a complex refractive index. For a real fre-
quency o, the wave number k ¼ ðn þ ikÞo=c is com-
plex, and the field E decays as a function of z as
exp ð�okz=cÞ. An incident beam loses energy while
propagating through the medium, and the intensity I
(which is proportional to the absolute square of the
field amplitude) decreases as exp ð�2okz=cÞ. This is
the solution of Beer’s law of absorption
dI=dz ¼ �a0I, with a0 ¼ 2ok=c the unsaturated ab-
sorption coefficient.

For an atomic vapor, the loss factor k is propor-
tional to the absorption profile of the atoms. The
absorbed energy is reemitted in the form of fluores-
cence radiation. For more complex media, the ab-
sorbed energy can be dissipated by all kinds of
radiative or nonradiative ways, and turned into heat,
or stored in some form of chemical energy.

When the light drives a transition where the pop-
ulation of the upper state n2 is higher than n1, the
work exerted on the medium by the field is negative,
so that the field actually gains energy. This is the
situation of population inversion, which cannot oc-
cur in thermal equilibrium. It requires a pump mech-
anism to feed atoms in the upper state 2. The result is
a negative value of w2, and thereby of k, and the
beam grows in intensity during propagation. This is
the basis of laser action, where stimulated emission
on the transition outweighs absorption.

Linear Optics in Continuous Media

Matter interacting with light can often be described
as a continuum. This is true provided that the
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wavelength of the light is large compared with the
interatomic distance. The optical properties of the
medium are then characterized by macroscopic co-
efficients, and the electric and magnetic fields in the
medium obey a version of Maxwell’s equations that
contain these coefficients. Dielectric materials in gen-
eral have a susceptibility wðoÞ that specifies the di-
electric polarization P for a given electric field E. The
frequency dependence of w indicates that the re-
sponse of the medium to the field is not instantane-
ous, but that its time dependence can be expressed as
an integral over the past

PðtÞ ¼
Z

N

0

dt f ðtÞ Eðt � tÞ

in terms of a memory function f ðtÞ. When a mon-
ochromatic field E is substituted, a monochromatic
polarization results with the same frequency, and the
susceptibility is found as

e0wðoÞ ¼
Z

N

0

dt f ðtÞeiot

in terms of the Fourier transform of the memory
function. The principle of causality is expressed by
stating that the response of a system to an external
cause cannot precede the cause in time. In the case of
a dielectric response, this is expressed by the fact that
the response function f ðtÞ vanishes for negative val-
ues of the time delay t. Applying the elementary the-
ory of complex functions then leads to relations
between the real and imaginary part of the suscep-
tibility, in the form

w2ðoÞ ¼ �1

p
P

Z
N

�N

do0 w1ðo0Þ
o0 � o

;

w1ðoÞ ¼
1

p
P

Z
N

�N

do0 w2ðo0Þ
o0 � o

with P indicating the principal value of the integra-
tion. The Kramers–Kronig relations, which hold for
all cases of linear response, show that the real and
imaginary part of the susceptibility are determined
by one another. Moreover, since the response func-
tion f is real, it is easy to show that w1ð�oÞ ¼ w1ðoÞ,
and w2ð�oÞ ¼ �w2ðoÞ, so that w1ðoÞ is an even func-
tion of the frequency, whereas w2ðoÞ is odd.

Due to the frequency-dependence of the suscepti-
bility, the velocity of a light wave becomes a slightly
ambiguous concept. In a wave with frequency o and
wave number k, the crests and the troughs propagate
with the velocity vph ¼ o=k, which is called the phase
velocity. In a medium with refractive index n, the
phase velocity is vph ¼ c=nðoÞ. A wave packet with a

finite spatial extent is not monochromatic, and it
must be a superposition of waves with at least
slightly varying frequencies. When the frequency dis-
tribution is centered in the neighborhood of the fre-
quency o0, the packet propagates with the group
velocity vgr ¼ do=dk, where the derivative is taken at
the value o0. The dispersion relation onðoÞ ¼ ck
leads to the expression for the group velocity
vgr ¼ c=ngr, with ngr ¼ n þ odn=do the group refr-
active index. In specific ranges of the frequency, the
phase velocity can be larger than the speed of light c,
but the group velocity, which is the velocity of a
physical signal, must be smaller than c.

For a monochromatic field, the dielectric proper-
ties of a material are expressed in the linear relation
D ¼ eðoÞE, where the dielectric displacement is de-
fined by D ¼ e0Eþ P. The coefficient eðoÞ is called
the dielectric permittivity (or dielectric constant) of
the medium, which is related to the susceptibility as
eðoÞ ¼ e0ð1þ wðoÞÞ. The previous section indicates
how the absorption depends on the imaginary part of
the susceptibility. When the dielectric permittivity is
separated into its real and imaginary parts as
eðoÞ ¼ e1ðoÞ þ ie2ðoÞ, the Kramers–Kronig relations
give

e1ðoÞ ¼ e0 þ
1

p
P

Z
N

�N

do0 e2ðo0Þ
o0 � o

A conducting medium, such as a metal, can in
some respects also be described by a permittivity. The
current density j is proportional to the local electric
field, so that j ¼ sE, with s the electric conductivity.
Both the current and the displacement appear in the
Ampère–Maxwell equation

=�H ¼ j þ @D

@t

with H the magnetic field. For monochromatic fields
at frequency o, the right-hand side takes the form
½s� ioeðoÞ�E, so that the conductivity is equivalent
to a contribution is=o to the dielectric constant. This
contribution has a pole at zero frequency.

For high frequencies, well above the resonances in
the material, eðoÞ must approach the vacuum value
e0, since the electrons in the material can no longer
follow the rapid oscillations. The asymptotic beha-
vior can be estimated by noting that an electron (with
charge –e) in a rapidly oscillating field 2 Re Ee�iot

will undergo an oscillating force �2e Re Ee�iot. This
in turn produces an oscillation in position r0þ
2 Re be�iot, with the amplitude b ¼ �e2E=mo2,
and m the mass of the electron. This oscillating
charge corresponds to a dielectric polarization.
When the effective number density of electrons is
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given as N, the effective susceptibility of the medium
is wðoÞ ¼ �e2N=ðmo2e0Þ. In practice, only the loose-
ly bound electrons have to be taken into account
here. This estimates the high-frequency limit of
the susceptibility, and thereby the approach of the
dielectric constant to e0.

In nonisotropic media, such as crystals with a low
symmetry, the direction of the dielectric polarization
P is not necessarily parallel to the direction of the
electric field E. Such a situation can be described by
the linear relation P ¼ e0 *wð1ÞðoÞ � E, where now
*wð1ÞðoÞ is a susceptibility tensor that takes the form
of a 3� 3 matrix. The symmetry properties of this
matrix reflect the crystal symmetry. In this case, for
each direction of the wave vector k of a plane wave,
the medium has two different refractive indices, each
one corresponding to a specific polarization of the
light. The material is then birefringent: light incident
on such a crystal can be split into two refracted
beams, each one with a different polarization.

Nonlinear Optics

When an intense light beam traverses a gaseous me-
dium, the dipole polarization is affected by satura-
tion. The dipole polarization is then given by the
relation P0 ¼ e0wsatðoÞE0, with

wsatðoÞ ¼ �Rjmj2 1

e0_
1

Dþ iA=2

1

1þ 2s

The presence of the saturation parameter s, which is
proportional to the intensity, causes the susceptibility
to decrease with the intensity. Saturation intensity Isat
is defined by rewriting the saturation parameter as
s ¼ I=2Isat. The saturation factor in the susceptibility
also modifies the absorption law, which now takes
the form

dI

dz
¼ � a0I

1þ I=Isat

The effective absorption coefficient decreases for inc-
reasing intensity, so that the medium becomes more
transparent at higher intensities. When I{Isat, Beer’s
law is recovered, with the linear absorption coeffi-
cient a0, while for high intensities IcIsat, the inten-
sity decreases linearly with z, according to the rule
IðzÞC� ðz � z0Þa0Isat. By the same token, the ef-
fective refractive index at high intensity deviates less
from unity than at intensities well below the satura-
tion intensity.

Characteristic for saturation is that the response of
the medium (the dielectric polarization) is no longer
linear in the electric field. In many cases of nonlinear

response, it is convenient to consider an expansion of
the response in powers of the field, of the type

P ¼ e0ðwð1ÞE þ wð2ÞE2 þ wð3ÞE3 þ?Þ

with wðnÞ higher-order susceptibilities. For simplicity,
for the moment the vector character of the field is
ignored, thereby ignoring polarization effects. More
complex effects can arise when a medium is irradi-
ated by several light beams at different frequencies.
Due to the different frequencies of oscillation, com-
ponents of P with various frequencies will arise.

As an example, consider a light field that is com-
posed of two fields with different frequencies

EðtÞ ¼ 2 ReðE1e
�io1t þ E2e

�io2tÞ

so that its square contains terms proportional to all
combinations expð7ioit7iojtÞ, with i, j¼ 1, 2. Each
of these terms contributes to the second-order die-
lectric polarization, which is expressed as the sum
of terms 2 Re PðoÞexpð�iotÞ, where the oscillation
frequency o can attain all values that arise from
addition or subtraction of the two field frequen-
cies o1 and o2. Five possible terms are found. Two
terms Pð2oiÞ ¼ e0wð2Þð2oiÞE2

i for i¼ 1 or 2 express
second-harmonic generation, where the dielectric
polarization oscillates at twice the frequency of a
field component. One term Pðo1 þ o2Þ ¼ 2e0wð2Þ

ðo1 þ o2ÞE1E2 describes a polarization component
oscillating at the sum frequency, and another term
Pðo1 � o2Þ ¼ 2e0wð2Þðo1 � o2ÞE1E

�
2 oscillates at the

frequency difference. The physical processes are
called sum-frequency and difference-frequency gene-
ration. Finally, there is a nonoscillating contribution
Pð0Þ ¼ e0wð2Þð0ÞðE1E

�
1 þ E2E

�
2Þ. The process by

which an optical field can create a constant dielec-
tric polarization is referred to as optical rectification.
In Figures 3 and 4, the processes of sum-frequency
and difference-frequency generation are illustrated in
terms of energy-level diagrams of the medium.

Each one of the oscillating polarization compo-
nents can cause radiation. This radiation will be ef-
ficient only in directions where the contributions
from different parts in space are in phase, so that
constructive interference occurs. This is the condition
of phase matching. For plane waves, this means that
the wave vectors of the beams obey the same sum
rule as the frequencies. For instance, for sum-fre-
quency generation, the field at frequency o3 ¼ o1 þ
o2 will be emitted in the direction for which the
wave vector is k3 ¼ k1 þ k2. The detailed study of
these conditions, combined with the polarization di-
rections of the driving and the emitted radiation is
the subject of the field of nonlinear optics. It will be
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obvious that the number of combinations increases
rapidly with the order of nonlinearity and the
number of driving fields. For a medium with invers-
ion symmetry, which can be mapped onto itself by
space inversion, the second-order susceptibility wð2Þ

must be zero for symmetry reasons. To see this, it is
sufficient to consider the system consisting of the
medium and the two input fields. Inversion of the
entire system changes the sign of the input fields,
while the medium does not change when it is invers-
ion symmetric. The second-order expressions show
that the output field (the created polarization) re-
mains the same, whereas it changes sign under the
inversion. Since the output is equal to its inverse, it
must vanish.

Any nonlinear optical process can also take place
in a spontaneous version. The description of these
processes requires a quantum mechanical version of
the corresponding classical theory. In the photon
picture in a nonlinear crystal, a pump photon at

frequency o1 can give rise to the emission of two
photons with frequencies o2 and o3, with
o1 ¼ o2 þ o3, even when no beam at these frequen-
cies is prepared. The process is called spontaneous
parametric downconversion. It will be efficient in
directions where phase matching is respected. This
process is important in the emerging field of quantum
information, since under proper circumstances the
created pair of photons can be in a highly entangled
state. These states display strong correlations
that violate Bell’s inequalities, and that cannot be
explained in terms of classical physics.

Photonic Crystals and Optical Lattices

Photonic crystals are materials in which the refr-
active index is a periodic function of space, where the
period is of the order of a wavelength. They can be
designed and fabricated by modern lithographic or
mechanical techniques. The optical properties of
these materials can be compared with the electronic
properties of crystal lattices. The dispersion relation
between frequency and wavenumber is strongly af-
fected by the structure. This is not easy to realize in
the optical domain, and the first realizations con-
cerned the microwave region. Situations of special
interest occur when the periodicity gives rise to for-
bidden regions in frequency, where the density of
modes vanishes. These regions are analogous to
energy gaps in the electronic density of states. These
optical bandgaps give rise to special effects, since
light in that frequency region cannot propagate
through the medium. As regarded from the outside,
this implies that the medium should be highly re-
flecting in that region, whereas an excited atom
placed inside cannot decay spontaneously when its
resonance frequency falls within the gap. The
analogy between electromagnetic waves in photonic
material and electron propagation in crystals creates
an interesting playground, where expertise from one
field can be applied in the other one.

A comparable analogy between optics and con-
densed matter physics is found in the area of optical
lattices. They are formed when atoms are trapped in
the periodic optical potential wells that arise when
pairs of light beams with different propagation di-
rections interfere. These potentials describe the dipole
forces that light with an intensity or a polarization
gradient exerts on atoms. When one atom is trapped
in each one of the periodic array of potential wells, an
optical lattice is formed. In practice, it is not easy to
obtain high atomic filling factors. Since the well
depths are modest, and the optical forces are weak,
the kinetic energy of the atoms must be quite low. The
long-range periodicity is imposed by the light field,

�1

�2

�3

Figure 3 Process of sum-frequency generation in an energy-

level diagram. Absorption of two photons with frequencies o1 and

o2 leads to emission of a single photon with frequency

o3 ¼ o1 þ o2.

�1

�2

�3

Figure 4 Process of difference-frequency generation in an

energy-level diagram. Absorption of a photon with frequency o1

and stimulated emission of a photon with frequency o2 leads to

emission of a photon with frequency o3 ¼ o1 � o2.
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and the interatomic interactions play no role. In this
way, lattices are formed that are free from defects,
and with a lattice symmetry that can be easily tailored
by varying the number or the propagation direction
of the composing light beams.

Photonic crystals and optical lattices display an
attractive duality between light and matter. The pe-
riodic structure is provided by the material structure
in the case of photonic crystals, and by the light
beams for optical lattices. The waves in these struc-
tures are matter waves for an optical lattice, and light
waves in a photonic crystal. A comparison between
the developments in both fields gives a beautiful il-
lustration of the use of analogies between neighbor-
ing domains of physics.

See also: Dielectric Function; Electrodynamics: Continu-
ous Media; Nonlinear Optics; Optical Absorption and

Reflectance; Optical Properties of Materials; Optical Sum
Rules and Kramers–Kronig Relations.

PACS: 32.80.� t; 42.65.� k; 77.22.�d
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Introduction

Intermetallic compounds provide a rich and diverse
resource to study the relationships among chemical
composition, atomic structure, electronic structure,
and physical properties. Since the majority of chem-
ical elements are ‘‘metals,’’ even with thermodynamic
constraints, the numbers, types, and complexity of
intermetallic compounds are immense, which is read-
ily apparent in Pearson’s Handbook of Intermetallic
Phases. An understanding of the electronic states of
an intermetallic compound can provide insights into
the chemical bonding factors influencing composi-
tion and structure as well as the electronic under-
pinnings of its electrical and magnetic behavior.
Experimental determination of electronic states,
largely through photoelectron spectroscopy, de-
mands pure samples, which can be a challenge to
obtain because most metals react readily with
oxygen. On the other hand, there is a great deal of
effort on quantum mechanical calculations of the
electronic structure. This article provides an over-
view of a comprehensive general picture of electronic
states in intermetallic compounds, including brief
descriptions of specific examples.

What Are Intermetallic Compounds?

At first glance, the answer seems obvious: interme-
tallic compounds are chemical substances formed
when two or more metallic elements combine with a
definite composition. They typically have small heats
of formation (ca. � 50 to � 10kJmol� 1) when
compared to salts and polymeric compounds (ca.
� 500 to � 100 kJmol�1), but frequently show fi-
nite ranges in composition for a single phase, called
homogeneity widths. Some melt congruently without
decomposition into different phases, while many de-
compose peritectically into a liquid phase and an-
other solid with a different composition. Concerning
their structures, the various metal constituents are
usually ordered in different sublattices, each with its
own distinct population of atoms. In this way, ele-
ments of differing sizes or electronegativities can
combine to give new compounds. Often, the corre-
sponding structures are distinct from those of the
component elements, but this is not necessary.

One important aspect of the definition is the com-
bination of ‘‘metallic’’ elements. Chemical substances
are classified as either metals or nonmetals, and many
periodic tables of the elements include a zigzag line,
with metals on the left and nonmetals on the right.
A closer examination of the elements near this line
reveals numerous unusual trends in structural and
physical properties, such that in addition to the clas-
sification as normal metals, semiconductors and insu-
lators, there are also ‘‘metametals’’ and ‘‘semimetals.’’
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The different classification schemes for ‘‘metals’’ show
the following characteristics.

1. Normal metals (alkali, alkaline earth, noble (Cu,
Ag, Au) and many ‘‘transition metals’’):

(a) Ductile materials based on close-packed struc-
tures with high coordination numbers (12,
8þ 6) and high symmetry (cubic or hexagonal).

(b) Typically electropositive elements with low first
ionization potentials and low electron affinities.

(c) Increasing electrical resistivities with increa-
sing temperature; values B1 mO cm.

(d) Temperature-independent paramagnetism. Ex-
amples include the alkali, alkaline earth, noble
(Cu, Ag, Au), and many ‘‘transition metals.’’

2. Metametals (Zn, Cd, Hg, Ga, In, Tl, Pb, and b-Sn
as assigned by W Klemm in the 1950s):

(a) Ductile materials based on nearly close-packed
structures with moderately high symmetry
(hexagonal and orthorhombic) and coordina-
tion numbers (6þ 6; 4þ 8).

(b) Higher electronegativities than normal metals
(except Pt and Au).

(c) Increasing electrical resistivities with increa-
sing temperature; values B10–100 mO cm.

(d) Temperature-independent diamagnetism. W.
Klemm in the 1950s assigned Zn, Cd, Hg,
Ga, In, Tl, Pb, and b-Sn to this category.

3. Semimetals (Sb, Bi, Te, Po):

(a) Brittle materials based on network structures
with low densities.

(b) Larger electronegativities than most normal
metals and metametals.

(c) Decreasing electrical resistivities with increa-
sing temperature; values BmO cm.

(d) Temperature-independent diamagnetism.

These classifications depend largely on their elec-
trical properties and, therefore, are linked closely with
their electronic states, which are depicted by their
positions in the periodic table, shown in Figure 1.
The electronic behavior of an element is related to
the valence atomic orbitals, which are utilized for
chemical bonding, and leads to three primary categor-
ies of metallic elements (P#¼Pettifor number, see
below):

1. A (s or sd): alkali and alkaline-earth elements,
excluding Be and Mg (P#: 7–16), and A0 (fsd):
rare-earth and actinide metals (P#: 17–48);

2. T (ds): early half of the transition metal series (P#:
49–B60), and T0 (dsp): late half of the transition
metal series (P#: B58–72); and

3. M (sp or spd): post-transition elements including
Be, Mg, and Al (P#: 73–83), and M0 (sp or spd):
semimetals (P#: 84–92).
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Figure 1 The periodic table of elements showing the different categories of metals based on the nature of the valence orbitals.
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Periodic trends are especially important – whether
the focus is on the main group (sp) or transition (ds)
elements, the valence energy levels (Ens, Enp, End)
drop linearly with the atomic number across a hor-
izontal series. Among the main group elements, the
valence s and p orbitals become less tightly bound as
the valence period increases (except between 4s and
3s due to the presence of 3d orbitals). Furthermore,
from left to right across a horizontal series, Enp�Ens

increases so that sp hybridization is more important
for lower nuclear charges. Within the transition se-
ries, the valence (nþ 1)s orbital is less tightly bound
than the nd orbitals, while the energies of 4d are
lower than those of 3d orbitals. Thus, E(nþ1)s�End

increases from 3d to 4d elements, but then drops
going to 5d elements due to relativistic effects. These
variations in valence state energies affect numerous
properties, for example, the colors of Cu, Ag, Au; the
onset of semiconducting behavior at high pressures in
Ca and Sr; as well as the distortion of the hexagonal
close-packed structures of Zn and Cd. To represent
the general as well as subtle changes in atomic elec-
tronic structure, Pettifor developed a phenomenolo-
gical numerical coordinate by placing the chemical
elements in an order representative of their atomic
properties and giving each element the number in the
sequence – the Pettifor number (P#). This scheme has

proved quite useful in separating different structural
classes – in the periodic table, it nicely separates the
different classifications of metals.

Furthermore, the term ‘‘intermetallic compound’’
is occasionally used interchangeably with ‘‘alloys,’’
but they do differ from conventional metal alloys in a
number of important ways. Conventional alloys con-
sist basically of a disordered solid solution of two or
more metallic elements with similar sizes and chem-
ical characteristics. They do not have any particular
chemical formula, and are best described as consist-
ing of a base material to which certain percentages of
other elements have been added. For example, type
304, a popular grade of stainless steel, has the com-
position Fe–18%Cr–8%Ni. An intermetallic com-
pound, on the other hand, is based upon a definite
atomic ratio, with a fixed or narrow range of chem-
ical composition. Figure 2 shows the Al–Ni phase
diagram as an example of a binary system showing
solid solutions and intermetallic compounds.

Elements such as B, Si, Ge, P, As, and Se, them-
selves nonmetals, as well as C, when combined with
metallic elements are considered to form ‘‘interme-
tallic compounds’’ because their structures resemble
those of other intermetallics, and they form with
definite compositions. The elements H, N, O, S, and
halogens are not considered to give intermetallic

AlNi
Al3Ni5

AlNi3

Ni

Ni

Al4Ni3

Al4Ni3

Al3Ni5

Al3Ni2

A
l 3

N
i

A
lN

i 3

AlNi

Al3Ni

Al

Al

1800

1600

1400

1200

1000

800

600

400

0 10 20 30 40 50 60 70 80 90 100

Atomic percentage nickel

T
em

pe
ra

tu
re

 (
°C

)

Figure 2 Al–Ni phase diagram and structures of various intermetallic compounds in this binary system. Light-colored spheres are Al;

dark-colored spheres are Ni.
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compounds, although numerous sulfides and some
halides show a metallic character. The smaller ele-
ments, for example, H, B, C, N, and O can often
occupy interstitial sites in intermetallic compounds,
which greatly affect their mechanical, chemical, and
physical properties.

The atoms in conventional alloys are linked
through relatively weak interatomic interactions, of-
ten called ‘‘metallic bonds,’’ with the atomic nuclei
placed in a ‘‘gas’’ of valence electrons that are able to
move relatively freely, which explains their ductility,
electrical conductivity, and temperature-independent
paramagnetism. In contrast, chemical bonding in in-
termetallic compounds may show significant polar
covalent character, which can produce strong inter-
atomic interactions, brittle mechanical behavior,
transport properties ranging from semiconducting
to superconducting, and various magnetic interac-
tions leading to complex magnetic structures. How-
ever, in intermetallic compounds whose mechanical
and electronic properties resemble those of alloys,
the individual elements tend to occupy different po-
sitions within the crystal lattice. This condition,
which is referred to as ‘‘ordering,’’ often leads to
abrupt changes in the physical properties of the ma-
terial.

Classifying Electronic States in
Intermetallic Compounds

One useful tool for assigning compounds into differ-
ent categories is a van Arkel–Ketelaar triangle, which
maps compounds according to two related chemical
coordinates using an electronegativity scale based
upon the average one-electron valence shell energy of
the ground-state free atom, called the configuration
energy (CE). In this map, shown in Figure 3, the
horizontal coordinate is the average CE of the con-
stituents, while the vertical coordinate is the differ-
ence, so that metallic substances lie to the left. The
transition from metallic to nonmetallic behavior
involves either increasing electronegativity in gen-
eral, or increasing electronegativity difference be-
tween constituents. Since CE represents the average
energy of a valence electron, CE correlates with the
separation between the energies of the valence s and
p orbitals, and so influences the way atoms will in-
teract with one another. Low CE values give small
Enp�Ens values and broad, frequently overlapping
energy bands. In many cases, the electronic states for
these systems behave like nearly free electron states.
Moreover, valence d orbitals are important for the
properties of transition elements and valence f orbit-
als for the rare-earth and actinides – changes in the

band filling of these orbitals affect the structure, co-
hesive energies, thermodynamic properties, and
magnetic character. Unlike valence s and p orbitals,
the valence d and f orbitals give narrower energy
bands, and have more atomic-like character in com-
pounds. The 4f orbitals in rare-earth elements and
their compounds are generally localized, while the 5f
orbitals in actinides have a greater role in chemical
bonding.

This qualitative picture implies a variation in the
description of states from a nearly free electron
(NFE) model to a tight-binding (TB) model. In NFE,
the electronic states are treated as linear combina-
tions of plane waves (the eigenstates for a free elec-
tron gas). The arrangement of positively charged
atomic nuclei creates a potential that perturbs the
free electron states. The extension of this approach is
toward pseudopotentials, which makes the valence
states orthogonal to the core atomic states. In TB, the
electronic states are treated as linear combinations of
atomic orbitals (the one-electron eigenstates of free
atoms). Pseudopotential methods as well as TB
methods have been used to study metals and semi-
conductors – the TB methods lead to useful chemical
insights by virtue of starting from atoms, and have
provided valuable understanding even for systems in
which NFE would be entirely appropriate.

To calculate the electronic densities of states (DOS),
multi-electron terms in the total electronic energy may
be treated either in the local density approximation
(LDA) or in the local spin density approximation
(LSDA) and the one-electron terms can be treated sca-
lar relativistically. For the heavier elements, spin–orbit
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Figure 3 The van Arkel–Ketelaar triangle based on configura-

tion energies of the atomic components.
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coupling should also be considered. For many ground-
state properties (structure, cohesive energy, mag-
netism, and electronic transport), the LDA is quite
effective. Numerous recipes exist for calculating the
exchange and correlation terms. An especially valuable
analysis of the DOS is through the crystal orbital
Hamilton population (COHP) analysis, which allows
states to be identified according to the bonding, non-
bonding, or antibonding character of the interatomic
interactions (COHP values are, respectively, less than,
equal to, or greater than zero).

Experimental determination of electronic states can
be carried out by photoelectron spectroscopy, which
is a surface-sensitive technique. de Haas–van Alphen
effect gives information about the Fermi surface in
reciprocal space, but demands quite pure samples.
Hall effect measurements provide information about
the charge carriers. Other methods, such as specific
heat and magnetic susceptibility studies on metals,
can give values of the DOS at the Fermi level.

Electronic Interactions between Different
Metallic Types

An examination of Pearson’s Handbook of Interme-
tallic Phases shows that the predominant classes of
intermetallic compounds involve the following com-
binations of metallic elements using the designations
in Figure 1: (1) A0–T0; (2) A–M and A–M0; (3) T–T0;
(4) (T, T0)–(M, M0); and (5) (A, A0)–(T,T0)–(M,M0).
Very few examples exist for (A,A0)–(A,A0), (M,M0)–
(M,M0), (A,A0)–T, T–T, and T0–T0. This observation
guides our emphasis to the important electronic in-
teractions: (1) d–d; (2) d–sp; and (3) sp–sp.

The two most important factors influencing the
electronic DOS are the relative energies of the atomic
orbitals of the different constituents and the strengths
of the interatomic orbital interactions leading to
bandwidths, that is, band dispersion. Energy gaps,
pseudogaps, and peaks in the DOS arise from these
two fundamental characteristics. Since the majority
of intermetallic compounds show metallic properties,
the ‘‘perfect’’ screening of conduction electrons
means that there is essentially no charge transfer be-
tween different elements. Therefore, the ‘‘common
band’’ model is most appropriate for analyzing the
DOS. Additional factors include composition and the
coordination environments surrounding each ele-
ment in a structure.

d–d Interactions

Intermetallic compounds involving just transition
metals are technologically important due to their
mechanical, chemical, and physical properties. Some

of the strongest chemical bonds in condensed phases
are found among these compounds, as measured by
their cohesive energies. The electronic states of tran-
sition metals exhibit a partially occupied, narrow
valence d band that lies near the bottom of a broad
valence s or sp band. Since the valence d electrons
remain relatively tightly bound to their parent at-
oms, the appropriate method to treat the d–d elec-
tronic interactions is the TB model. When different
transition metals combine to give an intermetallic
compound, the primary effect is the way the differ-
ent d orbitals interact – the valence s or sp band
remains broad, and contributes to the chemistry and
physics of these materials by adjusting the extent of
filling of the d bands. The d–d orbital interactions
break down into s, p, and d types of orbital overlap,
with s overlap the greatest and d overlap the lowest
(Scheme 1).

The d–d p interactions are important for the struc-
tural variation of the transition metals in the 4d and
5d periods (h.c.p.–b.c.c.–h.c.p.–f.c.c.) (b.c.c. – body-
centered cubic; f.c.c. – face-centered cubic; h.c.p. –
hexagonal close-packed). These overlaps affect the
shape of the d-band DOS – see Figure 4, which com-
pares the DOS curves for a b.c.c. and f.c.c. 4d tran-
sition metal. The local environments in the two
structures both have cubic symmetry, and the local d
orbitals are split into eg and t2g levels. The local co-
ordination environment of the b.c.c. structure creates
a region of low, nonzero DOS values close to six
valence s and d electrons between two regions of high
DOS values. This region of low DOS is called ‘‘qua-
sigap’’ or ‘‘pseudogap.’’ COHP analysis of the DOS
shows that d–d bonding states are below the pseu-
dogap while antibonding states lie above. On either
side of six valence s and d electrons, close packed
(h.c.p., f.c.c.) structures are preferred. Trends in ef-
fective nuclear charge and occupation of bonding
versus antibonding states help explain the trend that
across a period of transition metals, the d bandwidth
slightly increases and then sharply decreases while
the d band center steadily decreases. These trends
have profound influences on the states of transition
metal intermetallics.

When two different transition metals form an
intermetallic compound, the shape of the DOS will

�-overlap �-overlap �-overlap

Scheme 1
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depend on both the structure and the electronic
characteristics of the component elements. In the
case of disordered alloys AB, the ‘‘common band’’
model is appropriate for understanding heats of for-
mation and trends in cohesive energies with respect
to metals A and B (see Scheme 2). In this model, the
valence d band of each transition metal is character-
ized by an energetic center ðe0M; M ¼ A; BÞ, a band-
width ðW0

M; M ¼ A; BÞ, and band filling (NM

electrons; 0pNMp10; A, B; indicated by the
shaded regions in Scheme 2). The resulting d band
for the disordered alloy AB has a bandwidth given by
WAB ¼ %W½1þ 3ðDe= %WÞ2�1=2 ð %W ¼ ðWAB

A þ WAB
B Þ=2;

De ¼ eA � eB/e0A� e0BS, band filling of %N ¼ ðNAþ
NBÞ=2. To construct this d band for the alloy AB,
there is ‘‘renormalization’’ of the average band
energies ðe0M-eM; M ¼ A;BÞ to keep local charge
neutrality (i.e., no effective charge transfer) and the
bandwidths ðW0

M-WAB
M ; M ¼ A;BÞ due to changes

in atomic volumes from the element to the alloy. In
this d band, states below the band center %e are mostly
from metal B, while those above %e are mostly from
metal A (as indicated by the dashed line for the AB
bnad). Therefore, electrons flow from A to B because
B is more electronegative than A ðe0Aoe0AÞ, but also
flow back from B to A through orbital overlap in
alloy AB.

The common band model predicts that the most
stable intermetallic compounds and alloys would
arise from combinations of transition metals at op-
posite ends of the transition metal series and that the
highest cohesive energies exist for AB systems with
%N : 5. Specifically, the cohesive energy for AB, UAB :
�k %Nð10� %NÞWAB þ cW2

AB (k, c are positive con-
stants) has an attractive part related to band filling
and a repulsive part related to the number of nearest
neighbors, which is proportional to the square of the
bandwidth. The expression for the heat of formation
of AB is more complicated, but takes the form
DHAB

f : f ð %Nð10� %NÞÞ ðDNÞ2 where DN ¼ NB � NA.
Negative heats of formation occur for %N between
3.33 and 6.67 electrons per atom. For an interme-
tallic compound AB, with an ordering of A and B
atoms, this model is appropriate for adjacent ele-
ments (small De values), but is less appropriate as this
energy difference increases. For larger De values, a
pseudogap can open in the DOS, as seen in Figure 5
for TiFe, which adopts the CsCl-structure type. The
DOS curves of Ti and nonmagnetic Fe show features
as expected – a lower band center and a narrower
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bandwidth for Fe. In TiFe, the d bandwidth is wider
than that for either element, but the shape shows a
pseudogap at the center of the d-band and the Fermi
level falls in this pseudogap. States below this pseu-
dogap are mostly Fe-orbitals, while those above are
mostly Ti-orbitals. Nevertheless, TiFe is not held
together by ‘‘ionic’’ forces because the perfect screen-
ing of the valence electrons negates any charge trans-
fer – there is a ‘‘renormalization’’ of the energies of
each transition metal. The DOS shows aspects of the
local coordination, but the principle factor creating
the pseudogap in TiFe is the energy difference be-
tween the band centers of Ti and Fe. COHP analysis
of the DOS of TiFe shows that states below the Fermi
level are Ti–Fe bonding; those above are Ti–Fe an-
tibonding. The homonuclear Fe–Fe and Ti–Ti inter-
actions are weaker (longer distances) and bonding
below the Fermi level, but the crossover from
bonding to antibonding interactions does not occur
at the pseudogap. Therefore, another aspect of the
pseudogap in intermetallic compounds is the creation
of bonding states below the gap and antibonding
states above. Therefore, many stable intermetallic
compounds show low DOS values at the Fermi level,

which can be accounted for by certain metal–metal
interactions through a COHP analysis of the DOS.

Trends in the features of DOS curves depend on
the types of interactions, the relative magnitudes
of orbital overlaps and atomic electronegativities.
Figure 6 shows the trends in DOS and COHP curves
for TiRu, TiRh, and TiPd, which follows the struc-
tural trend b.c.c.–f.c.c.–h.c.p., but with ordered ar-
rangements of metals. A pseudogap is noticeable in
all cases for six states per formula, although it is less
clear in the TiRh and TiPd cases. TiRu adopts the
CsCl structure with eight nearest-neighbor Ti–Ru in-
teractions and 12 second nearest-neighbor homonu-
clear (Ti–Ti and Ru–Ru) contacts. In TiRh and TiPd,
there are six heteroatomic (Ti–Rh or Ti–Pd) and six
homoatomic (Ti–Ti, Rh–Rh, Pd–Pd) nearest-neigh-
bor contacts, which interferes with the pseudogap.
Additionally, the bandwidths become narrower as
the 4d metal becomes more electronegative. Again,
there is no charge transfer between Ti and the 4d
metal, in accordance with the common band model.

If the DOS value at the Fermi level is sufficiently
high, then the structure is susceptible to an electronic
distortion, which will perturb the electronic states
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near the Fermi level and lower the total electronic
energy. This effect can happen in one of two ways: (1)
a structural distortion, as in VIr (which distorts away
from the cubic CsCl-structure type); or (2) fer-
romagnetism. For ferromagnetism to occur, the local
exchange energy must also be sufficiently large, and
this occurs for some of the 3d elements, which have
the smallest spatial extent. The Stoner criterion states
that ferromagnetism is preferred when IN(EF)41,
where I is the intra-atomic exchange energy (chemists

will think about the so-called ‘‘pairing energy’’ – the
energy penalty in putting two electrons into the same
atomic orbital) and N(EF) is the value of the DOS at
the Fermi level. Since N(E) is typically inversely pro-
portional to the bandwidth W, when either intra-
atomic or inter-atomic interactions lead to narrow
bands, and the local exchange is sufficiently large,
ferromagnetism frequently occurs – the 3d elements
Fe, Co, and Ni as well as compounds involving Mn
are especially susceptible.
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d–(s)p Interactions

Intermetallic compounds between transition metals
and main group metals display interesting magnetic,
superconducting, mechanical, and structural proper-
ties. In most cases, the electronic states near the Fermi
level of these compounds are dominated by the d or-
bitals of the transition metal component. Their elec-
tronic structures arise from two dominant factors: (1)
the expansion of the transition metal lattice due to the
insertion of the main group (sp) element; and (2) the
interaction between the valence d bands on the tran-
sition metal with the sp bands of the main group el-
ement. Three categories occur (see Figure 7): (1) where
the d levels lie much deeper in energy than the main
group atom (e.g., PdLi); (2) where the opposite is true
(e.g., ‘‘PdF’’); and (3) the intermediate case where the
two are of similar energy (e.g., PdB). In the first two
cases, there is a rather weak interaction between the
two sets of orbitals. The transition metal d band is

narrower than in the pure metal, as a result of stretch-
ing the metal lattice to accommodate the nonmetal.
These two cases do differ, however: (a) PdF is quite
‘‘ionic,’’ involving charge transfer from metal d states
to the low-lying fluorine-located bands – note that the
Fermi level drops from the top of the d band; (b) PdLi
utilizes the common band picture, but the Fermi level
rises above the top of the Pd 4d band – note the signi-
ficant contribution from Li valence states in the region
of the Pd 4d band. A similar example is the case of
CsAu, which is an unusual example of a red, trans-
parent, semiconducting intermetallic compound – its
photoelectron spectrum shows a band gap of 2.6 eV.
The case of PdB is most interesting because strong
mixing occurs between the two sets of orbitals. These
bands can be separated into bonding, nonbonding, and
antibonding regions between the metal and nonmetal.
Changes to the DOS will occur on composition –
the strongest interactions will typically involve transi-
tion metal–main group metal, but the DOS will
depend on the concentration of different orbitals. In
transition metal-rich compounds, the metal d band
will dominate and be broadened by T–T interactions;
in main group metal-rich compounds, the metal sp
bands may now become apparent.

One factor governing the atomic arrangements in
intermetallic compounds is the relative strengths and
concentrations of heteroatomic (between different
elements) and homoatomic (between identical ele-
ments) interactions. As the molar concentration of
the transition metal increases, the d band will be-
come wider and may adjust its position depending on
the relative electronegativity of the main group met-
al. For example, in the Ni–Al system, one can see the
influence of composition on the DOS in Figure 8 for
three different examples. As there is an increased di-
lution of Ni in Al, the Ni 3d bands become narrower
and pull away below the Fermi level.

Main group elements show extensive structural
diversity as the number of valence s and p electrons
changes. For less than the half-filled band situation,
for example, among group 13 elements like Al and
Ga, clusters based on octahedra, square pyramids,
and tetrahedra are common. Such clusters can be
used to visualize structures through condensation of
vertices, edges, or faces and create new understan-
ding of electronic and bonding characteristics, as in
transition metal trialuminides, MAl3 (M¼ rare-earth
element, Ti, Zr, Hf, V, Nb, Ta). As the number of
valence electrons increases in this family, the network
of Al-based polyhedra changes from octahedra to
square pyramids. The DOS shows a pseudogap at the
Fermi level (see Figure 9 for TaAl3 as an example),
which is largely influenced by the bonding states
of the Al polyhedra. Nevertheless, M–Al orbital
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interactions also split the 5M d levels into two sets
(eg below t2g), which also contributes to the observed
pseudogaps in the DOS curves as well as the pre-
ferred structures and electronic properties. In fact,
such compounds are called d–p covalent intermetal-
lics – COHP analysis of the DOS in TaAl3 shows
maximum bonding character for both Al–Al and
Ta–Al interactions.

Pseudogaps occur in intermetallics for reasons
based on structure and atomic electronegativities.
Another important growing class of compounds is
the set of half-metallic ferromagnets, of which the
‘‘semi-Heusler alloys’’ represent significant examples

(‘‘semi-Heusler’’ alloys, ABX, consist of cubic closest
packed X atoms with B atoms in all octahedral holes
and A atoms ordered in one-half of the tetrahedral
holes of the close packed array of X ‘‘Heusler’’ alloys,
A2BX, have all tetrahedral holes filled). These com-
pounds are cubic intermetallic phases combining
main group metals (Sn and Sb) with two different
transition metals (one early T – Ti, Zr, Hf, V, Nb; one
late T0 – Fe, Co, Ir, Ni, Pt). Their electronic prop-
erties, and therefore, their electronic states, depend
strongly on the number of valence electrons: 18-elec-
tron examples such as TiCoSb are diamagnetic sem-
iconductors, 17-electron examples are metallic and

Ni3Al NiAl NiAl3

Figure 8 DOS curves for Ni3Al, NiAl, and NiAl3 presented with the Fermi level set as the energy reference. The shaded regions

indicate the Ni 3d and 4s components to the DOS and Ni 3d states are labeled.
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Pauli paramagnetic, whereas 19- or 22-electron ex-
amples show half-metallic ferromagnetic behavior.
Half-metallic ferromagnetism originates when the
nonmagnetic electronic structure is susceptible to
splitting of the majority and minority spin densities
of states, and the Fermi level falls in an energy gap
for either spin, as seen in the LSDA DOS for VCoSb,
a 19-electron example, in Figure 10 (VCoSb is a
weak ferromagnet because there is an energy gap at
nine states for both spin states; a half-metallic fer-
romagnet shows an energy gap just in the minority
spin band, as seen in NiMnSb). The nonmagnetic
DOS at the Fermi level for 19 electrons (VCoSb) is

large, and is susceptible to ferromagnetism within the
Stoner criterion. The lowest energy valence orbitals
are from Sb, then from Co, finally from V since the
atomic electronegativities increase from V to Co to
Sb. The gap in the DOS at 18 valence electrons
originates from these valence orbitals, the symmetry
of the local coordination environments and metal–
metal interactions: (1) Sb has four valence orbitals
and the five Co 3d orbitals make nine low-lying or-
bitals to be filled for 18 electrons; (2) the tetrahedral
coordination of Sb around Co and octahedral coor-
dination around V keep the Co 3d levels low and
split by a small amount; (3) V–Co orbital interac-
tions help to keep a band gap at 18 electrons, which
accounts for the properties of TiCoSb. In these ex-
amples, the gap opens through d–d interactions be-
tween the two different transition metals – note the
strength of early-late d–d interactions, just as men-
tioned in an earlier section.

sp–sp Interactions

Due to the widely different electronegativities of
these elements, theoretical determinations of their
electronic states range from NFE through pseudopo-
tentials to TB models. There are three principle types
of interactions (see Figure 1): A–A, A–M, and M–M.
A–A interactions are best modeled by the NFE be-
cause the active metals have the lowest Enp�Ens

values and diffuse valence atomic orbitals. The more
electronegative main group metals (M) require pseu-
dopotential or TB models because Enp�Ens increases
and the valence atomic orbitals become contracted.
In intermetallic structures, coordination environm-
ents surrounding A-type elements involve several at-
oms and often resemble densely packed structures,
whereas those around M-type elements show lower
coordination numbers and some directional bonding
character. As the electronegativity difference between
main group elements increases, the DOS develops a
structure, that is, peaks and pseudogaps (or gaps), as
seen for the three hypothetical compounds: ‘‘NaMg,’’
‘‘NaAl,’’ and ‘‘MgAl’’ in Figure 11. A–M compounds
constitute an important class of compounds called
‘‘polar intermetallics,’’ in which orbital interactions
within the network of electronegative M atoms typ-
ically maximizes bonding interactions. If the local
structure around the M atoms obey classical valence
rules, then these compounds are called ‘‘Zintl phas-
es.’’ Subtle electronic effects can arise from valence d
orbitals: for alkaline earth elements, there can be
contributions of ðn � 1Þd orbitals to ns bands, espe-
cially under pressure, whereas for Cu, Ag, Au, Zn,
Cd, and Hg, (n� 1)d orbitals can hybridize with the
valence ns and np bands.

Energy (eV)

−8 −6 −4 −2 0 2 4

D
O

S

0

2

4

6

8

10

12

14

16

18

D
O

S

0

2

4

6

8

10

Energy (eV)

−8 −6 −4 −2 0 2 4

D
O

S

2

4

6

8

10

EF(VCoSb)

Majority spin

Minority spin

EF(TiCoSb) EF(VCoSb)

Figure 10 Nonmagnetic (top) and LSDA (bottom) DOS for

VCoSb, a semi-Heusler alloy. The dashed line indicates the

Fermi level – note the bandgap in the minority spin states. Black

regions are V orbitals; gray regions are Co orbitals; white regions

are Sb orbitals.

Intermetallic Compounds, Electronic States of 419



Hume–Rothery ‘‘electron compounds’’ are formed
between noble metals and sp metals – in these sys-
tems, the noble metal d band is filled, so that the
dominant orbital interactions will be sp–sp interac-
tions. There are five phases that Hume–Rothery
identified as controlled by electron count: (1) h.c.p.
(3 subcategories: z (c/a¼ 1.633), e (c/a¼ 1.55–1.58),
and Z (c/a¼ 1.77–1.78)); (2) f.c.c.; (3) b.c.c./CsCl-
type (b-brass); (4) b-manganese; and (5) g-brass. TB
models account for the structural variations very
well, which attests to the importance of orbital in-
teractions influencing these structures. Analysis of
the DOS and band structure for CuZn reveal,
however, that optimized metal–metal bonding is
not the driving force here (Figure 12). As Pettifor
and co-workers have shown, the structural trend is
driven by van Hove singularities in the DOS (places
where the band structure has zero slope, which occur
at the bottom or top of energy gaps at Brillouin zone
boundaries). The band structure shows that the val-
ence d bands are well below the Fermi level, but,
nevertheless, hybridize with the NFE-like sp bands.
Numerous quasicrystalline and approximant systems
(Li–Cu–Al, Mg–Zn–Al) have been interpreted as
similar ‘‘electron compounds,’’ but the NFE gives
little structural chemical information.

Zintl phases involve combinations of electropos-
itive and electronegative main group metals, for ex-
ample, LiAl, in which the electronegative element
forms a structure based on the octet rule if one as-
sumes that the electropositive element donates all of
its valence electrons. The octet rule demands that
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eight bonding or nonbonding valence electrons sur-
round main group (sp) elements in stable structures.
Thus, the structure of LiAl has a diamond network of
four-bonded Al atoms, which is formulated as
‘‘Al� ,’’ isoelectronic with Si. The DOS of Zintl phas-
es show either a gap or pseudogap at the Fermi level
with bonding states within the electronegative metal
network fully occupied (Figure 13). So, ‘‘classical’’
Zintl phases are defined as follows: They are com-
pounds that (1) contain an alkali or alkaline earth
metal and an electronegative main group element
that is a metal, semimetal, or small-gap semiconduc-
tor; (2) are electronically balanced or close-shell
compounds, that is, the number of valence electrons
provided by the constituents equals the number of
electrons needed for two-center, two-electron cova-
lent bonds in the structure; (3) are semiconductors or

poor conductors; (4) are either diamagnetic or show
a very weak temperature-independent paramagnet-
ism; and (5) are typically brittle.

Among the sp class of intermetallic compounds, the
Hume–Rothery phases behave as normal metals
while Zintl phases are typically semiconductors.
‘‘Polar intermetallics’’ represent an intermediate class
of compounds, formed between active metals
with electronegative metals, but the DOS shows a
pseudogap near the Fermi level. COHP analysis of the
DOS indicates optimized bonding in the electr-
onegative component and the active metal behaves
like a cation, but typically does not donate its full
complement of valence electrons. The structure of the
electronegative component, however, cannot be ex-
plained by the octet rule – there is substantial delo-
calized bonding. The most prolific example of this
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structural class is the BaAl4-type, whose structure is
adopted by hundreds of examples involving transition
metals as well (Figure 14). There are numerous subc-
ategories based on how different elements are ar-
ranged: ThCr2Si2, CaBe2Ge2, BaNiSn3 are three
common examples.

In polar intermetallics where the active metal is
among the rare-earth elements, the predominant
interatomic interactions involve 6s and 5d valence
orbitals of the rare-earth with the valence s and p
orbitals of the main group element. If there is signi-
ficant hybridization between the valence 4f orbitals
and the sp orbitals of the main group metals, then
interesting properties may arise, for example, ‘‘heavy
fermion’’ behavior. Valence fluctuations in the rare-
earth element are also important for this situation,
while a COHP analysis of the sp–sp interactions
shows nearly maximum bonding within the main
group framework. This is frequently observed for Ce,
but is also possible with Yb, with an f band that
mixes with states near the crossover from bonding to
antibonding characteristics (Figure 15).

Summary

Describing the electronic states of intermetallic com-
pounds requires an understanding of the distinct elec-
tronic structures of the various types of metallic
elements. These elements combine in many different
ways, and the nature of these interactions can be ad-
dressed using different quantum mechanical approx-
imations, varying from the NFE model to the TB
theory. Fundamental factors controlling the electronic

states include (1) composition, (2) relative electr-
onegativities of elements, which control the relative
valence orbital energies, and (3) coordination
environments (structure and atomic arrangements).
Depending on the nature of these interactions, con-
ducting properties can vary from metallic to semi-
conducting while magnetic properties can range from
itinerant ferromagnetism to diamagnetic. Valence
fluctuations and heavy fermion behavior are possible
for rare-earth compounds, and 5f orbitals contribute
to the chemical bonding interactions in actinide
compounds.

See also: Density-Functional Theory; Electronic Structure
(Theory): Atoms; Electronic Structure Calculations: Plane-
Wave Methods; Electronic Structure Calculations: Scat-
tering Methods; Metals and Alloys, Electronic States of
(Including Fermi Surface Calculations); Pseudopotential
Method; Quasicrystals, Electronic Structure of; Recursive
Methods for Electronic States; Tight-Binding Method in
Electronic Structure.

PACS: 61.44.Br; 61.50.Lt; 61.66.Bi; 61.66.Dk;
61.66.Fn; 75.15.�m; 71.20.Be; 71.20.Be; 71.20.Dg;
71.20.Eh; 71.20.Gj; 71.20.Lp
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Introduction

Originally the advent of microelectronics gave rise to
the need for rapid and accurate analysis of thin film
structures. Generally, these planar structures were
formed in silicon or germanium by either energetic
ion implantation of dopants to create electrically
active regions and/or by thermal reactions between
thin metal films which were deposited onto them.
Ion-beam modification (e.g., ion implantation) was a
new technique in the early sixties, and interactions
between metal films and silicon required analysis.
For example, the number of ions implanted per
square centimeter (ion dose) and the thicknesses of
metal layers required careful control to meet the
specifications of integrated circuit technology. Rut-
herford backscattering spectrometry (RBS) and MeV
ion-beam analyses were developed in response to the
needs of the microelectronics and forensic disci-
plines. In turn, integrated circuit technology pro-
vided the electronic sophistication used in the
instrumentation in ion-beam analysis. It was a
synergistic development of analytical tools and the
fabrication of integrated circuits.

Rutherford backscattering analysis is the measure-
ment of the energies of ions scattered back from the
surface and near the surface, the outer micron, of a
sample. Figure 1 shows a depiction of a general ion-
scattering chamber where samples are typically analy-
zed. Monoenergetic helium ions or protons with
energies ranging from 1 to 5MeV are used to analyze
thin film materials ranging from integrated circuits to
biomedical materials. Only moderate vacuum levels
(B10–6 torr) are required so that sample exchange is
rapid; it allows the analysis to be done in a relatively
brief period of time (B20min or less). Under unique
conditions, inorganic materials can be analyzed with
minimum damage to the sample. In this case, RBS is
considered nondestructive. This is in contrast to sur-
face sensitive techniques such as Auger electron spec-
troscopy (AES), where surface erosion by sputtering is
required for depth analysis. Another salient feature of
RBS is that the scattering cross sections are well
known, and this results in an analytical technique
that is extremely quantitative. The scattering cross
section is a measure of the probability of a detectable

interaction between the incident beam and the ma-
terial under investigation. In other analytical tech-
niques, such as secondary ion mass spectroscopy
(SIMS), the cross sections are not well defined. The
relative ion yields can vary over three orders of
magnitude depending on the nature of the surface.
Rutherford backscattering has been a convenient way
to calibrate SIMS, which in turn, is more sensitive to
the detection of trace elements than backscattering.
Hence, these two techniques are complementary.

Ion-beam analysis grew out of early nuclear phys-
ics research on cross sections and reaction products
involved in atomic collisions. In this work, million
volt accelerators were developed and used ex-
tensively. As the energies of the incident particles in-
creased, the lower energy accelerators became
available for use in analytical applications. The ear-
ly nuclear physics research used magnetic spectro-
meters to measure the energies of the particles. This
analytical procedure was time consuming, and the
advent of the semiconductor nuclear particle detector
allowed simultaneous detection of all particle en-
ergies. The semiconductor detector is a Schottky
barrier (typically, a gold film on silicon) or shallow
diffused p–n junction with the active region defined
by the high-electric field in the depletion layer. The
active region extends tens of microns below the sur-
face of the detector, so that in almost every applica-
tion, the penetration of the energetic particles is
confined within the active region. The response of the
detector is linear with the energy of the particles
providing a true particle energy spectrometer.

Analysis of ion-implanted layers and metal–silicon
interactions (i.e., silicide formation) was carried out
with Rutherford backscattering at 2.0MeV energies
and with semiconductor nuclear particle detectors

X-ray detector (PIXE)

Forward scattering
detector (FRS)

MeV ion beam

Backscattering
detectorSample

Figure 1 Schematic diagram of the target chamber and detec-

tors used in ion-beam analysis. The backscattering detector is

mounted close to the incident beam and the forward scattering

detector is mounted so that when the target is tilted, ion recoils

can be detected at angles of B301 from the beam direction. The

X-ray detector faces the sample and receives X-rays emitted

from the sample.

Ion Beam Analysis 423



for decades. Rutherford backscattering became well
established and was utilized in materials analysis in
national, university, and eventually industrial labo-
ratories across the world.

The recent interest in the use of implanted hy-
drogen to induce cleaving of thin layers of Si, has
renewed the interest and importance of quantifying
the amounts of hydrogen in Si and other single-crys-
talline substrates. Other areas such as solid-state
chemistry of hydrogen production and storage have
also required quantifying the amounts of hydrogen in
thin films. Both these areas have led to the developm-
ent of forward scattering, in which one quantifies the
light-element content by measuring the energy of the
recoiling hydrogen atom. The helium ion is heavier
than that of hydrogen. In this case, the sample is
tilted in a manner that the emerging hydrogen recoil
energy can be measured with the use of a nuclear
particle detector. The only modification to the RBS
target chamber geometry is the tilt of the target and
the position of the detector (see Figure 1). These for-
ward recoil techniques have, of course, become more
sophisticated with the use of heavy incident ions and
detectors, which measure both the energy and the
mass of the recoiling particles.

The analysis of thin film layers on species implant-
ed into silicon is an almost ideal experimental situ-
ation for RBS because the masses of the thin films
and/or atoms of implanted species and metal layers
most often exceed the mass of Si. In Rutherford
backscattering, the mass of the atom must be greater
than that of the silicon target to separate the energy
signals from the target atom from those of the sil-
icon. However, there are few exceptions, such as
carbon, nitrogen, and oxygen. The resonance anal-
ysis of these species is carried out in the same exper-
imental chamber as used in RBS, but the energy of
the incident helium ions is increased to energies
where there are resonances in the backscattering
cross sections. These resonances increase the yield of
the scattered particle by nearly two orders of magnit-
ude and provide high sensitivity to the analysis of
oxygen and carbon in silicon. The use of these high
energies, 4.3, 3.05, and 3.7MeV for the helium–
carbon, helium–oxygen, helium–nitrogen resonances,
respectively, is called resonance scattering or non-
Rutherford scattering. Insertion of a semiconductor
X-ray detector into the analysis chamber allows the
measurement of particle-induced X-rays. Particle-
induced X-ray emission (PIXE) is a technique that
can be used for nondestructive, simultaneous ele-
mental analysis of bulk solids, thin films, liquids, and
low specific volume gases. Like other fluorescence
spectroscopies, PIXE is based on the emission of
characteristic X-rays from an element. This reaction,

however, is a direct result of the bombardment by
MeV/amu ions (most often, protons or alpha parti-
cles). The use of proton and alpha beams as the
probe-beam source offers several advantages over
other fluorescence techniques in that it provides (1) a
higher rate of data accumulation across the entire
spectrum, and (2) better overall sensitivities, espe-
cially for the lower atomic number elements. This is
due to a lower background noise.

Often the occasion arises such that the sample to be
analyzed is too fragile or too large to fit into the ion-
scattering chamber. A good example of this is the
analysis of art work and archaeological artifacts. This
situation requires the use of external PIXE analysis
where the proton or alpha particles travel in vacuum
to the thin window at the end of the beam line. The
particles have sufficient energy (normally 3.5–5MeV)
to exit through the window (Figure 2) and to travel in
air to the sample under investigation. For example, a
4MeV proton can travelB25 cm in air before it loses
all its energy in collisions with air molecules along its
path. Consequently, the protons can be taken out into
the air for external beam analysis.

The remaining portion of this article reviews the
major techniques used in materials analysis that
involve the use of MeV ion beams: Rutherford
backscattering, channeling, resonance scattering, for-
ward recoil scattering, and PIXE.

Rutherford Backscattering Spectrometry

In this section, the development of RBS analysis
starts with an overview of the experimental target
chamber. This is followed by a discussion of the par-
ticle kinematics, which determine mass identification
and depth resolution, and then concludes with ex-
amples of the RBS analysis.

X-ray detector

Emitted X-ray

External MeV ionMeV ion beam
Accelerator

Figure 2 Schematic diagram of the setup for proton-induced X-

ray emission. Protons of 3.5–5 MeV are produced in an accel-

erator, and travel in vacuum to the thin window at the end of the

beam line. The protons have sufficient energy to pass through the

window and travel in air to the painting. The emitted X-rays are

detected by the X-ray detector.
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Target Chamber

In a typical scattering chamber (Figure 1), the sample
is located so that its surface is on an axis of rotation
of a goniometer such that the beam position does not
shift across the sample as the sample is tilted with
respect to the incident ion beam. The backscattering
detector is mounted as close to the incident beam as
possible such that the average backscattering angle,
W, is close to 1801, typically 1701, with a detector
solid angle of 5msr. In some cases, annular detectors
are used with the incident beam passing through the
center of the detector aperture in order to provide
larger analysis solid angles. The sample can also be
rotated into a glancing angle geometry when the for-
ward scattering detector is used. In this case, a thin
foil is placed in front of the detector to block the
helium ions while allowing the hydrogen ions to pass
through with only minimal energy loss. The stopping
power (energy loss) of MeV helium ions is 10 times
that of the recoiling hydrogen ions. In addition, the
X-ray detector is placed such that the detector win-
dow (i.e., the entrance to the active region) is in full
view of the sample surface bombarded with the in-
cident ions. The vacuum requirements in the target
chamber are comparable to those in the accelerator
beam lines. Enhanced vacuum levels reduce the
probability that the ion beam will lose energy along
its path to the sample, and also minimizes deposition
of contaminants and hydrocarbons on the surface
during analysis.

In traditional backscattering spectrometry using
helium ions, the energy resolution of the solid-state
particle detector is typically 17 keV. This resolution
can be improved to 10 keV with special detectors and
detector cooling. The output signal, which is typi-
cally millivolts in pulse height is processed by silicon
integrated circuit electronics and provides an energy
spectrum in terms of number of particles versus
energy. A multichannel analyzer records the number
of backscattered particles versus a given energy in a
specific channel. Hence, the energy scale is divided
into channel numbers. To make the conversion from
channel number to energy requires a simple energy
calibration.

Scattering Kinematics

During ion-beam analysis, the incident particle pen-
etrates into the target and undergoes inelastic colli-
sions, predominantly with electrons, and loses energy
as it penetrates to the end of its range. The range of
2.5MeV helium ions is B10 mm in a target of silicon
atoms, the range of comparable energy protons is
B10 times that of the helium ions.

During the penetration of the helium ions, a small
fraction undergoes elastic collisions with the target
atom, which defines the backscattering signal. Figure 3
shows a schematic representation of the geometry of
an elastic collision between a projectile of mass M1

and energy E0 with a target atom of mass M2 initially
at rest. After collision, the incident ion is scattered
back through an angle W and emerges from the sample
with an energy E1. The target atom, after collision, has
a recoil energy E2. There is no change in target mass,
because nuclear reactions are not involved and
energies are nonrelativistic. The ratio of the projectile
energies for M1oM2 is given by

K ¼ E1

E0
¼ ðM2

2 � M2
1 sin2 WÞ1=2 þ M1 cos W

M2 þ M1

" #2
½1�

The energy ratio K ¼ E1=E0, called the kinematic fac-
tor, shows how the energy of the backscattered par-
ticle is a function of the incident particle and target
atom masses, the scattering angle, and incident energy.

For a direct backscattering through 1801, the
energy ratio has its lowest value given by

E1

E0
¼ M2 � M1

M2 þ M1

� �2

½2�

For incident helium ions ðM1 ¼ 4Þ at E0 ¼
2:8 MeV, the energy E1 of the backscattered particle
for silicon ðM2 ¼ 28Þ is 1.58MeV and for silver
ðM2 ¼ 108Þ, the energy is 2.41MeV. The energy E2

transferred to the target atom has a general relation

E2

E0

E1
M1

Projectile, M1 

Target, M2

�

�

Detector

Figure 3 A schematic representation of an elastic collision be-

tween a particle of mass M1 and initial energy E0 and a target

atom of mass M2. After the collision, the projectile and target

atoms have energies of E1 and E2, respectively. The angles y and

f are positive as shown. All quantities refer to the laboratory

frame of reference.
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given by

E2

E0
¼ 4M1M2

ðM1 þ M2Þ2
cos2 f ½3�

For scattering through an angle of W ¼ 180�, the
energy E2 transferred to the target atom has its max-
imum value of

E2

E0
¼ 4M1M2

ðM1 þ M2Þ2
½4�

The ability to identify different mass species de-
pends on the energy resolution of the detector which
is typically 17keV full width at half maximum
(FWHM). For example, Ag has a mass M2¼ 108
and In has a mass M2¼ 115. The difference between
KAg¼ 0.862 and KIn¼ 0.870 is 0.008. For 2.8MeV
helium ions, the difference in backscattering energy is
22keV which is larger than the detector-system res-
olution, indicating that signals from Ag and In on the
surface can be resolved. The difference between gold
and tungsten K values, however, is 0.005, and hence
at 2.8MeV energies, it is not possible to resolve the
signals between gold and tungsten. Conventional RBS
systems using a 17keV detector system can resolve
signals from, and identify the elements of masses up
toB90. These systems can also resolve isotopes up to
a mass of 55. For example, all of the silicon isotopes
can be identified.

For the examples above, the detectors were as-
sumed to be pristine and the system electronics to
have negligible effects on the detectors. This is gene-
rally not the case. The system’s electronics can con-
tribute slightly to the value of the resolution. With an
extended use and age, the worthiness of the detector
resolution deteriorates and hence degrades the over-
all detector–system resolution.

Scattering Cross Section

The identity of target elements is established by the
energy of the scattered particles after an elastic col-
lision. This is done by measuring the yield Y, the
number of backscattered particles for a given value
of incident particles Q. The detector’s solid angle is
given as O. The areal density, the number of atoms
per unit area, NS determined from the scattering
cross section s(W) by

NS ¼
Y

sðWÞQ dO
½5�

This is shown schematically in Figure 4. A narrow
beam of fast particles impinges on a thin uniform
target that is wider than the beam. At a scattering

angle y from the direction of incidence, an ideal de-
tector is located that counts each particle scattered in
the differential solid angle dO. In the simplest ap-
proximation, the scattering cross section is given by

sðWÞ ¼ Z1Z2e
2

4E

� �2
1

sin4 ðW=2Þ
½6�

which is the scattering cross section originally
derived by Rutherford. For 2MeV helium ions inci-
dent on silver, Z2¼ 47 at 1801, the cross section
is 2.9� 10–24 cm2 or 2.9 barns (where 1 barn ¼
10�24 cm2). The distance of closest approach is
B7� 10–3 nm which is smaller than the K-shell ra-
dius of silver (10–1 nm). This means that the incident
helium ion penetrates well within the innermost ra-
dius of the electrons, so that one can use an un-
screened Coulombic potential for the scattering. The
distance of closest approach is sufficiently large so
that penetration into the nuclear core does not occur
and hence, nuclear reactions need not be considered.

The cross sections are relatively large such that one
can detect sub-monolayers of most heavy-mass ele-
ments on silicon. For example, the yield of 2.0MeV
helium ions from 1014 cm–2 silver atoms (B1/10 of a
monolayer) is 800 counts for a current of 100 nA
for 15min and detector area of 5msr. This represents
a large signal for a small amount of atoms on the
surface.

Depth Scale

Light ions, such as helium, lose energy through ine-
lastic collision with atomic electrons. In backscattering

Differential
solid angle dΩ

Detector

Incident

Scattered
particles

Scattering
angle, �

Thin target: NS atoms cm−2  

Figure 4 Layout of a scattering experiment. Only primary par-

ticles that are scattered within the solid angle dO spanned by the

solid-state detector are counted. (Adapted and redrawn from

Feldman LC and Mayer JW (1986) Fundamentals of Surface

and Thin-Film Analysis. New York: North-Holland.)
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spectrometry, where the elastic collision takes place at
depth t below the surface, one considers the energy
loss along the inward path and on the outward path as
shown in Figure 5. The energy loss on the way in is
weighted by the kinematic factor, and the total is given
by the relationship

DE ¼ Dt K
dE

dx

����
in

þ 1

jcos Wj �
dE

dx

����
out

� �
¼ Dt½S� ½7�

where dE/dx is the rate of energy loss with distance
and [S] is the energy loss factor. The particle loses
energy DEin via inelastic collisions with electrons along
the inward path. There is energy loss DES in the elastic
scattering process at depth t. There is energy loss due
to inelastic collisions DEout along the outward path.
For an incident energy E0, the energy of the exiting
particle is E1 ¼ E0 � DEin � DES � DEout.

An example illustrating the influence of depth on
analysis is given in Figure 6, which shows two thin
silver layers on the front and back of a titanium film.
The scattering from silver at the surface is clearly
separated from Ag at the back layer. The energy
width between the Ag signals, is closely equal to that
of the energy width of the Ti signal. This signal is
nearly square shaped because Ti exists from the front
to the back surface. The depth scales are determined
from energy loss values, which are given in a tabular
form as a function of energy. It is often expressed as a
stopping cross section in terms of [S], the energy loss
factor, which is given in units of eV cm–1. The depth

resolution is given by dividing the detector resolution
by the energy loss factor. For 2.0MeV helium in sil-
icon, one might expect a depth resolution of B20 nm
for 1801 scattering geometries. This can be reduced
to values of B5 nm for glancing incident and exit
angles. The resolution degrades as the particle
transverses into the sample.

A typical use of RBS is to determine how the
composition varies as a function of depth. The
variation of composition with depth is used to char-
acterize thin films and thin film reactions. For ex-
ample, RBS is used to characterize the migration of
Ti through a thin film of Ag after annealing in an
NH3 ambient. Figure 7 (dashed line) shows the as-
deposited spectrum for an Ag/Ti bilayer structure on
a layer of SiO2 on a silicon substrate. After a thermal
anneal at 5001C in an ammonia ambient for 30min
(Figure 7, solid line), the RBS signal clearly shows
how the composition varies as a function of depth. A
computer simulation of the spectrum in Figure 7
shows that the Ag layer contains a residual Ti con-
centration of o1 at.%. Rutherford backscattering
spectra can be analyzed with the use of available
analysis programs (e.g., Rutherford Universal Ma-
nipulation Program (RUMP). This software provides
a layer-by-layer signal analysis of thin film materials
and it gives the operator the ability to input: tilt
angle, detector solid angle, detector resolution,
individual isotopes, enhanced cross section for light
elements, such as carbon and oxygen. RUMP has the
ability to be used to analyze forward recoil spectra
(see section ‘‘Elastic recoil spectrometry’’).
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Figure 5 Energy loss components for a projectile that scatters

from depth t. The particle loses energy DEin via inelastic collisions

with electrons along the inward path. There is energy loss

DES in the elastic scattering process at depth t. There is energy

lost to inelastic collisions DEout along the outward path. For an

incident energy E0, the energy of the exiting particle is

E1 ¼ E0 � DEin � DES � DEout.
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Rutherford backscattering analysis is most often
done in unison with one or more analytical tech-
niques. Figure 8 shows the backscattering spectrum
from a single crystalline Si wafer implanted with
9� 1015 Auþ ions cm–2 at 3.6MeV and the corre-
sponding cross-sectional transmission electron mi-
croscopy (X-TEM) micrograph. The RUMP
simulation of the Au RBS spectrum confirms the
common depth scale. Two distinct regions of Au
precipitates (dark spots) are present, coinciding in
position with the two peaks in the Au backscattering
profile. This example also shows the complementary
nature of RBS and X-TEM analysis.

Ion Channeling

When a single-crystal sample is mounted on a gon-
iometer such that a major crystallographic axis of the
sample is aligned within B0.1 or 0.51 of the incident
beam, the crystal lattice can steer the trajectories of
the incident ions penetrating into the crystal. It is this
steering of the incident energetic beam that is known
as ion channeling; the atomic rows and planes are
guides that steer the energetic ions along the channels
between rows and planes. The channeled ions do not
approach close enough to the lattice atoms to be
backscattered. Hence, the range (the total distance
that an ion penetrates a solid) is increased several
fold. In comparison, the reduced probability of scat-
tering results in a two-orders of magnitude reduction
in the yield.

Figure 9 shows schematically a random and
aligned spectrum for MeV helium ions incident on
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Figure 7 Ag encapsulation on SiO2 prepared from Ag(120 nm)/

Ti(22 nm) bilayers. RBS spectra show the depth distribution of Ag

and Ti before and after annealing at 5001C in an ammonia am-

bient for 30 min. The spectra were obtained using a 2.0 MeV

Heþ2 beam and a scattering angle of 1701.
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Figure 8 X-TEM micrograph of the 3.6 MeV Auþ 8.6� 1016

ions cm–1 implanted sample displaying the multiple precipitate

layers which corresponds with the two Au peaks in the RBS

spectrum. The depth scale is applicable to both X-TEM mi-

crograph and the RBS spectrum. (From PhD dissertation of
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Figure 9 Random and aligned (channeled) backscattering

spectrum from a single-crystal sample of silicon. The aligned

spectrum has a peak at the high-energy end (near channel 195)

of the Si signal. This peak, called the surface peak, represents

helium ions scattered from the outer layers of Si that are exposed

to the incident beam. The yield behind the peak is 1/40 of the

random yield because the Si atoms are shielded from close en-

counter elastic collisions from the ion beam that is channeled

along the axial rows of the Si crystal.
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silicon. The characteristic feature of the aligned spec-
trum is the peak (near channel 195) at the high-
energy end of the spectrum. This peak is a result of
ions scattered from the outermost layer of atoms
directly exposed to the incident beam. This peak is
referred to as the surface peak. Behind the surface
peak, at lower energies, the aligned spectrum drops
to a value of 1/40 of the silicon random spectrum
indicating that B97% of the incident ions are chan-
neled and do not make close-impact collisions with
the lattice atoms. The rise in the aligned spectrum at
lower energies represent the ions that are dechanne-
led, deflected from the steering by the lattice atoms,
which can then collide in close impact collisions with
the lattice atoms and hence directly contribute to the
backscattering spectra. The ratio between the aligned
minimum yield and random yield for the same chan-
nel number gives the wmin value. The crystalline qual-
ity is given by the values of wmin at a specific energy,
for example, which equals 0.028 for Si when using
2.0MeV helium ions.

Channeling phenomena is also important in the
areas of ion implantation and epitaxial growth. In
each case, the incident ions can be steered along the
lattice planes and rows. Channeling measurements
can determine the amount of lattice disorder when
displaced atoms are located within the channels, they
can measure the number of impurity atoms that are
located sufficiently far from substitutional lattice
sites so that they are accessible to backscattering
from the channeled ions. Channeling also provides
angular relationships between substrates and epitax-
ial layers.

During ion implantation, channeling leads to a
deeper penetration of the incident ions when com-
pared to the depths typically incurred for nonchanne-
led ions. The resulting implanted distribution of the
channeled ions is a skewed Gaussian and not the
typical Gaussian depth distributions characterized by
nonchanneled energetic ions. Figure 10 shows a plot
of range of channeled ion and randomly aligned ions
incident on a crystalline solid substrate.

The application of channeling to RBS is used to
determine the amount of damage in ion-implanted
single crystal silicon and the lattice location of ion-
implanted dopant atoms. One important example of
the contribution of channeling to integrated circuit
technology is the analysis of damage evolution
during ion implantation. Figure 11 shows the chan-
neling backscattering spectra obtained from Hþ -im-
planted Si at different implantation doses. The peaks
in the spectra of the implanted samples indicate the
lattice damage induced by the hydrogen implanta-
tion. The difference in height of these peaks corre-
sponds to the different Hþ -implantation doses. At

low Hþ -implantation dose, no damage peak is
observed. The backscattering yield of the peaks at
higher energies is quite low (4%owmino9.5% of the
random signal), revealing the high crystal quality of
the silicon layer above the implantation damage
region. The creation of a submicron damage layer by
Hþ implantation facilitates the slicing of thin high-
quality silicon layers, which is essential for the
production of silicon-on-insulator (SOI) and flexible
displays.

Another example of channeling is the characteri-
zation of extended damage and eventual amorphizat-
ion. Figure 12 shows random and channeling spectra
from silicon single-crystal samples implanted to
doses of 0.4, 1.1, 1.8, and 2.3� 1015 cm–2 using
2.4MeV Auþ ions. As the implant dose increases,
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Figure 10 Distributions for channeled ions implanted along the
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more silicon matrix atoms are displaced from the
lattice sites; hence, the resulting damage profile in-
creases as well. For the high doses, the damage-pro-
file reaches the yield of the random spectrum. This is
an indication of amorphous layer formation. Com-
parison of Figures 11 and 12 reveals the usefulness of
ion channeling to characterize both low and high
amounts of damage in single crystals.

Ion Resonances

At energies of a few million electronvolts, nuclear
reactions and strong deviations from Rutherford
scattering should not play a role in the backscattering
analyses. One of the exceptions is the strong increase
(resonance) in the scattering cross section at
3.04MeV for 4He ions incident on 16O, as shown
in Figure 13. This reaction can be used to increase the
sensitivity for the detection of oxygen as well as other
light elements such as carbon and nitrogen.

The oxygen resonance cross section versus energy
is shown in Figure 13. The resonance that occurs at
3.04MeV shows a strong peak. In order to evaluate
the amount of oxygen in a thin film of TiAlxNyOz on
SiO2/Si substrate, the oxygen resonance technique
using 3.05MeV 4He2þ ion beam was employed
(Figure 14). The RUMP simulation is overlapped
with the real spectrum. The enhanced oxygen peak
near channel 200 is a direct consequence of O res-
onance at 3.05MeV and corresponds to oxygen
atoms present in the thin film.

Carbon also has a resonance in its cross section
leading to 100-fold increase in the backscattering
signal. This resonance has been very convenient for

analyzing 1% carbon in silicon–germanium films.
The resonance for nitrogen is not as pronounced, but
has been used extensively.

The use of elastic nuclear resonances provides a
useful means of enhancing the sensitivity toward
light elements using the same experimental setup as
for Rutherford backscattering. Quantitative infor-
mation about light-element concentrations is only
obtainable under certain conditions. By using reso-
nance near the peak value of the cross section, one
may enhance sensitivity; however, this may result in a
loss of precision, defined as day-to-day repeatability
of the measurement. Conversely, using resonance in
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an energy regime in which the cross section varies
less rapidly may more accurately predict the actual
composition than standard RBS, but prove less useful
for low concentrations. Russell and co-workers in
1996, not only gave guidelines to the application of
resonance analysis importance of film thickness and
composition, and the variation in the incident beam
energy toward the selection of the appropriate res-
onance regime, but also presented common sources
of error. An excellent account of the effects of de-
tector resolution, straggling, and film thickness was
given by DeCoster and co-workers in 1992.

Elastic Recoil Spectrometry

The quantification of low Z elements is typically
problematic due to the dependence of the scattering
cross section s on Z2, when scattering occurs under
Rutherford conditions. This has motivated the use of
(a,a) resonances to enhance sensitivity in light-ele-
ment profiling, requiring in turn that the necessary
cross section data exist for the backscattering geome-
tries found in different analytical laboratories. Elastic
recoil spectroscopy detection (ERD) is another tech-
nique that is also similar to RBS in that the incident
ion scatters from atoms in the matrix. What is unique
about this technique is that the detected particles are
not the backscattered particles, but light atomic
weight species being forward scattered. ERD utilizes
energy loss (DE) in the filter as a means to discrim-
inate between signals from different atomic species
present, for instance hydrogen, deuterium, and
tritium in a single sample. The two techniques RBS
and ERD are complementary techniques. For a given
incident ion, ERD is sensitive to elements lighter than
the incident beam, whereas RBS is sensitive to ele-
ments heavier than that of the incident beam.

The detection of H is not attainable with other
techniques, such as SIMS. As with RBS, the depth
resolution of ERD spectroscopy is based on the fact
that the incident ion is slowed as it transverses the
solid on both the inward and the outward paths. In a
similar manner, the forward scattered ion also loses
energy as it exits the solid. Hence, depth information
is also obtainable for the forward scattered particle.

ERD uses the same relevant parameters (tilt angle,
detector solid angle, detector resolution, and
individual isotopes) as used in RBS. In the case of
ERD, an energetic, higher atomic number particle
impinges onto a target of a lower atomic number or
a substrate containing lower atomic number atoms.
Naturally, the lower-Z particle can only be recoiled
in the forward direction, and, therefore, thick tar-
gets have to be bombarded at an oblique angle to
allow detection of the recoil. The thin targets allow

the transmission of the recoil through the target
material.

In the case of thin targets, the incident ion also has
a finite probability of undergoing a forward scatter-
ing event from the target into the detector. To min-
imize the effect of the forward scattered incident ion,
a filter is typically placed in front of the detector to
filter out scattered incident particles. The filter thick-
ness (B25–100 mm of Mylar) is selected such that
forward scattered, higher atomic number particles
can be stopped while allowing the lower atomic
number particle to recoil through the filter and into
the detector. Due to kinematic reasons and straggling
in this foil, the depth resolution is somewhat worse
than that obtainable with RBS.

A more advanced application of the ERD tech-
nique is the use of high-energy heavy ions, such as
26MeV Siþ . Figure 15 shows a schematic of a typ-
ical high-energy scattering geometry. In this case, a
number of target atoms lighter than the incident ion
can be recoiled and detected. A salient feature of the
use of high-energy ions requires that the detector has
the capability to discriminate between particles of
different atomic number. In this case, the foil that
screens forward recoiled ions must be properly se-
lected to minimize overlap between signals due to
recoiling light elements. Figure 16 shows the ERD
spectrum for the as-deposited Cu–Ti alloy and spec-
tra from the same film annealed in an ammonia am-
bient at 4501C, 5501C, and 6501C. The surface
positions corresponding to O and N are indicated by
the arrows. Approximately 1� 1015 cm–2 nitrogen or

Forward scattered Si6+

Range foil

Recoiling H, C, N, O

Detector

Film

�

4He2+ or 29Si6+ 

Figure 15 Schematic diagram of the elastic recoil detection

process.
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oxygen is observed in the as-deposited film by this
technique. The nitrogen signal increases in area with
increasing anneal temperature, indicating that the
amount of nitrogen in the near-surface region of
these films is steadily increasing. The N signal at
4501C is broad and flat, suggesting that a distinct
N-containing layer does not exist. The height of the
N signal increases up to 6501C but remains constant
upon further annealing to 7001C. Also shown in the
figures are signals due to oxygen. Note that the area
of the major O signal remains approximately con-
stant with annealing temperature, but shifts to lower
energies. This corresponds to the oxygen-rich region
being located deeper in the sample. A small step in
the O signal is apparent at the two highest temper-
atures, with the step having its high-energy edge at
the appropriate energy corresponding to the surface
position of oxygen. This indicates that oxygen exists
in two layers, one with a relatively small amount of
oxygen located at the surface and the other with a
large amount of oxygen located at a greater depth
within the film.

Particle-Induced-X-Ray Emission

The PIXE analysis is based on the spectrometry of
the radiation released during the filling of vacancies
of inner atomic levels. These vacancies are produced
by bombarding a sample with energetic (a few mil-
lion electronvolts) ions. The binding energies of the
electrons in the outer layers of the electron shell of
an atom are of the order of some electronvolts, and
radiation produced from the rearrangement of elec-
trons in these levels is around the visible wavelength
region. On the other hand, the binding energies
of the inner levels are of the order of some kilo

electronvolts, and, therefore, any radiation produced
from processes involving these levels will typically be
in the X-ray region. More importantly, as the elec-
tron energy levels of each element are quantized and
unique, the measurement of the X-ray energy offers
the possibility of determining the presence of a spe-
cific element in the bombarded sample. Furthermore,
the number of X-rays measured of that specific
energy is proportional to the amount of that element
in the sample material.

The relative simplicity of the method and the pe-
netrative nature of the X-rays yield a technique that
is sensitive to most elements (for Z410) down to a
few parts per million (ppm) and can be performed
quantitatively from first principles. The databases for
PIXE-analysis programs are typically so well devel-
oped as to include accurate, fundamental parame-
ters, allowing the absolute precision of the technique
to be B3% for major elements and 10–20% for
trace elements. A major factor in applying the PIXE
technique is that the bombarding energy of the pro-
jectiles is a few orders of magnitude more than that
of the binding energies of the electrons in the atom,
and as the X-rays are produced from the innermost
levels, no chemical information is obtained in the
process. The advantage of this is that the technique is
also not matrix dependent, and offers quantitative
information regardless of the chemical states of the
atoms in the sample. The major application of the
technique is to determine trace-element concentra-
tions. The nondestructive nature of this technique
makes it attractive in the analysis of fragile artifacts
or precious art.

In short, the technique is described schematically
in Figure 17. A beam of energetic ions interrogates
the sample. Ion–electron collisions result in the ejec-
tion of inner-shell electrons from atoms in a sample.
This unstable condition of the atom cannot be main-
tained, and these vacancies are filled by outer-shell
electrons. This means that the electrons make a tran-
sition in energy in moving from a higher energy level
to a lower energy level, and this difference in energy
can be released in the form of characteristic X-rays,
of which the energy identifies that particular atom. In
a competing process, called Auger electron emission,
this energy can also be transferred to another elec-
tron that is ejected from the atom and can be de-
tected by an electron detector. Therefore, the step
from ionization to X-ray production is not 100%
efficient, this efficiency being called the fluorescence
yield, and has to be included in the database for
quantitative measurements. The X-rays that are
emitted from the sample are measured using an
energy dispersive detector that has a typical energy
resolution of B2.5% (150 eV at 6 keV).

Cu(Ti)/SiO2/Si

As deposited
Oxygen Nitrogen

450°C

550°C

650°C

3 4 5 6

300 400 500 600

Channel

C
ou

nt
s

Energy (MeV)

Figure 16 ERD spectra of N and O for as-deposited Cu(Ti) and

for films annealed at 4501C to 6501C.

432 Ion Beam Analysis



By convention, the transition filling vacancies in
the innermost shell are called K X-rays, those filling
the next shell are L X-rays, etc. The energies of the
L X-rays are normally much lower than those of the
K X-rays, and similarly M X-rays have much lower
energies than the L X-rays. Due to the structure of
the electron shells, there are naturally more possible
transitions yielding L X-rays and even more possi-
bilities of yielding M X-rays, and, therefore, it be-
comes more complex to measure the higher-order
X-rays, and typically, the analytical method is lim-
ited to these three sets of X-rays from the elements.
The limitation of detecting elements with Zo10 is
due to the low energies of the soft X-rays from the
light elements that are absorbed before reaching the
detector. This effect can also be put to good use in
the technique, where the high yield of low-energy
X-rays that originate from the major elements of a
sample can be filtered using a selection of filters in
front of the detector. Although the stopping of the
bombarding ion is depth dependent, the X-ray
energy measured gives no direct indication of
the depth at which it was produced; therefore, the
technique does not provide depth distribution in-
formation.

Typically, PIXE measurements are performed in
the vacuum of a typical ion scattering chamber but it
can also be performed in air with some limitations.

Ion currents needed are typically around a few nano-
amperes, and the current is normally not a limiting
factor in applying the technique. The low-beam cur-
rent also results in no or insignificant beam damage
to samples during the analysis; hence, PIXE is a
nondestructive analytical method sensitive to trace-
element concentration levels.

The convenience of PIXE is most often compared
to that of XRF (X-ray fluorescence) spectroscopy.
Figure 18 displays a spectrum taken from a bismuth
strontium calcium copper oxide superconductor
using PIXE analysis. This spectrum was taken with
1.7MeV protons incident upon the sample and a
25 mm mylar filter between the sample and the de-
tector. This filter blocks protons that are scattered
from the sample from entering the detector and still
allows the passage of most of the X-rays. However,
the filter attenuates a small fraction of the radiation.
Given that the mylar filter used in the acquisition of
this spectrum is thinner, the low-energy lines are
more prominent than if the filter were 50 or 100 mm.
Figure 19 displays a spectrum taken from the same
sample; however, in this case, the incident radiation
is molybdenum Ka (17.48 keV) X-rays. This spec-
trum is taken in air and results in a small argon peak
at the low-energy end of the spectrum. The radiation
incident upon the sample excites some of the argon
atoms present in the air before it reaches the
sample. Note the presence of a molybdenum peak
from the incident radiation at the high-energy end of
the spectrum.

A comparison of the two spectra illustrates the
advantages of PIXE over XRF. PIXE is capable of
exciting X-ray lines across a wider range of energies
than XRF, and is therefore capable of detecting a
wider range of elements in a single spectrum. Also
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notice the lack of artifacts, such as argon peaks and
secondary target peaks present in the XRF spectrum.
This is another advantage of PIXE over XRF.

Closing Remarks

Ion-beam analysis is a mature technology that has
stood the test of time. It is used in universities, na-
tional laboratories, and industry. Ion-beam analysis
has also spread from semiconductor technology to
fields as diverse as archaeology to the biomedical in-
dustry. References are provided to cover the basic
concept and development (see the section on ‘‘Fur-
ther reading’’).

See also: Scattering, Elastic (General).

PACS: 82.80.Yc; 78.70.En; 81.05.� t
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All living cells are surrounded by lipid membranes
that are impermeable to ions and any large or
charged molecules. With this, lipid barrier cells are
able to separate a well-defined ionic environment in-
side the cell, the cytoplasm, from the extra cellular
solution and also from internal compartments. The
purpose of internal compartmentation is that bio-
chemical reactions with different ionic requirements
can occur simultaneously without interfering. A
schematic representation of the main cellular com-
partments of a typical animal cell is illustrated in
Figure 1. The maintenance of these compartments
and the integrity of the membranes is an absolute
requirement for cellular life.

As much as the separation of compartments by
membranes is important for cell function, a tightly
controlled and selective communication between the
individual compartments is required. Such a com-
munication cannot occur via simple diffusion across
the lipid membrane, because this process is much too
slow. Cells have therefore evolved specific transport
proteins, which facilitate the diffusion of ions and
solutes through the membrane in a selective and
regulated fashion.

Ion channel proteins represent a very efficient
mechanism of facilitated diffusion. Due to the archi-
tecture of the channel pore (see section ‘‘Structure and
function of transport proteins’’), these transporters

allow ions to cross membranes at rates which ap-
proach diffusion in water.

Diffusion is a passive process and occurs energetic-
ally only downhill. However, cells often have to con-
centrate ions in different compartments and in order
to do this they have to move ions against their con-
centration gradient (see Figure 1). To this purpose
cells utilize a class of transport proteins, termed
pumps, which drive active, energy-consuming trans-
port across the membranes. Active transport of a
solute against its concentration gradient is driven by
the energy released in the hydrolysis of a high-energy
molecule, ATP. The pumps are therefore also called
ATPases.

Transport of solutes against their gradient does not
necessarily require the presence of a primary active
transport system. The movement of solutes can also
be coupled to the movement of other molecules
down their respective electrochemical gradients (sec-
ondary active transport). In this case, the potential
energy stored in ionic gradients (by the ATPases) can
be utilized to transport other solutes. An example for
this type of transporter is the Naþ /glucose co-trans-
port. The concentration of sodium [Naþ ] is kept low
in the cytoplasm by the primary active transport
system (the Naþ /Kþ ATPase). The glucose mole-
cules are driven by secondary active transport by a
Naþ /glucose co-transporter.

The best understood transporters to date, in terms
of structure and function, are ion channels. This has
two reasons. One reason is their key role in impor-
tant physiological reactions such as nerve activity
and muscle contraction. However, more significant
for their understanding is their high turnover rate
which allows them to be investigated at the single
protein level. Two techniques, the planar lipid bilayer
and the patch clamp technique, have greatly im-
proved our understanding of ion transport through
channels. The main features of the two methods are
illustrated in Figure 2. The characteristic of the
former approach is that the performance of a channel
protein, even those from intracellular membranes,
can be measured in a completely artificial system, in
which all components such as the composition of the
lipids and of the solutions are under the control of
the experimenter, while the latter method allows one
to measure channels in their native environment.

Both techniques report essentially the same kind of
activity from ion channels. Figure 3 illustrates a typ-
ical patch clamp recording of single-channel fluctua-
tions in a membrane. The channel fluctuates between
an open and a closed state. When it opens, it gives rise
to a current, measured in picoampere (pA), with the
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Figure 1 Concentration of main cations and pH in a typical

animal cell and in some selected endo-compartments. O, exter-
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characteristic open-channel amplitude. A single-chan-
nel current of 1 pA as in Figure 3 corresponds to a
flow of 6� 106 ions per second.

In the simplest case, the conductance of an open
channel behaves like an Ohmic resistor increasing lin-
early with the driving force. The slope of the current/
voltage relation is a measure of the conductance of a
channel. The conductance is characteristic of each
individual channel proteins. In the case of potassium
channels, they are in the range of picosiemens (pS).

The possibility of measuring and controlling the
solution composition on both sides of the membrane
allows examining the selectivity of these proteins. If a
channel were perfectly selective for only one ion, the
measured equilibrium voltage should match that
predicted from the Nernst equation. Any other
behavior indicates that the channel is either less
selective or even, in the extreme case, not selective at
all for a given ion. Channels of the latter kind have
been described but they are a minority among the
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Figure 2 Sketch of main experimental techniques for single-channel recording. Planar lipid bilayer: two chambers (c1, c2) are

connected by a small hole. This hole is sealed by a lipid bilayer reflecting a biological membrane. Vesicles (v) containing a channel

protein (black dot) are made to fuse with this bilayer. This results in an incorporation of the channel protein into the bilayer. The activity of

this channel can be recorded as a current between the two chambers. Patch clamp: A patch clamp pipette is sealed against the

membrane of a cell. The current through a channel (here indicated by black dot) can be recorded. With different procedures, the
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physiologically relevant channels, which are in gen-
eral highly selective. Experiments performed in the
way indicated above show, for example, that Kþ

channel are 1000 times more selective to Kþ than to
Naþ . According to their selectivity, ion channels are
classified as Kþ , Naþ , Ca2þ , Cl� , and Hþ channels.

The current flow through a channel is determined
by the open-channel amplitude and by the relative
time the channel stays open. As illustrated in the
characteristic example in Figure 3, all channels fluc-
tuate in a stochastic manner between an open and a
closed state. In the simplest case, the mean dwell time
of the open and the closed states are single exponen-
tials so that the probability of a channel to be open
(Po) is given by

Po ¼ to=ðto þ tcÞ ½1�

where tc and to are the time constants for the closed
and open times respectively.

While this simple kinetic model is suitable for the
description of most channels, a detailed analysis of
many ion channels has shown much more complex
kinetic models. The analysis of the single-channel
open and closed dwell times thus has led to models
which include many more closed and open states
organized in serial and/or parallel arrangement.

One of the important features of ion channels is
that they are regulated. This guarantees that their
activity is well integrated into the general physiolo-
gical functions of a cell. In order to increase or de-
crease the current flux, channels increase or decrease
their open probability, respectively. An increase in
open probability can be achieved via a prolongation
of the mean open dwell times or by a shortening of
the mean closed dwell times or by both.

Several factors have been found to regulate ion
channels in the physiological context. These include
physical factors such as membrane voltage and me-
chanical stress. In addition, a large number of chem-
ical modifications acting from either side of the
membrane are known. Figure 4 illustrates as an ex-
ample the regulation of channel activity performed
by pH on one side of the membrane. The data show
that lowering of the pH results in a prolongation of
the closed times, while the open times are not af-
fected. As a result, the activity of the channels drops
in a pH-dependent manner. This is mostly due to a
titratable amino acid in the channel protein. As in the
case of modulation by pH, most channel proteins
harbor specific binding sites for their modulators.

Several different channels have been found to be
regulated by chemical modification. The more gen-
eral factors known to regulate channel activity in the
plasma membrane of cells from the cytoplasmic side
are, for example, phosphorylation/dephosphorylat-
ion, Ca2þ , pH, and cyclic nucleotides.

So far, the function of ion channels only at the
single-protein level have been seen. From this infor-
mation, one can easily extrapolate to the behavior of
the ensemble of many channels of the same type in
the membrane. From the aforementioned channel
function, it can be deduced that the time-averaged
current (I) through a channel is given by the product
of the single-channel current (i) and the open prob-
ability (Po):

I ¼ i�Po ½2�

In this sense, the statistically weighted open-chan-
nel current is a perfect representation for the ensem-
ble of the same kind of channels in a membrane. This
only needs to be multiplied by the real number of
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Figure 4 Effect of different pH on single Kþ channel gating. Activity of the same channel measured with a different pH on the

cytoplasmic side of the membrane patch. Note that acidification increases the duration of the closed state.
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channels in the membrane (N) to obtain the entire
behavior of all channels in the membrane:

I ¼ i�Po �N ½3�

From an experimental point of view, it is some-
times more convenient to measure and analyze di-
rectly the ensemble currents in a membrane without
any attention to the single channels. This can be ac-
hieved as illustrated in Figure 5. In this patch clamp
configuration, referred to as ‘‘whole cell’’ configura-
tion, the sum of currents through the ensemble of ion
channels in the membrane is recorded. But in essence,
the data between the statistical analysis of a single
channel and the recording of ensemble currents are
interchangeable.

Structure and Function of Transport
Proteins

The first information on how membrane transport
devices work came from physiological flux measure-
ments. Physiologists traditionally divided transport
mechanisms into two classes, carriers and pores.
Carriers were responsible for transport which at high
substrate concentration reached saturation, while

pores were identified as mediating membrane trans-
port which did not show any saturation kinetics. A
carrier was essentially viewed as a molecule diffusing
back and forth across the membrane while carrying
small molecules or ions bound to specific sites,
whereas a pore was a narrow, water-filled tunnel,
permeable to few ions and molecules small enough to
fit through the hole.

The numerous membrane proteins which have
been purified, and the related genes which have been
cloned, show that the carrier proteins are too large to
diffuse or spin around at the predicted rate. The new
view of carrier transport is that the protein is fixed in
the membrane while exposing the transport-binding
sites alternatively at the two sides of the membrane
by small motions. Although the first crystal structure
of a carrier appeared in the year 2000, nevertheless
the specific mechanisms by which several carrier
devices (transporters and pumps) work still await to
be proved combining different experimental ap-
proaches, such as electrophysiology, molecular biol-
ogy, and crystallography.

The view of pores as water-filled tunnels has been
firmly established for a class of proteins which is now
known as ion channels. The early identification of
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Figure 5 Relationship between single-channel activity and ensemble membrane current. Single-channel fluctuations (d) from a cell-

attached recording (c, see Figure 2). The three simulated channel fluctuations are responses to a depolarizing voltage step (from (–)V to

(þ )V). The ensemble current (b) is obtained by averaging 30 sweeps as in (d). The same ensemble current (as in (b)) would be

measured in the recording configuration illustrated in (a). Here the membrane underneath the patch pipette is ruptured to give a low

resistance access to the cell interior.
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these pores as proteins that span the membrane and
the subsequent identification of the genes that codify
for them have focused the work of electrophy-
siologists, biophysicists, and molecular biologists since
the 1980s on ion channel structure–function relation-
ships, creating a solid background of knowledge on
how these channel proteins operate. The understan-
ding of the structure and function of ion channels
culminated in the landmark determination of the crys-
tal structure of a Kþ channel, the bacterial channel
KcsA, by Roderick MacKinnon. For his work on
structure determination of several bacterial Kþ chan-
nels, MacKinnon received the Nobel Prize for chem-
istry in the year 2003.

The atomic structures of Kþ channels have espe-
cially improved the understanding of two main prop-
erties of ion channels: selectivity and gating.

Selectivity

A potassium channel can conduct Kþ ions one thou-
sand times better than Naþ ion. It is assumed that, in
order to allow the protein channel to discriminate one
ion from the other, the ions have to pass the cell de-
hydrated. In this situation, the atomic ray of Naþ is
smaller than that of Kþ (0.95 Å and 1.3 Å, re-
spectively) implying that the Naþ ions are not ex-
cluded on the basis of their dimension and that the
selection process probably involves some kind of in-
teraction with specific binding sites in the protein. The
second striking characteristic of Kþ channels is
that they pass Kþ ions at high speed, 10 e6, close to
the diffusion limit. How can a protein interact with
an ion and nevertheless allow its passage at the speed
of ion diffusing in water? The atomic structure ac-
hieved for the bacterial potassium channel KcsA
provides a deep understanding of Kþ selectivity and
the ion conduction process.

Figure 6 reports the structure of the KcsA channel.
The Kþ channel pore is formed by four identical
subunits surrounding a central ion conduction path-
way (two of the four subunits are shown in Figure 6a).
Each subunit contains two transmembrane a-helices,
termed inner (nearest the ion pathway) and outer
helices, and a tilted shorter pore helix (in red) point-
ing toward the ion pathway and keeping in place
the selectivity filter (in gold). The selectivity filter
discriminates between potassium and other ions. It is
the narrowest part of the ion permeation pathway,
and is located in the extracellular third of the
ion pathway. Inside the selectivity filter, the Kþ ion
encounters four binding sites, which are created
by evenly spaced layers of carbonyl oxygen atoms
and a single layer of threonine hydroxyl oxygen
atoms. At these sites a Kþ ion binds in a dehydrated

state, surrounded by eight oxygen atoms from the
protein, four ‘‘above’’ and four ‘‘below’’ each ion
(Figure 6b). The arrangement of protein oxygen
atoms in each binding site is very similar to the ar-
rangement of water molecules around hydrated Kþ

ion observed in the central cavity (Figure 6b). Potas-
sium ions therefore diffuse from water into the
selectivity filter where the energetic cost of dehydra-
tion is compensated. Sodium ions, on the other hand,
do not enter the selectivity filter because the dehy-
drated Naþ ions have a radius of 0.9 Å, and their
coordination is precluded in this rigid structure. The
precise ion coordination required for selectivity does
not prevent their rapid diffusion through the pore.
This is due to the fact that the selectivity filter con-
tains more than one ion and the repulsion between
closely spaced ions helps to overcome the affinity
that each ion has for its binding site.

Gating

While the pore of a channel is designed to achieve
minimal energy barriers to ensure a fast flow rate,
other parts of the channel are responsible in determi-
ning whether the channels are open or closed, and
they do so by propagating conformational changes to
the ion-permeating pathway inside the pore. Potassi-
um channels differ in relation to the various ways in
which they are gated, that is, the way they change
from a nonconductive to a conductive state. Some Kþ

channels are ligand-gated, which means that the pore
opening is energetically coupled to the binding of an

Figure 6 Ion conductance through a potassium channel pore,

as deduced from the crystal structure of the bacterial channel

KcsA. (a) Two of the four subunits from the pore of KcsA are

shown, with the extra cellular side on top. Each subunit is formed

by an outer helix that contacts the lipid membrane, an inner helix

that faces the permeation pathway, a pore helix (red), and a

selectivity filter (yellow). Blue mesh shows electron density for

Kþ ions (green) and water molecules (red) along the pore. (b)

Enlargement of the selectivity filter showing four dehydrated Kþ

ions inside the filter and one hydrated Kþ ion outside (bottom).

(Reprinted with permission from R MacKinnon (2003) Potassium

channels. FEBS Letters 555: 62–65.)
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ion, a small organic molecule, or even a small protein.
Other Kþ channels are voltage-gated, and the pore
opening is energetically coupled to the movement of a
charged voltage sensor within the membrane electric
field. Diversity in gating is achieved by diverse struc-
tural domains attached in a modular fashion to the
conserved pore domain. Binding of ligands as well as
displacement of the voltage sensor by voltage changes
must result in a global conformational change of the
channel protein which is eventually transduced to
the pore unit, causing the pore to open (and close).
The recent crystallization of several Kþ channels
(both in the open and closed conformation) has ex-
plained the conformational changes which underlie
the pore opening in Kþ channels.

The pores of KcsA, crystallized in the closed con-
figuration, and MthK, crystallized in the open con-
figuration, are compared in Figure 7. The prominent
difference between these two structures is the position
of their inner helices. In KcsA they form a bundle at
the cytoplasmic side of the pore that prevents free ion
flow, while in MthK the inner helices are bent at a
hinge point, allowing free ion flow between the cyto-
plasm and the selectivity filter. These structures are
probably representative of the closed- and open-pore
configurations of many different Kþ channels, as
suggested by the amino acid conservation in the inner
helices sequences of all Kþ channels (in particular of a
glycine at the hingepoint) (Figure 7).

The Cell Membrane as an Equivalent
Circuitry of Parallel Ion Channels with
Variable Conductance: An Explanation for
Complex Changes of Membrane Voltage

In this section, the functional roles of ion channel
proteins are discussed with the aim of integrating

their individual properties. This aims to explain their
concerted contribution to the overall cell activity.

The concerted activity of ion channels may here be
described for electrically excitable cells such as neu-
rons and muscle cells. In general these cells can be
found in two different conditions, namely at rest or
excited. In the resting condition, the cell membrane
voltage is stable over long periods of time; during
electrical excitation, the cell undergoes a transient
depolarization, a phenomenon called action poten-
tial (AP).

Both situations can be explained by a dynamic in-
terplay of different ion channels in the plasma mem-
brane. A physical model of the main elements in the
plasma membrane of such a cell is presented in
Figure 8 where an equivalent circuit of a cell mem-
brane built on capacitance, variable resistors, and
batteries is presented. In this simple circuit, each re-
sistor represents a specific type of ion channel, that is
for Kþ or Naþ , with a variable internal resistance.
The branch with the conductance gL represents the
ensemble of other conductances such as channels for
Cl– and Ca2þ . The variability of the resistor reflects
the ability of the ion channels to undergo changes in
activity. An important detail of this model is that the
activity of the channels is sensitive, in a distinct way,
to voltage. Hence through the voltage coupling of the
channels via the membrane, the activity of each
channel has an effect on the activity of the others.
Due to their different distribution across cell mem-
branes, the main ionic species involved in electrical
activity (i.e., Naþ , Kþ , Ca2þ ) have different ther-
modynamic equilibrium (see Figure 1). These electro-
chemical gradients are a source of potential energy.

Intracellular

Extracellular

CM

EK+

gK+

EL

gL

ENa+

gNa+

Figure 8 Electrical circuit representing the cell membrane. The

lipid bilayer is modeled by a capacitance (CM), while the different

families of ionic channels are represented by conductances (gx).

The electromotive forces (EX) generated by asymmetric ionic

concentrations are included in the battery elements. Note that gNa
and gk are variable conductances due to their time and voltage

dependence.

Figure 7 The pore gating of a potassium channel. Left: struc-

ture of the bacterial channel KcsA, crystallized in the closed

conformation. Right: structure of the bacterial channel MthK

crystallized in the open conformation. Three subunits are shown

for each channel with the selectivity filter yellow and gating hinge

in red. (Reprinted with permission from R MacKinnon (2003)

Potassium channels. FEBS Letters 555: 62–65.)
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In the model they are represented by specific battery
voltages, which are determined by the Nernst poten-
tial (EX) of the respective ion. Cells consume this
energy difference when ionic channels open and ions
can freely diffuse. Due to its dielectric properties, the
lipid component of the cell membrane is represented
by a capacitor (CM). Large and fast changes in the
membrane voltage will hence cause currents to
charge this capacitor.

At rest, cells have an internal potential of � 60/
� 80mV with respect to the extracellular environm-
ent. The precise value of the resting potentials is de-
termined mainly by two factors: a relatively high Kþ

(gKþ ) and Cl� (included in gL) permeability of the
cell membrane due to active Kþ and Cl� channels
and the respective battery voltages of ECl

� and EKþ .
ENaþ does not contribute to the resting voltage since
Naþ channels are generally closed at rest (gNaþ ¼ 0).
Hence, the membrane current (I) at rest can be de-
scribed according to the Ohms law by

I ¼ gKþ � ðV � EKþÞ þ g�Cl � ðV � E�
ClÞ ½4�

This resting state is drastically modified when cells
become electrically active, that is, when they fire an
AP. A simple physical description of an AP would be
a wave of potential that travels at a rate of 1–100m
*s�1 along excitable membranes, and conveys in-
formation from one point to another. The peak of the
moving wave corresponds to a physical location
where the membrane polarity is inverted (the intra-
cellular part is positive up to þ 40/þ 60mV with
respect to the external), while the adjacent regions
are still (region ahead) or have already returned
(region before) to the resting hyperpolarized value.

The Hodgkin and Huxley (HH) model presented
the first mechanistic explanation of the AP. This
original model has now undergone major revision;
however, the basic ideas can still be used to unravel
how the concerted work of different ionic channels
can bring about the AP. HH’s interpretation of the
molecular mechanisms underlying the complex event
of an AP consists of a voltage-coupled interplay of
two conductances: the Naþ and Kþ channels. The
elements that confer the circuit its active properties
(i.e., the capacity of generating an AP) are the
variable conductances (gx) which are disposed in
parallel (Figure 8). In the original HH model, the
number of conductances is limited to three: gNa and
gK that are the true, time- and voltage-dependent
components, and a fixed gL that represents a path-
way for leakage currents. The last elements to con-
sider are the source of electromotive forces Ex which
complete each conductance branch with the electro-
chemical energy associated with the specific ionic

flow and determined by the Nernst equation. The
two dominant elements, the Naþ and Kþ channels,
have very distinct voltage- and time-dependent prop-
erties which can be summarized as follows: the Naþ

channels open transiently very fast upon a depolari-
zation of the membrane. The Kþ channels in con-
trast open slowly upon depolarization. Because of
their electrocoupling, the activity of one reflects back
on the other and vice versa. Once the appropriate set
of time- and voltage-dependent variables for each
channel is defined, the mathematical solution of the
circuit will appropriately simulate the electrical
activity of the cell.

A more intuitive description of an AP can be at-
tempted by describing the events that take place in a
membrane region that is invested by an AP wave. If
one could take a look at the intracellular side of the
membrane, a situation would be observed where an
already depolarized, positively charged region, is fol-
lowed by a region in an electrically resting state of
about � 70/� 80mV. This situation would generate a
depolarizing flow of positive charges toward the
negative region; this event is the key element in the
generation of APs. If the depolarization is not strong
enough, then the resting Kþ conductance will soon
buffer this perturbation and reestablish the correct
resting potential, but if the depolarization reaches a
threshold it will trigger a cascade of events that gene-
rates an AP. This is the reason why biophysicists de-
scribe the AP as an all-or-nothing event. It has already
been seen that a great number of ion channels are
gated by voltage, and this concept is crucial to the
understanding of the AP mechanism. The threshold
corresponds to a critical value of potential at which
Na channels start opening, and thus generate an in-
ward-going current that further depolarizes the mem-
brane by a positive feedback mechanism that drives
the membrane potential toward the equilibrium of
Naþ ions (ENa). This depolarization activates two
additional events: the inactivation of Naþ channels
and the activation of Kþ channels. Naþ channels are
dually gated by voltage: the positive electric field ac-
ting on these transmembrane proteins initially induces
a conformational change that forces the channels to
an open, conductive state, but soon after the channels
relax to a nonconductive state. The voltage-gated Kþ

channels involved in the AP differ from the resting
ones in that the former are normally closed at resting,
but open upon depolarization. Kþ channels activate
with a slower kinetics compared to that of Naþ

channels, and, according to the acting electrochemical
gradient, they generate an outward-going Kþ ions
efflux, that repolarizes the cell to the resting state, and
thus terminate the AP signaling. The electrical activity
of a cell can now be summarized in three general
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components: first, a trigger phase that moves the po-
tential to the threshold; second, the activation of an
inward-going current that rapidly depolarizes the cell,
and finally the third part driven by a potassium out-
flow that terminates the electrical event. The above
events are an over-simplification of a reality that is
often more complex and thus adaptable; nature has
evolved molecules with slightly different properties so
that an array of elements is available to better ac-
complish the different functional requirements of ex-
citable cells. Indeed APs can simply represent a piece
of information that needs to be transferred from one
point to another with high fidelity, but in many cases
they must locally trigger crucial events such as a ne-
urotransmitter release or a muscle contraction. Often,
when spatial transferring of information is required, a
simple system, based on limited population of chan-
nels (HH model), is perfectly fit for the function.
Neuronal exocytosis and muscle contraction require
the contribution of at least one more class of channels:
the Ca2þ channel family. Ca2þ ions are key elements
in inducing both the activation of the synaptic release
machinery, and in allowing the physical interaction
between the sliding filaments of muscle fibers.

Ion channels can be largely modulated by several
effectors, for example calcium, second messengers
such as cyclic nucleotides, phosphorylation, interac-
tion with other proteins, and more (see above). As an
example of the functional importance of these mod-
ulations, the activity of cardiac pacemaker cells are
described here (Figure 9). These cells exhibit spon-
taneous voltage oscillations (Figure 9a) that deter-
mine the cardiac rate.

The most striking property of these cells is the
slowly depolarizing or pacemaker phase (between
arrows in Figure 9a) that, while moving the cell
membrane toward the threshold (dotted line), allows
for cardiac chamber refilling. This phase is generated
by the intervention of several ionic channels and
transporters, with the most important one being a
specific current named If or pacemaker current. The
If is modulated by the neural autonomic system that
can increase (sympathetic branch) or decrease (para-
sympathetic branch) the current availability at any
given potential (Figure 9b). The functional effect of
this modulation is the modification of the slope of the
diastolic depolarization that becomes steeper or shal-
lower thus determining the autonomic-induced mod-
ulation of the heart rate (Figure 9a).

So far, the role of ion channels in underlying im-
portant physiological functions have been described;
one can now appreciate why ion channels are impor-
tant targets for drug-based therapy. Indeed in the year
2003, 15% of the top 100 best-selling drugs on the
market were designed to specifically interfere with

ion-channel proteins. Several diseases such as epilepsy,
long QT syndrome, cystic fibrosis, myopathies (but
the list is in constant expansion) have been found to
depend on abnormalities of genes coding for these
proteins. For this reason, a new group of diseases has
now been named after their molecular origin chan-
nelopathies. A still far to come, yet enticing possibility,
is a strategy devised by ion-channel biologists which is
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Figure 9 Heart rate modulation by autonomic system. (a)
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the pacemaker current as a function of the applied voltage. The
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HCN channels: 20 years of excitation. News in Physiological
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based on the ‘‘use’’ of ion-channel proteins as molec-
ular tools for therapy of cardiac rhythm alteration. To
date, cardiac electronic pacemakers have been widely
used in the treatment of rhythm disorders. However,
recent research suggests the possibility of developing
therapeutic approaches based on ‘‘biological pace-
makers’’ in which the ability of generating spontane-
ous cardiac electric activity could be restored by
manipulating the level of ion channels expressed in a
specific desired region of the heart.

See also: Biomembranes; Membrane and Protein Aggre-
gates.

PACS: 87.16.Uv; 87.19.Nn; 87.80.Jg; 87.17.Nn; 87.
64. Gb; 87.16.Dg
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Introduction: Hopping Process

While a quantum mechanical particle such as a quasi-
free-electron can tunnel through a barrier by interfer-
ence of the states on both sides of the barrier (denoted
by x and x0), that is, by seizing the hindrance in a
wave-like way, the transport of a heavy particle such
as an ion has to rely on the ensemble fraction with
energy high enough to reach the final state (hopping).
On the one hand, under favorable circumstances pro-
tons may also tunnel, while on the other hand elec-
trons that strongly polarize their environment (large
polarons) behave almost classically as ions.

In most cases of interest (consider A as an ion with
charge zA), the hopping of A from x to x0 ðx0 ¼
xþ DxÞ may be written as

AðxÞ þ V 0ðx0Þ"VðxÞ þ A0ðx0Þ ½1�

(The dash takes account of the possibility for A to
have a different structural environment at x0.) In
cases where A denotes an ion on a regular site in a
crystal, V is the vacancy that serves as a jump part-
ner, while in cases where A refers to an excess ion
sitting on interstitial sites, V denotes the vacant in-
terstitial site. In crystals, V (in the first case) or A (in
the second case) are usually dilute with the energy
levels of these sites being well defined. The concen-
tration of the respective reaction partner is then ap-
proximately constant and the corresponding rate
equation for the hopping process is pseudo-mono-
molecular. In amorphous solids, the sites are less
defined, which also holds for the spatial energy dis-
tribution; in polymers, melts, or liquids, these sites
and energy distributions are time dependent. In
these cases, one would better speak of smeared-out
density of states, as far as thermal excitations are
concerned. The rate constant for the hopping rate
equation is decisively influenced by the activation
free enthalpy. The parameters k and DGa, for ex-
ample, for the forward reaction (index ,) related
through (prefactor k0 is proportional to the attempt
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frequency G0)

,
k ¼ k0 exp �DG

,a

RT

 !
½2�

refer to the built-in part of the forward rate constant
and its activation free energy, respectively. This ex-
pression has to be complemented by the factor
expð�,a Df z F=RTÞ in order to take account of the
applied electric field. The parameter Df is that part
of the external voltage that drops from x to x0 and
the term

,a Df measures the portion of Df that is
relevant for the forward reaction (distance between
saddle point and initial state). The relations for the
backward reaction are analogous ð,aþ,a ¼ 1Þ. This
leads to the Butler–Volmer equation which describes
the charge transfer from x to x0 for an asymmetric
free-energy profile. In the homogeneous bulk region
(and also in the space charge region sufficiently far
from the interface, i.e., A ¼ A0), the built-in profile is
symmetrical, that is, k

,
¼ k

&
¼ k,

,a ¼ 1=2 ¼&a and
D

,
G ¼ D

&
G. The result for the rate represented by the

current density ij of carrier j in x-direction

ij ¼ � 2kjcjzjF sinh
zjFDf
2RT

C � sj
Df
Dx

½3�

can be simplified to Ohm’s law (bottom part) for
Df{RT=zjF; the conductivity sj of the carrier is
proportional to its mobility uj (ujpkj), (molar) con-
centration (cj) and (molar) charge (zjF) and given as

sj ¼ zjFujcj ½4�

Allowing also for a concentration variation during
the process and generalizing to three dimensions, the
Nernst–Planck equation is arrived at

ij ¼ �DjzjFrcj � sjrf ½5�

where the diffusion coefficient (D) and conductivity
(s) are related through the Nernst–Einstein equation.
Close to equilibrium, this equation corresponds to
the result obtained by linear irreversible thermody-
namics,

ij ¼ � sj
zjF

r *mj ½6�

which assumes the current to be proportional to the
gradient in the electrochemical potential *m ¼ mþ zFf
(chemical potentialþ (molar charge� electrical po-
tential)). The latter relation is more general concern-
ing the concentration range, while the former (as
regards the diffusion term) is more general as far as

the magnitude of this driving force is concerned. In
cases where the current of a given species is also
generated by secondary driving forces (e.g., by r *m of
a different particle), cross terms occur for which the
Onsager–Casimir symmetry relations are valid. As
regards the determination of the conductivity, the
first task is to determine the carrier concentration as
a function of the control parameters. This is feasible
by solving the defect model for the system under
consideration.

Equilibrium Charge Carrier
Concentrations

Pure Compounds and Dilute Bulk

Figure 1 displays the fundamental charge carrier for-
mation reaction in an ‘‘energy level’’ diagram for a
fluid (H2O) and an ionic crystal (AgCl). These levels
refer to effective standard (electro) chemical poten-
tials or – in the case of the ‘‘Fermi levels’’ that are
positioned within the gap – full (electro) chemical
potentials. (As long as the bulk is considered, zFf
can be neglected and one can refer to m instead of *m.)
As long as – in pure materials – the gap remains large
compared to RT, the Boltzmann form of the chemical
potential of the respective charge carrier (defect) is
valid which has the form

mj ¼ m�j þ RT ln
cj
c�j

 !
½7�

As outlined below, this relation holds largely in-
dependent of the charge carrier situation and the
form of the energy level distribution. If the levels are
smeared out or if there is a band of levels, m�j refers to
an effective level (i.e., band edges in nondegenerate
semiconductors or an appropriately averaged energy
when dealing with fluids or disordered solids).

The coupling of the ionic level picture and the
electronic level picture for AgCl (Figure 2) is estab-
lished via the thermodynamic relation *mAgþ þ *me� ¼
mAg, and hence via the component potential which
reflects the precise position in the phase diagram.

The meaning of m� becomes obvious, if for sim-
plicity one considers an elemental crystal (with defect
j). For the formation of Nj identical defects (among
N regular positions), a local free enthalpy of NjDg�j is
required in the interaction-free case; including also
the configurational contribution, the Gibbs energy of
the defective crystal (GP refers to the perfect crystal)
reads

G ¼ GP þNjDg�j � kBT ln
N

Nj

� �
½8�
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The configuration term describes the number of
combinations of Nj elements out of N choices with-
out repetition. The calculation of Dg�, the free energy
to form a single defect, requires an atomistic consid-
eration. If one refers to ionic defects in crystals, it is
essentially composed of lattice energy, polarization
energy, and vibrational entropy terms. In more gen-
eral terms, Nj is the number of defects and N the
number of particles that can be made defective.
Owing to the infinitely steep decrease of the con-
figurational term with Nj, a minimum in G(Nj) (see
Figure 3) is observed in the elemental crystal, if the
chemical potential of j, that is, mj � @G=@ðNj=NmÞ,
which follows as

mj ¼ m�j þ RT ln
Nj

N �Nj

C m�j þ RT ln
Nj

N

¼ m�j þ RT ln
nj
n

½9�

vanishes (n � N=Nm, nj � Nj=Nm,Nm ¼ Avogadro’s
number; m�j ¼ NmDg�j ). It is noteworthy that the

strict result (top) which is formally valid for higher
concentrations also is of the Fermi–Dirac type. This is
due to the fact that one refers to combinations with-
out repetition, that is, double occupancy is excluded
and hence the sites are exhaustible similarly as is the
case for quantum states in electronic problems.
(Combinations with repetitions lead to Bose–Einstein
distribution.)

In a situation in which the levels are broadened to
a more or less continuous zone (e.g., electrons in
semiconductors and ions in fluids), the parameters Nj

and m�j of the Fermi–Dirac form have to be attributed
to an infinitely small level interval. Denoting the
partial free energy level by E, this integral ranges from
Ej to Ej þ dEj and the total (molar) concentration
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follows from integration:

nj ¼
Z
zone

DðEjÞ dEj
1þ expðjEj � mjj=RTÞ

½10�

whereby the molar density of states D (Ej) appears in
the integrand. At equilibrium, mj is independent of Ej.
Considering without the restriction of generality, the
almost empty zone and the lower edge of this zone
designated as Ej, one can neglect the unity in the de-
nominator of the above equation for all levels more
distant from mj than E

0

j which leads to the Boltzmann
expression njC %njðTÞexpð�jE0j � mjj=RTÞ. The ef-
fective value %nj is given by

%njðTÞ ¼
Z
zone

dEj DðEjÞexp �
jEj � E0jj
RT

� �� �
½11�

%nj being usually weakly temperature dependent. It is
worth noting that, owing to the high dilution,
changes of the parameters with occupation have
been ignored (for electrons in semiconductors, this is
called the ‘‘rigid band model’’).

As anticipated above, the Boltzmann form of the
chemical potential results with m� representing an
effective value. If n is identified with %nj, the effective
value m�j is given by E0j. As long as one refers to dilute
conditions, considerable freedom of normalization is
left with respect to the concentration measure.

In ionic compounds, charged defects occur pair-
wise, the formation of which is subject to disorder
reactions (and electroneutrality conditions). Then,
only the reaction combination of chemical potential
vanishes, that is,

P
j nrjmj ¼ 0 (identical to

P
j nrj *mj ¼

0 since
P

j nrjzj ¼ 0), where nrj is the stoichiometric
coefficient of j in the respective disorder reaction r
(cf. Figure 1, bottom). Boltzmann expressions can be
written for the individual carriers, if the formation
energies and the configuration entropies are con-
sidered to be independent.

The application of chemical thermodynamics
elegantly permits treatment of a variety of ionic
and electronic disorder equations that simultaneous-
ly occur in a given solid. This is not only possible
for the internal disorder equations (such as Schottky,
Frenkel, anti-Frenkel, anti-Schottky, electron–hole
formation) but also for external reactions such as
the interaction of an oxide with the oxygen partial
pressure and hence the stoichiometric variation. Un-
der Boltzmann (i.e., dilute) and Brouwer (i.e., two
majority carriers) conditions, an adequate expression
is arrived at for any charge carrier concentration as a
function of the control parameters (temperature T,
doping content, component partial pressure P),

namely

cjðT;PÞ ¼ a
bj
j P

Nj

Y
r

KrðTÞgrj ½12�

(Nj; grj; aj; bj being simple rational numbers; the
total pressure is assumed to be constant.) For mul-
tinary compounds (i.e., m components) at complete
equilibrium (m� 1), component partial pressures are
to be considered. This solution is only a sectional
solution within a window in which the majority car-
riers situation (Brouwer condition) does not change.
The power-law equation defines van’t Hoff diagrams
characterized by

� @ ln cj
@1=RT

¼
X
r

grjDrH
� ½13�

according to which, for not too extended T-ranges
(i.e., DrH

�, the reaction enthalpy of the defect reaction
g, is constant), straight lines are observed in the ln cj
versus 1/T representation, as well as Kröger–Vink
diagrams characterized by straight lines in the plots ln
cj versus ln P with slopes

@ ln cj
@ ln P

¼ Nj ½14�

Figure 4 displays the defect chemistry within the
phase width of the oxide MO. At low oxygen par-
tial pressure (PO2

), vacant oxygen ions ðVdd
O Þ and
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Figure 4 Internal redox and acid–base chemistry in a solid

MO1þd within the phase width at a given temperature T (disorder

in the M-sublattice assumed to be negligible).
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reduced states ðe0Þ are in the majority (2½Vdd
O �C½e0�c

½O00
i �; ½hd�) (N-regime) whilst oxygen interstitials (O00

i )
and oxidized states ðhdÞ dominate for very high PO2

(2½O00
i �C½hd�c½e0�; ½Vdd

O �) (P-regime). At intermediate
PO2

, usually ionic disorder prevails (½Vdd
O �C

½O00
i �c½e0�; ½hd�) (I-regime); the alternative situation

that electronic disorder predominates (½e0�C½hd�c
½Vdd

O �; ½O00
i �) is usually scarce. Exactly at the Dalton

composition (i.e., at P
ðiÞ
O2

where 2½O00
i � ¼ 2½Vdd

O � ¼
½e0� ¼ ½hd�), the ‘‘nonstoichiometry’’ d in MO1þd (i.e.,
½O00

i � � ½Vdd
O � ¼ 1

2½hd� � 1
2½e0�) is precisely zero. For

dc0, a p-conductor (mobility of h
.
is usually much

greater than for O00
i ) is referred to, for d{0, one re-

fers (mobility of e0 is usually much greater than for
Vdd

O ) to an n-conductor, while at dC0, mixed con-
duction is expected (only if the ionic concentrations
are much larger than the electronic ones, pure ion
conduction results). Usually, the entire diagram is not
observed, as there are limits of experimentally real-
izing extreme PO2

values as well as limits with respect
to the phase stability (formation of higher oxides or
lower oxides, if not of the metal).

Figure 5 gives three examples: SnO2 as an oxygen-
deficient material, La2CuO4 as an example of a

p-type conduction, and PbO as an example of
I-regime exhibiting mixed conduction. (In PbO, most
probably, the counterdefect to O00

i is Pb
dd
i rather than

Vdd
O ; the results, however, are not different then.) The

slopes directly follow from simple mass action con-
siderations.

The model example of AgCl shall be considered in
more detail. It also exhibits predominant ionic dis-
order, but now the decisive disorder reaction is the
Frenkel reaction of the Ag sublattice (i.e., the for-
mation of silver ion vacancy, V 0

Ag, and interstitial
silver ion, Agdi ). The role of PO2

is played by the
chlorine partial pressure. The mass action law for the
interaction with Cl2 reads ½Agdi �P

þ1=2
Cl2

½e0� ¼ constant,

the mass action constant for the Frenkel reaction
being ½Agdi �½V 0

Ag� ¼ KF and that for the band–band

transfer ½e0�½hd� ¼ KB. Since ½Agdi �C½V 0
Ag�c½e0�, ½h . �, it

follows as solution ½V 0
Ag� ¼ ½Agdi � ¼

ffiffiffiffiffiffi
KF

p
, ½e0�pP

�1=2
Cl2

,

½hd�pP
þ1=2
Cl2

.

Doping Effects

Dopants, as irreversibly introduced structure ele-
ments such as Cd2þ substituting Agþ to form the
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Figure 5 Three experimental examples of Kröger–Vink diagrams in a pure oxide MO with ideal defect chemistry. (a) SnO2 as an

n-type conductor, (b) PbO as a mixed conductor, and (c) La2CuO4 as a p-type conductor. (Reproduced with permission from Maier J

(2003) Ionic and mixed conductors for electrochemical devices. Radiation Effects and Defects in Solids 158: 1–10; & Taylor and
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defect CddAg, do not significantly influence the mass
action laws, but appear in the electroneutrality rela-
tion, here

½Agdi � þ ½CddAg�C½V 0
Ag� ½15�

Coupling the above relation with the Frenkel equa-
tion ½Agdi �½V 0

Ag� ¼ KF leads to

½V 0
Ag� ¼

C

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

4
þ KF

s
½16�

½Agdi � ¼ �C

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

4
þ KF

s
½17�

where C stands for ½CddAg�. Consider the Brouwer
conditions again. For C{

ffiffiffiffiffiffi
KF

p
, the intrinsic result

½Vd
Ag� ¼ ½Agdi � ¼

ffiffiffiffiffiffi
KF

p
is obtained. For Cc

ffiffiffiffiffiffi
KF

p
, one

arrives at

½Vd
Ag� ¼ C ½18�

½Agdi � ¼ KFC
�1 ½19�

which are immediately obtained by neglecting ½Agdi �
from the electroneutrality relation. Power-law equa-
tions are then also valid for the electronic minority
carriers in AgCl.

Figure 6 displays the solutions for the ionic defect
arrived at by the more accurate equations for both
concentrations and conductivities. The different beha-
viors of defect concentrations and conductivities stem
from the fact that the interstitials are more mobile
than the vacancies. The introduction of the dopant
increases the concentration of the oppositely charged
defect and depresses the concentration of the coun-
terdefect according to electroneutrality and mass ac-
tion. This leads to a decreased ionic conductivity,
before the counterdefect starts defining the overall
conductivity. The conductivity minimum lies approx-
imately at

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KFui=uv

p
.

Figures 7 and 8 display the dependence of con-
ductivity on temperature in pure samples and on the
doping concentration at given T with regard to po-
sitive and negative doping. While the response to
Cd2þ doping (CddAg) follows exactly the predictions
(see Figures 7 and 8), the effect of S2– doping (S0Cl)
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suffers from interaction effects (see below, the
absence of a minimum in Figure 8, LHS, is in
qualitative agreement with the fact that ½Agdi � is
increased).

It is clear that for doped samples under Brouwer
and Boltzmann conditions, the concentration of any
carrier is not only a function of P, T but also of C and
reads

cj T;P;Cð Þ ¼ a
bj
j

Y
p

P
Npj

p

 !
CMj

Y
r

KrðTÞgrj
 !

½20�

(PNj is replaced by
Q

p P
Npj

p in order to allow for
multinary equilibria labeled by p). Since unlike (the
in situ parameters) P and T, the variation of C re-
quires a new high temperature preparation, C is
designated as an ex situ parameter.

Now this also predicts sectionally constant slopes
in diagrams of the type log Cj versus log C accord-
ing to

@ ln cj
@ lnC

¼ Mj ½21�

For a simple defect chemistry, the sign of Mj is de-
termined by (‘‘rule of heterogeneous doping’’)

zjMj

zd
o0 ½22�

which means that, for a positive (negative) doping,
the concentration of all negative (positive) defects is
increased and all positive (negative) defects are de-
creased (zd: charge number of dopant defect). A
negative doping is also the reason for change in the
slope from the intrinsic value � 1/6 to the extrinsic
value � 1/4, in Figure 5a for SnO2, which directly
results from the mass action law for oxygen in-
corporation, that is, P

1=2
O2

½Vdd
O �½e0�2 ¼ constant (for

2½Vdd
O �CC, one obtains sCsnp½e0�pP

�1=4
O2

whereas
for 2½Vdd

O � ¼ ½e0�, the result is spP
�1=6
O2

).

High Charge Carrier Contributions — Interactions

The above solutions are valid for ionic and electronic
carrier concentrations but require low concentra-
tions. One way of correcting interactions is to intro-
duce associates, that is, novel particles formed as the
result of these interactions and responding differently
to electrical fields or other driving forces. In this way,
the scheme of defects is rescaled with the conse-
quence of writing ideal chemical potentials (i.e., in-
teraction free) for these to a better approximation.
Examples are interactions of dopants with electronic
or ionic carriers (these states appear as midgap states
in Figure 1), associates between electronic carriers
(excitons, Cooper-pairs), or between ionic carriers
(such as vacancy pairs, interstitial pairs, and Frenkel
associates). As an example, the association between
Cdd and V

0

Ag is mentioned that leads to a thermally
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Figure 7 Experimental conductivity data for nominally pure and

doped AgCl as a function of 1/T. Here log (sT) is plotted instead of

log s to take account of the slight T-dependence of the prefactor.

However, this does not alter the slope noticeably (DFH
0: formation

enthalpy of Frenkel defects; DHa
j : migration enthalpy). (Repro-

duced from Corish J and Jacobs PWM (1972) Ionic conductivity of

silver-chloride single-crystals. Journal of Physics and Chemistry of

Solids 33: 1799–1818, with permission from Elsevier.)
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Physik 6: 63–70; & Wiley-VCH.)
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activated process at low temperatures in the case of
CdCl2 doped AgCl (lower than those shown in
Figure 7).

The more general approach is to include inter-
actions via analytical corrections in the chemical po-
tentials (mex) of the charge carriers. (On the level of
the concentration, this leads to the activity coefficient
as a correction factor.) If the high carrier concentra-
tion is a consequence of the high temperatures, such a
procedure is indispensable. If it is a consequence of a
high doping content, it may be replaced by or better
combined with the association procedure. Interac-
tions lead to entropic corrections as well. One of
them is obviously due to the exhaustibility of sites
(Fermi–Dirac correction). The more detailed account
of deviations from a random distribution owing to
interactions leads to very complex expressions (e.g.,
by the Mayer theory for real gases). Fortunately in the
case of weak interactions, the neglect of such entropic
corrections is a tolerable approximation. Then, be-
sides possible local vibrational entropies, only ener-
getic nonideality corrections need to be considered.
The Debye–Hückel theory (considering each central
ion embedded into a diffusive cloud of counter ions,
the size being characterized by l) leads, in the first
approximation, to an expression of the form

mexj ¼ RT ln fj ¼ �
z2j F

2

8peNml
pc

1=2
j ½23�

that reasonably corrects the chemical potential for
low defect concentrations. The Debye–Hückel theory
proved particularly helpful for electrolytic solutions.

At higher concentrations, the corrections become
not only complicated but also individual. Here, an
ad hoc model that is able to describe interactions in
some simple binary crystals and estimate these inter-
actions by assuming that the interaction energy (viz.
the structure) can be assessed by a virtual Madelung-
superlattice of defects of the mean lattice constant
pc1=3 is briefly discussed. The prefactor J in mex ¼
�Jc1=3 is determined by the Madelung energy of
the ground lattice, the Madelung constants of lattice
defect, and ground lattice as well as the dielectric
constant.

The attractive interaction of oppositely charged
carriers has the consequence that the formation
becomes increasingly easier at high temperatures as
soon as the carriers perceive each other in ionic crys-
tals. The conductivity increases in an over-Boltzmann
fashion (premelting) and eventually the avalanche ef-
fect leads to a phase transformation into the super-
ionic (or molten) state. The order of the transition can
be calculated by comparing the formation enthalpy,
the formation entropy, and the interaction content.

Figure 9 shows the ‘‘thermal destiny’’ of a pure
Frenkel disordered binary crystal from the perfect
state at low T to the superionic state at high T.

Boundary Layers (Heterogeneous Doping)

At boundary layers, electroneutrality is no longer
fulfilled and space charge regions (width B Debye
length) occur. The reason for this is the adjustment of
structurally different regions. Not only are the elec-
tronic concentrations modified, but the mobile ionic
charge carriers are also distributed according to the
space charge field (both ‘‘Fermi levels’’ are position-
ally constant). Effects on the ionic conductivity can
be immense.

Double layers formed by the contact of electrolyte
solution to an electrode or charged membrane surfac-
es in electrophysiology are well-established examples.

Figure 10 depicts four prototype cases involving
solid electrolytes: (1) the contact of an ionic conduc-
tor to an insulator, the surface of which is able to
trap (internally absorb) ions, leading to the concept
of heterogeneous doping (influence of conductivity
by dispersing fine insulator particles characterized by
a similar rule of heterogeneous doping as given above
for homogeneous doping obtained by replacing the
concentration and charge of the dopant defect by the
surface charge density and its sign); (2) the contact of
two ionic conductors leading to a charge transfer of
ions from one conductor to the other (cf. ionic ‘‘p–n
junctions’’); (3) charge can also be stored within that
core of the boundary, that is, in a grain boundary
which joins two chemically identical grains and the
effects can be tuned by chemical modification of the
boundary or by varying the misfit; and (4) the con-
tact to a fluid, for example, gas phase, is relevant in
this context due to the fact that, acid–base active
gases may cause attractive or repelling interactions
with mobile ions.

Since in many mixed, even predominantly elec-
tronic conductors, ionic charge carriers may be in
majority, the ionic redistribution effect may deter-
mine the overall electronic boundary concentrations
(fellow-traveler effect).

Figure 11 shows the bending of ionic and elec-
tronic energy levels and their intercorrelation. The
determination of the bending effect requires treat-
ment of the chemical thermodynamics of the contact
problem and hence a knowledge of energy levels in
the interfacial core. In the case of a strong interfacial
effect (co: carrier concentration in the first layer
adjacent to the interface),

Ds8m ¼ 2Fu

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eRTco

L

r
½24�
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describes the excess mean conductivity of the mobile
majority defect in a Gouy–Chapman accumulation
layer, and

Dr>m ¼ 1

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eRT

2zdu2z3cNF4c2o lnðco=cNÞ

s
½25�

the excess mean resistivity of the mobile majority
carriers across a single Mott–Schottky depletion lay-
er situation (dopant with molar charge zdF and con-
centration cN). L is the distance perpendicular to the
interface over which the measurement averages.

Figure 12 shows heterolayers of CaF2 and BaF2
and the effect of the concentration of interfaces on
the overall parallel conductance.

In a polycrystalline material, bulk and boundary
conductivities have to be superimposed according to
the microstructural situation. An approximate rela-
tion that takes into account the conductivities across
(>) and along (8) grain boundaries ( #s: complex con-
ductivity; #s8; #s> refer to the local mean values) is

#sm ¼
#sN #s>gb þ b8gbjgb #s

8
gbs

>
gb

#s>gb þ b>gbjgb #sN
½26�

(b8; b> refer to the portions of the volume fraction
j that contribute to the path; in the simplest ap-
proach, b8 ¼ 2=3, b> ¼ 1=3.)
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Figure 10 Four basic space charge situations involving ionic

conductors (here silver ion conductor): (a) contact with an insu-

lator, (b) contact with a second ion conductor, (c) grain boundary,

and (d) contact with a fluid phase. (Reproduced with permission

from Maier J (2002) Nanoionics and soft materials science. In:

Knauth P and Schoonman J (eds.) Nanocrystalline Metals and

Oxides. Selected Properties and Applications, Kluwer Interna-

tional Series in Electronic Materials: Science & Technology, vol.

7, pp. 81–110. Boston: Kluwer Academic; & Kluwer Academic/

Plenum Publishers.)

Perfect Superionic

Heavily defective Superionic

T = 0 K(a)

(b)

0 < T<< Tc 

0 <T << Tc  

T > Tc 

T>Tc 

Perfect

Excited Interstitial

Regular

(c )

Weakly defective

Heavily defectiveWeakly defective

T<Tc 

T<Tc 

 = �o
i

~

~

∋i

∋i

(c)∋reg

∋reg = �O
v

�o
i + RT In y e

i
~

−�o
v − RT In y e

v
~

∋i ∋reg

Figure 9 The ‘‘thermal destiny’’ of an ionic crystal above absolute zero: a progressive development from a perfect to a superionic

phase via an ideally defective and a heavily defective state. (a) Crystallographic defect picture and (b) corresponding ‘‘energy level’’

schemes. The indices v and i refer to the vacant regular and interstitial sites. (Reproduced with permission from Maier J and Münch W

(2000) Thermal destiny of an ionic crystal. Zeitschrift für Anorganische and Allgemeine Chemie 626: 264; & Wiley-VCH.)

Ionic and Mixed Conductivity in Condensed Phases 17



Nano-Ionics

Nano-sized conductors can provide large ionic con-
ductivity anomalies owing to the high concentration
of interfaces. Moreover, the spacing of interfaces may
be so narrow that they perceive each other. Figure 13a
shows the space charge overlap occurring in mate-
rials when the distance of neighboring interfaces
becomes smaller than the Debye length, with the
structure being invariant (cf. also Figure 12). If
the distance is smaller than the effective thickness of

the point defect (i.e., point defect including the
sphere of influence in which the structure is percep-
tibly modified), then the local standard chemical
potential changes (Figure 13b). In the case of delo-
calized electrons, this may happen at much larger
distances. These are only two examples of the nano-
size effects on ion conduction. Amongst others, the
effects of particle geometry or curvature are men-
tioned, by which approximately a Gibbs–Kelvin term
(p%g=%r; %g: mean surface tension, %r: mean radius) is
introduced to the chemical potential.

Such effects do not only affect transport proper-
ties, they are also interesting as far as mass storage is
concerned.

Partial Equilibrium – Bridge between
High-Temperature and Low-Temperature
Situation

Arbitrary deviations from equilibrium require a de-
tailed kinetic treatment. The situations in which
some carriers behave reversibly while others are
completely frozen are briefly considered here. Such
considerations are helpful when the bridge has to be
spanned from high-temperature equilibrium (during
preparation) to a low operational temperature. In
fact, such a partial equilibrium situation was already
tacitly assumed when doping effects were studied. At
high enough temperatures, dopants become rever-
sible and segregation equilibria become active. Gen-
erally speaking, freezing of carriers leads to a
reshuffling of in situ to ex situ parameters (i.e., from
the P-term to the C-term in the power-law equation
[20]). The discrepancy between the equilibrium
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concentration (usually fulfilled at high temperatures
under preparation temperatures) and the partially
frozen situation becomes apparent in the application
of electroceramics (e.g., high-temperature super-
conductors and dielectrics) that are used at room
temperature. Two aspects are important: (1) a repro-
ducible preparation and (2) a detailed understanding
of defect chemistry. For a systematic treatment of
these complex problems, the reader is referred to the
literature.

Mobility: From Low to High
Concentrations

For dilute concentrations, the mobility in ionic crys-
tals is usually taken to be independent of the con-
centration. According to the hopping equation
(ujpkj), it follows as

ujpG0jðDxÞ2exp þ
DSaj
R

 !
exp �

DHa
j

RT

 !
½27�

(G0 is the attempt frequency (cf. k0, i.e., the prefactor
of k), Dx is the hopping distance; DHa and DSa

denote activation enthalpy and entropy, respectively.)
Figure 14 displays three fundamental hopping

mechanisms. While the treatment of the ionic carri-
er concentrations is, in essence, very similar for liq-
uids or solids, this is less so in the case of mobility.
In solids, the activation thresholds of hopping trans-
port are usually substantial (approximately several
100meV), while in dilute liquid electrolytes, temper-
ature effects act on carrier mobilities mainly through
changes in the viscosity. In superionic solid conduc-
tors, activation thresholds are significantly less.

At high concentrations, the jump partners in the
hopping processes are important which formally
leads to the appearance of a concentration factor
(1� ðc=cmaxÞ) in the mobility. Higher concentrations,
however, affect carrier transport in such an individu-
al way that no universal relation can be given and
even the decomposition into charge carrier concen-
tration and mobility becomes questionable.

For not too strong interactions, a fairly general
interaction effect is to be considered. Defect interac-
tions lead to relaxation phenomena in that a particle
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that has made a jump from x to x0 does not directly
create its equilibrium environment and has a higher
tendency to jump back again. It is, in particular, the
rearrangement of the other defects that determines
the finite relaxation time. This mismatch situation
causes back-jumps to be more likely, making the rate
constants of the hopping equation time dependent
and hence the conductivity frequency dependent.

In liquids too, a relaxation effect occurs. Since the
formation of the ion cloud does not immediately fol-
low the mobile ion under regard, the charge cloud
becomes asymmetrical and acts as a brake. The
relaxation time is proportional to the viscosity. The
occurrence of counter transport of differently charged
ions which carry along these solvation spheres leads to
friction, that is, to a second effect that diminishes the
mobility, the so-called electrophoretic effect. These
phenomena explain the Kohlrausch’s

ffiffiffi
c

p
law, which is

well established for strong electrolytes, and reads

Lc ¼ Lo �
A

ðeTÞ3=2
Lo þ

B

ðeTÞ1=2

" # ffiffiffi
c

p
½28�

(A and B are constants, Lo � Lc (c ¼ 0), e the die-
lectric constant, and Lc the equivalent conductivity,
that is, conductivity per equivalent salt concentra-
tion.) Figure 15 gives some examples of the above
phenomena.

Chemical Diffusion in Mixed Conductors

The simultaneous presence of ionic and electronic
carriers in so-called mixed conductors leads to the
phenomenon of chemical diffusion (coupled transport
of ions and electrons) and the possibility of changing
stoichiometry. Technologically important examples
for which this phenomenon plays a decisive role are
insertion electrodes, electrochemical windows, per-
meation membranes, and conductivity sensors; more
generally, chemical diffusion is important for all elect-
roceramics, the properties of which depend on the
detailed stoichiometry (such as in dielectrics or high-
temperature superconductors). Stoichiometry changes
also occur, if the electrodes applied in the electro-
chemical measurements are not completely reversible
for both ions and electrons; in this case, the partial
current density is given by

ij ¼
sj
s

� �
iþ zjFD

drcj ½29�

Dd being the chemical diffusion coefficient that is de-
termined by mobilities and concentrations of all
charge carriers involved in the transport (i: total cur-
rent density). If different internal reactions such as
valence state changes occur for the conducting spe-
cies, the equation has to be modified. The use of
selectively blocking electrodes leads to the suppres-
sion of the current of one carrier type at the expense
of a concentration polarization. This allows the sep-
aration of ionic and electronic conductivities and of
the chemical diffusion coefficient.

A major application of ion conductors is their use
as electrolytes which nullifies gradients in the elect-
rochemical potential of ions but supports gradients in
the electrochemical potential of electrons. This gives
rise to a cell voltage (e.m.f.) which is consequently
proportional to the integrated gradient of the neutral
component (cf. distance in Figure 2) and corresponds
to the Nernst equation. In other words, differences in
the chemical component potentials can be trans-
formed into an electrical voltage (such as exploited in
batteries, fuel cells, and sensors). In mixed conduc-
tors, a partial internal short-circuit occurs, causing a
nonzero gradient in the electrochemical potential of
the ions, which is proportional to the gradient in the
electronic Fermi level. Hence, the cell voltage is di-
minished by a factor that depends on the proportion
of electronic conductivity and consequently allows
for its determination.

See also: Conductivity, Electrical.
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Introduction

One can distinguish the models of ionic materials by
their increasing degrees of sophistication, which are
described briefly below. All contain parameters of one
sort or another that have to be fitted either to exper-
imental data or to the best available first-principles
calculations. Following this introduction there is a
more detailed discussion of how ionic models, in gen-
eral, can all be related to the density-functional theory
within the second-order perturbation theory.

The Born model, the shell model, and the compress-
ible ion model are three well-known types of increa-
sing complexity. More recently, they have been joined
by models including ionic polarizability up to the
quadrupole level. The simplest ionic models are typ-
ified by constant nominal ionic charges. These are
usually integers, although fractional charges have
been used as additional fitting parameters. Variable
charge models have also been developed, which allow
charge transfer within a simple classical description of
the equilibration of an electronic chemical potential.
Finally, a class of models has been developed that in-
cludes most of the aforementioned as subclasses and
also treats covalency, namely, the self-consistent tight-
binding models. The scope of ionic models, especially
when charge transfer can be included, is potentially

very wide. Although so far they have been less
developed and applied, self-consistent tight-binding
models have potentially the widest scope, which em-
brace traditional textbook ionic materials such as
NaCl, KF and all the other alkali halides, the insulating
oxides with wide bandgaps such as MgO and Al2O3,
perovskites such as SrTiO3, as well as oxides which are
considered as less ionic, such as TiO2 and ZrO2.

The simplest ionic model is the rigid ion model. It
is sometimes called the Born model after its pioneer
Max Born and his co-workers in Edinburgh, who
over 50 years ago developed most of the mathemat-
ical description of the ionic model that is still being
used (see Further reading section for more details).
Within the context of the density-functional pertur-
bation theory, one can think of it as a first-order
model, as seen in the following section. The ions in-
teract by the Coulomb interaction, in addition to
which there is a short-range pairwise repulsion.

Ions are not rigid, and the shell model was first
developed by Dick and Overhauser in 1958 to in-
clude their polarizability. In its simplest version, a
spherical shell of charge �qs surrounds an ion of
reduced charge DZþ qs and is attached to it by a
harmonic spring. The nominal ionic charge is DZ.
The repulsion between ions is now modeled as a re-
pulsion between the centers of these shells.

The compressible ion model is an extension of the
shell model in which the radius of the shells is a
variable. The energy of a compressible ion is a func-
tion of this radius, which adjusts according to the
environment of the ion. This model is most strongly
motivated by the case of oxygen, as discussed further*Adapted by permission of Oxford University Press.
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below. The traditional models were mainly con-
structed by fitting their parameters to experimental
data. This was a disincentive to make them too so-
phisticated, since the number of parameters would
become so large that they could fit anything without
any guarantee of being physically sound. The com-
pressible ion model was held back for this reason,
since in its early days, the parameters were deter-
mined by fitting them to experimental phonon dis-
persion curves. The work of Madden et al. attempted
to reduce the empirical nature of the parameters by
fitting them individually, rather than altogether. They
were fitted to total energy data obtained by first-
principles calculation on molecules and crystals at
chosen interatomic distances. This approach also
made it feasible to introduce independent parameters
to describe quadrupolar polarization. Even so, the
most sophisticated ionic models take no explicit ac-
count of covalent effects, and this may be a signifi-
cant shortcoming.

None of the previous ionic models allow for the
fact that the charge associated with an ion also de-
pends on its environment. This has been treated in an
empirical way by the model introduced by Streitz and
Mintmire in 1994. A more recent approach is to use
a self-consistent tight-binding model, which, in prin-
ciple, can be regarded as an ionic model with a
degree of covalency included, as described by Finnis
et al. in 2003. Covalency is represented in the tight-
binding model by the nonvanishing elements of a
Hamiltonian matrix linking atomic-like orbitals. In
fact, most other models can be derived from a tight-
binding description, by making specific approxima-
tions, perhaps the most drastic being the complete
neglect of interatomic Hamiltonian matrix elements
as in the variable charge-transfer model, or the
neglect of all covalent effects as in the rigid ion
model.

The Rigid Ion Model Derived

In order to derive ionic models, like other models,
one starts with an input charge density rin(r). It is
constructed, at least notionally, by superimposing
spherical ‘‘atomic’’ charge densities. The atomic
charge density in the sense used here is not necessar-
ily the same as the charge density of free atoms. A
judicious choice of atomic charge density could make
the input charge rin closer to the exact, self-consist-
ent charge density rex, improving the accuracy of a
first-order model. The usual picture of the charge in
an ionic crystal is, of course, a superposition of ions
rather than of atoms, and one might expect that these
would be a better starting point. In any case, the
variational principle suggests that the error in the

energy is second-order error in the charge density,
provided that the energy is formulated as a function
of the charge density.

A neat general recipe for the ‘‘atomic charge den-
sity’’ is to take the electron density of the nearest
noble gas in the same row of the periodic table (see
Figure 1). Thus, oxygen, fluorine, sodium, magne-
sium, and aluminum would all be represented by the
charge density of neon atoms, chlorine and potassi-
um by argon, and so forth.

This leads one to construct a first-order model
for the total energy as follows. First, superimpose
the noble gas atoms at the positions required in the
material, keeping their charge densities rigid. The
superimposed charge density is denoted by rinng, where
the individual noble gas atom on site I has a density
rIng. Thus

rinngðrÞ ¼
X
I

rIngðr � RIÞ ½1�

The first-order energy of this system is denoted by
EHKS½rinng; Vext�, where

EHKS½rinng;Vext� ¼Ts½rinng� þ
Z

rinngðrÞVextðrÞ dr

þ EH½rinng� þ Exc½rinng� þ EZZ ½2�

The notation introduced here is as follows: EHKS is a
density functional that describes the total energy,
Ts[r] is the kinetic energy of noninteracting electrons
with density r, Vext is the potential felt by the elec-
trons from the atomic nuclei, Exc[r] is the exchange
and correlation energy of the electrons with density
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r, EH is the electrostatic self-energy (Hartree energy)
and EZZ is the nucleus–nucleus Coulomb repulsion.
The energy of this system is strongly repulsive, be-
cause the equilibrium spacing of noble gas atoms is
considerably larger than that of the cations and an-
ions in ionic materials. Indeed, because one is dealing
with closed shell atoms, it is expected that the first-
order charge density and energy are rather good ap-
proximations to the exact, self-consistent quantities
denoted by rng and Eng. The integer charge differ-
ences DZI on the nuclei, required to create the nuclei
of the actual cations and anions, results in a per-
turbing external potential to the electrons, given by

DVextðrÞ ¼ �
X
I

DZI

jr � RIj
½3�

To first order, this does not disturb the charge den-
sity, but it introduces a strong electrostatic cohesive
energy, due to the attraction between the unlike
charges, which because of their alternating arrange-
ment in space more than compensates for the repul-
sion of like charges. This works as follows: the total
change in the electrostatic interactions of the nuclei
introduced by ‘‘transmutation’’ is

DEZZ ¼
X
IaJ

ZIDZJ

jRI � RJj
þ 1

2

X
IaJ

DZIDZJ

jRI � RJj
½4�

The second term is called the total Madelung
energy of the particular structure, and is denoted as
NaEM, where Na is the total number of atoms and
EM is the Madelung energy per atom:

EM ¼ 1

2Na

X
IaJ

DZIDZJ

jRI � RJj
½5�

Consider in more detail the example of a simple
binary crystal structure, in which a formula unit
consists of nC cations and nA anions of charges DZC

and DZA, respectively. These charges derived accord-
ing to the above definition are sometimes called for-
mal charges, to distinguish them from actual
electronic charge transfers. Generally, for any mate-
rial, summing over all sites, charge neutrality re-
quires that:

X
I

DZI ¼ 0 ½6�

For the binary crystal, the charge neutrality con-
dition holds for each formula unit:

nCDZC þ nADZA ¼ 0 ½7�

In this case, the Madelung energy per atom can be
written as

EM ¼ aM
DZCDZA

2RCA
½8�

where RCA is the nearest-neighbor cation–anion dis-
tance and aM is the Madelung constant, which is
tabulated in the literature for a number of crystal
structures. Examples are given in Table 1. For an
arbitrary arrangement of ions, for example, within a
supercell which may comprise thousands of atoms,
or without periodic boundary conditions, there are
special strategies for calculating NaEM, such as the
Ewald method for periodic systems, which are well
described. The first-order model for the total energy
omits the second-order effects due to the deviation of
both rng and of the final exact charge density, rex

from rinng:

Eð1Þ ¼EHKS½rinng;Vext� þ
Z

rinngðrÞDVextðrÞ dr þ DEZZ

¼EHKS½rinng;Vext� þNaEM

�
X
IaJ

Z
rIngðr � RIÞ

DZJ

jr � RJj
dr þ

X
IaJ

ZIDZJ

jRI � RJj

�
X
I

Z
rIngðr � RIÞ

DZI

jr � RIj
dr ½9�

The interaction of the atomic charge density with
the perturbation on its own site has been separated
out as the final term. This expression is dominated by
the first two terms, namely EHKS½rinng;Vext� and the
Madelung energy. It is a reasonable approximation
to write EHKS½rinng;Vext� as a sum of pairwise interac-
tions VIJ, since closed-shell atoms are being dealt
with. With this assumption one obtains the simplest
form of the rigid ion model:

Erim ¼ 1

2

X
IaJ

VIJ þNaEM ½10�

The remaining first-order terms will be much
smaller, as discussed below. If all the atoms happen

Table 1 Madelung constants for ionic crystals

Structure aM

NaCl 1.75

CsCl 1.76

a-Al2O3 1.68

V2O5 1.49

Adapted from Johnson QC and Templeton DH (1961) Madelung

constants for several structures. Journal of Chemical Physics 34:

2004–2007.
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to be represented by the same noble gas, the final sum
must vanish identically by the condition of charge
neutrality. But in any case, it is a structure-independ-
ent term that is not relevant to interatomic forces.
The third and fourth terms taken together represent
the electrostatic interaction between the noble gas
atomic densities, which are neutral objects, and the
perturbations DZI, excluding the self-interactions.
These are pairwise interactions, that are short-ranged
and weak compared to the electrostatic interactions
contained in EHKS½rinng;Vext�. They fall to zero by
Gauss’s theorem when the neighbor J is entirely out-
side the charge density rIng, which must be a good
approximation beyond the nearest neighbors. Fur-
thermore, the nearest neighbors will usually have
opposite signs of DZI and DZJ, so the two contribu-
tions rIngDZJ and r J

ngDZI tend to cancel. Indeed, the
cancellation is obviously exact if the noble gas is the
same for I and J and if DZI ¼ �DZJ, such as in bi-
nary compounds, for example, MgO or NaF. Now
comparing these terms with the pairwise electrostatic
contributions to EHKS½rinng;Vext�, one gets

Z Z rIngðrÞrJngðr 0Þ
jr � r 0j dr dr 0 þ ZIZJ

RIJ

�
Z rIngðrÞZJ

jr � RJj
þ
rJngðrÞZI

jr � RIj

( )
dr ½11�

This interaction will generally be much bigger. No-
tice that, first, it involves the full nuclear charges Z
rather than DZ, second, it is always repulsive, be-
cause it comprises the direct Coulomb interaction
between nuclei, partially screened by the electron
distributions, and third, it is of longer range, being
nonzero when rIng overlaps rJng, not merely ZJ. The
terms being considered are all strictly pairwise,
and so can be exactly accounted for by a relatively
small correction to the VIJ introduced to represent
EHKS½rinng;Vext�. Since the form of VIJ in practical
applications has been parametrized, the extra terms
could be absorbed without explicitly evaluating
them.

The rigid ion model in the form [10] is now con-
sidered again. It was first derived on the basis of
overlapping noble gas atomic charge densities by
Gordon and Kim in 1972 and Kim and Gordon in
1974. A completely local density-functional theory
(DFT) (including the local kinetic energy functional)
was used to evaluate the pair potential between noble
gas atoms, with atomic charge densities overlapped
but unrelaxed, and it was discovered that this could
account fairly well for the lattice parameters and
bulk moduli of ionic crystals. The EHKS½rinng;Vext�
could also be fairly well fitted by the Lennard-Jones

potential, the parameters of which have been used,
together with the appropriate Madelung energy, to
calculate bond lengths in a number of compounds, as
illustrated in Figure 2, where the results are com-
pared with experimental bond lengths. Because some
of the crystal structures are a bit complicated,
convenient simplifications have been made, so that
the bond length can be predicted by minimizing
the energy analytically with respect to RCA. For
example, only the nearest-neighbor interactions in
the Lennard-Jones potential were included. Then for
Al2O3, the sum of ionic radii for Al3þ and O2� was
taken as the ‘‘experimental’’ bond length, namely
0.191 nm, which is also the mean of the two close
neighbor bond lengths observed in the actual corun-
dum structure. Such ionic radii incidentally repro-
duce the experimental bond lengths of the other
common oxides to an accuracy of 0.002 nm. Notice
that in some cases, a mixture of rare gases is
involved, for example, Nb2O5 has to be built out
of Kr and Ne, because Nb in the 5þ state of ioni-
zation resembles Kr. Since a value for the Madelung
constant was not listed in this case by Johnson and
Templeton, it is assumed that their V2O5 value
would do for Nb2O5. The agreement of calculated
and observed bond lengths in such diverse materials
as ZrO2 and KCl, with no fitting of parameters
to any experimental data, is quite striking. Not
surprisingly, the worst candidate tested here is SiC,
which is a classic covalent compound, but even in
this case the crude ionic model does better than
one might have expected, since the perturbations
DZI are by no means small. Such is the power of
the variational principle. It should be added that the
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relatively good agreement of this model breaks down
when it comes to calculating the second derivative of
the energy, the bulk modulus. Superficially, that is
easily repaired if one allows the pair potential to be
empirically fitted. Predictions of phonon frequencies
and the properties of defects nevertheless generally
require a higher-quality model than rigid ions can
provide, even when some degree of empirical fitting
is allowed.

Beyond the Rigid Ion Model

The Basic Second-Order Model

Several other models can be derived within the broad
framework of a second-order functional, which can
be written in terms of the reference density from the
noble gas atoms as

Eð2Þ½r� ¼EHKS½rinng;Vext� þ
Z

rinngðrÞDVextðrÞ dr

þ DEZZ þ
Z

½rðrÞ � rinngðrÞ�DVextðrÞ dr

� 1

2

Z Z
½rðrÞ � rinngðrÞ�w�1

e1 ðr; r 0Þ½rðr 0Þ

� rinngðr 0Þ� dr dr 0 ½12�

The linear response function we1ðr; r 0Þ, of which
the inverse operator w�1

e1 ðr; r 0Þ appears here, measures
the density induced at r by a delta function of the
external potential at r0. Recall that the first term rep-
resents the energy of the noble gas solid to first order,
and the idea is that the above rigid ion model has
taken care of this and the next two terms, that is, all
terms of first order in DVext. The task is then to ap-
proximate the two remaining terms that depend on
½r� rinng� and that are both of second order in DVext.
The second-order energy functional in this picture is
therefore

Eð2Þ½r� ¼ 1

2

X
IaJ

VIJ þNaEM

þ
Z

½rðrÞ � rinngðrÞ�DVextðrÞ dr

� 1

2

Z Z
½rðrÞ � rinngðrÞ�w�1

e1 ðr; r 0Þ½rðr 0Þ

� rinngðr 0Þ� dr dr 0 ½13�

The difference between this functional and the usual
second-order functional is that the one-electron
energies are here subsumed into the classical pair-
wise potential, an approximation that is only justi-
fiable for the closed-shell electronic structure of

noble gas atoms. By this manoeuvre, the entire re-
sponsibility has been shifted for the description of
any covalent bonding effects, which are of second
order in ½r� rinng�, onto we1. The response function
we1 refers to an electron density distribution rinng, and
it can only be modeled in rather crude ways.
Whatever way this is done (an example is given be-
low), the model so generated is entirely classical in
form, and requires Eð2Þ½r� to be minimized directly
with respect to r, without the solution of any
Schrödinger equation. The resulting density will then
satisfy

rðrÞ � rinngðrÞ ¼
Z

we1ðr; r 0ÞDVextðr 0Þ dr 0 ½14�

Deformable Ions

The above formalism is a way to derive the shell
model, which is the simplest extension of the rigid
ion model to introduce deformable ions. Originally,
this model was entirely empirical, providing suffi-
cient disposable parameters to fit phonon spectra
much better than previous models did. Now from the
previous analysis, one is in a better position to see
how its parameters can be related to real physical
quantities. The shell model is, in effect, a represen-
tation of the terms in r� rinng:

DEð2Þ½r� ¼
Z

½rðrÞ � rinngðrÞ�DVextðrÞ dr

� 1

2

Z Z
½rðrÞ � rinngðrÞ�w�1

e1 ðr; r 0Þ½rðr 0Þ

� rinngðr 0Þ� dr dr 0 ½15�

In this case, the density r� rinng of eqn [13] is mode-
led by the sum of displacements by us

I of rigid,
spherical shells of negative charge, �DqsI originally
centered about each atom. Each shell is tethered to
its nucleus by a spring. At equilibrium in a perfect
crystal, an undisturbed shell can be thought of as
representing part of the density rinng. The shells are
assumed to be massless, since the inertia of electrons
does not enter the dynamics of the system in the
Born–Oppenheimer approximation, which is the
framework for all the models. When the atoms are
not in their equilibrium positions, the shells are sub-
ject to three kinds of forces, corresponding to three
terms in the total energy. First, they are pulled to-
ward their nuclei by the tethering spring, second,
they are pulled toward other nuclei by the Coulomb
attraction, and third, the shells repel each other. The
first two kinds of forces are a representation of the
term

R
ðr� rinngÞDVext in eqn [13]. In the harmonic

approximation, the change in energy when the shells
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are displaced by us
I from their nuclei has the form

DEð2Þ ¼ 1

2
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��
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A number of points can be made about this model.
First, it captures the long-ranged Coulomb interac-
tions between induced dipoles. The on-site elements
of w�1

e1 are represented within the first term 1
2ku

s2
I ,

while the last term in the braces represents its inter-
site elements. The Coulomb interactions in [16]
could be expanded to first order in us

I to display the
dipole–dipole interactions explicitly, and indeed the
model could be formulated in terms of variable di-
poles on the sites instead of explicit shell charges and
displacements. These Coulomb interactions are an
important part of the inverse response function, try-
ing to be modeled. However, they are certainly not
the whole story, since the true inverse response func-
tion contains terms in the kinetic energy and the ex-
change and correlation energy. A short-ranged
empirical potential between the shells can be intro-
duced to model these contributions.

In a more realistic model, the shells are allowed to
change their radius in response to their environment.
Such an effect can be accomplished by including a
kind of compressibility of the ion as a further pa-
rameter, which adds a functional dependence on
ðrs � rs0Þ to the potential energy, where rs and rs0 are
the current and relaxed values of the shell radius.
This is the idea behind the ‘‘breathing shell’’ model,
or more recently the ‘‘compressible ion’’ model. For
recent developments in the compressible ion model,
the reader is referred to the ‘‘Further reading’’ sec-
tion. The compressibility of an ion has a significant
effect on properties, and is most noticeable in the
case of oxygen, because the size of the O2� ion is
particularly sensitive to its environment. Indeed, in
free space the O2� ion is unstable, which can be
thought of as the limiting case of the radius of the ion
going to infinity as its coordination is reduced to
zero. A noteworthy example of the importance of
compressible oxygen is MgO. Within the rigid ion
model the Cauchy relation between elastic constants,
C12 ¼ C44, holds, since the potential energy is purely
pairwise, yet experimentally C12 and C44 differ by
450%. The shell model does not help here, because
by symmetry the elastic strains do not displace the
shells from their lattice sites; therefore, the Cauchy

relation should still hold. The difference between C12

and C44 is only obtained when compressible oxygen
ions are introduced. This is because the elastic con-
stant C12 is associated with a change in volume,
which induces compression or expansion of the ions
if the model allows them this degree of freedom. It
may help to appreciate this if C12 is considered as a
linear combination of the bulk modulus, B ¼ 1

3ðC11 þ
2C12Þ and the shear modulus, C0 ¼ 1

2ðC11 � C12Þ,
that is, C12 ¼ 1

3ð3B� 2C0Þ.
There are now more sophisticated models with

polarizable ions, going beyond the notion of spher-
ical shells and harmonic springs. Closer in spirit to
the density-functional framework is the approach of
Ivanov and Maksimov in 1996. These authors rep-
resent ðr� rinngÞ as a superposition of atomic charge
densities rIng, each of which is allowed to shift rigidly
with respect to its nucleus, thereby modeling the di-
pole moments. The associated changes in energy are
calculated with a completely local density functional
along the lines of Gordon and Kim. A natural ex-
tension, considered by Ivanov and Maksimov, is to
include parameters that describe distortions of the
atomic charge densities, such as expansion and con-
traction or quadrupolar distortion. Besides the local
density approximations for kinetic, exchange, and
correlation energies, the only limitation of this ap-
proach is the number of free parameters one is pre-
pared to include to characterize the charge density.

Another line of attack starts as before with the
assumption that the ions are polarizable as dipoles
and quadrupoles, and are compressible. The strategy
is then, as far as possible, to obtain the many
parameters such a model requires as independently
as possible, by fitting functions to an extensive set
of first-principles calculations on ions in specially
chosen potential wells or in clusters. It is a great
improvement on the simple shell model, and can re-
produce a range of strain energy data and phonon
spectra. However, in spite of the extensive use of
first-principles calculations, it is impossible to elim-
inate some arbitrary choices regarding the functional
forms used, and some pairwise approximations. A
detailed example of this approach was given by
Marks et al. in 2001.

Variable Charge Transfer Models

In the models described so far in this article, a fixed
charge transfer between ions is defined. The net
charges on ions are fixed at the formal charges,
which are specified by the electronic structure of
noble gases. In reality, the occupancy of atomic orbi-
tals varies with the local atomic environment, so it
is worth thinking about how this effect can be
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modeled. In fact, a model of ionic crystals that in-
cludes covalency, polarizable ions (dipoles and quad-
rupoles), and variable charge transfer was introduced
by Finnis et al. under the heading of self-consistent
tight binding. Self-consistent tight binding offers a
way of treating pure metal atoms as well as their
oxides, since, at least for sd-bonded metals, it models
the nature of chemical bonding from the metallic to
the ionic state.

Conceptually, the application of self-consistent
tight binding to an ionic material is no different
from its application to metals. However, an alter-
native input charge density might be considered. In
the tight-binding models discussed previously, atomic
charge densities were superimposed to create the
notional input charge density, so that all the long-
ranged electrostatic interactions appeared in the sec-
ond-order term. However, one could also formulate
the tight-binding model starting from the super-
imposed atomic charge densities of noble gases, in
which case the Coulomb interactions would appear
in the pair potential, exactly as they do in the rigid
ion model. A systematic study of the consequences of
one or the other starting point has not yet been made.

In spite of advantages of self-consistent tight bin-
ding in comparison to the models introduced earlier
in this article, it has certain disadvantages that
should be mentioned. These include the obvious
one of greater computation time, but there may be
others. For example, in current implementations the
second-order term is represented by Coulomb inter-
actions between point multipoles. This appears to
take no account of the effect that the compressible
ion model is trying to capture. The logical way to
describe a compressible oxygen ion within tight bin-
ding would be, to include more orbitals of s and p
character in the basis set, so that the spread of the
charge density on an anion could vary by transfer of
electrons between the orbitals on a site. The price to
pay would be more parameters to determine and
more computation time. The benefits over a first-
principles tight-binding method would be diminished
or eliminated.

On the other hand, notions of compressible ions
and charge transfer are not absolute; a transfer of
electrons from cations to anions might be rather well
described in terms of the charge density by a con-
traction of anion densities accompanied by an ex-
pansion of cation charge densities, and vice versa.
The tight-binding model predicts a violation of the
Cauchy relations because of its noncentral forces
and covalency, and possibly charge transfer, whereas
the compressible ion model predicts the Cauchy
violation from the form of its classical nonpairwise
potential energy. A one-to-one mapping of these

properties such as charge transfer between the com-
pressible ion model and the tight-binding model is
not unique, so, at least at the time of writing, it
would be unfair to dismiss one or the other descrip-
tion as wrong; they may both be grasping at the same
physics from different points of view.

It may be noted that the classical variable charge
model is also the basis of a popular empirical model
that includes charge transfers. The determination of
r is considered as a variational problem for which
the solution equalizes a classical chemical potential
of the electrons everywhere. The result is a model
that has some similarities to that proposed by Ivanov
and Maksimov in 1996. One can think of it as a
second-order ionic model with charge transfer, or as
a tight-binding model in which the effect of coval-
ency (intersite matrix elements of the Hamiltonian) is
neglected. This is a model that enables large-scale
molecular dynamics simulations to be carried out,
giving a broad-brush description that may be ade-
quate, if details such as the relative energies of
different structures are not of interest.

See also: Crystal Structure; Electronic Structure (Theory):
Molecules; van der Waals Bonding and Inert Gases.

PACS: 61.50.Ah; 61.50.Lt
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Introduction

The action of ionizing radiation in biological targets
is a stochastic, multistep process involving several
orders of magnitude, both in the space scale and
in the time scale. A schematic representation of the
main steps is reported in Figure 1. The main effects at
the subcellular/cellular level and tissue/organ level
are discussed in detail in the following sections; an
overview is provided herein.

Primary energy deposition, which can be consider-
ed completed at 10� 15 s after irradiation (‘‘physical
stage’’), produces a spatial distribution of ionized and

excited molecules. Although the DNA occupies only
E2% of the cell nucleus volume, it is the most
important target for ionizing radiation. However,
energy deposition in the surrounding water also plays
a significant role, since during the so-called ‘‘pre-
chemical stage’’ (from 10� 15 to 10� 12 s after irradi-
ation) the dissociation of ionized and excited H2O
molecules gives rise to free radicals (e.g., the OH
radical) that can attack the double helix constituents
and produce DNA damage, mainly during the
‘‘chemical stage’’ (from 10� 12 to 10� 6 s after irra-
diation, when an intra-track chemical equilibrium
can be assumed).

DNA damage, either produced by direct energy
deposition in the double-helix atoms (‘‘direct da-
mage’’), or produced by free-radical attack (‘‘indirect
damage’’), is processed by specific repair enzymes.
The oxygen level in the environment is an important
parameter, because O2 can also link damaged sites
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preventing repair and thus acting as a damage fixer.
This has implications for radiation therapy, since
hypoxic tumors are particularly radioresistant. In the
case of incorrect DNA repair, the initial damage can
evolve within a few hours into endpoints such as
gene mutations and chromosome aberrations, which
in turn may lead to cell death, or conversion to
malignancy and possibly cancer. While cell death and
conversion to malignancy can be detected in vitro
after a few days or weeks, cancer is characterized by
long latency times of the order of several years. To
have a quantitative idea of the yields of the various
damage types, one may consider that, for example, a
cell nucleus irradiated with 1Gy of gamma rays will
be affected, on average, by about 100 000 ioniza-
tions (2000 in the DNA), 1000 DNA single-strand
breaks (ssb), 40 double-strand breaks (dsb), 1 chro-
mosome aberration, and 10�5 specific gene muta-
tions. The probability of cancer development is far
less than 10�5.

Since the double-helix diameter is B2nm, a know-
ledge of the radiation track structure at the nanome-
ter level is an essential prerequisite for understanding
the mechanisms underlying the processes of interest.
The expression ‘‘track structure’’ refers to a set of
information including, for each energy deposition
event (typically, an ionization or excitation), spatial
coordinates of the event, event type, and amount of
deposited energy. As an example, Figure 2 shows the
inelastic-scattering mean free path in water for elec-
trons of different energies, as implemented in the
track-structure code PARTRAC. The minimum value
is E2nm (that is the DNA diameter), at electron
energies between 100 and 200 eV; this explains the
high effectiveness of ultrasoft X-rays.

The higher-order organization characterizing
mammalian DNA has to be taken into account as

well. Each DNA molecule winds around globular
proteins (‘‘histones’’) to form structures called nuc-
leosomes, which in turn are packed to form a 30nm
diameter chromatin fiber. The fiber is organized as a
succession of loops that, for most of the cell cycle
duration, are localized within distinct domains called
chromosome territories, with linear dimensions
E1mm. During the 1990s, when the advances in
confocal microscopy allowed more detailed investi-
gation of nuclear architecture, it became clear that
DNA damage processing mainly occurs in small
channels separating neighboring domains. Therefore,
the spatial distribution of the initial energy deposi-
tions needs to be considered not only at the nanome-
ter scale (i.e., the double helix level), but also at the
micrometer scale (i.e., the chromosome level).

Initial DNA Damage

Ionizing radiation can induce DNA damage either by
direct energy deposition, or by free-radical attack.
Breaks of the DNA strands, especially dsb, are widely
recognized for playing a fundamental role in the
evolution of the initial damage. The sugar–phosphate
moiety is the main target for the formation of strand
breaks, although recent studies showed that base
damage can also play a role. Energy depositions
E10 eV in the sugar–phosphate can induce an ssb,
either via direct dissociation, or via hydrogen loss
and subsequent breakage of the sugar–phosphate
bond. The sugar–phosphate is the most important
target for indirect damage also, which mainly arises
following an attack by OH radicals created during
water radiolysis. Of the OH radicals reacting with
the DNA, 80% react with a nucleobase, whereas the
remaining 20% react with the sugar–phosphate. The
probability that a reaction OH-DNA leads to an ssb
has been estimated as 0.13.

While ssb are generally repaired efficiently, thanks
to the complementarity of the two DNA strands, dsb
repair is more error-prone and thus dsb are generally
considered as critical initial lesions. Conventionally,
a dsb is given by two ssb on opposite strands within a
few base pairs (bp). A maximum separation of 10 bp
is generally assumed, corresponding to a distance of
3.4 nm. Although it has been suggested that a dsb
may arise also from a single energy deposition or
OH attack due to charge or radical transfer, the most
reliable theory on dsb formation requires two
radiation-induced ssb, each of them produced either
by direct energy deposition or by OH attack. The
dsb yields increase linearly with dose, and 40 dsb
Gy� 1 cell� 1 is the value generally accepted for
mammalian cells. The sensitivity with respect to
dsb induction depends both on the target structure
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and on the environment scavenging capacity. For ex-
ample, plasmids are more sensitive than intact mam-
malian cells due to the lack of protection provided by
histones and chromatin folding against OH attack.
Furthermore, high concentrations of OH scavengers,
which have a high probability of reacting with free
radicals, lead to lower yields of ssb and dsb. Due to
the clustering properties of high-LET tracks, the role
of DNA structure and environment scavenging ca-
pacity becomes less important at high-LET, where
indirect damage is much less important with respect
to low-LET radiation. Many available experimental
studies do not show significant dependence of dsb
induction on the radiation LET. However, these re-
sults may be biased by the impossibility of detecting
fragments smaller than a few tens kbp, and by the
randomness assumption adopted in fragment analy-
sis. Models based on track-structure simulations,
which are not affected by fragment-size limitations,
generally suggest a slight dsb increase with LET
up to E100keVmm� 1. Recent experimental data
obtained with the fragment counting technique are
consistent with these expectations.

Effects at Subcellular Level

Gene Mutations

Gene mutations consist of alteration or loss of the
genetic material within relatively small regions of the
DNA base sequence. Generally, mutations are not
lethal and result in the expression of an altered pro-
tein or in the increase/decrease in the level of a
normal protein. This can lead to modifications of
cellular functions including loss of proliferation/dif-
ferentiation control and possibly cell conversion to
malignancy. Mutations can occur either by loss of a
DNA fragment (‘‘deletion’’) or by change of the base
sequence; changes involving only a few base pairs are
called ‘‘point mutations.’’ The simplest example of
mutation is given by the alteration of a single nuc-
leobase, which may arise from changes in the chem-
ical structure of the base itself.

Although radiation-induced mutations are not
qualitatively different from those produced by other
agents (e.g., chemicals), ionizing radiation is a par-
ticularly effective mutagenic agent. Furthermore,
radiation tends to produce a higher proportion of
deletions relative to point mutations. While the mu-
tation background level for a given gene is B10� 7–
10� 6 per surviving cell, in vitro radiation-induced
mutations are of the order of at least 10� 5 per
survivor. The order of magnitude of the ‘‘doubling
dose,’’ that is, the dose able to induce a doubling of
the spontaneous mutation rate, has been estimated to

be B1 Sv. However, it has to be taken into account
that different genes are characterized by different
radiosensitivities.

Generally in vitro dose–response curves for muta-
tions increase linearly up to a maximum, which is
followed by a saturation region due to increased cell
killing. Since mutation induction does not show
significant variations with the dose rate, mutations
are considered as one-hit events. Mutation yields
generally increase with LET up to E100 keV mm� 1,
and subsequently tend to decrease. While RBE–LET
relationships for mutations are qualitatively similar
to those for clonogenic inactivation (see below),
the relative biological effectiveness (RBE) values for
mutations are higher (B10 at 100 keV mm� 1).

Following in vivo exposure, mutations can affect
both somatic cells and germ cells. In the former case,
the consequence is generally the formation of a clone
of mutated cells in the exposed individual, whereas
germ cell mutations can lead to mutations in the
offspring.

Chromosome Aberrations

Cells irradiated before DNA replication can show
chromosome aberrations (CA), which arise from
large-scale chromatin rearrangements and appear in
metaphase as juxtaposition of chromatin fragments
originally belonging to different chromosomes, or
to different regions of the same chromosome. The
product of a single unrejoined chromosome break is
called ‘‘terminal deletion.’’ Two breaks on the same
chromosome can result in a ‘‘ring,’’ whereas two
breaks on distinct chromosomes can produce either a
‘‘dicentric’’ or a ‘‘translocation.’’ All aberrations
involving at least three breaks and two chromo-
somes are called ‘‘complex exchanges.’’

With conventional solid staining (Giemsa), all chro-
mosomes have the same color and scoring is based on
the chromosome shape and number of centromeres.
Therefore, only dicentrics, rings, and a few complex
exchanges, as well as excess acentric fragments, can
be scored. The introduction of fluorescence in situ
hybridization (FISH) in the early 1980s represented a
fundamental turn, since it allows selective painting of
specific homolog pairs. Besides dicentrics, rings, and
excess acentrics, FISH allows scoring of transloca-
tions and most complex exchanges. Figure 3 shows
a translocation involving chromosomes 10 and 13
scored with multi-FISH, where each homolog pair is
painted with a specific probe.

Translocations are of particular interest since they
are specifically correlated with various cancer types
and thus they can be used to estimate cancer risk. A
typical example is the translocation involving the
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ABL and BCR genes (on chromosomes 9 and 22,
respectively), which is observed in most chronic my-
eloid leukemia (CML) cells. CML is one of the best-
known radiation-induced cancer types and has been
observed in A-bomb survivors. The interest in com-
plex exchanges mainly relies on that they can be
regarded as biomarkers of the radiation quality that
can have applications in radiation protection prob-
lems such as radon exposure.

In vitro dose–response for exchange-type CA can
be approximated by a linear-quadratic relationship.
Low-LET dose responses show a pronounced curvat-
ure, whereas at high LET the quadratic component is
generally not significant. Back in 1946, before the
DNA structure was discovered, Lea hypothesized that
chromosome exchanges are due to pairwise mi-
srejoining of independent chromosome free-ends
close in space and time, each free end being origin-
ated by a chromosome break (‘‘breakage-and-reunion
theory,’’ B&R). By contrast, according to Revell’s
‘‘exchange theory,’’ all aberrations are produced by
pairwise interaction of chromosome ‘‘discontinuities’’

arising from ‘‘unstable lesions,’’ which can either
decay or become reactive. While both these theories
require two radiation-induced chromosome lesions, it
has also been hypothesized that an exchange may
arise from a single radiation-induced lesion, the sec-
ond lesion being produced by enzymes involved in
DNA repair (‘‘one-hit hypothesis’’). Although none of
these theories can be disregarded at the moment, the
B&R model seems to better agree with the available
data with the only exception of ultrasoft X-ray
data, for which the one-hit mechanism may play a
non-negligible role.

The mechanisms underlying CA formation have
not been fully elucidated yet. One of the key points is
the nature of the initial DNA lesions that can evolve
into aberrations: while many research groups think
that any dsb can participate in CA formation, others
assume that only clustered – and thus severe – dsb
can be involved. This assumption mainly relies on
those clustered dsb which show a strong dependence
on the radiation quality, consistent with the depend-
ence shown by gene mutation and cell inactivation.

Figure 3 Translocation between one copy of chromosome 10 (painted blue) and one copy of chromosome 13 (painted yellow)

following irradiation of human lymphocytes and application of the multi-FISH painting technique. (Image kindly provided by Prof. Marco

Durante.)
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Understanding the relationship of CA with other
endpoints, such as cell death and conversion to
malignancy, is one of the most challenging tasks in
this field.

Effects at Cellular Level: Cell Death

Radiation-induced cell death occurs via two main
pathways, that is interphase death and clonogenic
inactivation. While the former does not allow the cell
to reach the first post-irradiation mitosis, the latter
consists of a loss of proliferative ability. In vitro
clonogenic survival is generally assumed when the cell
can divide at least six times. The damage produced in
the case of interphase death can manifest as swell-
ing of the nucleus and nucleoli, as well as DNA
depolymerization. Different cell types can show very
different radiosensitivity; lymphocytes seem to be
particularly sensitive. Interphase death is closely re-
lated to apoptosis, a form of programmed cell death
characterized by a specific sequence of morphologic
events (detaching from neighboring cells, chromatin
condensation, nucleus fragmentation, cell shrinking,
and eventually separation into a number of fragments
called apoptotic bodies). Apoptosis is highly cell-type
dependent and is controlled by different genes inclu-
ding p53. Several aspects of the mechanisms under-
lying interphase death and apoptosis are still unclear.

Clonogenic inactivation has been studied much
more extensively. A large number of in vitro data is
available, especially on HeLa cells (human cervical
carcinoma), CHO cells (hamster ovary cells), and
V79 cells (hamster lung fibroblasts). These studies
represent a fundamental basic knowledge for appli-
cations in radiation therapy, where the main aim
consists of achieving tumor control by inactivating
the cells constituting the tumoral tissue; the mean
lethal dose for loss of proliferative capacity is gene-
rally lower than 2Gy. The results of in vitro survival
studies are usually graphed as the logarithm of the
surviving fraction against the radiation dose. While
survival curves obtained by irradiating viruses and
bacteria are represented by straight lines, the curves
relative to most mammalian cells tend to show a
shoulder at low doses. Dose–response for mamma-
lian cell survival is generally well described by a
relationship of the form S(D)¼ exp(� aD� bD2).
Although during the last few years deviations from
this behavior have been observed, both as low-dose
hypersensitivity and as increased radioresistance, the
linear quadratic relationship is still considered a
good description for survival fractions not smaller
than E10� 3.

The shoulder is modulated not only by the cell
type, but also by the radiation quality. For instance,

mammalian cells irradiated with high-LET radiation
are generally characterized by straight survival
curves. The shoulder is considered to be indicative
of repair of ‘‘sublethal damage,’’ that is, there must
be an accumulation of damage before the cell loses
its reproductive ability. Clonogenic inactivation cor-
relates very well with specific chromosome aberra-
tions (e.g., dicentrics and centric rings, see above),
suggesting that the major cause of radiation-induced
inactivation of mammalian cells is aberrant mitosis
leading to uneven distribution of chromosomes or
loss of chromosome fragments.

Most cell survival data come from in vitro studies.
However, when techniques became available to per-
form in vivo experiments, the parameters character-
izing the dose–response were similar to those found in
vitro. In clinical radiotherapy, the radiation dose is
usually delivered in a series of equal fractions sepa-
rated by an interval time allowing for repair of sub-
lethal damage. The resulting effective dose survival
curve becomes an exponential function of dose, since
repetition of the shoulder leads to a straight line in the
lin-log scale.

Effects at the Level of Tissues and
Organs

In vivo exposure, which can lead to damage at the
tissue/organ and organism level, can be either acute
(e.g., in accidents) or chronic, which is often the case
for exposed workers and populations. The exposure
can affect either the whole organism (‘‘panirradia-
tion’’) or only parts of it (‘‘partial irradiation’’). Two
main types of effects are generally introduced: deter-
ministic effects, which occur following exposure
above a certain threshold dose and increase in sever-
ity by increasing the radiation dose, and stochastic
effects, for which there is no threshold and the
induction probability (not the severity) increases
with dose.

Skin erythema is an example of deterministic ef-
fect, whereas cancer is the most important stochastic
effect. Cataracts are generally classified as determin-
istic effects. However, recent studies on astronauts
suggest that they are more likely to be stochastic
processes. Acute total body exposure to 1.5–2Gy
causes nausea and vomiting in 50% of individuals
within a few hours (‘‘prodromal radiation sickness’’),
as well as depletion of granulocytes and platelets
within a few weeks (‘‘acute radiation syndrome’’).
With only minimal supportive care, mortality may
occur following acute total body exposure of a few
Gy. The acute skin dose necessary to produce ery-
thema is B6Gy, whereas that for desquamation is in
the range 15–20Gy. In case of gonadal irradiation,
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sterility can occur, either transient (following 0.5Gy
for males and B1Gy for females) or permanent (fol-
lowing doses in the range 2.5–4Gy for males and
6–20Gy for females).

The A-bomb survivors of Hiroshima and Nagasaki
represent the most important group studied for ra-
diation-induced cancer, since about 120 000 persons
have been followed. By 1990, 6000 cancer deaths
had occurred, of which about 400 were ascribed
to radiation. Other examples of radiation-induced
cancer in humans include leukemia in ankylosing
spondylitis patients treated with spine radiotherapy,
thyroid cancer in children irradiated for enlarged
thymus, and breast cancer in fluoroscoped tubercu-
losis patients. The time interval between exposure
and cancer appearance is called the latent period.
While leukemia is characterized by the shortest latent
period (7–12 years), solid tumors show longer laten-
cy (10–50 years).

Ionizing radiation can induce different cancer
types. Acute and chronic myeloid (not lymphocytic)
leukemia are the types mainly responsible for the ex-
cess cancer incidence observed in irradiated adults,
for which the main data come from A-bomb survivors
and ankylosing spondylitis patients. A-bomb survi-
vors, together with Chernobyl victims, also provide
the main data for thyroid cancer. Breast cancer can be
induced by radiation with relatively high frequency;
the corresponding data, mainly derived from female
A-bomb survivors and tuberculosis patients, are
generally well fitted by a straight line. Radiation-in-
duced lung cancer has been observed following both
external exposure (A-bomb survivors and ankylosing
spondylitis patients) and radon inhalation (mainly
underground miners; there is also some evidence from
domestic exposure). The largest body of data relative
to bone cancer comes from young persons employed
as dial painters, who ingested radium, and from tu-
berculosis or ankylosing spondylitis patients injected
with Ra-224. Interestingly, the dial-painter data imply
that a linear extrapolation to low doses would over-
estimate the low-dose risk.

Current risk estimates are mainly based on A-bomb
survivor data, which refer to acute exposure to re-
latively high doses (from 0.2 to 4Gy) of mainly low-
LET radiation. The excess incidence of cancer was
assumed to be a function of dose, age at exposure,
and time since exposure. For some tumors, such as
breast cancer, sex dependence was considered as well.
On this basis, the relationship between excess relative
risk for solid tumors and equivalent dose is linear
up to 3 Sv and flattens out at higher doses due
to increased cell killing. The same relationship for
leukemia at low doses is best fitted by a linear-quad-
ratic relationship. However, a linear no-threshold

(LNT) extrapolation to low doses has been recom-
mended for radiation protection purposes. A ‘‘dose
rate effectiveness factor’’ (DREF) reducing the esti-
mated risk by a factor of 2 under conditions of
low dose rate or protracted exposure has also been
introduced.

According to the International Commission on
Radiological Protection, the fatal cancer lifetime risk
for a working population has been estimated as
0.08 Sv�1 for high doses and dose rates, and
0.04 Sv�1 for low doses and dose rates. The corre-
sponding values for the whole population are slightly
higher (0.10 Sv� 1 for high doses and dose rates, and
0.05 Sv�1 for low doses and dose rates) due to the
higher sensitivity of young people. Since epidemio-
logical studies on human exposure to high-LET ra-
diation are not available, high-LET risk estimates are
based on low-LET estimates multiplied by radiation
weighting factors. The only available systematic
study of the relationship between LET and tumor
RBE, performed for mouse Harderian gland tumors,
shows an increase in RBE with LET, with a peak of
RBE E30 in the range 100–200 keV mm�1.

During the 1990s, the LNT assumption has been
challenged by observations of low-dose phenomena
such as bystander effect and genomic instability (see
below), which suggest a supralinear low-dose re-
sponse for different endpoints including mutations
and cell conversion to malignancy. The question
whether this may imply higher cancer risk levels than
those estimated with the LNT model is still open.
While a supralinear response for conversion to
malignancy and nonlethal mutations might imply a
supralinear response for cancer risk, death of by-
stander cells – especially via apoptosis – may repre-
sent a systemic response aimed to protect the tissue/
organ by eliminating the most damaged cells, which
would be substituted by new, undamaged cells.

‘‘Nontargeted’’ Effects: Bystander Effect
and Genomic Instability

That energy from radiation must be deposited in the
cell nucleus to induce an effect in that cell is a long-
standing dogma. However, in the 1990s, this dogma
was challenged by a number of studies including by-
stander effects and genomic instability. ‘‘Bystander
effect’’ refers to the induction of damage in unirra-
diated cells (‘‘bystander cells’’), mainly due to cellular
communication. In in vitro studies, bystander cells
are often in the proximity of hit cells, that is the case
of broadbeam irradiation with low doses of light ions
or irradiation with microbeams, which can deliver
an exact number of particles specifically targeting
selected cell nuclei. However, the term ‘‘bystander
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effect’’ also refers to the observation of damage in
unexposed cells cultured into a medium taken from
irradiated cultures.

Whatever the experimental procedure, bystander
effects have been observed for different endpoints,
both lethal (e.g., clonogenic inactivation and apop-
tosis) and nonlethal (e.g., gene mutations and
oncogenic transformation). Such effects start being
observed at doses of the order of E0.01Gy and tend
to saturate around E0.5Gy, where direct effects
dominate. The effect is strongly dependent on factors
such as cell type and degree of cell-to-cell contact,
which is a key parameter. In fact, although the un-
derlying mechanisms have not been elucidated yet, it
is widely accepted that a major role is played by two
main cellular communication pathways, involving
either the release of signaling molecules into the
medium or the transfer of small molecules and ions
(e.g., Caþþ ) through gap junctions, which are
channels directly connecting the cytoplasms of adja-
cent cells.

‘‘Genomic instability’’ refers to an increased rate of
acquisition of alterations in the genome. Radiation-
induced instability generally manifests in the progeny
of irradiated cells as gross chromosomal rearrangem-
ents, micronuclei, and gene mutations. Similar to
bystander effect, genomic instability is efficiently in-
duced by low doses and depends both on the cell type
and on the radiation quality. The prevailing hypoth-
esis on the mechanisms is that radiation destabilizes
the genome and initiates a cascade of events that in-
crease the rate of mutations, chromosomal changes,
and possibly other effects in the progeny of irradiated
cells. The molecular and cellular events that initiate
and perpetuate instability are still unknown. Where-
as deficiencies in DNA damage response, alterations
in gene expression, and perturbations in cellular

homeostasis (i.e., control of activities such as prolif-
eration and differentiation) are likely to be involved,
directly induced DNA damage (e.g., dsb) probably
does not play a significant role. Interestingly, insta-
bility can be induced not only following direct irra-
diation, but also by a bystander-type mechanism. It
is, therefore, likely that both bystander effects and
genomic instability are manifestations of the same
processes.

Most evidence on these phenomena comes from in
vitro experiments, and the extrapolation to in vivo
scenarios is still an open question. However, while
waiting for further in vivo studies, it would be pru-
dent to take into account the possible implications of
nontargeted effects when considering models of ra-
diation-induced carcinogenesis, particularly at low
doses where the LNT model might not necessarily
hold.

See also: Biomedical Materials; DNA and RNA, Biophys-
ical Aspects; Stochastic Processes in Physics and Chem-
istry.
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Introductory Comments

An overview of basic ideas in irreversible thermo-
dynamics as they apply to electron transport phe-
nomena in solids is provided; the theory is thus not
presented in its full generality. The discussion is lim-
ited to systems that are at rest, remain at constant

volume, undergo no chemical changes, are isotropic,
and for which steady-state conditions hold. In these
circumstances, the ordinary time differential operator
d/dt and its partial counterpart, @/@t, are equivalent,
and the tensorial notation can be dispensed with.
Readers who desire a full introduction to irreversible
phenomena should consult the listings under ‘‘Further
reading’’ section. The discussion is also limited to the
linearized regime, in which departures from equilib-
rium are small, such that intensive variables such as
temperature, pressure, concentration, chemical po-
tential, and the like retain their significance locally.
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However, these variables are presumed to vary with
position in such a manner that their gradients are
small compared to their values averaged over the
system.

Elementary Description of Heat and
Mass Transport

Transfer of Heat between Two Different Systems

To begin with, a heuristic introduction of basic con-
cepts characterizing relaxation processes that lead
toward establishment of equilibrium conditions is
given. Consider two isolated regions in space,
designated by (and at) temperatures T 0 and T 00;
when brought into contact (see Figure 1), and on
allowing the intervening partition to become slightly
diathermic, heat is slowly transferred between the
compartments. If the enlarged unit remains isolated,
and the interfacial phenomena are ignored, the
energies, E0 and E00, of the two subsystems are add-
itive, as are the entropies S0(E0,V 0) and S00(E00,V 00).
Assume further that the volumes V 0 and V 00 remain
fixed. Then the first and second laws of thermo-
dynamics lead to the relations

dE0 þ dE00 ¼ 0 ½1a�

dS ¼ ð@S0=@E0ÞV 0 dE0 þ ð@S00=@E00ÞV 00 dE00
X0 ½1b�

On account of [1a] and with (@E/@S)V¼T, where T is
the temperature of the bulk of the system, eqn [1b]
becomes

dS ¼ ð1=T 00 � 1=T 0Þ dE00
X0 ½2�

which immediately establishes the requirement
T 0 ¼T 00 as a necessary condition for thermal equilib-
rium. Moreover, according to the second law, as
equilibrium is established, the total entropy of the
isolated compound system increases toward a max-
imum, consistent with the remaining constraints.
Hence, the time derivative of the total entropy,
’S � ðdS=dtÞ, may be written as

’S ¼ ð1=T 00 � 1=T 0Þ ðdE00=dtÞX0 ½3�

In the present case, no work has been performed and
no material has been transferred; therefore, all
energy changes involve solely a transfer of heat be-
tween the two subsystems. It is then appropriate to
identify dE00/dt with the rate of heat transfer ’Q
across the boundary. Hence, eqn [3] is rewritten as
’S ¼ Dð1=TÞ ’Q. Next, a heat flux is defined by
JQ � ’Q=A, where A is the cross section of the par-
tition. In the experiment, the temperatures T 0 and T 00

remain nearly constant within both compartments,
except near the common boundary, where the change
from T 0 to T 00 occurs over a small distance l perpen-
dicular to the partition (see Figure 1). The product Al
roughly defines a volume V in the boundary region
over which the temperature changes. One can then
write ’S ¼ Dð1=TÞVJQ=l. In the limit of small l, the
ratio D(1/T)/l becomes the gradient of inverse tem-
perature, r(1/T). The ratio ’S=V is the rate of entropy
production per unit volume, ’y, in the heat transfer
region. This gives, finally,

’y ¼ rð1=TÞJQX0 ½4�

Heat Transfer Equations

The above discussion is very suggestive. The rate of
entropy generation is seen to be a product of two
conjugate variables, namely, a heat flux, JQ, and a
generalized force, FT � rð1=TÞ; hence, schematical-
ly ’y ¼ FTJQX0. Note that in eqns [3] and [4], and
with the directions indicated in Figure 1, ’y40 means
either that FT40, JQ40, with T 00oT 0, or that FTo0,
JQo0, with T 004T 0. In either case, heat flows from
the hotter to the cooler side. When ’y ¼ 0, equilibri-
um prevails; JQ and FT both vanish. It is then plau-
sible to claim that the heat flux is ‘‘driven’’ by the
existence of a temperature gradient (actually, a gra-
dient in inverse temperature).

Next, a relation between JQ and FT is established,
which requires extrathermodynamic information,
such as a microscopic transport theory or experi-
mental considerations. Close to the equilibrium, a
linear relation JQ¼LTFT is assumed to prevail be-
tween force and flux, where LT is a parametric func-
tion independent of JQ or FT. The proportionality
factor is known as a phenomenological or macro-
scopic coefficient. The essential correctness of this
very primitive approach may be checked by noting
that

JQ ¼ LTrð1=TÞ ¼ �ðLT=T
2ÞrT � �krT ½5�

where k � LT=T
2 is the thermal conductivity, and

one recovers the Fourier law of heat conduction.

T ′

l

A� ′ T ′′ � ′′

Figure 1 Two bodies of cross section A at temperatures T0 and
T0 0 and at chemical potentials m0 and m0 0 are in tenuous contact.

Changes in T and m occur over a small distance l straddling the

boundary. When no mass transfer occurs, the chemical potentials

are irrelevant.
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Transfer of Energy and Mass between Two
Different Regions

The above approach will now be generalized. Con-
sider two compartments at different temperatures
that contain the same material at two different mole
numbers n0 and n00. The two units are joined and the
intervening partition is rendered slightly porous,
allowing the very gradual transfer of energy and of
mole numbers (Figure 1). As long as the compart-
mental volumes are unchanged, one can invoke the
fundamental relation

dS ¼ð@S0=@E0ÞV 0; n0 dE
0 þ ð@S00=@E00ÞV 00; n00 dE

00

þ ð@S=@n0ÞV 0; E0 dn0 þ ð@S=@n00ÞV 00; E00 dn00 ½6�

Since dS ¼ dE=T � ðm=TÞdn, where m is the chemical
potential, and with dE00 ¼ � dE0, dn00 ¼ � dn0, the
above may be recast as

dS ¼ð1=T 00 � 1=T 0ÞdE00

� ðm00=T 00 � m0=T 0Þdn00X0 ½7a�

from which it follows that at equilibrium, T 0 ¼T 00

and m0 ¼ m00, consistent with well-established thermo-
dynamic principles. The earlier procedure can be
extended by introducing two fluxes, namely JE �
dE00=Adt and Jn � dn00=Adt, as well as two generali-
zed forces, FT � Dð1=TÞ=l � rð1=TÞ and Fn �
Dðm=TÞ=l � rðm=TÞ, appropriate for small distanc-
es, l, across the junction. Equation [7a] thus becomes

’y ¼ JErð1=TÞ � Jnrðm=TÞ ½7b�

The minus sign in this equation can also be ration-
alized via a sufficiency argument. To ensure that
’y40, both terms in the expression need to be po-
sitive. Referring to Figure 1, assume that JE40 (i.e.,
energy flows left to right); to keep the first term po-
sitive it is necessary that T 00oT 0, as before. In order
to render the second term positive, one requires that
(m00/T 00 � m0/T 0)Jno0. Assume that Jn40 (particles
flow from left to right), which then requires the mul-
tiplier to be negative, so that m0/T 04m00/T 00, or m0/
m004T 0/T 0041, implying that the particle flux occurs
from the region of higher chemical potential to one
of lower chemical potential.

Phenomenological Equations

The relation TdS¼ dE� mdn is now introduced,
reformulated after time differentiation as TJS¼
JE� mJn, valid in the absence of any mechanical
pressure–volume work (V 0 and V 00 remain fixed).
Using eqn [7b], the rate of entropy production per

unit volume may be written as

’y ¼ � 1

T
fJSrT þ JnrmgX0 ½8�

Such a relation is of fundamental importance, in that
it specifies ’y as a sum of products that involve con-
jugate flux–force pairs, namely, ðJS;�T�1rTÞ and
ðJn;�T�1rmÞ. These quantities are of great impor-
tance in the formulation of the so-called linear
phenomenological equations (PEs), valid for small
departures from equilibrium. These are constructed
so as to relate the two fluxes JS and Jn to the two
forces ð1=TÞrT and ð1=TÞrm in the following linear
form:

JS ¼ ðL11=TÞrT þ ðL12=TÞrm ½9a�

JS ¼ ðL21=TÞrT þ ðL22=TÞrm ½9b�

The minus signs have been absorbed in the L coef-
ficients. One should note the implied superposition
principle: both forces contribute to both fluxes. The
Lij are known as phenomenological or macroscopic
coefficients; L11 and L22 connect the fluxes to their
principal driving forces, while L12 and L21 give rise
to interference effects that are studied in detail below.

Basic Principles of Mass, Energy, and
Entropy Balances

Mass Balance Equation

The very heuristic approach presented so far, while
leading to correct results, ought really to be sup-
planted by a more rigorous (though simplified)
derivation of eqn [9]. One can begin with the cons-
ervation law

drk=dt ¼ �= � Jk ½10�

wherein the total rate change in concentration rk
of species k within the system (Figure 2) is given by
the imbalance between the influx and outflow of
species k across the boundaries; the minus sign arises
because the normal unit vector in Figure 2 faces
outward.

Energy Balance Equations

In order to introduce relations for energy balance,
one can follow the convention by changing from
energy or mass per unit volume to energy per unit
mass and mass fraction. This is indicated by overbars
such as %u; %e; %c; %nk, as introduced below. Further, let
species k interact with a stationary external potential
%ck (e.g., electrons in an electrostatic potential); then
operating on both sides of eqn [10] with

P
ðkÞ %ck and
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setting
P

ðkÞ %ckrk � %cr, and using the vector calculus
involving a scalar function a and a vector function v,
= � av ¼ a= � vþ v � =a, one obtains

dðr %cÞ=dt ¼ �= �
X
k

%ck Jk þ
X
k

J � = %ck ½11�

As a third step, one introduces the conservation law
for total energy density r %u (energy cannot be gene-
rated or destroyed locally):

dðr %uÞ=dt ¼ �= � JU ½12�

The total energy density can be separated into

%u ¼ %eþ %c, where %e is the internal energy per unit
mass. Correspondingly,

JU ¼ JQ þ
X
k

%ck Jk ½13�

This nomenclature is appropriate; the net total
energy flux density = � JU consistently reflects the
performance of work, potential energy changes, and
heat flows. The first two effects are subsumed in the
term = �

P
k
%ck Jk; the rest is contained in the net heat

flux, �= � JQ. Next, subtracting [11] from [12] and
introducing eqn [13], this yields an expression for the
overall rate of change of internal energy

dðr%eÞ=dt ¼ �= � JQ �
X
k

Jk � = %ck ½14�

This involves not only the customary divergence term
but also the last term, which represents a source term
that arises from the interaction of species k with the
external potential %ck.

Entropy Balance Relations

The entropy balance equations can be introduced
by using the expression (for dV¼ 0) TdS ¼

dE�
P

k mkdnk to write

Tðdðr%sÞ=dtÞ ¼ ðdðr%eÞ=dtÞ �
X
k

%mkðdrk=dtÞ ½15a�

On insertion of eqns [14] and [10], one obtains

dðr%sÞ
dt

¼ 1

T
�= � JQ �

X
k

Jk � = %ck þ
X
k

%mk= � Jk

( )
½15b�

The above may be rearranged by repeated appli-
cation of the vector identity cited earlier; standard ma-
nipulations lead to the final result

dðr%sÞ
dt

¼ � = � JQ �
X
k

%mkJk

 !
=T

( )

� ð1=T2ÞJQ � =T þ ð1=T2Þ
X
k

%mkJk � =T

� ð1=TÞ
X
k

Jk � =ð %mk þ %ckÞ ½16�

Although this looks complicated, it is amenable to a
simple interpretation which is based on the entropy
balance equation in the form dðr%sÞ=dt ¼ �= � JS þ ’y.
Comparison with eqn [16] shows that it is appropriate
to consider the quantity in curly brackets as a flux
vector, so that

JS ¼
1

T
JQ �

X
k

%mk Jk

 !
½17�

is an entropy flux vector. The remaining terms are then
to be identified as source terms ’y in the entropy balance
equation. This allows one to express the contribution
of local events to the entropy generation rate as

’y ¼ �ð1=TÞJS � =T � ð1=TÞ
X
k

Jk � =%zkX0 ½18�

where the generalized chemical potential has been in-
troduced as %z � %mþ %c. For isotropic materials in the
absence of external potentials, eqn [18] reduces to eqn
[8]. This establishes the proper background for const-
ructing the PEs, eqn [9], precisely in the same manner
as was done earlier.

Phenomenological Equations for
Thermoelectric Effects; Onsager’s
Reciprocity Conditions

A very important characteristic of eqns [9] is the fact
that the Onsager reciprocity relations, Lij¼Lji apply

ñ 

Figure 2 Boundary of a system, with the unit vector pointing

opposite to the inward flow of energy, entropy, or mass.
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to such equations, so long as conjugate flux–force
pairs are employed in formulating eqns [9]. For
proofs, the reader is referred to the literature; a sim-
pler version, applicable to processes under steady-state
conditions, was provided by Tykody.

Thermoelectric Phenomena

Equations [9] can be specialized to characterize in-
teractions between heat flow and electric currents
in a conductor, known as thermoelectric effects;
this topic has been treated elsewhere in great detail
(see the ‘‘Further reading’’ section). Consider a
rectangular bar clamped between two thermal re-
servoirs at different temperatures (Figure 3). The
electron flow in the conductor is established by
charging external condenser plates; this cumbersome
method is used here (though not in actual practice) to
avoid distracting complications from leads that nor-
mally connect the sample to the current source. Using
the dissipation function, eqn [18] with k¼ n, sub-
stituting %z ¼ %m� e %j in place of %m, and then replacing
the electron flux vector Jn by the current density
J ¼ ð�eÞJn, where � e is the charge on the electron
and %j is the electrostatic potential per electron
mass, the dissipation relation can be written as
’y ¼ JS � ð�T�1=TÞþ J � ð�T�1=ð%z=eÞÞ. One can iden-
tify, from this relation, the proper fluxes and forces,
so as to construct the phenomenological relations
for an isotropic material (the vector notation can
then be dropped):

JS ¼ �ðLSS=TÞrT þ ðLSn=TÞrðz=eÞ ½19a�

J ¼ �ðLnS=TÞrT þ ðLnn=TÞrðz=eÞ ½19b�

with LnS ¼ LSn. In doing so, one has also switched
from %z to z, absorbing the mass factor and the minus
sign in LSn and Lnn.

Thermoelectric Transport Coefficients

By imposing a variety of constraints, the above ex-
pressions can be attributed to physical significance:

(1) Set rT ¼ 0 and eliminate rðz=eÞ between
[19a] and [19b] to obtain JS=J ¼ LSn=Lnn ¼ �JS=eJn;
since JS=Jn � S� is the total entropy carried per elec-
tron, one obtains

LSn=Lnn ¼ �S�=e ½20�

Next, consider eqn [19b] with rT ¼ 0. For a
homogeneous sample rm ¼ 0; eqn [19b] then reduc-
es to J ¼ ðLnn=TÞrð�fÞ ¼ ðLnn=TÞE, where E is the
electrostatic field. Thus, one recovers Ohm’s law
J ¼ sE, where s is the electrical conductivity. This
leads to the identification

Lnn=T ¼ s; J ¼ srðz=eÞ ðrT ¼ 0Þ ½21�

(2) If current flow is suppressed, set J¼ 0, solve
eqn [19b] for rðz=eÞ, and substitute the result in eqn
[19a]; this yields

JS ¼ �ð1=TÞ½LSS � L2
nS=Lnn�rT ðJ ¼ 0Þ ½22�

Now, as shown in eqn [17], in the absence of current
flow the entropy flux may be replaced by JQ/ T; thus,
one recovers Fourier’s law of heat conduction,
JQ ¼ �krT, with the thermal conductivity given by

k ¼ LSS � L2
nS=Lnn ½23�

Reservoir
T1

Reservoir
T2

S2

C′

S1

C

�

Figure 3 Idealized setup for detection of thermoelectric effects. The solid is clamped between two thermal reservoirs at temperatures

T1 and T2; S1 and S2 are removable strips for thermal insulation. Current flow is activated through charging of the condenser plates C

and C 0.
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An additional contribution to k arises from the lat-
tice thermal conductivity that is not included here.

(3) In the more general case when J40, one may
still eliminate rðz=eÞ between eqns [19a] and [19b]
to obtain

JS ¼ �ðS�=eÞJ � ðk=TÞrT ¼ S�Jn � ðk=TÞrT ½24�

This shows that the total electronic entropy flux
involves the entropy transport S*Jn as well as heat
transport through the motion of the electrons.

(4) A second result arises by imposing the condi-
tion J¼ 0 and solving eqn [19b] for

rðz=eÞ ¼ ðLnS=LnnÞrT � arT ½25�

Here, one encounters a new prediction: the imposi-
tion of a temperature gradient necessarily establishes
a gradient in the electrochemical potential. The pro-
portionality factor, here designated as a, is called the
Seebeck coefficient, or less desirably, the thermoelec-
tric power. It is measured by connecting the ends of
the sample in a temperature gradient to a voltmeter
under open circuit conditions, and by determining
the resulting temperature difference with, for exam-
ple, a thermocouple. Comparison with eqn [20]
shows that a ¼ �S�=e ¼ rðz=eÞ=rTEDðz=eÞ=DT.
Equation [19a] may thus be rewritten as

JS ¼ aJ � ðk=TÞrT ½26�

The three phenomenological coefficients may now
be solved in terms of the three experimental para-
meters a, k, and s, so as to express the PEs in their
final form

JS ¼ �ðsa2 þ k=TÞrT þ asrðz=eÞ ½27a�

J ¼ �sarT þ srðz=eÞ ½27b�

Equation [27b] represents a further generalization of
Ohm’s law, showing how the current density is af-
fected by the presence of a temperature gradient. The
apparent differences in sign involving as arise be-
cause there is a corresponding sign difference in eqns
[19a] and [19b]. Thus, Onsager’s relations are indeed
satisfied.

A physical explanation of the thermoelectric effect
is based on the fact that electrons at the hot end have
a larger thermal velocity along the downstream di-
rection than that associated with electrons at the cold
end along the upstream direction. Consequently,
a net accumulation of electrons takes place at
the cold end, leaving an effective positive charge at
the hot end.

Hole conductors may be treated by the same ap-
proach: a rather lengthy analysis shows that one may
simply replace � e by þ e; for n-type carriers ao0,
whereas for p-type materials a40. The results oth-
erwise carry over without change. Thermoelectric
effects thus provide a means for distinguishing
between n- and p-type charge transport.

Peltier and Thomson Effects

Two other thermoelectric effects encountered in the
literature are only briefly mentioned. The so-called
Peltier effects arise when current is passed through an
isothermal junction of two dissimilar materials (1
and 2), resulting in the production of heat. The ex-
planation is based on eqn [13], with k¼ 1, and c and
m-z. An electrochemical potential is continuous
across the junction; also, the current density is cons-
erved. Hence, in passing from region 1 to region 2,

JU2 � JU1 ¼ JQ2 � JQ1 ¼ TðJS2 � JS1Þ ¼ Tða2 � a1ÞJ

where eqns [17] and [26] and rT ¼ 0 have been
used. The Peltier coefficient is defined as

P � ðJQ2 � JQ1Þ=J ¼ Tða2 � a1Þ ½27c�

showing the relation between P and a. On the other
hand, if current flows through a conductor with an
established temperature gradient, the heat generated
in line element dx (in excess of the Joule heating
effect) is proportional to the current and to the tem-
perature gradient, as expected: ’Q=dxpIrxT. On
introducing a proportionality factor, t, the so-called
Thomson coefficient, one obtains

JQx ¼ tJxrxT ½27d�

For an extended derivation and discussion of these
effects see the ‘‘Further reading’’ section.

Transport Effects in Magnetic Fields

Now consider the effects that operate in the presence
of a magnetic field, H, aligned with the z-axis.
Provision is made in the sample for current and heat
flow in the x and y directions (Figure 4).

Phenomenological Equations for
Thermomagnetic Phenomena

A study of the thermoelectric and thermomagne-
tic interactions resulting in the presence of magnetic
fields is useful. The effects introduced by the electric
leads will be ignored. For this purpose the choice of
(JS;rT) and (J;rðz=eÞ) as conjugate variables is ex-
tended; the 1/T factors and minus signs are absorbed
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into the phenomenological coefficients. Three new
points must be taken into account: (1) since the
observed effects occur along two dimensions,
ðJxS ;rxTÞ, ðJyS;ryTÞ, ðrxðz=eÞ; JxÞ, ðryðz=eÞ; JyÞ are
introduced as conjugate flux–force pairs. (2) For later
convenience, JxS ; J

y
S;rxðz=eÞ;ryðz=eÞ are considered

as dependent variables, so that the PEs cited below
appear in partially inverted form. Such a partial in-
terchange of dependent and independent variables is
a perfectly permissible mathematical step and greatly
simplifies the subsequent analysis. (3) The Onsager
reciprocity conditions must now be generalized
to read (Casimir–Onsager relations) LijðHÞ ¼ 7Lji

ð�HÞ, the adopted sign depending on whether or not
the forces on the charged particles change sign when
the magnetic field is reversed. Without loss of gen-
erality, the sequence of signs in eqn [28a] is selected
arbitrarily; the signs in the other equations are then
determined by the augmented reciprocity relations.
The above considerations lead to macroscopic PEs of
the form

JxS ¼ �L11rxT � L12ryT þ L13J
x þ L14J

y ½28a�

JyS ¼ L12rxT � L11ryT � L14J
x þ L13J

y ½28b�

rxðz=eÞ ¼ L13rxT þ L14ryT þ L33J
x þ L34J

y ½28c�

ryðz=eÞ ¼ � L14rxT þ L13ryT

� L34J
x þ L33J

y ½28d�

The above formulation permits a systematic
investigation of the 560 possible thermoelectric and
thermomagnetic effects. A selection of these is pre-
sented under a variety of headings.

Transport Coefficients for Thermomagnetic
Phenomena

(1) Jy ¼ rxT ¼ ryT ¼ 0: isothermal conditions
are maintained along x and y and no current is
allowed to flow along y. The PEs then reduce to

JxS ¼ L13J
x ðaÞ

JyS ¼ �L14J
x ðbÞ

rxðz=eÞ ¼ L33J
x ðcÞ

ryðz=eÞ ¼ �L34J
x ðdÞ

½29�

Expression [29c] is simply a reformulation of Ohm’s
law, Jx ¼ sIrxðz=eÞ, wherein L33 � rI is the isother-
mal resistivity of the sample. Equation [29d] de-
scribes the isothermal Hall effect: a current in the
longitudinal direction induces a transverse gradient
in the electrochemical potential; for convenience, the
magnitude of the magnetic field is explicitly intro-
duced: it can be seen that

ryðz=eÞ ¼ �ðL34=HÞJxH � RIJ
xH ½30�

where the magnitude of the effect is characterized by
the Hall coefficient R � �L34=H. Equations [29a]
and [29b] simply relate the entropy transport along
x and y to current flux along x; L13 and L14 are
determined below.

(2) Jy ¼ rxT ¼ JyS ¼ 0: open-circuit conditions
are imposed and no heat flow is allowed along y;
isothermal conditions prevail along x. The PEs now
reduce to

JxS ¼ �L12ryT þ L13J
x ðeÞ

0 ¼ �L11ryT � L14J
x ðfÞ

rxðz=eÞ ¼ L14ryT þ L33J
x ðgÞ

ryðz=eÞ ¼ L13ryT � L34J
x ðhÞ

½31�

Equation [31f] shows that under these conditions, a
longitudinal current flow produces a transverse tem-
perature gradient; this is the so-called Ettingshausen
effect ryT ¼ �ðL14=L11HÞJxH, with a coefficient
specified by I � ryT=J

xH ¼ �L14=L11H. Inser-
tion of [31f] into [31g] yields the expression
rxðz=eÞ ¼ ðL33 � L2

14=L11ÞJx, which is Ohm’s law
under ‘‘adiabatic’’ conditions, with a resistivity
rA ¼ ðL33 � L2

14=L11Þ. When [31f] is used in [31h],
one obtains ryðz=eÞ ¼ �½ðL13L14=L11 þ L34Þ=H�
JxH, which represents the ‘‘adiabatic’’ Hall effect,
with a corresponding coefficient RA � �ð1=HÞ
½L13L14=L11 þ L34�.

(3) Next, set Jx ¼ Jy ¼ ryT ¼ 0: no current
flows and the temperature is uniform along y. The

T

Lx

Lz

Hz

Ly

J y

J x

S

R

U

Figure 4 Sample cut in a rectangular parallelepiped geometry

and placed in a magnetic field H aligned with the z-axis. Current

and heat pass into the solid through leads connected to R and S

along x, and to T and U along y.
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PEs reduce to

JxS ¼ �L11rxT ðiÞ

JyS ¼ L12rxT ðjÞ

rxðz=eÞ ¼ L13rxT ðkÞ

ryðz=eÞ ¼ �ðL14=HÞHrxT ðlÞ

½32�

Under these conditions, TJxS and TJyS represent heat
fluxes. Equation [32i] then specifies an ‘‘isothermal’’
heat flux (a contradiction in terms!) TJxS ¼
�L11TrxT that identifies the thermal conductivity
kI ¼ TL11 in the absence of a transverse thermal
gradient. Moreover, [32k] represents nothing other
than the ‘‘isothermal’’ Seebeck effect, along x, for
which the coefficient is given by a ¼ L13. Further-
more, according to [32l], a T gradient along x pro-
duces a gradient in z along y. This is the so-called
transverse Nernst effect, with a corresponding coef-
ficient N I � �L14=H.

(4) Another set of constraints of interest is given
by Jx ¼ Jy ¼ JyS ¼ 0. These reduce the PEs to

JxS ¼ �L11rxT � L12ryT ðmÞ

0 ¼ L12rxT � L11ryT ðnÞ

rxðz=eÞ ¼ L13rxT þ L14ryT ðoÞ

ryðz=eÞ ¼ �L14rxT þ L13ryT ðpÞ

½33�

Equation [33n] shows that, in this case, the temper-
ature gradient in the longitudinal direction induces
one in the transverse direction; this is known as the
Righi–Leduc effect, rewritten as

ryT ¼ ðL12=L11HÞHrxT � MHrxT ½34�

with a corresponding coefficient M � L12=L11H. A
second relation of interest is found by inserting eqn
[34] into [33m] and multiplying through by T; this
yields TJxS ¼ �T½L11 þ L2

12=L11�rxT, leading to the
‘‘adiabatic’’ thermal conductivity k ¼ TðL11 þ L2

12=
L11Þ. Also, use of [34] in [33o] leads to rxðz=eÞ ¼
ðL13 þ L14L12=L11ÞrxT, which represents the adia-
batic Seebeck effect, with a corresponding coefficient
aA ¼ L13 þ L14L12=L11. Lastly, combining [34] with
[33p] yields ryðz=eÞ ¼ ð1=HÞ½�L14 þ L13L12=L11�
HrxT, which represents the adiabatic transverse
Nernst effect, with a coefficient NA ¼ ð1=HÞ½�L14þ
L13L12=L11�.

The above procedure may be applied repeatedly to
obtain other galvano-thermomagnetic effects; these
are left to the reader to explore.

Identification of Phenomenological Coefficients

The principal inference of the discussion so far is that
the various parameters Lij of the PEs in eqn [28] can
be rewritten in terms of experimentally determined
parameters. These are:

L33 ¼ rI ðqÞ; L34 ¼ �RIH ðrÞ
L11 ¼ kI=T ðsÞ; L13 ¼ aI ðtÞ
L14 ¼ �N IH ðuÞ; L12 ¼ kIM IH=T ðvÞ

½35�

The subscript I has been introduced to indicate iso-
thermal conditions, that is, ryT ¼ 0. By inserting
[35] into the PEs, a complete description of the
galvano-thermomagnetic effects that are observable
in the rectangular parallelepiped geometry of Figure 4
has been obtained.

Transport in Two-Band (Electron–Hole)
Conductors

In conclusion, a limited set of galvano-thermomagne-
tic phenomena for a material in which both holes and
electrons contribute to the conduction process can be
considered. For this purpose, it is necessary to use the
PEs in uninverted form, so that the partial currents
can be summed to form the total current. Specializing
to the case Jy ¼ rxT ¼ ryT ¼ 0, the expressions
involving JxS and JyS are not needed. In an obvious
notation, the PEs for electron and hole conduction
become, with due regard to the Casimir–Onsager
conditions,

Jx� ¼ G1rxðz=eÞ þ G2ryðz=eÞ ½36a�

Jy� ¼ �G2rxðz=eÞ þ G1ryðz=eÞ ½36b�

Jxþ ¼ G3rxðz=eÞ þ G4ryðz=eÞ ½36c�

Jyþ ¼ �G4rxðz=eÞ þ G3ryðz=eÞ ½36d�

Use of Constraints to Identify Transport
Coefficients

Consider first the one-band, n-type semiconductor,
by setting G3 ¼ G4 ¼ 0. If Jy� ¼ 0 as well, [36a] and
[36b] can be solved for:

Jx� ¼ ½ðG2
1 þ G2

2Þ=G1�rxðz=eÞ � snrxðz=eÞ ½37a�

which immediately identifies the n-type conductivity
sn. One can also write

Jx� ¼ ½ðG2
1 þ G2

2Þ=G2�ryðz=eÞ ½37b�
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which introduces the Hall coefficient for electrons as

RnH ¼ G2=ðG2
1 þ G2

2Þ ½38�

Equations [37a] and [38] yield the result G2=G1 ¼
snHRn � Xn.

On elimination of G2 using [38], G1 ¼ sn=
ð1þX2

nÞ. Similarly, G2 ¼ snXn=ð1þX2
nÞ. Analogous

operations for a hole conductor yield the results
G4=G3 ¼ spHRp � Xp, G3 ¼ sp=ð1þX2

pÞ, G4 ¼ Xp=
ð1þX2

pÞ. The total current density is then given
by

Jx ¼ Jx� þ Jxþ ¼ Garxðz=eÞ þ Gbryðz=eÞ ½39a�

Jy ¼ Jy� þ Jyþ ¼ �Gbrxðz=eÞ þ Garyðz=eÞ ½39b�

with Ga � G1 þ G3, Gb � G2 þ G4. Setting Jx¼ 0 and
eliminating eitherryðz=eÞ orrxðz=eÞ from eqns [39].
One finds

Jx ¼ G2
a þ G2

b

Ga
rxðz=eÞ or s ¼ G2

a þ G2
b

Ga
½40a�

Jx ¼ G2
a þ G2

b

Gb
ryðz=eÞ or

1

HR
¼ G2

a þ G2
b

Gb
½40b�

The last step consists in replacing Ga, Gb by
G1;y;G4, and introducing Xn, Xp, sn, RnH, sp,
RpH. The steps are elementary but tedious. The re-
sults are listed in Tables 1 and 2.

A similar procedure may be used to determine the
Seebeck coefficient and thermal conductivity of a
two-band conductor. For detailed derivations, the

reader is referred to the literature. The results are
again displayed in Tables 1 and 2.

The principal points to be noted are (1) that the
results are model-independent, and (2) that the con-
tribution from electrons and holes in general are not
simply additive.

Concluding Comments

This article has focused on the thermodynamic
representation of irreversible effects as applied to
electron transport phenomena in conductors. The
advantage of this approach is its generality (aside
from specific restrictions mentioned earlier); it does
not depend on the adoption of a specific model
for electron transport. The disadvantage is that the
phenomenological parameters and transport coeffi-
cients remain unspecified. One may now invoke the
microscopic transport theory to evaluate these quan-
tities from first principles, at least in certain degrees
of approximation, but this is a rather lengthy pro-
cedure beyond the scope of the present article.

Acknowledgments

The preparation of this article was supported on NSF
Grant DMR 96 12130.

Table 2 Galvano-thermomagnetic effects to the limit of small

applied magnetic fields: H-0

s ¼ sn þ sp ; a ¼ ansn þ apsp
sn þ sp

R ¼
Rns2n þRps2p
ðsn þ spÞ2

; k ¼ kn þ kp þ
Tsnspðan � apÞ2

sn þ sp

See notes in Table 1.

Table 1 Galvano-thermomagnetic effects for a two-band n–p conductor in a magnetic field

Electric resistivity: r ¼ ½ðsn þ spÞ þ H2snspðsnR2
n þ spR

2
pÞ�=D

Hall coefficient: R ¼ ½Rns2n þRps2p þ ðHsnspÞ2ðRnRpÞðRn þRpÞ�=D
Seebeck coefficient: a ¼ ½ðsn þ spÞðsnan þ spapÞ

þ ðHsnspÞ2ðRn þRpÞðRnap þRpanÞ
þ H2snspðNn � NpÞðRnsn �RpspÞ�=D

Thermal conductivity: k ¼kn þ kp þ ðT=DÞf½snspðsn þ spÞðan � apÞ2 � ðNn � NpÞðsnspH2Þ�
� ½ðsn þ spÞðNn � NpÞ � 2snspðRn þRpÞðan � apÞ�g

D � ½ðsn þ spÞ2 þ ðHsnspÞ2 ðRn þRpÞ2 � sn, sp are electrical conductivity of electrons and holes, respectively; Rn, Rp are Hall co-

efficients of electrons and holes; r is the electrical resistivity; an, ap are the Seebeck coefficient of electrons and holes, respectively; kn,
kp are the thermal conductivity of electrons and holes, respectively; Nn, Np are the transverse Nernst coefficients of electrons and holes,

respectively; and H is the applied magnetic field. Note that an ¼ �janj, Rn ¼ �jRnj are negative, while sn, sp, Nn, Np are positive; hence

R and a tend to be small except in large applied magnetic fields.

42 Irreversible Thermodynamics and Basic Transport Theory in Solids



See also: Conductivity, Electrical; Mass Transport; Onsa-
ger Relations; Phases and Phase Equilibrium; Quantum
Hall Effect; Thermodynamic Properties, General; Thermo-
electric Effect.

PACS: 05.70.� a; 05.70.Ln; 05.60.Cd; 72.15.Jf;
66.30.�h; 72.10.Bg; 72.15.Gd; 72.20.Pa; 72.20.My
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Introduction

Close to 80% of the elements in the periodic table
are multi-isotopic. Most semiconductors contain at
least one element that consists of more than one sta-
ble isotope (Al, As, and P are important mono-iso-
topic exceptions). For example, silicon is composed
of the three isotopes 28

14Si,
29
14Si, and

30
14Si with abun-

dances of 92.23%, 4.67%, and 3.10%, respectively.
Gallium arsenide consists of mono-isotopic As and
two Ga isotopes 69

31Ga (60.11%) and 70
31Ga (39.89%).

Recent advances in isotope separation technology
have led to the availability of semiconductors with
controlled the isotopic composition. Many physical
properties of semiconductors depend on the isotopic
composition. Some of these are affected relatively
weakly while others, thermal conductivity for exam-
ple, can be influenced strongly. Here, the isotope-
related effects are divided into three groups: (1) those
that are due to atomic mass differences between the
isotopes; (2) those that are due to nuclear spin

differences between isotopes; and (3) those that are
due to differences in thermal neutron capture cross
sections.

Atomic Mass-Related Properties

Structure

The lattice constants a0 of large, chemically pure and
crystallographically highly perfect crystals can be
measured with high-precision X-ray diffraction tech-
niques. As a consequence of the zero-point motion,
the atomic volumes are expected to change with
isotopic composition. The resulting effect on a0 has
been carefully studied for a number of elemental
semiconductors including C, Si, and Ge. A theoreti-
cal analysis of the dependence of the lattice constant
on isotopic composition at low temperatures com-
pared to the Debye temperature of the material yields
the following relationship:

Da
a

¼ � C

a3
DM
M

g0_o0 þ
3

4
g0ky

� �

where C is the isothermal compressibility, M is the
atomic mass, go and ga are the Grüneisen para-
meters for optical and acoustic phonons, respectively,
oo is the optical phonon frequency, k is Boltzmann’s
constant, and y is the Debye temperature
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(constant-mode Grüneisen parameters and a Debye
frequency spectrum for the phonon modes are as-
sumed). Evidently, the effect will be the largest for
semiconductors with light atomic masses, large com-
pressibilities, and high Debye temperatures. Experi-
mental data for diamond are shown in Figure 1. The
reduction of the lattice constant for 13C diamond
compared to 12C diamond is 150 ppm, which is in
qualitative agreement with the simple theory illus-
trated above.

Phonon Dispersion

A number of isotope effects in semiconductors are
related to changes in the properties of phonons with
atomic mass. A very simple harmonic analysis within
the virtual crystal approximation predicts that the
frequency o of a given phonon should vary with the
average mass M:

opM�1=2

As shown in Figure 2, this dependence is indeed
observed for the zone-center optical phonon for a
series of isotopically enriched single crystals of ger-
manium with average masses between 70 and
76 amu (M of natural Ge is 72.59 amu).

Modern thin-film growth techniques have made
isotopically engineered structures available to the ex-
perimentalist. Very interesting phonon effects can be
observed in isotope superlattices (SLs), which consist
of alternating layers with different isotopic composi-
tion. In contrast to SLs consisting of different mate-
rials such as GaAs and AlGaAs, the electronic band

structure in isotope SLs is not significantly affected by
the mass differences and the material looks bulk-like
for electrons throughout the crystal layers. However,
the changes in the phonon properties are sufficiently
large to observe confinement effects. A number of
detailed experimental studies have been performed
with Ge isotopes in structures consisting of a series
of alternating sets of atomic planes of AGe and
BGe where A and B are different atomic masses.
Experimentally observed and theoretically calculated
Raman spectra are compared in Figure 3 for zone-
center optical phonons for 70Gen/

74Gen [0 0 1] ori-
ented structures with n, the number of atomic layers,
varying from 2 to 32. The Raman frequencies and
mode mixing calculated by a simple bond-charge
model, and the force constants of natural Ge and the
relative peak intensities determined by a bond polar-
izability approach are in good agreement with the
experimental data. The shortest periods studied con-
sisted of two atomic layers each and produce a single
Raman line corresponding to the zone-center optical
phonon in a Ge crystal with M¼ 72 amu, the linear
average of the two masses. That is, the phonon
behavior is the same as in a bulk crystal with
M¼ 72 amu. Confinement effects are observed at
higher values of n as folded optical modes become

68 70 72 74 76 78
295

300

305

310

315

Average isotope mass (m)

Z
on

e-
ce

nt
er

 p
ho

no
n 

fr
eq

ue
nc

y 
(c

m
−1

)

Figure 2 Zone-center phonon observed by Raman spectros-

copy at 90K for single-crystal germanium of varying isotopic

composition. Dotted line shows the predicted M–1/2 dependence.

(After Fuchs HD et al. (1992) Solid State Communications 82:

225.)

3.5665

3.5666

3.5667

3.5668

3.5669

3.5670

3.5671

3.5672

3.5673

0.0 0.2 0.4 0.6 0.8 1.0

Atom fraction 
13

C

La
tti

ce
 c

on
st

an
t (

A
)°

Figure 1 Lattice constant of diamond as a function of isotopic

composition. (Adapted from Holloway et al. (1991) Physical

Review B 44: 7123.)

44 Isotopic Effects in Solids



Raman active at the zone center. For example, in the
n¼ 12 superlattice at least three strong Raman lines
are observed. For n¼ 32, the Raman spectra begin to
approach the structure expected for two isotopically
pure bulk crystals, one made up of 70Ge, the other of
74Ge.

Thermal Conductivity

The most dramatic phonon-related isotope effect is
found for the thermal conductivity. Pomeranchuck
was the first to point out in 1942 that in a multi-
isotopic material, minority isotopes must be treated
as mass defects and that they lead to scattering
of acoustic phonons, reducing thermal conductivity
with respect to a mono-isotopic material. The first

experimental measurements of what can be a very
strong dependence of the thermal conductivity
(which depends on acoustic phonons) on small
degrees of isotopic disorder were performed in the
late 1950s in germanium. The most dramatic effect is
found, however, in diamond. Figure 4 illustrates the
fivefold increase in thermal conductivity found near
100K in isotopically enriched 12C. (It should be
pointed out that measurements of such extremely
high thermal conductivities for millimeter-size sam-
ples are very difficult to perform because the sam-
ples act like close to perfect thermal short circuits.)
The measured value, 410Wcm–1K–1, is the highest
measured for any material above liquid nitrogen
temperature (77K). The most successful modeling
of the effect of isotopic disorder on thermal con-
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ductivity splits the thermal conductivity into four
terms – normal, Umklapp, boundary, and isotope
processes – which are inversely proportional to the
phonon lifetime t associated with the specific effect:

t�1
Normal ¼ AnT3l�1

t�1
Umklapp ¼ BnT3l�1 expð�C=TÞ

t�1
Boundary ¼ n=D

t�1
Isotope ¼ 4p3nl�4V0xð1� xÞð12þ xÞ�2

where n and l are the average phonon velocity and
wavelength, x is the isotope fraction of 13C, V0 is the
atomic volume, and A, B, C, and D are adjustable
parameters. These relations can be used not only to
reproduce the observed temperature dependence but
also to predict the limits of thermal conductivity for
samples with very high isotopic purity. The inset in
the figure shows the prediction of a thermal con-
ductivity above 2000Wcm–1K–1 for very highly en-
riched 12C at 80K.

Similar increases of the thermal conductivity at
low temperature of the enriched semiconductors Ge
and Si have been measured. It is important to note
that at temperatures well above the thermal con-
ductivity maximum, the isotope enrichment-related
increases vanish rapidly. For example, the increase in
thermal conductivity for highly enriched 28Si com-
pared to natural Si is in the range of 10–15%.

Electronic Structure

Isotope composition affects the electronic structure
through the electron–phonon coupling and through
the change of volume with the isotopic mass (see
above section on lattice constants). The effect most
often studied experimentally is the influence of the
isotopic mass on the bandgap of the semiconductor.
For example, using optical modulation techniques
the isotope dependence of the direct and indirect
bandgaps of germanium and of the indirect gap
of silicon have been determined. The effect is small
but satisfactorily predicted by theory. Another sen-
sitive way to measure this dependence uses the very
narrow no-phonon exciton photoluminescence (PL)

10

10

10

10

100

100

100

100

1000

1000

1000

5000

1000

1

Temperature (K)

T
he

rm
al

 c
on

du
ct

iv
ity

 (
W

 c
m

−1
 K

−1
)

0.001%13C

0.1%13C

1%13C

Figure 4 Thermal conductivity of natural abundance (1.1% 13C) diamond (’), isotopically enriched (0.1% 13C) diamond (&), together

with the low-temperature data of Slack (1973), (J) and the high-temperature data of Olson et al. (1993) (� ). The solid curves are the

result of fitting the Callaway theory illustrated in the text. The inset shows the calculated thermal conductivity corresponding to 1%, 0.1%,

and 0.001% 13C concentrations according to the Callaway theory. (Adapted from Wei et al.(1993) Physical Review Letters 70: 3764.)

46 Isotopic Effects in Solids



lines found in Si and Ge. Measurements of the
energies of these impurity-bound excitons allow
direct determination of bandgap shifts because their
radiative recombination does not require phonon
participation. Furthermore, due to their large Bohr
orbits, their energy depends only on the average iso-
topic mass and not on the isotopic disorder. Figure 5
shows the change in the Si bandgap measured using
the phosphorus no-phonon line PNP for a series of
samples enriched in 28Si, 29Si, and 30Si.

In general, the contribution to the bandgap shift
from the isotopically induced volume change is the
smaller of the two effects and can be addressed with
the methods described above for the lattice constant
effects. The analysis of the electron–phonon coupling
effect is similar to that used to understand the change
of bandgap with temperature. The change is de-
scribed by structure factors, which include electron–
phonon interaction terms (Debye–Waller factors)
and self-energy terms. These terms are then expand-
ed in powers of the atomic displacements u. The
leading terms are proportional to the mean-square
displacements /u2S. These, in turn, can be modeled
as harmonic oscillators:

/u2S ¼ _ 1
2 þ n

 �

=Mo

As temperature increases, n and thus /u2S increase,
and the bandgap is reduced. At low temperature,
n¼ 0. Substituting the dependence of o on M,

/u2SpM�1=2

For increasing M, this analysis predicts decreasing
/u2S and a bandgap increase, in agreement with the
observation.

Self- and Dopant Diffusion

The study of self- and dopant diffusion in semicon-
ductors has been advanced significantly through the
use of isotopically controlled multilayer structures.
Diffusion measurements performed with radiotracer
methods are limited by the half-lives of radioactive
isotopes, by the damage produced during their in-
troduction and by near-surface effects.

In contrast, the use of Secondary Ion Mass Spect-
rometry (SIMS) in isotope superlattice structures
provides quantitative concentration profiles of the
masses of the matrix as well as the dopant atoms. In
the simplest case, two layers with different isotopes
of a semiconductor are grown on a substrate of
natural composition. The results of annealing such a
structure are illustrated in Figure 6 for a natGe/74

Ge/70Ge/natGe-substrate configuration. The 70Ge
concentration profile in the 74Ge layer can be fit-
ted with a simple complimentary error function (the
solution to the 1D simple Fick’s law diffusion equa-
tion) over a range of four and one half orders of
magnitude in concentration, yielding very precise
self-diffusion data. Similar structures of silicon
isotopes have been used to obtain precise measure-
ments of the Si self-diffusion coefficient shown
as a function of the absolute inverse temperature
(Figure 7).

The influence of the Fermi level (and hence of
specific native defects) on self- and dopant diffusion
has been studied with the aid of silicon isotope mul-
tilayers capped with an amorphous layer of natural
silicon. Ion implantation into the amorphous layer
was used as a source of the desired dopant and to
affect Fermi level control inside the structure. Such a
dopant source has been found to produce only the
expected electronic effects that are due to dopant-
related shifts in the Fermi level position. A represen-
tative SIMS result of silicon self- and As dopant
diffusion is shown in Figure 8. The modeling of the
silicon isotope and the arsenic concentration profiles
yields the unambiguous result that the negatively
charged vacancy is the major native defect involved
in the diffusion process.
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Isotopically controlled compound semiconductor
structures offer the possibility of observing self-dif-
fusion of each of the constituent atoms. Using this
method, a very spectacular result of self-diffusion has
been reported for the III–V semiconductor GaSb.
Both host elements, Ga and Sb, have two isotopes

occurring at comparable concentrations; a double-
labeled 69Ga121Sb/71Ga123Sb heterostructure was
used for the study. Figure 9 shows the concentration
profiles of the four isotopes 69Ga, 71Ga, 121Sb, and
123Sb for the as-grown structure and after thermal
annealing at different times and temperatures. The
Ga host atoms diffuse by a factor of B1000 faster
than the Sb atoms. Even after four days at a temper-
ature just under the bulk melting point of GaSb and
long after the labeled Ga atoms have diffused into the
bulk, the Sb atoms have barely moved. The large dif-
ference can be explained with the formation of GaSb
antisites that suppress the formation of Sb vacancies
required for the diffusion of this constituent.

Local Vibrational Modes

The vibrations of light impurity atoms in a semicon-
ductor can occur at much higher frequencies than the
maximum single-phonon frequencies of the host lat-
tice. In this case, the coupling to the host lattice is
weak, such that this local vibrational mode (LVM)
can have a long lifetime and a very narrow spectral
line width as observed by infrared absorption, Ra-
man scattering, or other techniques. Depending on
the details of the lattice location of the impurity,
particularly on symmetry and on how many bonds
are formed with host lattice atoms, a number of nor-
mal vibrational modes are observed. Because of the
simple dependence of vibrational frequencies on the
inverse square root of the vibrating mass, isotope
substitution of the impurity is used to obtain un-
ambiguous proof for the association of an LVM fea-
ture with a certain impurity. The largest isotope shift
caused by such a substitution of stable isotopes is
close to 40% and is obtained for hydrogen substi-
tuted by deuterium.

In order to obtain a crude understanding of an
LVM spectrum, it usually suffices to model the im-
purity and the nearest-bound neighbors as a quasi-
molecule embedded in the host crystal. The model
can be improved substantially by taking into account
next-nearest neighbor atoms in the form of an addi-
tional mass correction, the ‘‘host interaction mass’’
and by extending the linear force dependence on im-
purity displacement with higher terms (anharmoni-
city). When the host lattice consists of several stable
isotopes with some of these present at significant
atomic fractions (Ge is an example), LVM spectra
can contain many closely spaced or overlapping lines
because the impurity and its host lattice neighbors
form quasimolecules with a number of different re-
duced masses. Isotope enrichment of the host mate-
rial can lead to drastic simplification of the LVM
spectra in such cases. This is illustrated in Figure 10
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for the LVM of oxygen in Ge. Taking into account
two nearest neighbors, the xGe–O–yGe molecule
has three fundamental modes. The ‘‘wag’’ mode (n3)
has the highest frequency. It leads to 11 lines result-

ing from the different mass combinations of xGe
and yGe, each one split into several components
whose intensities depend on temperature. Isotopic
enrichment not only greatly simplifies the spectrum
(one split line is observed instead of 11), it also al-
lows a quantitative study of the line width and of the
coupling between n3 and the other modes as a func-
tion of temperature. In this way, it was shown that
the observed splitting is a result of the nonlinear
superposition of the n2 and n3 modes and that the
temperature dependence is due to the thermal popu-
lation of low-frequency n2 mode, which can be signi-
ficant, even at near liquid helium temperature.

Spin-Related Properties

A number of elements found in typical semiconduc-
tors have half-odd nuclear spins I and hence magne-
tic moments. Examples are 73Ge (I¼ 9/2), 29Si (I¼
1/2), 31P (I¼ 1/2), and both stable isotopes of Ga:
69Ga (I¼ 5/2) and 71Ga (I¼ 5/2). The magnitude of
the magnetic moment and the spin-lattice (T1), and
transverse (decoherence, T2) lifetimes of nonequilib-
rium nuclear spin populations are measured with
nuclear magnetic resonance (NMR). In high-quality
single-crystal material, lifetimes can be long. For ex-
ample, the spin lattice relaxation time of the 29Si
(4.67% natural abundance) nuclear spin can be as
long as several hours at room temperature in high-
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purity single crystals; decoherence times are of the
order of milliseconds (ms) at cryogenic temperatures.
In the case of electron spin resonance (ESR), soon
after the demonstration of the effect in the late 1950s,
the effects of isotopic enrichment on the spin dynam-
ics of donor electrons bound to 31P were investigated.
At that time, a doubling of T2 from 0.2 to 0.5ms
was observed by removing the hyperfine spin–orbit
coupling interaction between the electron spin and
the nuclear spin of the 29Si. Modern measurements on
higher purity 499% 28Si-enriched material have
demonstrated T2460ms. These and related effects
are expected to be important in developing solid-state
quantum computing schemes based on electron and/
or nuclear spin as ‘‘qu-bits.’’ Two references to this
rapidly evolving field are given in the ‘‘Further rea-
ding’’ section.

Neutron Transmutation Doping

The extreme versatility of semiconductors in their
wide range of applications is based on our ability to
dope these solids with donors and acceptors. For
device fabrication, dopants are introduced at or near
the surface either by diffusion or by ion implanta-
tion. Bulk crystal doping is typically achieved by ad-

ding the appropriate minute quantities of dopant
elements to the melt from which the crystal is pulled.
An alternative doping technique is neutron transmu-
tation doping (NTD).

The radioactive decay of an isotope of one element
into an isotope of a different element forms the
foundation of NTD of semiconductors. The NTD of
Si is illustrated here. The NTD process is typically
performed in a nuclear reactor. During exposure of
natural silicon to thermal neutrons, all three isotopes
capture neutrons with well-known capture cross sec-
tions, sn, and the following reactions occur:

28
14Siþ nth-

29
14Si

29
14Siþ nth-

30
14Si

30
14Siþ nth-

31
14Si �!

T1=2¼2:62:h
31
14Pþ b� þ u�e

The third reaction leads to the formation of the
donor P. NTD differs from other dopant technologies
in that very high doping uniformity can be obtained.
The unmatched doping uniformity achieved by NTD
is based on three factors. First, the stable isotopes are
truly randomly distributed in a semiconductor of
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natural composition. Second, the source of thermal
neutrons is typically larger than the semiconductor
crystal to be doped. This, in turn, leads to a large
homogeneous thermal neutron field guaranteeing
identical exposure of all parts of the crystal. Third,
the capture cross section for thermal neutrons is typ-
ically of the order of a few barns (1 barn¼ 10–24 cm2),
which means that a few centimeters of material ab-
sorb the thermal neutron flux by significantly less
than 1%, maintaining the nearly uniform neutron
flux throughout the depth of the sample.

For this reason, semiconductors that are used in
high-power, high-voltage applications, such as Si rec-
tifiers (SCRs) are manufactured using NTD Si. Sci-
entifically, NTD enables researchers to control
doping levels more precisely. For example, it is pos-
sible to precisely dope Ge with Ga very close to the
metal–insulator transition (MIT). As shown in Figure
11, it was found that the critical concentration was

1.86� 1017 cm–3 when the MIT was approached
from both above and below. In addition, instrumen-
tation for far infrared and submillimeter wave as-
tronomy and astrophysics have profited from NTD.
Small temperature-sensing elements of crystalline
NTD germanium are assembled into large arrays in
the focal planes of all modern far IR telescopes.

See also: Conductivity, Thermal; Electron Spin Reso-
nance; Elemental Semiconductors, Electronic States of;
Excitons in Crystals; Scattering, Inelastic: Raman; Sem-
iconductor Compounds and Alloys, Electronic States of;
Semiconductors, General Properties; Semiconductors,
Impurity and Defect States in; Semiconductors, Optical
and Infrared Properties of.

PACS: 25.40.�h; 63.20.� e; 63.20.Pw; 66.70.þ f
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Introduction

All the phenomena that can be explained by the
coupling between vibrational modes of the material
and electronic orbitals are said to be due to the Jahn–
Teller effect (JTE). In its initial proposal (previous to
experimental confirmation), the JTE anticipated a
decrease in energy and degeneracy for nonlinear mol-
ecules with degenerate ground levels. This concept
was later extended to localized electronic orbitals in
crystals, ions, and vacancies. In another manifestation
of the vibronic coupling, states of the same symmetry
mix among themselves, changing energy intervals
with respect to the states of different symmetry; such
a phenomenon (which affects even singlets) is called
the dynamic JTE. When the interaction is mediated
by higher-energy states, it is referred to as pseudo-
JTE. When the JTE effect extends through the lattice,
neighboring centers cooperate causing a decrease in
the ground-state energy. Thus, for instance, if one cell
elongates along one direction due to JTE, a neighbor-
ing cell contracts along that direction. Such long-
range ordering is reached below a critical temperature
producing what is called the ‘‘cooperative JTE,’’
which can modify several properties of the solid.
Nevertheless, the basic phenomenon is always the
same and can be described by means of coupling of
the vibrational degrees of freedom to the electronic
degrees of freedom of the system, in what generically
can be called a ‘‘vibronic coupling.’’

The crystalline field theory can be thought of as a
static electric multipole expansion of ionic and bond
charges, defined by the equilibrium positions of con-
stituent atoms. Such a symmetric field usually gives
rise to a degenerate ground level or multiplet. Atoms
interact due to bonding forces, which allow the
propagation of vibrations through the crystal. Vi-
brational modes (phonons in quantum mechanical
language) may raise the energy of some of the com-
ponents of the electronic multiplet, while lower-
ing the energy of other electronic states of the same

multiplet. Thus, the JTE is usually associated with a
splitting of the ground multiplet, which decreases
the effective ground-state energy and reduces the
ground-level degeneracy. In the real lattice, this can
manifest itself as a local distortion (static JTE). In
configuration space, this means complex functions
describing observables and electronic properties (dy-
namic JTE).

Exceptions to the previous descriptions of the JTE
are one-dimensional systems or when the degeneracy
is due to a time-reversal symmetry (Kramers degene-
racy). In all other cases, there is always a chance for a
JTE. In some materials, properties can be explained
by ignoring the JTE, which simply implies that
the coupling is extremely weak. However, in other
systems, a vibronic coupling can lead to structural
deformations, specific heat anomalies, extra lines in
optical spectra, or quenching of orbital magnetic
components.

In any material, vibrations span wavelengths that
range from their external dimensions to a couple of
interatomic distances. Evidently, long wavelengths
(elastic wave limit) do not change the relative posi-
tions of neighboring atoms, so these modes can be
ignored as possible coupling modes. The best candi-
dates for JT coupling are short wave vibrations, with
large acoustic frequencies or optical modes. Thus,
the JTE can be viewed as the coupling of phonons
having an appropriate symmetry to which the elec-
tronic orbitals under concern are most sensitive. Due
to such a variety of possibilities, it is not possible to
give a general prescription to proceed with the JTE in
any solid. It is necessary to examine each possible
coupling to different electronic orbitals separately.
Since symmetry is such an important issue in this
problem, the group theory is used to designate the
couplings. This is the reason why this tool is briefly
described in this article; it is assumed that the reader
is not a group theory expert. The particular case of a
local environment with triangular symmetry is used
to explain the essence of the JTE for one of the most
common JT couplings (E� e), prior to which the
symmetry elements for such an environment are
quickly reviewed. Lastly, some examples of real
manifestations of the JTE are given.



Electrons and Phonons in Triangular
Environment

Two-dimensional systems are simple to understand
and easy to represent on the paper. Consider a
double-degenerate electronic system with states
yS andj jeS located at the center of a crystal with
triangular symmetry in two dimensions as illustrated
in Figure 1. There are six symmetry elements that
leave this complex unaltered: E, the identity; off-
plane rotations through angle p with respect to axes
A, B, and C; in-plane rotations through angles þ 2p/
3 (D) and –2p/3 (F). If the following column vector
representations are used,

yj i ¼ 1
0

�� ��; ej i ¼ 0
1

�� ��
the six symmetry elements can be represented by the
following matrices:

E ¼
1

0

0

1

�����
�����; A ¼

1

0

0

�1

�����
�����; B ¼

1

2ffiffiffi
3

p

2

ffiffiffi
3

p

2

�1

2

��������

��������

C ¼
þ1

2

�
ffiffiffi
3

p

2

�
ffiffiffi
3

p

2

�1

2

��������

��������
; D ¼

�1

2

þ
ffiffiffi
3

p

2

�
ffiffiffi
3

p

2

�1

2

��������

��������

F ¼
�1

2

�
ffiffiffi
3

p

2

þ
ffiffiffi
3

p

2

�1

2

��������

��������
The cluster approximation is used, which assumes
that only displacements of atoms that are close
neighbors to the electronic cloud are included, which
is similar to considering an isolated molecule. This is
illustrated in Figure 2 where nearest neighbors (num-
bered 1, 2, and 3) are considered. From the six
degrees of freedom of these three atoms, two of them
lead to the motion of the center of mass and they
must be discarded for the present purposes. The re-
maining four degrees of freedom leave the center of
mass fixed, allowing for interactions with the elec-
tronic orbitals at the center. With the aid of the axes
xi, yi (i¼ 1, 2, 3) in Figure 2, the corresponding four
normal modes can be expressed as

QB ¼ 1ffiffiffi
3

p ðy1 þ y2 þ y3Þ

QR ¼ 1ffiffiffi
3

p ðx1 þ x2 þ x3Þ

Qy ¼
1ffiffiffi
3

p x1 �
1

2
x2 þ

ffiffiffi
3

p

2
y2 �

1

2
x3 �

ffiffiffi
3

p

2
y3

 !

Qe ¼
1ffiffiffi
3

p y1 �
ffiffiffi
3

p

2
x2 �

1

2
y2 þ

ffiffiffi
3

p

2
x3 �

1

2
y3

 !

|�>

|�>

2
3

A

C B

1

Figure 1 Symmetry elements for the triangular symmetry.

Three off-plane rotations through angle p over axes A, B, and C.

Additionally, operations D and F are in-plane rotations through

angles 72p/3.

2
3
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C B

1

y1

y2
y3

x1

x2

x3

Figure 2 Basis coordinates for defining normal modes for the

triangular cluster.
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The transformation properties of these modes can be
obtained by applying symmetry operators to the ba-
sis axes xi and yi (i¼ 1, 2, 3). Thus, vertices (1, 2, 3)
obey the following transformation laws under these
operators: E-ð1; 2; 3Þ; A-ð1; 3; 2Þ; B-ð2; 1; 3Þ;
C-ð3; 2; 1Þ; D-ð2; 3; 1Þ; and F-ð3; 1; 2Þ. This
leads to transformation laws such as, Ax2-� x3,
Fy3-y1, etc. When these transformation rules are
applied to the four normal modes given by the equa-
tions above, the following properties are found:

1. E, the identity operator does not change anything
(character of this operation is said to be þ 1).

2. A, B, and C leave QB unchanged (character þ 1),
while it reverses the sense of QR (character � 1).

3. D and F preserve both QB and QR (character þ 1)
in both cases.

4. When the six operations are applied to Qy and Qe,
the same transformation matrices given above
for the transformation of electronic orbitals
yS andj jeSof Figure 1 are obtained. The charac-
ter here is the trace of the matrix (character þ 2
for E; 0 for A, B, and C; –1 for D and F).

With this information, one can build the table of
characters corresponding to the triangular point
group under consideration (usually designated by
C3n) (Table 1).

E� e Coupling

Each electronic orbital couples differently to each set
of vibrational modes. It is assumed here that the
ground electronic level is a doublet whose wave
functions transform as basis functions for the E ir-
reducible representation of the C3v point group (see
Table 1). Such an electronic cloud sits at the center of
a triangular crystal field. In the case of mode QR, the
three atoms move simultaneously clockwise or coun-
terclockwise, in what is a rotation or twist of the
local surrounding. However, the electronic cloud
at the center will not feel the atoms approaching
it, so the coupling, if any, is expected to be very
weak. In mode QB, the three neighboring atoms
move outwards and inwards, in what is called the

‘‘breathing mode.’’ This mode preserves the triangu-
lar symmetry.

The best candidates for coupling leading to a loss
of symmetry are the other two modes, which involve
a partial motion of atoms approaching the center. As
already proved, these modes form the basis functions
for the E irreducible representation of C3v. However,
it is customary to use Greek symbols for vibrations,
so these are referred to as e. In summary, this is the
celebrated E� e JT coupling, whose Hamiltonian
can be written as

H ¼ HE þHJT þHe

where HE is the component of the electronic Ham-
iltonian involving doublet E described by functions
yS andj jeS;He is the component of the vibrational
Hamiltonian corresponding to coupling modes Qy

and Qe, with vibrational quantum po and effective
mass m;HJT is the coupling term which, in a first
approximation, is given by a scalar product between
a vector G of the electronic space and a vector Q of
the vibrational space.

Static Case

The potential energy associated to the coupling
modes is the static potential, namely

V ¼ U þ VJT ¼ 1
2mo

2 Q2
y þQ2

e

� �
þ KðGyQy þGeQeÞ

where the first term is the usual potential term in the
harmonic approximation, while VJT corresponds to
the actual coupling whose strength is given by K.
Normalized electronic operators Gy and Ge satisfy
the following matrix representation on a basis
formed by the vectors, yS andj jeS:

Gy ¼
�1 0

0 1

�����
�����; Ge ¼

0 1

1 0

�����
�����

(This can be found by studying the transformation
properties of the matrix elements. For instance,
under operator A, the element y Gyj jeh i becomes
þy þGyj j � eh i ¼ � y Gyj jeh i ¼ 0:)

A general ground-state function can be written as

fS ¼ aj jySþ bjeS

which must be an eigenfunction of the static potential:

V fS ¼ Fj jfS; ðF �UÞ fS ¼ VJT

�� ��fS
By letting operators Gy and Ge act on fj i, it is
obtained that

ðF �UÞða ySþ bj jeSÞ ¼K½ �QyaþQebð ÞjyS
þ ðQybþQeaÞjeS�

Table 1 Table of characters of group C3n

Basis functions Irred. representation E 3sv 2C 3

QB A1 1 1 1

QR A2 1 �1 1

Qy, Qe E 2 0 �1

First class E; second class 3sv (3 off-plane rotations A, B and C);

third class 2C3 (2 in-plane rotations D and F ).

Jahn–Teller Effect 55



which leads to a secular equation giving the condition:

ðF �UÞ2 � K2 Q2
y þQ2

e

� �
¼ 0

A minimum energy is obtained by imposing the con-
dition that the first derivative of the eigenvalue func-
tion F with respect to each coordinate is zero at the
equilibrium position ðQy0; Qe0Þ, yielding

F0 ¼ �U0 ¼ �mo2

2
Q2

y0 þQ2
e0

� �
¼ � K2

2mo2

suggesting the parametrization,

Qy0 ¼ Q0 cos j; Qe0 ¼ Q0 sin j; Q0 ¼ K

mo2

as illustrated in the lower part of Figure 3.
The interpretation here is clear: new equilibrium

conditions appear at a ‘‘distance’’ Q0 away from the
non-JT equilibrium position (K¼ 0). This is the JT
distortion. The actual energy is now

F0 ¼ �mo2

2
Q2

0 ¼ �EJT

where EJT is the so-called JT energy corresponding to
the decrease from the non-JT situation. This is illus-
trated as the minimum energy reached by the lower
curve in the upper part of Figure 3. Instead of the

initial electronic doublet, the ground state corre-
sponds to the singlet (lower state)

jflS ¼ cos
j
2

� �
jyS� sin

j
2

� �
jeS

Thus, JTE in this complex resulted in a ground level
of lower energy and lower degeneracy.

The second static state is represented by the or-
thonormal function (upper state)

jfuS ¼ sin
j
2

� �
jySþ cos

j
2

� �
jeS

Dynamic Picture

At K¼ 0 (no JT), the potential can be represented by
a paraboloid of revolution with its minimum at the
origin of the QyQe plane. As K grows, the minimum
energy is �EJT, occurring at Q¼Q0, for any j (cir-
cle in Figure 3). A cut of the corresponding potential
surface is illustrated in the upper part of Figure 3.
The complete surface is obtained by revolving this
curve about the E-axis; due to its shape, this poten-
tial is known as the Mexican hat.

Notice that the radial degree of freedom in the
plane QyQe leads to oscillations, while excitations
along the perpendicular direction do not find res-
toring forces leading to a circular motion associated
to the coordinate j. Since a transformation j-
ðjþ 2pÞ does not lead to the same function, a dyna-
mic ground-state wave function must be written as

jflmS ¼ eimj cos
j
2

� �
jyS� sin

j
2

� �
jeS

� �

representing the family of low-energy wave functions,
with m taking half-integer values. Higher energy
states correspond to an admixture of oscillations
Q-Q0 þ qð Þ with occupation number n, rotational

states with occupation number m and electronic basis
function flj i. Such wave functions form the lower
branch of vibronic levels. Similarly, states originating
in static solution fuj i produce the upper branch of
states.

Strength of JT Coupling

In the extremely weak coupling limit (K¼ 0), the
system can be described as a doubly degenerate elec-
tronic system uncoupled to the vibrations of the sur-
rounding, which can be represented here by a
double-dimensional harmonic oscillator with occu-
pancy quantum numbers ny and ne, energy
_o ny þ ne þ 1ð Þ and total vibronic degeneracy
2 ny þ ne þ 1ð Þ as represented on the left-hand side
of Figure 4.

E

Q

 Q�

Q�

q

−E�

Q0

Q0

�

Figure 3 Parametrization of coordinates that result from

solving the static problem for E� e coupling. The coupling de-

fines a new equilibrium condition at coordinates Q0,j.

56 Jahn–Teller Effect



On the other hand, in the extremely strong coup-
ling limit, the system is better described by a coupled
vibronic system, with states belonging to two
branches. In each case, the wave function involves
function flj i or fuj i combined to quantum numbers n
and m, producing a complex function whose actual
form depends on the strength of the coupling. For
large enough values of K, the energy for levels of the
lower branch can be approximated by a series ex-
pansion, whose three leading terms are

Enm ¼ �K2_oþ nþ 1

2

� �
_oþ m2

4k2
_o

The degeneracy of each vibronic level is infinite in the
strong coupling limit ðK-NÞ, due to the infinite
possible values of m.

Figure 4 illustrates how the infinite energy levels
of the weak coupling limit map onto the infinite
levels of the strong coupling limit, for the E� e
coupling. All kinds of situations are possible
according to the strength of the coupling. For the
extremely weak coupling limit (case (a) in Figure 4),
the JTE can be thought of as a perturbation to
the adiabatic limit: no permanent distortion is to
be found and physical properties show little differ-
ence with respect to the description coming from
the plain crystal-field theory. On the contrary, in
the strong coupling limit ((c) in Figure 4) large dis-
crepancies in structure, optical and magnetic pro-
perties are possible. In such cases, the coupling is
beyond perturbative methods and the system is bet-
ter described by a set of displaced oscillators. Inter-
mediate cases (such as (b) in Figure 4) can be
extremely complicated as well as interesting, and the
problem usually requires numerical methods to
characterize it.

A way of measuring the strength of the coupling is
the so-called Huang–Rhys factor S, defined as

S ¼ EJT

_o

Normally, a weak coupling is understood for Sp1.0,
while a strong coupling is found for SX10, but this is
a general guide only.

Ham Reduction Factors

The nature of the ground-wave function varies with
K. In the extremely weak coupling limit, the ground-
state function is a true zero-phonon wave function.
However, as the strength of the coupling increases,
the admixture with higher-order phonon components
weakens the presence of the zero-phonon compo-
nent. Thus, the contribution of purely electronic op-
erators, such as those present in optical and magnetic
properties, decreases with the strength of the
vibronic coupling and it is said that the correspond-
ing effect is quenched.

The expectation value corresponding to any given
operator makes use of the vibronic functions at the
appropriate K value. If JTE is ignored, expectation
values make use of the purely electronic functions.
When a comparison between these two results is
done for the case of the ground states, reduction
factors can be defined. Thus, the ratio of the first
expectation value over the second one is called the
Ham factor or a reduction factor for that operator.
These factors give an idea of how much a physical
magnitude is reduced by the JTE. For E� e coupling,

(2)

(4)

(6)

(8)

K
(a) (b) (c)

Weak

��

Strong

��

Figure 4 Schematic strength dependence of energy levels for

E� e coupling: (a) weak coupling limit, (b) intermediate coupling

with admixture and crossing of levels, and (c) strong coupling limit.
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the reduction factor qH(K) is defined as

qHðKÞ ¼
f K00yjGyjjf K00y

	 

y Gyj jyh i ¼ 1

2
1 þ 1

ð2KÞ4
þ?

 !

where the truncated asymptotic expression on the
right-hand side is valid in the strong coupling limit
only ðK-NÞ. So, in this limit ðK-NÞ, q tends to
0.5; then, as the coupling weakens, q grows to reach
the value 1.0 in the case of no JTE (K¼ 0). Evaluat-
ion of other Ham factors can yield results in the
range (0.0,1.0).

Quenching of Orbital Angular Momentum

One of the most frequently observed manifestations
of the Ham effect (as it is sometimes called) is the
quenching of the orbital angular momentum. The
magnetic moment of ions is formed by both orbital
and spin components. For free ions, both of them
contribute fully to produce the final magnetic mo-
ment. In a molecule or solid, the orbital contribution
depends on the zero-phonon component of the
ground vibronic wave function. So, it is said that
the angular momentum is quenched and the magne-
tic moment of the ion is different as compared with
the value of the free ion. This phenomenon is directly
measured by means of electron paramagnetic reso-
nance and it is usually reported as a variation in the g
factor or, more generally, as a change in the compo-
nents of the g tensor.

Examples of Dynamical JT Couplings

Couplings

There is a large variety of couplings, in symmetry as
well as in strength. For simplicity, the case of impu-
rities in crystals is considered so that the previous
analysis based on the point-group theory can be di-
rectly invoked. Transition metal impurities in semi-
conductors have been deeply investigated due to their
optical properties and possible applications as sen-
sors. One interesting system is the one defined by the
presence of Fe impurities in II–VI compounds of
strong ionic character such as CdTe; this case is used
as an illustrative example. The crystal structure is
that of zinc blende, where each cation is surrounded
by four anions in a tetrahedral coordination and vice
versa, leading to an overall cubic symmetry. Iron
impurities substitute for the cation at a site with
symmetry properties described by the operations that
leave a regular tetrahedron invariant, namely point-
group Td (this is similar to the case of the operations
that leave the equilateral triangle invariant in two
dimensions, as discussed above).

The four anions at the vertices of the tetrahedron
span 12 degrees of freedom: three translations, three
rotations, and six vibrations. One of the vibrational
modes is the breathing mode. There are two degene-
rate modes designated by e and three degenerate
modes designated by t2 (irreducible representations
of Td).

Iron appears in this system as a doubly ionized
atom, Fe2þ , with a d6 electronic configuration (with-
in the approximation of the ionic picture). Each of
the multiplets couples differently to each of the three
vibrational sets of modes. Couplings to the ground
multiplet 5D are of the most importance. A crystal-
line field splits this level into a lower 5E and an upper
5T2 multiplet. A spin–orbit interaction further splits
these multiplets as shown schematically on the left-
hand side of Figure 5. Downward (upward) arrows
on the left-hand side of this figure illustrate allowed
electric-dipole emissions (absorptions) when the JTE
is ignored. However, experiments show a completely
different picture making it necessary to include JTE.
In principle, any of the six vibrational modes can be

5D

5E

Without JTE With JTE

5T2

Figure 5 Consequences of the JTE on the emission and ab-

sorption spectra of Fe2þ in CdTe. The scheme on the left-hand

side illustrates the case of no JTE, predicting few lines: four

equally spaced lines in luminescence; two widely separated ab-

sorption lines. The scheme on the right-hand side shows actual

emission and absorption lines after appropriate JTE is included:

several unequally spaced lines in luminescence; several close

lines near the absorption threshold.
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responsible for this vibronic coupling. It turns out
that e modes give a good description of the main
features of the emission and absorption spectra as
schematically shown in the right-hand side of
Figure 5, when appropriate values of the parameters
are used. In the present case, the emphasis is on the
rearrangement of energy levels corresponding to a
dynamic JTE.

Emission Spectrum

Low-temperature emission lines originate in the low-
est energy level of the T2 multiplet ending in any
compatible vibronic level of the E multiplet. Selec-
tion rules do not only take into account symmetry,
but components must also have the same number of
vibrational quanta, zero-phonon lines being the most
important contributions. A good agreement with lu-
minescent spectra is obtained after considering the
vibronic coupling E� e with the coupling phonon
of poE ¼ 29 cm�1 and EJTE ¼ 3:2 cm�1; this means
a Huang–Rhys factor S¼ 0.11, evidencing a rather
weak JTE. Then, this coupling can be treated as a
minor perturbation, which is evident from the small
deviation of vibronic levels as compared to purely
electronic levels.

Absorption Spectrum

Low-temperature absorptions originate in the lowest
level of the E multiplet ending in levels of the T2

multiplet allowed by symmetry, matching compo-
nents with the same vibrational quantum number.
Vibronic couplings T2� e and T2� t2 are possible,
the former producing the energy level shown on the
right-hand side of Figure 5, giving a good explana-
tion of the positions and relative strengths of the ab-
sorption lines. Again, the main features of the
experiment can be explained upon considering coup-
ling to e modes. Such modes have the same symmetry
as the one considered for emission, but with a larger
frequency. This mode is better suited to produce
coupling to the more extended and differently ori-
ented electronic orbitals of the upper multiplet. A
good agreement with the absorption spectra is obtai-
ned for poT ¼ 35 cm�1 and EJTT ¼ 210 cm�1;
this means a Huang–Rhys factor S¼ 6.0 (B50 times
larger than the previous one), is an important JTE,
producing significant effects in the absorption spec-
trum. Calculations give many lines of similar intensity
close to the absorption threshold (in perfect corre-
spondence with experiments) instead of a single iso-
lated line predicted by the plain crystal-field theory.
This effect is shown in Figure 5 by arrows pointing
upward.

Cooperative JT Effect

This article so far has focused on isolated JT ions.
When the crystal is formed by JT centers, local
couplings can collectively combine in such a way that
neighboring distortions cooperate to minimize the
total energy. To visualize this effect, think of a local
octahedron formed by the six anions surrounding
the JT cation. If an octahedron elongates along one
direction, the next octahedron along that same direc-
tion shrinks. The JT effect of each isolated ion does
not need to be large, but the propagation of the
phenomenon through the entire lattice makes such a
cooperative JT effect (CJTE) a large effect, causing a
long-range rearrangement of atoms.

One example of a system exhibiting CJTE is the
perovskite LaMnO3, whose ideal structure is cubic
with the La at the center, one Mn at each of the eight
corners and one O at the center of each of the 12
edges. The JT center (Mn ion) is surrounded by an
octahedron of six O. However, the three axes of this
octahedron are different due to the coupling of the
Mn ions to crystal vibrations causing a JT distortion
of the octahedron. The neighboring octahedra tilt in
complementary ways and establish a CJTE that
propagates through the crystal producing an ortho-
rhombic lattice. This effective vibronic coupling
reveals itself in other phenomena as well. Thus, the
trivalent La can be substituted by bivalent ions (such
as Ca), which turns some neighboring Mn ions
magnetic. A vibronic coupling to these ions is im-
portant to explain the large increase of electrical
resistivity of the system La0.67Ca0.33MnO3 in the
presence of a magnetic field in what is known as
colossal magnetoresistance. Normally, the CJTE
produces a low-symmetry structure, which appears
below a certain temperature.

See also: Crystal Field Splitting; Crystal Symmetry; Group
Theory; Insulators, Electronic States of; Insulators, Opti-
cal Properties of; Lattice Dynamics: Vibrational Modes;
Optical Absorption and Reflectance; Point Groups; Sem-
iconductor Compounds and Alloys, Electronic States of;
Semiconductors, Impurity and Defect States in; Semicon-
ductors, Optical and Infrared Properties of.

PACS: 31.30.Gs; 71.70. – d; 71.70.Ej
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Introduction to the Kondo Effect

The starting point of the long history of the ‘‘Kondo
effect’’ is the first calculation performed by Kondo
himself in 1964 to account for the observed exper-
imental evidence of a resistivity minimum in magne-
tic dilute alloys such as CuMn, CuFe, YCe or LaCe.
The first observed resistivity minimum in CuFe was
dated from 1931.

Before discussing the Kondo effect itself in greater
detail, it is important to note that the Kondo effect
belongs to the wider field of the presently so-called
‘‘physics of strongly correlated electron systems,’’
which originates primarily from the presence of an
inner d or f shell in one of the atoms embedded in the
considered system. The d electrons in transition el-
ements and the 4f or 5f electrons in rare-earths or
actinides are generally well localized and correlated.
The correlations tend first to favor the existence of
magnetism which is due to open inner d or f shells, as
observed in pure iron, cobalt, or nickel in the 3d
series, in rare-earth metals and in actinide metals af-
ter americium. Magnetism is also observed in many
ionic, insulating, or metallic systems containing the
preceding magnetic elements. But in fact, at present,
the generic term of strongly correlated electron sys-
tems is mostly confined to metallic systems where
there exists a strong interaction or hybridization be-
tween the inner d or f electrons and the conduction
electrons. From a theoretical point of view, this type
of physics started with the pioneering works of Mott
for metal–insulator transition, of Friedel for the so-
called ‘‘Friedel sum rule’’ and the theoretical concept
of ‘‘virtual bound state’’ in 1956, of Anderson for the
derivation of the hybridization ‘‘Anderson Hamil-
tonian’’ in 1961, and obviously of Kondo himself for
the explanation of the resistivity minimum.

Thus, a summary of the main works on the Kondo
effect is presented here, starting with the derivation
of the calculation of the Kondo effect itself and the
so-called ‘‘high-temperature’’ regime, that is, when

the perturbation theory is valid; then, the ‘‘low-tem-
perature’’ regime for one impurity and finally, the
problems of the Kondo lattice and of the multichan-
nel Kondo effect are described.

The ‘‘High-Temperature’’ Case

The first calculation of Kondo was performed in di-
lute alloys with magnetic transition impurities and
the system is well described by the classical exchange
Hamiltonian given by

H ¼ �JscSf ½1�

In the expression [1], the localized spin Sf on the
impurity interacts with the spins sc of the conduction
electrons coming from the host. The exchange con-
stant J can be either positive (corresponding to a fer-
romagnetic coupling) or negative (antiferromagnetic
coupling). It results that a localized spin Sf on site i
interacts with another localized spin on site j by an
indirect mechanism involving the conduction elec-
trons through the exchange interaction given by [1]:
this indirect interaction between two localized elec-
tron spins is called the ‘‘Rudermann–Kittel–Kasuya–
Yosida’’ (or RKKY) interaction, which decreases as a
function of the distance R between the two sites i and
j as cos(kFR)/(kFR)3.

In 1964, Kondo computed the magnetic resistivity
rm up to the third order in J (or in the second-order
perturbation) and found

rm ¼ AjJj2SðSþ 1Þ 1 þ Jr log
kBT

D

� �
½2�

where r is the density of states for the conduction
band at the Fermi energy, A a constant value, and S
the value of the spin for the localized electrons. It is
immediately seen that for a negative J value, the
magnetic resistivity decreases with increasing tem-
perature. Thus, the total resistivity, which is the sum
of the magnetic resistivity and the phonon one which
increases with temperature, passes through a mini-
mum. A negative J value corresponds to an antipar-
allel coupling between the localized and conduction
electron spins, and the preceding treatment is valid



only at sufficiently high temperatures above the so-
called ‘‘Kondo temperature’’ Tk given by

kBTk ¼ D exp � 1

jJrj

� �
½3�

where D is a cutoff corresponding roughly to the
conduction bandwidth. The magnetic susceptibility
decreases above Tk as 1/T, as in a Curie law. The
different transport, magnetic, and thermodynamic
properties of a Kondo impurity have been extensively
studied by perturbation in the so-called ‘‘high-tem-
perature’’ regime (i.e., above Tk). On the other hand
it is clear that, below Tk, the perturbative treatment
is not valid and the low-temperature behavior was
completely different from the previously described
high-temperature one.

The exchange Hamiltonian [1] describes well the
case of a magnetic impurity embedded in a normal
matrix, when the inner d or f electrons are well
localized corresponding to approximately integer
values of 2S. On the other hand, Anderson has in-
troduced a Hamiltonian which can describe different
situations, such as the nonmagnetic or the magnetic
case, as well as the case of an intermediate valence or
that of an almost integer valence. In the series of
rare-earths, most of them have a valence of 3 and are
well described by the Hamiltonian [1] with an
integer 2S value, while systems containing anoma-
lous rare-earths, like cerium or ytterbium, are better
described by the Anderson Hamiltonian. Moreover,
in the special case of a magnetic impurity with a
valence close to an integer, Schrieffer and Wolff have
shown that the Anderson Hamiltonian is equivalent
to a Kondo Hamiltonian [1] with a negative J value
given by

J ¼ � jVkfj2

jE0 � EFj
½4�

where E0�EF is the distance between the 4f and the
Fermi levels. Thus, this so-called Schrieffer–Wolff
transformation allows one to show that the Ander-
son Hamiltonian in the almost ionic limit yields
automatically a negative J value and, therefore, the
Kondo effect.

The Anderson and the exchange Hamiltonians
have been used first to describe the situation of
magnetic systems with only a spin magnetic moment
and a quenched orbital magnetic moment, as in the
case of alloys with 3d transition elements. However,
the physical situation of rare-earths is more compli-
cated, because the magnetic moment has both spin
and orbital components and the states are labeled
according to the z-components of the total angular

momentum J ¼ Lþ S. For example, in magnetic ce-
rium systems, the spin–orbit is sufficiently large to
split the 4f1 configuration into a ground state j ¼
5=2 and an excited state j ¼ 7=2. Then, the sixfold
degenerate level j ¼ 5=2 is split by the crystalline
field effect which has a typical energy splitting
B100 K and, therefore, of the same order as the
usual temperature of experiment. Thus, both the or-
bital degeneracy and the crystalline field effect are
important in the study of anomalous magnetic rare-
earths such as cerium or ytterbium with 4f1 or 4f13

configurations. The Anderson Hamiltonian inclu-
ding the orbital degeneracy has been used first to
explain the phase diagram of cerium metal, which
provides a very fascinating example of many fea-
tures of strong correlations. However, in the studied
case of the so-called ‘‘Kondo limit,’’ that is, when the
number of 4f electrons (or holes) is close to 1, cor-
responding to the 4f1 configuration of cerium (or the
4f13 configuration of ytterbium), an effective Ham-
iltonian has been derived by use of the Schrieffer–
Wolff transformation. Thus, the resulting so-called
‘‘Coqblin–Schrieffer’’ Hamiltonian including crys-
talline field effects has been extensively used to
derive many transport and magnetic properties of
cerium Kondo compounds. The magnetic resistivity,
calculated by the perturbation theory at ‘‘high tem-
peratures,’’ that is, for T4Tk, presents a maximum
at a temperature roughly equal to D, and two logT
behaviors above and below D for the typical case of
a cubic crystalline field of energy splitting D. The
slopes of these logT behaviors are characteristic of
the respective degeneracies of the levels, and these
two logT behaviors separated by the maximum
corresponding to the crystalline field were observed
for the first time in the plot of the magnetic re-
sistivity rm of the CeAl2 compound in 1972. A large
effect of pressure has also been observed, because
the absolute value of the logT slopes increases
rapidly with pressure, which is directly accounted
for by the theoretical model. These effects have been
then observed in the other transport and magnetic
properties and have been found in many cerium
compounds.

Thus, the decrease of the magnetic resistivity in
logT is now considered a clear ‘‘signature’’ of the
Kondo effect in magnetic cerium compounds or in
some related magnetic rare-earth systems, and has
been in fact observed in more than a hundred com-
pounds. The increase in the absolute value of the
logT slope is also characteristic of the pressure effect
in cerium Kondo compounds. Moreover, at present,
the available highest pressures are much larger and
there exist very nice new experiments on such cerium
or ytterbium compounds.
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The ‘‘Low-Temperature’’ Case

It has been seen that the perturbative calculation of
Kondo is no more valid at low temperatures, that is,
below the ‘‘Kondo temperature’’ given by eqn [3].
After several attempts, the theoretical problem of a
single Kondo impurity was exactly solved in 1975 at
T ¼ 0 by Wilson using the renormalization group
technique on the exchange Hamiltonian [1] with a
negative J value. Wilson was the first to show
numerically that the exact T ¼ 0 solution is a
completely compensated singlet formed by the anti-
parallel coupling between the conduction electron
spin sc ¼ 1=2 and the localized electron spin
Sf ¼ 1=2. An analytical exact solution of the single
Kondo impurity problem was then obtained by the
Bethe–Ansatz method for both the classical exchange
and the Coqblin–Schrieffer Hamiltonians. The exact
solutions have given a clear description of the Kondo
effect, but since it is difficult to use them for compu-
ting the different physical properties, sophisticated
‘‘mean field’’ methods have been introduced, such as
the ‘‘slave boson’’ method or the method using cor-
relators or more recently, the dynamical mean field
theory. Many works may be mentioned to describe
the dynamical effects or spectroscopic properties,
and both the one-impurity Kondo and Anderson
problems including dynamical properties have been
solved by different theoretical techniques and, in
particular, by the renormalization group technique.

The low-temperature (i.e., T{Tk) properties of a
Kondo impurity are those of a ‘‘Fermi liquid’’ and
can be summarized as follows:

1. The electronic specific heat constant g and the
magnetic susceptibility w are much larger than
those corresponding to a normal magnetic beha-
vior. The first experimentally observed example
for such a behavior corresponds to CeAl3, where
an extremely large electronic specific heat
constant g ¼ 1:62 J mol�1 K2 was found in 1975
by Andres and co-workers. The term ‘‘Heavy
fermions’’ originates from these high values of g
and w.

2. The transport properties of cerium Kondo com-
pounds are described by the Fermi liquid formal-
ism at low temperatures. In particular, the
electrical resistivity follows a T2 law and the co-
efficient A of this term is particularly large in
heavy fermion systems.

3. A direct evidence of the heavy fermion behavior
has been obtained by de Haas–van Alphen effect
experiments in many cerium compounds, such as
CeCu6, CeB6, CeRu2Si2, and some uranium com-
pounds. An effective mass up to B100me (where

me is the electron mass) has been observed in
cerium compounds.

4. It is finally important to notice that supercon-
ductivity was observed first in CeCu2Si2 com-
pound by Steglich and co-workers in 1979, then in
some cerium compounds at high pressure, and
uranium compounds at normal pressure, which is
clearly an outstanding experimental result and a
fantastic theoretical challenge.

The Doniach Diagram and the Kondo
Lattice Problem

Up to now, only the Kondo effect model for a single
impurity has been studied and remains valid even for
concentrated alloys or compounds at high tempera-
tures above the Kondo temperature. However, when
one deals with, for example, a lattice of cerium at-
oms, the situation becomes more difficult at very low
temperatures. The competition between the Kondo
effect on each atom which tends to suppress the
magnetic moment with decreasing temperature and
the RKKY interaction which, on the contrary, tends
to give a magnetic ordering between different rare-
earth atoms is well described by the well-known
‘‘Doniach diagram,’’ where the Kondo temperature
for a single impurity, and the Neel (or Curie in a few
cases) temperature as a function of the exchange in-
teraction term, |Jr| are plotted. It results in the real
ordering temperature TN increasing initially with
increasing |Jr|, then passes through a maximum and
tends to zero at a critical value | Jr|c corresponding to
the so-called ‘‘quantum critical point’’ (QCP).

Such a behavior of TN has been experimentally
observed with increasing pressure in several cerium
Kondo compounds, such as CeAl2, CeAg, or
CeRh2Si2. A maximum of the ordering temperature
has been observed in some of them, for instance,
CeAg, which is ferromagnetic, or CePd2Al3, but in all
these compounds, the Neel temperature decreases
and tends to zero at high pressures.

Above the QCP corresponding to the magnetic–
nonmagnetic instability (or to the disappearance of
the Neel temperature TN), several different behaviors
have been observed: a departure from the Fermi liq-
uid (FL) behavior, called ‘‘non-Fermi liquid’’ (NFL),
has been observed experimentally in many cerium
compounds under high pressure, such as Ce7Ni3,
which presents successively a magnetic ordering up
to B3 kbar, then an NFL behavior up to B6–7 kbar,
and finally an FL behavior above that pressure with a
coefficient of the resistivity T2 law decreasing rapidly
with pressure and disappearing above 12 kbar. The
NFL behavior of the Kondo lattice near the magnetic
instability has been theoretically studied within the
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scaling theory of critical phenomena and within the
self-consistent renormalized theory of spin fluctua-
tions. This last theory predicts a logT law for g and a
T3/2 law for the magnetic resistivity rm just at the
QCP; when one goes farther from the QCP, the
behavior tends back to an FL behavior, with a de-
crease of the logT slope of g and a power law for rm

approaching the T2 law.
In fact, the FL behavior exists above the QCP in

some cerium compounds such as CeRh2Si2, and the
real Kondo temperature has been found to remain
roughly constant with |Jr| or with pressure in the
nonmagnetic domain. A theoretical model, taking
into account both the intra-site Kondo interaction
and an additional inter-site Heisenberg-type interac-
tion, can explain the observed decrease of the real
Kondo temperature with respect to the one-impurity
Kondo temperature, as a function of the increase of
the intersite interaction and of the decrease of the
number of conduction electrons; this last result cor-
responds to the idea of ‘‘exhaustion,’’ which corre-
sponds to a decrease of the Kondo effect when there
are not enough conduction electrons to screen the
localized electrons. The separation between the FL
and the NFL behaviors above the QCP is not com-
pletely explained at present and is still an important
subject of research.

There are, in fact, several different NFL behaviors,
in contrast to the obviously unique FL behavior, and
also several theoretical explanations for such exper-
imentally observed NFL behaviors. In addition to the
previously described NFL behavior directly connect-
ed to proximity to the QCP, a second observed NFL
behavior is due to an effect of disorder. A simple
model of a disordered Anderson lattice has been
proposed and the disorder introduces a distribution
of Kondo temperatures. This simple mechanism
leads to logarithmic behaviors in thermodynamic
properties and a linear temperature dependence of
the resistivity, as experimentally observed in some
cerium and uranium alloys. The third NFL behavior
is due to the ‘‘multichannel Kondo effect,’’ as ex-
plained in the next section.

The Multichannel Kondo Effect

An NFL behavior observed in cerium and uranium
compounds arises also from the so-called ‘‘multi-
channel Kondo model.’’ The regular Kondo effect
corresponds to a complete screening of the localized
electrons by the conduction electrons, while the mul-
tichannel Kondo effect corresponds to either an un-
derscreening or an overscreening of the localized
electrons by the conduction ones. The multichannel
Kondo model for a single impurity has been

completely solved analytically by the Bethe-ansatz
method, and numerical solutions have been obtained
to describe the different physical properties.

In the ‘‘underscreened’’ Kondo effect with 2S4n
(where n is the number of channels for conduction
electrons), a part n/2 of the impurity spin is com-
pensated, while the part S0 ¼ S� n=2 is not compen-
sated. The result is that the magnetic susceptibility is
diverging in 1/T as for a Curie law, which is obviou-
sly different from the constant magnetic susceptibil-
ity obtained at low temperatures for the regular
screened Kondo effect ð2S ¼ nÞ. A ferromagnetic
coupling between the resulting spin S0 and the con-
duction electron spin is finally obtained in the un-
derscreened Kondo model.

In the ‘‘overscreened’’ Kondo effect with 2Son, it
remains ðn� 2SÞ uncoupled conduction electrons
and the spin S0 given by S0 ¼ n=2 � S is antiparallel to
S. For S ¼ 1=2, n ¼ 2, a logarithmic dependence of w
and g is obtained, while for S ¼ 1=2 and n42, the
temperature dependence of w and g is given by a
power law Tn. A particular model within this over-
compensated case is the ‘‘quadrupolar Kondo effect,’’
corresponding to the two-channel case: a logarithmic
dependence for g, a linear one for the magnetic re-
sistivity, and an unusual value for the entropy (cor-
responding to half the value of the entropy for the
regular Kondo effect) have been obtained and these
theoretical results have been used to account for the
NFL behavior observed in Y1�xUxPd3 alloys.

Conclusions

As a present conclusion, it can be said that there have
been, in the last decades, both a tremendous im-
provement of the experimental techniques used for
the study of strongly correlated electron systems and
a fantastic development of the theoretical ideas in the
field of strongly correlated electron systems since the
pioneering works of Mott, Friedel, Anderson, and
Kondo. The Kondo effect has been understood for
the case of a single impurity, while several features of
the Kondo lattice problem are not clearly understood
and remain interesting challenges. Several new sub-
jects are being clearly studied at present: first, many
cerium or uranium compounds become superconduc-
ting at low temperatures, generally close to the QCP
and the occurrence of superconductivity in such
systems, as well as the high-Tc superconductivity
observed in cuprates or related compounds, remains
a not-understood challenge; second, the Kondo effect
has been observed for a small set of atoms in
nanoscopic systems and this field is clearly a rapidly
developing subject; third, a lot of new compounds
have been obtained in recent years and many of these
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systems present new and fascinating properties con-
nected with magnetism and superconductivity.

See also: Liquids, Theory of: Fermi Liquids; Magnetism,
History of; Magnetic Interactions.

PACS: 71.27.þ a; 72.15.Qm; 75.20.Hr
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Studi di Pavia, Pavia, Italy

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

LASER is an acronym meaning light amplification by
stimulated emission of radiation. Stimulated emis-
sion can be obtained from a medium prepared in a
nonthermal distribution of its energy-level popula-
tions. In a solid-state material, for example, this is
achieved through the absorption of light at an ap-
propriate pumping wavelength. In the following, for
simplicity, the laser medium will mean a solid-state
matrix, contributing a background refractive index
Z, enclosing atoms which under pumping will be all
set in the same final state, so that a homogeneous
lineshape of their laser transition is also understood.
For the same reason, level degeneracies will not be
considered. Since Nd:YAG is a widely used solid-
state laser material, numerical examples will refer to
it in the following. A laser can be either an amplifier
or a generator of coherent light, in which case an
optical feedback is provided in order to allow the
device to generate the laser beam from its own
internally generated optical seed.

When a laser system is properly designed and op-
erated, it is able to generate light of extraordinary
quality, in terms of spectral purity, directionality, and
power. The properties of the generated beam are pre-
cisely the reason of the importance of laser devices in
scientific, biomedical, and industrial applications.

The basic interactions involved in laser operation
proceed via the radiative processes of (induced) ab-
sorption, spontaneous emission, and stimulated (or
induced) emission.

Spontaneous emission needs a quantum treatment.
In addition to providing the seed into the right cavity
mode that can start the laser action, it represents
an incoherent and completely uncorrelated contribu-
tion with respect to the coherent stimulated terms.

Ultimately, it is also responsible for the phase and
amplitude fluctuations of laser systems.

For the induced processes instead, it is possible
to resort to much simpler balance equations, first
introduced by Einstein, that describe how light is
transported through the system. The basic idea of
transport or rate equations approach is to add or
subtract the quasiresonant photon energies _o from
the field as it travels through the atomic population,
of densities N2, N1 that make transitions between
levels separated by _o0 ¼ ðE2 � E1Þ: This is sche-
matically shown in Figure 1.

Accordingly, the incident optical intensity S (energy
per unit area per unit time), that sweeps across a
volume of unit cross-sectional area and thickness dz,
containing N2 dz and N1 dz atoms in upper and lower
levels interested by the interaction, will be changed as

1

c

@S

@t
þ @S

@z
¼ sðN2 � N1ÞS ½1�

where s (in units of length2) is the transition cross
section, equal for both the events. The overall change
in [1] will be according to the sign of (N2�N1): for
positive sign, the medium behaves as an amplifier of
light, while in the opposite case of negative population
inversion, under ordinary thermal equilibrium condi-
tions, only absorption can be realized and the optical
intensity decreases in going across the medium.

In recognition of the amplifier condition, it is usual
to define the gain coefficient (in units of length� 1) as

g ¼ sðN2 � N1Þ ½2�

E2 − E1 = h�0

h�

�SN2

h�

�SN1

1

2

h�≈h�0

Figure 1 Schematic of the interaction of two atomic levels with

a quasiresonant photon flux for an allowed transition.



so that, considering a steady-state ð@=@t ¼ 0Þ situa-
tion in [1],

dS

dz
¼ gS ½3�

In the case of constant gain coefficient, eqn [3] is
easily solved, giving an exponential optical intensity
growth

SðzÞ ¼ egzSð0Þ ½4�

An amplifier medium is used in laser oscillators,
which are the most important devices. In their sim-
plest configuration, they are set up enclosing the gain
medium in a linear cavity formed by two (plane or
curved) mirrors as shown in Figure 2, of which one,
of partial reflectivity R, provides the useful output
coupling.

The purpose is to trap only the almost axially
emitted part of spontaneous emission and redirect
it along the axis, so that it can be amplified and
filtered through the combined action of the stimu-
lated emission in the gain medium and the selective
modal structure of the optical cavity. These iterated
actions build up the self-sustained intense, highly
monochromatic, and directional laser beam. A sim-
ple gain–loss balance analysis of the mode in the
optical cavity (or resonator) immediately provides
the threshold lasing condition. Following the history
of gain and loss of the oscillating mode along a
full round trip and requiring self-reproducibility at
the end,

e2gcRð1� LiÞ ¼ 1 ½5�

where c is the gain medium length, R is the output
coupling mirror reflectivity, and Li are the double-
pass passive cavity loss.

This defines the threshold gain for the laser oscil-
lator:

gth ¼ �lnðRÞ þ lnð1� LiÞ
2c

½6�

above which stimulated laser action initiates.
A second important condition constraints the

change of phase of the oscillating mode after a
round trip, and is presented later in this article.

Creating Population Inversion and
Laser Beam Properties

In order to create a population inversion, the closed
two-level system illustrated in Figure 1 cannot work
‘‘as is,’’ since the nature of up–down stimulated tran-
sitions and their relation (same cross section) prevents
the possibility of using the same channel for both
excitation and generation, in case of optical pumping.

The minimum number of required levels is thus
three, and a more general four-level system may per-
form even better, depending on the relative magnitu-
des of the relaxation rates of the level populations
and on the selective actions of the pumping system.
Figure 3 clarifies the kinematics of the level popula-
tions in a four-level system.

Typically, a four-level system is one in which upper
laser level 2 is fed at a rate that almost coincides with
the rate at which level 3 is fed, due to a very fast,
nonradiative relaxation from level 3 to level 2; in
addition, the lower laser level 1 is constantly drained
off, keeping it essentially empty, by its fast decay to
lower lying levels.

End-mirror
R = 100%

Gain medium

Outcoupling mirror
R<100%

Figure 2 Optical laser cavity, with the pictorial description of

its operation. Only almost axially emitted photons are trapped

inside it.

1

0

2

3

Ground state

Fast decay

Fast decay

Pumping band

Pump
action

Upper laser
level

Lower laser
level

Figure 3 A ‘‘four-level’’ laser, with the indication of the most

relevant energy exchanges: the pump, and the fast decays into

the upper laser level and out of the lower laser level, which favor

an efficient creation of the population inversion.
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Pumping efficiency and resonator design are the
most important problems in laser engineering, since
the properties of the generated laser beam depend on
their optimization.

Once the active medium has been chosen, and the
application the laser is aimed at has suggested the
operating regime (continuous wave, long pulses, short
pulses, etc.), power, monochromaticity and spectral
purity, coherence, and directionality are essentially
controlled by pumping and by the optical resonator.
An overall parameter, which can be used, for exam-
ple, to compare laser light and standard generated
light (sun, lamp, discharge, etc.), is the brightness
which summarizes all the above properties.

As a rule, laser emission is not at a single frequency
near the o0 of the laser transition. Because of natural
lifetime and interactions of the active atoms with the
surrounding environment, gain effects, and photon
lifetime, there is a sizable spectral broadening of the
emitted light. Still, laser light is far better than all
other light sources. As an example, Nd:YAG, one
of the most widely used solid-state laser materials,
lases at 1064 nm, corresponding to o0E1:8� 1015

s�1, and may have spectral purity Do=o0E10�9,
several order of magnitudes smaller than any unfil-
tered thermal light source, for which that figure
approaches 1.

Since the stimulated emission forces all photons in
exactly the same quantum state, coherence persists
until the radiating atomic polarization remains tem-
porally and spatially correlated, and is not disturbed
by any spurious effects such as collisions with the
environment. Collisions essentially determine the co-
herence time, which is connected to the degree of
monochromaticity of the emitted light, tcohB2p=Do.

To a large extent, spatial coherence is formed by
the transverse modal structure of the resonator, from
which the beam derives its directionality. Spatial co-
herence and directionality are the properties that al-
low the beam to be brought, with very low spill-out
energy, to a tight focus, an essential requirement in
most laser applications. Diffraction theory shows
that the lowest order, Hermite–Gauss mode of a sta-
ble resonator diverges with an angle W0x ¼ l=ðpw0xÞ,
where w0x is the beam waist (its lowest radius) in an
x-direction perpendicular to z-propagation direction;
the same expression holds for the y-direction. This is
the lowest divergence among beams with same beam
waist. It can be shown that higher-order modes (and,
more generally, a real beam made up of a mixture of
these) with same waist diverge with an angle
Yx ¼ M2

xW0x, greater than the lowest-order mode
by a factor of M2

x, called the spatial beam quality
factor; this expression can be used as an operative
definition of the M2

x factor, which is always 41 for

any real beam (a same expression holds for the
y-direction).

High intensities and low divergence can be put
together to define laser brightness, the power emitted
per unit area per unit solid angle. The concept ap-
plies, in general, to any source of radiation; in case of
lasers, a very simple form is assumed as

B � P

A � O
E

P

ðw0xw0yÞ � ðYxYyÞ

E
P

l2M2
xM2

y

½7�

and can be used as an indicator of the laser quality.
The fact that laser brightness is directly propor-

tional to power is one of the reasons for research in
the area of short and ultrashort pulse generation;
another reason is that very short pulses allow one to
investigate very short phenomena, in the same way as
very small spots allow one to see and work out very
small details.

Interaction of Light with Matter

In order to understand the mechanisms that govern
the generation of laser light, it is useful to analyze in
some detail the results of the quantum treatment
of light-matter interaction, using a simple two-level
system as toy model.

An incident optical field Eðr; tÞ on a quantum sys-
tem, possessing a set of stationary levels and eigen-
functions, fEi;fiðrÞg, is assumed to be almost
resonant with two levels 2 and 1 with energy sep-
aration _o0 ¼ ðE2 � E1Þ, so that all the other levels
can be ignored. Levels 2 and 1 are also assumed to
have a well-defined parity, and to be connected by a
dipole-allowed transition. The time-dependent inter-
action is described by the second term of the Ham-
iltonian H¼H0þH1, where, in the dipole
approximation, H1 ¼ �p � E and the optical field
takes the form E ¼ #eE0ðtÞcos ðotÞ, with a slowly
time varying amplitude. With usual procedure, the
solution is assembled in the form cðr; tÞ ¼ c1ðtÞ
f1ðrÞ þ c2ðtÞexp ð�iotÞf2ðrÞ. Defining the dipole
matrix elements pij ¼

R
all space d

3rf�
i ðrÞpfjðrÞ, neglec-

ting rapidly varying terms, introducing the detun-
ing D ¼ ðo0 � oÞ, and the Rabi frequency O ¼
ðp21 � #eÞE0=_, the amplitude equations result

i
dc1
dt

¼ �1

2
O�c2

i
dc2
dt

¼ Dc2 �
1

2
O�c1

½8�
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These are used to form the set of equations obeyed by
the density matrix

r ¼
r11 r12
r21 r22

" #
¼

c1c
�
1 c1c

�
2

c2c
�
1 c2c

�
2

" #
½9�

with closure condition r11 þ r22 ¼ jc1j2 þ jc2j2 ¼ 1;
which provides a most compact means to calculate
quantum expectation values, /AS ¼ trfArg: In their
final form, the equations are

dr11
dt

¼ � i

2
ðOr12 � O�r21Þ

dr22
dt

¼ � dr11
dt

dr12
dt

¼ iDr12 þ
i

2
Oðr22 � r11Þ

½10�

These equations describe the evolution of the atomic
densities and of the induced polarization of a mate-
rial, introduced through the macroscopic variables:

N1 ¼Nr11
N2 ¼Nr22

P ¼N

Z
d3rc�ðr; tÞpcðr; tÞ

¼Nðr21p12exp ð�iotÞ þ c:c:Þ

½11�

with N the total population density participating in
the interaction, and where pii ¼ 0 has been used.
Introducing the slowly varying macroscopic polari-
zation, PðtÞ ¼ 1=2½#ePðtÞexp ð�iotÞ þ c:c:�, and com-
paring it with eqn [11],

P ¼ 2Nðp12 � #eÞr21 ½12�

is obtained. The macroscopic equations now result

dN1

dt
¼ � 1

2_
ImðE�

0PÞ ¼ �dN2

dt

dP

dt
¼ � iDP � ijp12 � #ej

2

_
ðN2 � N1ÞE0

½13�

These equations describe the dynamics of an ensem-
ble of ‘‘closed’’ two-level systems. In this form, they
do not yet reflect some very important features that
extend the two-level system into a working model of
laser, such as the existence of relaxation processes
through collisions or radiative decays, and especially
the possibility of pumping energy into the system to
get population inversion, (N2�N1)40. The inclu-
sion of these physical effects is possible making a
phenomenological fix of the eqn [13] based on phys-
ical considerations; this is illustrated in Figure 4.

The main effects to be included are: (1) pumping
rates into levels 2 and 1, R2 and R1, respectively;
(2) damping rates of levels 2 and 1 due to inelastic
collisions and radiative decays, g2 and g1, respec-
tively; and (3) elastic collisions, which only affect
induced polarization, gph. Taking all these effects into
account leads to

dN1

dt
¼R1 � g1N1 �

1

2_
ImðE�

0PÞ

dN2

dt
¼R2 � g2N2 þ

1

2_
ImðE�

0PÞ

dP

dt
¼ � ðgþ iDÞP � ijp12 � #ej

2

_
ðN2 � N1ÞE0

½14�

where g ¼ gph þ ðg1 þ g2Þ=2 is the damping rate for
the induced polarization.

Rate-Equation Approximation and the
Laser Amplifier

It happens quite often that in laser materials, g is
much larger than all the other rates, so that the in-
duced polarization rapidly reaches a steady state and
follows adiabatically the changes of the field and the
atomic populations. In this ‘‘rate-equation approxi-
mation,’’ dP/dt¼ 0 resulting in

PðtÞ ¼ �ijp12 � #ej
2E0ðtÞ

_ðgþ iDÞ ðN2 � N1Þ ½15�

This is substituted back into the population equa-
tions to give the rate equations:

dN1

dt
¼R1 � g1N1 þ WðN2 � N1Þ

dN2

dt
¼R2 � g2N2 � WðN2 � N1Þ

W ¼ pjp12j
2jE0ðtÞj2

6_2
g=p

g2 þ D2

½16�

A factor of 3, due to an orientational averaging
performed over angles, has been included in W to

1

2

R1

R2
�2

�1

Figure 4 Pumping and decays that make the ‘‘two-level’’ model

a ‘‘real’’ laser model.
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account for random local dipole disorientations with
respect to the electric field:

jp12 � #ej
2 ¼ jp12j

2=3

It is recognized that the expression of W, which
represents the rate at which the inversion is changed,
can be written as

W ¼ sS

_o
½17�

using the photon flux

S

_o
¼ 1

_o
1

2
e0ZcjE0ðtÞj2

� �

where Z is the average background refractive index of
the material. From [17], the expression for the tran-
sition cross section is obtained:

s ¼ pjp12j
2o

3e0Zc_

g=p

ðg2 þ D2Þ
½18�

A quantum mechanical calculation of the spontane-
ous emission rate A¼ 1/tsp provides the explicit form

A ¼ 1

tsp
¼ o3

0Zjp21j
2

3p_e0c3
½19�

which, used in [18] to eliminate jp21j
2, with the con-

sideration that g{o0, leads to the most popular form
of the transition cross section

sðoÞ ¼ l20
4Z2tsp

g=p

g2 þ ðo� o0Þ2

¼ l20
4Z2tsp

LðoÞ ½20�

This expression can be used, for example, to get a
numerical estimate of the cross section of Nd:YAG
using available data ts ¼ 230 ms, g ¼ 2p� 120 GHz,
Z ¼ 1:82. The computation gives sE14� 10� 19

cm2, greater by a factor of E2 than its most quot-
ed value, an acceptable result for this simple model.

L(o) is the normalized Lorentzian lineshape, ob-
tained in the hypothesis that all atoms behave in an
identical manner in the interaction. Thus, the laser
gain introduced in eqn [2] results

gðoÞ ¼ l20
4Z2tsp

LðoÞðN2 � N1Þ ½21�

In more general situations, the lineshape has different
widths and shapes, and can be largely inhomogeneous,

if all the atoms do not have the same center transition
frequency o0 (as, e.g., in Nd:glass).

From rate equations, it is immediately clear that
the population inversion depends on optical intensity
S, since W depends on it. In a strict four-level system,
previously illustrated, in which pumping into lower
laser level is suppressed, R1¼ 0, and the decay from
the lower laser level is assumed to be very fast, these
rate equations unveil this feature very clearly, when
solved for the steady state. The result is

N2 � N1 ¼ ðR2=g2Þ
1þ S=ð_og2=sÞ

¼ ðN2 � N1Þ0
1þ S=Ssat

½22�

where (N2�N1)0¼R2/g2 is the inversion at low
optical intensity, S/Ssat{1, and Ssat¼ (_og2/s) is the
saturation intensity. The gain thus becomes

gðoÞ ¼ sðoÞðN2 � N1Þ0
1þ S=Ssat

¼ g0ðoÞ
1þ S=Ssat

½23�

where the small signal gain g0 has been introduced
with an obvious identification.

An immediate application of [23] is its use into [3]
to obtain the general behavior of a single-mode
amplifier. The equation

dS

dz
¼ g0

1þ S=Ssat
S ½24�

has a general solution of the following form:

SðzÞ � Sð0Þ
Ssat

þ ln
SðzÞ
Sð0Þ

� �
¼ g0z ½25�

where S(0) is the input intensity. The exponential
growth [4] is thus obtained only for small intensities
compared with the saturation intensity. At the op-
posite limit, when the first term on the left-hand side
of [25] dominates, the intensity difference grows lin-
early with the length as g0Ssatz. If multiplied by the
effective area Aeff of the beam, and noting that Pex ¼
g0Ssat ¼ R2_o is the available power density from the
gain medium, g0SsatAeffz is seen to be the maximum
extractable power from the amplifier, which is only
attained working in saturation regime. In Figure 5,
the plots of the ‘‘growth rate’’¼ (1/S)(dS/dz) and the
‘‘power extraction rate’’¼ dS/dz show that the
growth rate is maximum for small S and drops to
zero for large S, while an exactly specular behavior is
followed by the power extraction.
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Finally, it is useful to summarize these considera-
tions into the definition of a figure of merit for the
amplifier; its internal efficiency

Zint ¼
SðzÞ � Sð0Þ

R2_opz
¼ SðzÞ � Sð0Þ

R2_oz

_o
_op

¼ SðzÞ � Sð0Þ
g0Ssatz

ZS ½26�

where Pp ¼ R2_op is the pump power density avail-
able in the amplifier, and ZS ¼ o=op is the Stokes
efficiency.

Laser Resonators and Beam Modes

The importance and the advantages of making high-
quality beams are so overwhelming that laser re-
search has made enormous effort in studying optical
resonators, which are the devices used to provide the
oscillator feedback and to spatially shape the laser
beams.

In a laser, the cavity is set up of (flat or curved)
mirrors, surrounding the gain medium, which select
only the light emitted approximately along the res-
onator axis, and reflect it back and forth several
times, thus providing the necessary feedback that
sustains the laser action. What characterizes a laser
from other coherent devices at longer wavelengths
(in the far-infrared and microwave ranges) is that an
open resonator is needed to limit the number of pos-
sible oscillating modes that fit under the gain line
width of the laser medium, and to get temporally
coherent radiation.

In addition to the feedback action, the most im-
portant function of the resonator is the transverse
spatial shaping of the radiated field, and the optical

spatial quality of a beam is generated by using the
modal structure of the resonator.

Optical resonators can be grouped into two class-
es: stable resonators are characterized by having
closed ray paths, whereas unstable resonators have
no closed path, and are mainly used in high gain laser
systems. Only stable resonators are briefly described,
while the book by Siegman provides a complete au-
thoritative review on the subject of resonators.

The empty linear resonator shown in Figure 6 is
used to illustrate the sustained resonator modes. With
this geometry, it is possible to select the fundamental
TEM00 mode because the higher-order modes suffer
significantly greater losses.

The structure of these modes can be found by
solving the wave equation, which governs the propaga-
tion of beams whose transverse (i.e., (x, y)) dependence
is less rapid than their z-dependence. Recognizing these
different spatial rates, the complex quasimonochro-
matic field is written as

Eðx; y; z; tÞ ¼ E0ðtÞuðx; y; zÞeiðkz�otÞ ½27�

where the spatial shape u(x, y, z) is a slowly varying
function in its variables with respect to e� ikz, and sat-
isfies the following parabolic wave equation (also
known in optics as paraxial wave equation):

@u

@z
þ i2k

@2u

@x2
þ @2u

@y2

� �
¼ 0 ½28�

It can be shown that, if a beam with Gaussian shape

uðx; y; 0Þ ¼ exp �x2 þ y2

w2
0

� �
½29�

is chosen as initial condition at its narrowest point in
z¼ 0 (w0 is correspondingly called the beam waist),
then the solution for arbitrary z is given by

uðx; y; zÞ ¼ 1

1þ ið2z=kw2
0Þ

� exp � x2 þ y2

w2
0 þ 2zi=k

� �
½30�

R1

L

z = 0 z2−| z1 |

R2 (x, y, z)

Figure 6 Empty laser resonator used to discuss the modes of a

stable cavity laser. R1 and R2 are the curvature radii of the two

confining mirrors, one of which eventually has a partial reflectivity

to allow outcoupling of the laser field.
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Figure 5 Growth rate and power extraction rate plots as a

function of intensity normalized to the saturation intensity.
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After defining new quantities (illustrated in Figure 7):
z0 ¼ kw2

0=2, the Rayleigh range or confocal parame-
ter; RðzÞ ¼ z þ z20=z, the beam radius of curvature;
w(z)¼w0[1þ (z/z0)

2]1/2, the beam radius – eqn [39]
can be put into the more convenient form

uðx; y; zÞ ¼ w0

wðzÞ exp �x2 þ y2

w2ðzÞ

�

þi
k

2

x2 þ y2

RðzÞ � i tan�1 z

z0

� ��
½31�

The fundamental TEM00 laser beam is thus

E00ðx; y; z; tÞ ¼E0ðtÞ
w0

wðzÞ exp
�
� x2 þ y2

w2ðzÞ

þ i
k

2

x2 þ y2

RðzÞ � i tan�1 z

z0

� �

þ iðkz � otÞ
�

½32�

Higher-order transverse modes can also be found, and
they are given in terms of the complete Hermite–Gauss
set functions, so that

Emnðx; y; z; tÞ ¼E0ðtÞ
w0

wðzÞ Hm

�
ffiffiffi
2

p
x

wðzÞ

 !
Hn

ffiffiffi
2

p
y

wðzÞ

 !

� exp

�
� x2 þ y2

w2ðzÞ þ i
k

2

x2 þ y2

RðzÞ

� iðm þ n þ 1Þtan�1 z

z0

� �

þ iðkz � otÞ
�

½33�

The first few transverse mode distributions are picto-
rially shown in Figure 8.

Now imagine that the resonator of Figure 6 has
mirrors at z1o0 and z240, with radii of curvature

R1¼ �R(z1), R2¼R(z2), respectively. A point (x, y,
z) on mirror 2 satisfies the equation

R2
2 ¼ x2 þ y2 þ ðR2 � z2 þ zÞ2 ½34�

which can be rewritten as

z2 þ
ðz � z2Þ2

2R2
¼ z þ x2 þ y2

2R2
½35�

The wave front of constant phase W almost coincides
(within lowest-order terms) with the mirror at z2
when evaluated on the mirror surface:

W ¼ k z2 �
x2 þ y2

2R2
þ ðz � z2Þ2

2R2

( )

þ k
x2 þ y2

2RðzÞ � ðm þ n þ 1Þ

� tan�1 z

z0

� �
� ot ½36�

and the rays strike the mirrors perpendicularly and
propagate back and forth along the cavity. The losses
due to phase mismatch can be eliminated by tuning the
wave number k¼o/c, so that the total phase change of
the ray between the mirrors is an integer number l of p’s:

lp ¼oL

c
� ðm þ n þ 1Þ

� tan�1 z2
z0

� �
� tan�1 z1

z0

� �� �
½37�

where L¼ (z2þ |z1|) is the cavity length.
The frequency satisfying [37] for given values of

(l, m, n) is called olmn and the corresponding field is
called the TEMmn transverse mode. The larger the
transverse indices (m, n), the lesser the wave fronts
coincide with the mirrors, which means that there is
a tendency (if not otherwise managed) to have the
suppression of higher-order transverse modes in
favor of the lowest-order one. A change between
two nearby longitudinal mode frequencies with same
(m,n) is given by

Dolmn � olþ1 mn � olmn � cp
L

½38�

while varying the transverse mode indices at fixed l
results

dolmn ¼ c

L
dðm þ nÞ

� tan�1 z2
z0

� �
� tan�1 z1

z0

� �� �
½39�

where d(mþ n) is the change in (mþ n); it is not hard
to see, for example, in the case when z0cz2, |z1|, that

z = 0

z = z0

R = 2z0

R ≈ z

z >> z0

R = ∞

�d  =
�

�w0

Z

(a minimum)

Figure 7 Geometrical meaning of the beam parameters de-

fined in the text.
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the transverse mode structure appears as a fine struc-
ture of the longitudinal mode spectrum.

It should be noted that, if the resonator is loaded
with a gain medium of length c, its length L must be
replaced by the optical length L0 ¼Lþ (Z� 1)c, so
that the phase condition [37] contains the refractive
index of the gain medium Z(o,S), which depends on
frequency as well as on laser beam intensity. This
should alert that the exact longitudinal mode position
is also a function of the working power of the laser.

Single Mode Continuous Laser Operation

Lasers can be operated in various regimes; some of
them can be studied using the laser rate equations
previously introduced:

dN1

dt
¼ � g1N1 þ

sS

_o
ðN2 � N1Þ

dN2

dt
¼R2 � g2N2 �

sS

_o
ðN2 � N1Þ

1

c

@S

@t
þ @S

@z
¼ sSðN2 � N1Þ þ

Rsp

c
� gc

c
S

½40�

where the added spontaneous emission rate Rsp re-
minds one of the origin of the starting seed, and a

loss term for the laser field has been inserted to ac-
count for both useful mirror output coupling and
residual, undesirable losses due to intracavity ab-
sorption and scattering. According to [6], these are
collectively given by

gc
c
¼ � lnðRÞ þ lnð1� LiÞ

2c

E
ð1� RÞ þ Li

2c
½41�

where the approximation applies in the low loss limit.
In many common situations, the intensity S(t) is

approximately uniform along the cavity axis. Assu-
ming this approximation, and taking into account
the different lengths of the gain medium and the
cavity, the final form of [40] becomes

dN1

dt
¼ � g1N1 þ

sS

_o
ðN2 � N1Þ

dN2

dt
¼R2 � g2N2 �

sS

_o
ðN2 � N1Þ

dS

dt
¼ csc

L
SðN2 � N1Þ þ Rsp � gcS

½42�

which are the single-mode rate equations.
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Figure 8 Patterns of first low-order Hermite–Gauss modes.
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Under steady-state conditions, the rates of change
of both population inversion and intensity are set to
zero, and neglecting the small Rsp contribution, from
[42] it follows

gðo; SÞ ¼ g0ðoÞ
1þ S=Ssat

0 ¼ cc

L
gðo; SÞ � gc

� �
S

½43�

where the first equation gives the saturated gain
already derived in [23], with Ssat ¼ ð_og2=sÞ; and
g0 ¼ sðN2 � N1Þ0 ¼ sR2=g2: Below threshold, the
optical intensity remains zero until the pumping rate
has grown high enough to bring the small signal gain
at the threshold. Thus, g0 grows linearly with the
pump rate, and at threshold it results

cc

L
gth ¼

cc

L
g0th ¼

cc

L

sR2th

g2
¼ gc

R2th ¼
L

cc

g2gc
s

½44�

Above threshold, g(o,S) remains clamped to its
threshold value, since Sa0 and it cannot be under
the steady-state hypothesis:

cc

L
gðo; SÞ � gc

� �
S4

cc

L
g0th � gc

� �
S ¼ 0 ½45�

The result is

g0
1þ S=Ssat

¼ g0th ½46�

and for the internal intensity

S ¼ Ssat
g0

g0th
� 1

� �
¼ Ssat

R2

R2th

� 1

� �
½47�

which, far above threshold, becomes SEðc=LÞ
ðcR2_o=gcÞ.

The resonator output intensity is, in the low loss
limit of [41],

Sout ¼ð1� RÞS

¼ c

L
ð1� RÞSsat

2g0c

ð1� RÞ þ Li
� 1

� �
½48�

which is plotted in Figure 9 as a function of the
output coupling T¼ (1�R).

From the figure it is clear that there is an optimum
working point, obtained maximizing Sout with res-
pect to the output coupling at fixed small signal gain

(i.e., at fixed pump rate):

Topt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g0cLi

p
� Li

Sout;opt ¼
c

L
Ssatð

ffiffiffiffiffiffiffiffiffiffi
2g0c

p
�

ffiffiffiffiffi
Li

p
Þ2

½49�

which represents the working condition for well-
engineered continuous wave-laser systems.

Laser Transients: Mode-Locking and
Ultrashort Pulse Generation

In this section, time-dependent, transient effects are
briefly discussed. There are distinctly two ways to
generate powerful pulses, and which one is chosen
depends on applications.

When high-power and high-energy are required,
Q-switch operation is the preferred technique. This
consists in keeping the Q of the resonator low
at the beginning of the pump action, so that the
population inversion can growth at a very high level;
when this is achieved, the resonator Q is restored
to its original value allowing an abrupt growth
of the field to a high power concentrated in a
short pulse. Q-switch can be discussed within the
single-mode approximation of the previous section
using eqn [44], even if fast transients always tend to
bring many longitudinal modes into oscillation. Gen-
erally, this technique leads to nanosecond pulse
durations, with single-pulse energies up to several
hundreds of millijoules.

A different technique is used for the generation of
ultrashort pulses, which find broad popularity in sci-
entific, biomedical, and also, more recently, in in-
dustrial applications. This justifies a more in-depth
description of how they are generated.
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Figure 9 Output intensity as a function of outcoupling trans-
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Short and ultrashort pulses generated by lasers have
durations oB50 and 1ps, respectively. Laser media
that allow such short pulses need to have wide spectral
bandwidths to sustain their generation, since, accord-
ing to Fourier relation, DogtpE2p: The gain band-
width Dog is usually a fraction of the available spectral
bandwidth. For example, the full bandwidth of the
Nd:YAG allows pulses ofE5ps, while for many other
laser materials this can be easily well below 1ps.

If the number of longitudinal modes within the gain
bandwidth is NEDog=ðpc=L0Þ ¼ DogTR=2p, where
L0 is the optical cavity length and TR the round-trip
time, an estimate from the Fourier relation gives
tpETR=N; so pulse duration depends on N. None-
theless, this is not enough as the large number of
longitudinal modes, that can be brought above thresh-
old, tend to oscillate uncorrelated under free-running
laser operation. In these conditions, the output inten-
sity has a noisy pattern, and it is only when the modes
are forced to maintain a fixed phase relationship to
each other that the output as a function of time can
vary in a well-defined manner. Under these conditions,
the laser is said to operate in ‘‘mode-locking’’ regime.

Mode locking corresponds to correlating the spec-
tral amplitudes and phases, so that the initial ran-
domness is removed and a localized radiation pattern
emerges that circulates in the laser cavity with a rep-
etition rate of one per round trip, which appears at the
output as a pulse train. The techniques that allow la-
ser mode locking are modulation techniques imple-
mented experimentally by placing inside the cavity
either an externally driven loss or phase modulator, or
a passive device which exhibits saturable absorption,
which means (as for saturable gain) absorption di-
minishing at growing intensity. The shortest pulses,
below 10 fs, have been obtained with passive tech-
niques that are reviewed in full detail by Keller.

For the purpose of illustrating the principle, active
mode locking is presented based on a time-domain
model principally due to Haus, which is able to cap-
ture the main features of laser mode locking.

The model is not concerned with the starting
mechanism itself, and assumes an already formed
light pulse traveling inside the cavity. Looking for the
conditions of self-reproducibility, let the field be

E ¼ #eEðtÞ ½50�

with

EðtÞ ¼ 1ffiffiffiffiffiffi
2p

p
Z þN

�N

AðoÞ e�iot do ½51�

E(t) and A(o) are Fourier transforms of each other,
representing pulse envelopes in their domains at
some position into the cavity.

Assuming a linear laser cavity of length L, con-
taining a gain medium of length c and gain coeffi-
cient with a frequency dependence gðoÞ ¼ g0=½1þ
ðo� o0Þ2=Do2

g �, where g0 is the saturated gain
coefficient at the center frequency o0 of the gain
medium, after one trip in the gain medium A(o)
becomes expfg0c=½1þ ðo� o0Þ2=Do2

g �gAðoÞ.
The unavoidable cavity losses (either for output

coupling or passive ones) can be modeled intro-
ducing a loss coefficient per unit length, so that the
overall losses can be considered as aiLi, with Li an
appropriate loss medium length. A passage through it
produces the change exp(� aiLi)A(o).

Finally, the essential element in the mode-locked
laser is the modulator, for example, an active, exter-
nally driven acousto-optic device of loss coefficient
am and length Lm, producing a time-dependent loss
amLm(1� cos(omt)) at the modulation frequency om.
This is best described in the time domain, affecting
directly the field envelope after a passage through it,
expfamLmð1� cosðomtÞÞgEðtÞ.

By taking the appropriate Fourier transforms to de-
scribe all the actions in the time domain, and assuming
low net gain and low losses, so that only first-order
terms in their expanded expressions are kept, after one
round-trip time TR, at the same space position,

Eðt þ TRÞ ¼ 1þ 2g0c 1þ 1

Do2
g

d2

dt2

 !"

�2aiLi � 2amLmð1� cosðomtÞ
#

EðtÞ

½52�

Steady-state operation requires self-reproducibility,
E(tþTR)¼E(t), and for this to happen it needs

om ¼ 2p=TR

Since the pulse tends to adjust itself for minimum
losses, the modulation function can be expanded up to
its first nonzero contributed term, getting the final
form of the mode-locking equation

d2

dt2

"
�
amLmo2

mDo
2
g

2g0c
t2

þ Do2
g 1� aiLi

g0c

� ��
EðtÞ ¼ 0 ½53�

This is written in a way that shows its similarity
with the Schrödinger equation of one-dimensional
harmonic oscillator:

d2

dx2
� m2o2

_2
x2 þ 2mE

_2

" #
cðxÞ ¼ 0 ½54�
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As for [54], eqn [53] has Hermite–Gauss solutions

EnðtÞ ¼ Hnð2pt=tpÞexpf�ð2pt=tpÞ2=2g ½55�

with

2p
tp

¼
amLmo2

mDo
2
g

2g0c

 !1=4

1� aiLi

g0c

� �
¼ð2n þ 1Þ 2p

tpDog

� �2
½56�

Since as a rule the gain barely exceeds the loss, this last
relation can be put into a more readable form as
follows:

g0c

aiLi
1� aiLi

g0c

� �
¼ g0c� aiL

aiL

� �

¼ ð2n þ 1Þ 2p
tpDog

� �2 g0c

aiLi

Eð2n þ 1Þ 2p
tpDog

� �2

½57�

which represents the excess gain over the threshold
gain for continuous operation, needed to sustain a
mode-locked Hermite–Gauss pulse of order n: higher
orders need more gain.

It can be seen that gain saturation leads to the
stability of lowest-order Gaussian pulse, and to the
instability of higher-order solutions. If just the right
net gain is supplied to excite the fundamental solu-
tion, higher-order ones do not have enough gain
to start. If the supplied gain is in excess so that
higher-order solutions can also start, the amplitude
of the lowest order quickly grows to the point that it
saturates the gain which settles it to its steady-state
value, switching off the higher-order solutions.

It is thus seen from [55] that the pulse is Gaussian
in shape; furthermore, from the first of [56] it is seen

that the pulsewidth has a power dependence on both
the modulation depth and the gain bandwidth.

Figure 10 illustrates qualitatively the interplay of
gain and losses in an actively mode-locked laser, and
its Gaussian envelope pulses.

See also: Nonlinear Optics; Optical Fibers; Optical Sum
Rules and Kramers–Kronig Relations; Photon Statistics
and Coherence Theory.

PACS: 42.55.Ah; 42.60.Da; 42.60.Fc; 42.60.Jf;
42.60.Pk
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Introduction

Crystal lattice dynamics is based on the concept of
phonons, that is, weakly interacting waves of atomic

(or ionic) vibrations and corresponding quasiparti-
cles (according to a corpuscular-wave dualism of
the quantum physics, any excitation wave in a sys-
tem can also be described as a particle). Due to
the smallness of typical atomic displacements, %u
in crystals in comparison with interatomic distances
d, one can pass rigorously from a problem of
strongly interacting ‘‘particles’’ forming the crystal
(atoms, ions, or molecules) to a problem of weakly

Figure 10 Gain and losses in an actively mode-locked laser,

and its generated pulse train. The dotted line sets the net gain of

the laser for continuous operation, and the extra, modulated loss

are shown in full line above it. With periodicity of a round-trip time,

a temporal window is opened in which the net gain is positive, and

the pulses can go through, as shown in full line at the bottom.

Pulse duration not to scale with round-trip time in the figure.
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interacting ‘‘quasiparticles’’ (phonons). In the leading
order in the smallness parameter Z ¼ %u=d, the crystal
lattice dynamics and thermodynamics can be de-
scribed in terms of an ideal phonon gas (harmonic
approximation). For the ground state, the harmonic
approximation can be justified rigorously on the ba-
sis of the adiabatic (Born–Oppenheimer) approxi-
mation of quantum mechanics due to the smallness
of the ratio of the electron mass, m to the atomic (or
ionic) mass M. With the increase in temperature T,
the parameter Z increases as well; however, due to a
semi-empirical Lindemann criterion ZC0:1 at the
melting point T ¼ Tm, higher-order contributions to
thermodynamic properties are usually small up to the
melting temperature. This statement is true for most
of the average characteristics. At the same time, for
some peculiar modes, the harmonic approximation
can be completely inadequate, especially in the vici-
nity of some structural transformations, such as
ferroelectric phase transitions or martensitic trans-
formations in metals (soft modes). It is not sufficient
also for quantum crystals, such as solid He3 and He4.
Even in a generic case, some phenomena can be un-
derstood only beyond the picture of the ideal phonon
gas, which means beyond the harmonic approxima-
tion. All these phenomena are called anharmonic.
There are anharmonic effects in the crystal lattice
thermodynamics (thermal expansion, temperature
dependences of elastic moduli, etc.), kinetics (pho-
nonphonon scattering processes which are responsi-
ble for the thermal conductivity of insulators), and
dynamics (phonon damping and temperature depen-
dences of the phonon frequencies measured by the
inelastic neutron scattering method).

Formulation of the Problem

In the adiabatic approximation, one can split the
quantum-mechanical problem of the crystal into an
electronic (a solution of the Schrödinger equation for
fixed coordinates of nuclei fr jg) and a nuclear one
which is the base of the theory of crystal lattice prop-
erties. Keeping in mind the smallness of the atomic
displacements Z{1, one can expand the energy of the
nuclei Vðfr jgÞ into the displacement vectors uj ¼
r j � Rj; Rj being the equilibrium lattice positions:

Vðfr jgÞ ¼V0 þ
1

2

X
j1j2a1a2

Va1a2
j1j2

ua1
j1

ua2
j2

þ 1

6

X
j1j2a1a2

Va1a2a3
j1j2j3

ua1
j1

ua2
j2

ua3
j3
þ?;

Va1yan

j1yjn
¼ @nV

@ua1
j1
yuan

jn

 !
u¼0

½1�

where aj are Cartesian indices and the linear term is
absent due to the equilibrium conditions. The har-
monic approximation corresponds to taking into ac-
count only the quadratic term in the expansion [1].
Then the nuclear Hamiltonian, which is the sum of
the potential energy V and the kinetic energy of nu-
clei, can be represented as a sum of the Hamiltonians
of independent oscillators (phonons) by the transfor-
mation

uj ¼
X
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_

2MjN0ol

s
Alel expðiqRjÞ;

Al ¼ bl þ bw
�l ½2�

where N0 is the number of unit cells in the crystal, Mj

is the mass of the jth nucleus, lRqx are the phonon
quantum numbers (q is the wave vector running the
Brillouin zone and x is the polarization index,
�lR� qx), el is the polarization vector, bl and bw

l
are the annihilation and creation phonon operators.
In the phonon representation, the total Hamiltonian
of the crystal lattice has the form

H ¼ V0 þ H0 þ
XN
k¼3

HðkÞ;

H0 ¼
X
l

_ol bw
lbl þ

1

2

� �
;

HðkÞ ¼
X

l1ylk

FðkÞ
l1ylk

k!
Al1yAlk

½3�

where H0 is the Hamiltonian of the ideal phonon gas
(the harmonic approximation) and the multiphonon
scattering matrix elements FðkÞ

l1ylk
are proportional to

the kth derivatives of the potential energy and the
factors

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_=2Mjoli

p
. These matrix elements describe

the processes of phonon–phonon interaction, such as
a merging of two phonons into one or, vice versa, a
decay of a phonon into two (k¼ 3), scattering of two
phonons into two new states (k¼ 4), etc. The anhar-
monic effects connected with these interactions are
called self-anharmonic. There is also another kind of
anharmonic effect which is connected to the depend-
ence of the phonon frequencies ol on the interatomic
distances in the Hamiltonian H0. These effects are
called quasiharmonic. They are characterized by the
microscopic Grüneisen parameters

gl ¼ �@ lnol

@ lnO
½4�

where O is the crystal volume. For noncubic crystals,
the dependence of ol on shear deformations should
also be considered. The point is that for harmonic
oscillators described by the quadratic potential energy
and, correspondingly, by linear interatomic forces,
the frequencies are not dependent either on the
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amplitudes of oscillations or on the equilibrium
positions. Due to nonlinear (anharmonic) effects,
there are renormalizations of the frequencies. Up to
the lowest order Z2, one should take into account the
quasiharmonic effects and the self-anharmonic effects
with k¼ 3 and 4.

Thermodynamics

Thermal Expansion

Thermal expansion, characterized by the coefficient,

ap ¼ 1

O
@O
@T

� �
p

½5�

(T is the temperature and p is the pressure) equals to
zero in harmonic approximation. This can be easily
proved from the Gibbs distribution for the potential
energy V, which is quadratic in the atomic displace-
ments uj (and, moreover, if it is just an arbitrary even
function of uj). It can be calculated by using the
known thermodynamic identity

@O
@T

� �
p

¼ � @S

@p

� �
T

½6�

where S is the entropy; as a consequence, due to the
third law of thermodynamics, the thermal expansion
coefficient should vanish at T-0. If one calculates
the entropy in harmonic approximation but with
the phonon frequencies dependent on the volume
(quasiharmonic approximation), one can derive
the Grüneisen law

ap ¼ gðTÞCVðTÞ
OBT

½7�

where BT ¼ �O @p=@Oð ÞT is the isothermal bulk
modulus,

gðTÞ ¼
P

l glClP
l Cl

;

Cl ¼
_ol

kBT

� �2 expð_ol=kBTÞ
½expð_ol=kBTÞ � 1�2

½8�

is the macroscopic Grüneisen parameter (which is
temperature independent assuming that gl ¼ const)
and CVðTÞ ¼ kB

P
l Cl is the constant-volume lattice

heat capacity. It follows from eqn [7] that the tem-
perature dependence of the thermal expansion coef-
ficient at low and high temperatures is the same as
for the heat capacity: apBT3 at T{yD (yD is the
Debye temperature) and apCconst at TXyD.

For noncubic crystals, one should introduce pa-
rameters characterizing the anisotropy of the thermal

expansion ai ¼ @ui=@T, where ui are different defor-
mations, for example, for uniaxial crystals with c-axis
different from a- and b-axes, one can introduce
du1 ¼ d lnO and du2 ¼ d lnðc=aÞ. As a generaliza-
tion of eqn [6], one can prove from the equilibrium
conditions at finite temperatures

ai ¼
X

j

ðB�1Þij

@S

@uj

� �
T

½9�

where Bij ¼ ð1=OÞ ð@2F=@ui@ujÞ is the matrix of iso-
thermal elastic moduli and F is the free energy. In
particular, for the uniaxial crystals

@ ln c

@T

� �

¼ 1

3BB22
ðB22 � 2B12Þ

@S

@u1
þ ð2B11 � B12Þ

@S

@u2

� �
@ ln a

@T

� �

¼ 1

3BB22
ðB22 þ B12Þ

@S

@u1
� ðB11 þ B12Þ

@S

@u2

� �
½10�

where B ¼ B11 � B2
12=B22 is the bulk modulus of the

uniaxial crystal.

Temperature Dependence of Elastic Moduli

Temperature dependence of the elastic moduli Bij is
another important anharmonic effect. This tempera-
ture dependence in quasiharmonic approximation
results from the ideal phonon gas contribution to the
free energy, Fph ¼ �kBT

P
l ln½2 sinhð_ol=2kBTÞ�,

and from the volume dependence of the electronic
contributions to the moduli. As a result, both terms
behave as dBijp� T4 at T{yD and dBijp� T
at TXyD. Normally, this contribution is negative
(elastic moduli decrease with the temperature in-
crease), but for some shear moduli in peculiar cases
an opposite behavior sometimes takes place (acoustic
soft modes), usually near the structural phase tran-
sitions. Empirically, for many cubic crystals the
trigonal shear modulus B44 at the melting point is
55% of its value at zero temperature (Varshni mel-
ting criterion).

Lattice Heat Capacity at High Temperatures

In harmonic approximation, the molar constant-
volume heat capacity at T\yD is independent of
both the temperature and the chemical composi-
tion of the crystal: CV ¼ 3R (Dulong–Petit law,
RC8:3144 J mol�1 K�1 is the gas constant). Self-
anharmonic effects lead to linear temperature depen-
dence of the heat capacity, dCVBRZ2BRðkBT=EcohÞ
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where Ecoh is a typical energy of the chemical
bonding. These terms arise from both three-phonon
and four-phonon processes (the second-order pertur-
bation effect in H(3) and the first-order one in H(4),
see eqn [3]):

C
ð3Þ
V ¼ 4k2

BT

3

X
kqxZB

jFð3Þ
xk;Zq;B;�k�q

j2

_3oxkoZqoB;�k�q

½11�

C
ð4Þ
V ¼ �k2

BT
X
kqxZB

Fð4Þ
xk;x;�k;Zq;Z;�q

_2oxkoZq
½12�

The three-phonon contribution [11] is always po-
sitive (the growth of CV with the increase in the
temperature), whereas the four-phonon one [12] can
be, in principle, of arbitrary sign. Experimental sep-
aration of the self-anharmonic contribution to the
lattice heat capacity is a difficult problem since it has,
in general, the same order of magnitude and tem-
perature dependence as the difference

CP � CV ¼ TOBTa2p ½13�

(CP is the experimentally measurable heat capacity at
a constant pressure) and, in metals, as the electron
heat capacity.

Phonon Spectra and Damping

Temperature Dependences of Phonon Frequencies

According to classical mechanics, for a generic non-
linear system, the oscillation frequencies are depend-
ent on the oscillation amplitudes. Therefore, one can
expect that anharmonic effects lead to the tempera-
ture-dependent phonon spectra, due to growth of
average oscillation amplitudes with the increase in
temperature. In quantum terms, the same effect
can be described as an appearance of the phonon
self-energy due to the phonon–phonon interaction
processes. Up to the second order in the smallness
parameter Z, the temperature shift of the phonon
frequency ol is determined by the following ex-
pression:

Dol ¼ DðqhÞ
l þ Dð3Þ

l þ Dð4Þ
l ½14�

where DðqhÞ
l ¼ �glDOðTÞ=O is the quasiharmonic

contribution due to the temperature dependence of
the crystal volume OðTÞ, and Dð3Þ

l and Dð4Þ
l are the

contributions of the three-phonon and four-phonon

processes, correspondingly:

Dð3Þ
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X
qZB

jFð3Þ
xk;Zq;B;�k�q

j2

�
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Dð4Þ
xk ¼ 1

2_

X
qZ

Fð4Þ
xk;x;�k;Zq;Z;�q

ð1þ 2NZqÞ ½16�

where P is the principal value symbol and Nl ¼
ðexp _ol=kBT � 1Þ�1 is the Planck function. At high
temperatures T\yD, one can use the classical as-
ymptotic NlCkBT=_ol and see that all three con-
tributions in eqn [14] are linear in temperature.
Usually, the phonon frequencies decrease with the
temperature increase; a typical behavior is shown in
Figure 1 (upper panel). However, for the soft modes,
dol=dT40, as it is illustrated by Figure 2. In the
framework of the perturbation theory, this behavior
is connected with the contribution Dð4Þ

l .

Phonon Damping

Beyond the harmonic approximation, the phonons
cannot be considered as stable quasiparticles; for ex-
ample, due to the three-phonon processes, they can
decay into couples of other phonons. As a result, the
phonon damping arises (which can be measured
experimentally as a half-width of phonon peaks in
inelastic neutron scattering spectra). In the lowest-
order perturbation theory, the damping, or the
inverse phonon lifetime, is equal to

Gxk ¼
p

2_2
X
qZB

jFð3Þ
xk;Zq;B;�k�q

j2fð1þ NZq þ NB;kþqÞ

� dðoZq þ oB;kþq � oxkÞ þ ðNZq � NB;kþqÞ
� ½dðoB;kþq � oZq � oxkÞ
� dðoZq � oB;kþq � oxkÞ�g ½17�

The delta functions in eqn [17] correspond to the
energy and momentum conservation laws for the de-
cay processes. At high temperatures T\yD, the dam-
ping is linear in T (see Figure 1, lower panel). Note
that, both the damping and the frequency shift do
not vanish at T ¼ 0 where all Nl ¼ 0. These residual
effects are due to quantum zero-point oscillations;
they are of the order of

ffiffiffiffiffiffiffiffiffiffiffi
m=M

p
and small, in general

(with the exception of the quantum crystals). For
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acoustic phonons with q-0, the damping [17] is
linear in q, as well as in the phonon frequency;
however, this is not true for the case ql{1, where l is
the phonon mean free path. For this regime, accord-
ing to general hydrodynamics consideration, the
damping behaves like q2l.

For strongly anharmonic modes, the phonon dam-
ping can be comparable with the frequency; phonons
are not well-defined in such a situation (high-tem-
perature body-centered cubic (b.c.c) phases of Ti and
Zr can be considered as examples). The perturbation
theory reviewed here can also be insufficient under
resonance conditions, where the frequency ratio for
different phonons with the same wave vector is close
to 1:2, 1:3, etc.

Transport Properties

If one neglects phonon–phonon interactions as well
as phonon scattering by any defects (impurities, dif-
ferent isotopes, crystal surface, etc.) and by other
quasiparticles (conduction electrons in metals, spin
waves in magnetic crystals, etc.), the mean free path
l ¼ N which means, in particular, infinitely large
thermal conductivity k (any nonequilibrium distribu-
tion of the phonon momenta and energies conserves
for an ideal phonon gas). This means that for the case
of perfect, isotopically homogeneous, large enough
insulating crystals, the anharmonic effects should de-
termine the values and temperature dependences of
both l and k; they are connected by a simple relation:

k ¼ 1

3

CV %vl

O
½18�

where %v is a characteristic sound velocity. In principle,
the same processes of phonon decay which are re-
sponsible for Gxk contribute to the mean free path.
However, for a continuum medium theory, any proc-
ess of phonon–phonon interaction cannot lead to a
finite thermal conductivity, since the momentum is
conserved at any individual interaction act and any
redistribution of the momenta among the phonons
cannot change the energy current of the phonon gas
as a whole. In crystals, Umklapp processes are pos-
sible when the momentum is conserved with the
accuracy of some nonzero reciprocal lattice vector g,
and only these processes lead to the relaxation of the
energy current and to finite k. The energy conservat-
ion law for the Umklapp processes results in the
appearance of some finite activation energy so that
lp expðconst� yD=TÞ at T-0. For the very small
temperatures, when the phonon mean free path is
larger than the crystal size L, one should replace l-L
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in eqn [18] and thus kpCVpT3. For high temper-
atures TXyD, one has kplp1=T.

See also: Ferroelectricity; Lattice Dynamics: Aperiodic
Crystals; Lattice Dynamics: Structural Instability and Soft
Modes; Lattice Dynamics: Vibrational Modes; Thermo-
dynamic Properties, General.

PACS: 63.20.Kr; 63.20.Ry; 65.40.Ba; 65.40.De
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Introduction

Crystals with aperiodic structure are solids with
long-range order (LRO) in the atomic positions but
no translational invariance of a unit cell position.
Their Fourier module consists of sharp diffraction
spots, proving their LRO, which includes a long-
range bond orientational order (BOO). The wave
vectors Q of these diffraction spots can be repre-
sented by the sum over integer multiples of a number
of rationally independent basis vectors, k, which
span the Fourier module of the aperiodic crystal:

Q ¼
Xn

i¼1

miki ½1�

In contrast to periodic crystals, where the number
of rationally independent basis vectors is equal to the
dimension of the crystal (and of its periodic recipro-
cal lattice), for aperiodic crystals n exceeds the di-
mension of the space, in which the crystal is
embedded. The minimal necessary number of inde-
pendent basis vectors defines the ‘‘rank’’ of the Four-
ier module, which is finite in the quasiperiodic case.
In a space of dimension n (the n-dim space), the
crystal structure, aperiodic in three-dimensional

(3D) Euclidean space, can be presented as a ‘‘peri-
odic’’ structure with a unit cell, which usually has a
relatively simple structure. Generally, the aperiodic
structure can be obtained by an appropriate inter-
section of the n-dim periodic structure with the
physical space, in which the aperiodic structure is
observed. For quasicrystals (QCs), this intersection
involves the intersection of the n-dim lattice with the
physical space, which has an ‘‘irrational’’ slope re-
lative to the orientation of the n-dim lattice. After a
small change of this slope to a rational value, this
intersection will lead to a crystal in physical space,
which is periodic, but locally has a structure similar
to the QCs. Such crystals are called ‘‘approximants’’
(to the corresponding QCs), the dynamics of which
are discussed below as well.

Incommensurably modulated crystals, incommen-
surate composites, and QCs all belong to the aperi-
odic crystals. However, in some of their fundamental
properties, they are different from each other. There-
fore, the restriction to one or the other of them is
mentioned explicitly as has just been done for QCs.
Assuming that the physical (direct, external, or par-
allel) space, by which the n-dim space is intersected,
is 3D, the remaining (n� 3)-dimensional subspace is
the ‘‘internal’’ or ‘‘perpendicular’’ (perp) space, which
in the case of an incommensurably modulated crystal
can be viewed as containing the information on the
phase of the modulation function with respect to
the original commensurate lattice, out of which
the incommensurate phase developed. In view of the
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atomic dynamics, it is important to realize that the
additional dimensions belonging to the internal space
can be interpreted as additional degrees of freedom
not present in periodic crystals.

In n-dim space, the information about the atomic
positions (density distribution) in the aperiodic struc-
ture in physical space is ‘‘stored’’ in n� 3 dimen-
sional hypersurfaces, for QCs called ‘‘atomic
surfaces.’’ The aperiodic structure is the intersection
of the physical space with this periodic array of
hypersurfaces. It depends on the shape of these
atomic surfaces, and the consequences a shift of the
physical space in the direction of the internal space
will have on the aperiodic structure after the inter-
section: for continuous surfaces, it just results in a
phase change of an incommensurate modulation. For
disjunct atomic surfaces, as, for example, in the case
of QCs, it leads to sudden changes of the atomic
distribution, all of which, however, have the same
energy. Thus, the ground state is infinitely degene-
rated. Likewise, a slow change of the modulation
phase does not cost energy.

The Fourier module of the n-dim lattice is a pe-
riodic reciprocal n-dim lattice with sharp diffraction
spots. This is the space in which inelastic scattering
experiments are done to investigate the atomic dy-
namics. For incommensurate crystals, the 3D recip-
rocal space can be constructed on the basis of three
reciprocal basis vectors. For QCs, which also contain
rotation axes other than two-, three-, four-, and six-
fold, one obtains the physical reciprocal space by a
projection of the n-dim reciprocal space on the phys-
ical reciprocal space. Again, n� 3 reciprocal lattice
components belong to the reciprocal perpendicular
space, and are usually called Qperp. As the 3D pro-
jection plane in the n-dim reciprocal lattice has to
have the same irrational slope with respect to the n-
dim reciprocal lattice as the intersection in the n-dim
real space had, all Bragg peaks of the n-dim recip-
rocal lattice will be projected into this hyperplane, as
there is no mutual ‘‘shading’’ of different reflections
because of the irrational slope. Thus, the Fourier
module in this case consists of a dense set of Bragg
reflections. In principle, this leads to infinitely many
overlapping Brillouin zones and correspondingly to
infinitely many gaps in the dispersion curves. Fortu-
nately however, most of the Bragg peaks have an
inmeasurably small intensity and can therefore be
neglected, leading to a diffraction pattern with a
finite number of intense Bragg (for single crystals) or
Debye–Scherrer peaks (for polycrystals), the inten-
sity of which is highest for peaks stemming from
Bragg peaks in the n-dim Fourier module with
smallest Qperp. This fact enables the definition of
pseudo-Brillouin zones (PBZs) next to reciprocal

lattice points with highest Bragg peak intensity and
dispersion relations for phonon and phase modes.

The dynamics of aperiodic phases has been studied
most often by neutron inelastic scattering (NIS).
Special questions such as the amplitudon mode and
the central peak have been investigated by light scat-
tering, and some experiments have also been done by
X-ray inelastic scattering (XIS).

As aperiodic crystals usually contain more than
one type of scatterer and different scatterers couple
differently to the used probe, in all cases the total
dynamic structure factor, SðQ;oÞ, was determined.
For samples with n elements this is the weighted sum
of the n(nþ 1)/2 partial dynamic structure factors,
Si;jðQ;oÞ, where the weights are given by the coup-
ling strength to the probe (here NIS is used as an
example in the following equation and consequently
the scattering length b) and the atomic concentration
c of each of the n elements:

sSðQ;oÞ ¼ 4p
XX

bibjcicjSi; jðQ;oÞ

þ
X

sinci ciS
s
i ðQ;oÞ ði; j ¼ 1;y; nÞ ½2�

where s are sinc are the total and the incoherent scat-
tering cross sections and Ssi is the self part of the dy-
namic structure factor of the element i. Alternatively,
the single-particle motions can be investigated via the
generalized vibrational density-of-states (GVDOS),
which again is the weighted sum of the partial den-
sity-of-states of each element in the sample, weighted
by the strength of the coupling of this element to the
scattered probe (here for neutrons again):

GðoÞ ¼
P

wicigiðoÞP
wici

½3�

wi ¼
e�2Wisi

sc

Mi
½4�

Here, e�2Wi is the Debye–Waller factor and Mi

is the mass of the scatterer i. The density-of-
states (DOS), as always, contains the information
on the single-particle dynamics of the system, while
the dynamic structure factor reflects also the col-
lective atomic dynamics for coherent neutron scatter-
ers, as is needed for measurements of dispersion
relations.

In what follows, the vibrational modes (propagat-
ion and displacements in external space in the n-dim
representation) and the phason modes (propagation
in external space, displacements in internal space) of
the three most often met aperiodic crystals, incom-
mensurate modulated structures, incommensurate
composites, and QCs are discussed separately.
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Incommensurate Modulated Structures

Incommensurate modulated structures are crystal
structures in which the atoms in the originally
periodic lattice in the normal (N) phase have been
displaced by a periodic (static) modulation function
in the transition from the N to the incommensurate
(I) phase, the period of this modulation being in-
commensurate with the periodicity of the original
lattice. For a 3D crystal, eqn [1] can therefore be
rewritten as

Q ¼ ha� þ kb� þ lc� þ
Xn

i¼4

miki ½5�

where the first three terms describe the reciprocal
lattice of the 3D basic (periodic) average structure,
and a�, b�, c�, and ki are rationally independent. In
reciprocal space, these structures (and with this also
their dynamics) are characterized by a reciprocal lat-
tice which contains the Bragg peaks of the original
periodic lattice plus satellites from the incommensu-
rate modulation. Due to the fact that incommensu-
rate structures often form as a consequence of
frustration caused by competing interactions, the in-
commensurate phase normally exists only within a
certain temperature (and pressure) range, which is
bounded by two transition temperatures, TI and Tc.
DT ¼ TI � Tc is, in some cases, only a few degrees
wide, can, however, also extend down to Tc¼ 0K. If
Tc40K, the wavelength of the modulation locks-in
at Tc onto a rational fraction of the underlying (the
main) lattice periodicity, either in a strongly discon-
tinuous manner or by disappearance of phase defects.
In contrast to this, the transition into the incommen-
surate phase at TI is a second-order phase transition
with a well-defined order parameter. From the view-
point of the atomic dynamics, this transition from
the periodic basis structure to the aperiodic modu-
lation is normally associated with the softening of a
phonon branch and the appearance of a Lorentzian
shaped central peak at zero energy, part of which is
most likely of dynamical origin also. The softening
(additional (broad) minimum in the dispersion
branches (see Figure 2)) of the dispersion occurs at
a wave vector, which will become the modulation
wave vector of the incommensurate phase as is
shown in Figure 1.

For continuous modulation functions, theory (ex-
cluding the influence of defects) predicts a softening
down to a zero frequency mode, with a finite phason
gap for interruptions of the continuity of the mod-
ulation function by defects. Experimentally, the soft
mode branch finishes at TI with a finite frequency,
which however, because of the strong overdamping

of the soft mode, often cannot be resolved in NIS
experiments. In the I-phase, this branch will then
split up into two branches, the ‘‘amplitudon’’ (acous-
tic like) and the ‘‘phason’’ branches, the latter being
related to a continuous shift of the modulation func-
tion with respect to the lattice. Near Tc, discomm-
ensurations (see below) develop which always lead to
a finite gap for the phason mode, called ‘‘phason
gap.’’ The intensity of the acoustic modes is propor-
tional to the intensity of the Bragg peak or satellite
reflection at the G-point. This enables the identifica-
tion of the phason mode, which is too intense for
being an acoustic mode at the (weak) satellite reflec-
tion. In addition, the slope of the phason dispersion
is lower than that of the lowest acoustic mode. The
corresponding dispersion relations are shown in
Figure 2.

While the amplitudon branch will increase with
decreasing temperature (normal hardening of the
acoustic phonons on temperature decrease), the pha-
son energy may be temperature independent, as has
been demonstrated for (ClC6D4)2SO2, for which the
phason gap (B80GHz) could be resolved. The tem-
perature dependence of the width of the modes GðTÞ
is expected to be approximately the same for all three
modes, which meet at the incommensurate modula-
tion wave vector qs.

The theoretical description of the atomic dynamics
of the incommensurate phases often makes use of
the periodicity of the corresponding crystals when
lifted into n-dim space or applies models for the
incommensurate structure in real space. Most of the
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experimental results for incommensurate modulated
crystals have been modeled very successfully using
the discrete frustrated F4 (DIFFOUR) model near the
phase transition, where the modulation amplitude is
still small. At temperatures well below TI, the mod-
ulation amplitude may become rather large. As a
consequence of this, a transition from a continuous
to a discontinuous modulation function takes place,
which means that the atomic surfaces are no longer
continuous and smooth. This is always the case for
QCs, where the atomic surfaces are generally discrete
bounded objects. In the other two aperiodic crystals,
modulated and composite, however, such a transi-
tion, a ‘‘discommensuration transition,’’ may take
place, resulting in domains with a structure close to a
commensurate superstructure, separated by strongly
incommensurate domain walls, sometimes called
solitons. In this case, the description of the atomic
dynamics has to also take into account an harmonic
and nonlinear contributions. This situation was suc-
cessfully described using the incommensurate version
of the Frenkel–Kontorova model.

The transition occurs in metals and insulators for
different reasons: in metals, an incommensurability
of the Fermi wave vector with the basis lattice pe-
riodicity leads to a Peierls instability, which gives rise
to the lattice dynamical precursor effects (local sof-
tening of the longitudinal acoustic branch) near the
ordering vector, 2kF. In insulators, the incommensu-
rate structure either results from an intrinsic lattice
instability, which corresponds to the ‘‘displacive’’
limit, or from a collective ordering mode in the ‘‘or-
der–disorder limit.’’ In these cases, the corresponding
modulation wave vector is not predictable before-
hand. Thus, the lattice dynamics is at the origin of
these modulated phases.

Incommensurate Composites

Different from the crystals with incommensurate
modulation, which is the only aperiodic structure,
where a dominant ‘‘parent’’ periodic structure per-
sists, incommensurate composites can be imagined to
be made up of two (or more) interpenetrating peri-
odic sublattices, the unit cell parameters of which are
mutually incommensurate. Each of these sublattices,
modeled by the incommensurate double chain model
(DCM), pertain, to a large extent, to their dynamical
characteristics as far as phonons are concerned.
Thus, for example, two longitudinal acoustic bran-
ches have been found in Bi2Sr2CaCu2O8þ d, which
consists of two sublattices, one for each subsystem.
However, as all aperiodic lattices, they also have
phason degrees of freedom, which in this case con-
cerns the phase between the two sublattices, which
changes when one sublattice slides against the other,
leading to ‘‘sliding modes,’’ as predicted by the
DCM. Whether or not these sliding modes have been
observed experimentally is still under debate. As in
the case of modulated crystals, these simplified de-
scriptions are only valid as long as the interaction
between the mutually incommensurate systems is not
too strong. It is very likely that phasons are primarily
‘‘diffusive’’ in incommensurate composites, but con-
siderably less experimental information exists on
these systems than on the incommensurably modu-
lated phases discussed above.

Quasicrystals

1D, 2D, and 3D QCs have been found, of which the
1D QCs consist of an aperiodic stacking (e.g., in a
Fibonaci sequence) of periodic lattice planes. 2D
QCs are made up of lattice planes with a quasipe-
riodic structure with pentagonal, octagonal, decago-
nal, or dodecagonal point symmetry, which are
stacked periodically. Finally, 3D quasiperiodic struc-
tures have aperiodic lattices with icosahedral point
symmetry.

The atomic structure of 2D and 3D QCs is based
on ‘‘atomic clusters’’ of 1–2 nm diameter. In 2D QCs,
these are cylindrical clusters made up of a stacking of
the quasiperiodic lattice planes, neighboring planes
often being rotated against one another, often with
some ‘‘filling’’ atoms between the clusters. The atom-
ic structure is dense. 3D QCs, the icosahedral ones,
can be roughly divided into two classes on the basis
of the dominant type of cluster characteristic of their
structure: Mackay clusters and Bergman clusters,
where the latter are also characteristic of the
Frank–Kasper type of periodic crystals with many
atoms per unit cell. As 2D QCs are often ‘‘relatives’’
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of the icosahedral phases, here these QCs are put in
the same category as their icosahedral neighbors.
Because the atomic dynamics is dominated by the
type of atomic interaction (interaction potential) and
the ‘‘local’’ structure, one expects that the type of
cluster, which dominates the local environment of the
vibrating atom, will influence the phonon dynamics.

Concerning the phasonic motions (displacements in
internal space), one distinguishes two possible pha-
sonic modes (apart from the static-phason strain):
‘‘phason flips,’’ which only cause a local change in the
phase of the aperiodic lattice by a (mostly collective)
jump of a few neighboring atoms, leading to a
‘‘violation’’ of the matching rules of the perfect qua-
siperiodic lattice. These have to be distinguished
from ‘‘phasons,’’ which are collective diffusive modes.
These are different from the incommensurate modu-
lated phases due to the fact that QCs always have
discontinuous aperiodic modulation because of the
discrete bounded atomic surfaces, which cause jumps
or discontinuities in the modulation function, when
moving in internal space.

Of these structures, up to now, the atomic dynam-
ics of mainly icosahedral (i-) and decagonal (d-) QCs
has been investigated using NIS, XIS, and X-ray in-
tensity correlation techniques. On single crystals,
using crystal spectrometers, dispersion curves for
acoustic phonons and some low-lying optic branches
have been measured. On polycrystalline samples,
bands at intermediate energies and the GVDOS have
been determined by time-of-flight (TOF) spectro-
scopy for several metastable and nearly all stable
quasicrystalline samples from the total dynamic
structure factor, which one measures in all these
cases. For i-AlCuFe also, the Fe partial density-
of-state was measured using XIS and 57Fe substitu-
tion. Quasielastic neutron scattering (QENS) was
used on polycrystalline samples and an AlPdMn
single crystal to measure phason flips and X-ray
diffraction, and correlation techniques to investigate
diffusing phasons in QCs. In the following, results
from these four types of investigations will be
discussed starting with the vibrational degrees of
freedom in physical space.

Phonon Dispersions

Very characteristic for all phonon branches investi-
gated so far is the important width of the phonon
peaks in the measured spectra as soon as the modulus
q of the wave vector q of the measured excitation
exceeds a certain critical value, which essentially in
all cases is B3–4 nm� 1. The broadening of the peaks
is of such an importance that the rapidly increasing
width prevented measurements of excitations above

energies of B6–8THz, even though the vibrational
density-of-states (VDOS) often extends to twice that
energy.

As an example, Figure 3 shows some of the
transverse acoustic branches measured with an AlP-
dMn single crystal along the twofold direction, the G
point (q¼ 0, starting point of the dispersion) being
one of the strongest Bragg peaks in this crystallogra-
phic direction. As the intensity of the inelastic struc-
ture factor is proportional to the intensity of the
Bragg peak at the G point, and only next to a strong
Bragg peak the PBZ is well defined, this choice is
essential for the result of the experiment.

Figure 3 already demonstrates this very character-
istic property of the lattice dynamics of QCs: the
rapid damping of the lattice vibrations as soon as the
wavelength of the excitation is smaller than B2nm,
which in several cases is just the approximate diam-
eter of the building unit. Corresponding results have
also been obtained by computer simulations of
icosahedral QCs, which show above the acoustic dis-
persion branches, rather dispersionless broadbands of
optic modes, as they have also been found experi-
mentally in some cases, and at even higher energies
quasicontinuous spectra, which cannot be resolved in
single excitations any more. This fact has limited so
far the investigation of single excitations to energies
below 8THz, that is, to about half the upper energy
limit of all vibrational excitations.

As is shown in Figure 4, for icosahedral QCs one
finds ‘‘isotropic’’ dispersion branches for longitudinal
and for transverse phonons, as these crystals, due to
the high symmetry of the icosahedral structure, have –
in the hydrodynamic limit – only two phonon elastic
constants (plus two phason elastic constants and
a phonon–phason one). This has also been proven
experimentally for the sound velocity. In contrast, the
sound ‘‘absorption’’ is anisotropic because of pho-
non–phason coupling.

For 2D QCs, computer simulations had predicted
some anisotropies concerning lattice modes with
polarization vectors in the aperiodic plane and in
the periodic direction, respectively. However, experi-
mentally the differences observed for d-AlCoNi
(Mackay-type) single crystals using NIS are much
less important and not far outside the error limits of
the experimental results. Likewise, the gap structure
of the dispersions, predicted for aperiodic lattices
especially in low dimensions, has not clearly been
confirmed experimentally up to now.

Above the acoustic branches, very few dispersion-
less branches of very broad excitations have been
measured by NIS on single crystals by triple axis
spectrometry (TAS) and extracted from S(Q, o)
measured on TOF spectrometers. Both results are
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in good agreement. These excitations have been
suggested to have the character of optic modes.

The phonon dispersions of QCs have been inves-
tigated in the accessible energy range (up to 4THz in
all cases, up to 6THz for few examples, and up to
8THz in one case) for most of the thermodynamically

stable QCs using single crystals and mostly NIS and,
in some cases, also XIS.

Generalized Vibrational Density-of-States

The energy range above 8THz could be accessed by
NIS up to now using only polycrystalline samples and
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TOF spectroscopy. In this case, one obtains angular-
averaged (in reciprocal space) dispersion relations from
the shape of the total dynamic structure factor and the
GVDOS from its intensity averaged in a reasonably
large region of reciprocal space. In order to cover the
full energy range, in what follows, the discussion will
therefore concentrate more on the GVDOS, which
have been determined for most of the thermodynam-
ically stable and several metastable QCs. The GVDOS
normally contains several energy bands, the position
(energy of the center of gravity of the band) and in-
tensity of which are usually different for different sam-
ples. Thus, it is mainly the shape (and the energy range
and the slope at lowest energy (if resolved)) of the
GVDOS, which can be used to characterize the atomic
dynamics of a sample via the GVDOS.

One obtains considerably more detailed informa-
tion, if the experimental results are combined with
results from computer simulations (CSs). These sim-
ulations are based on interactions, which are either
calculated directly during the simulation, as is done
in the method due to Car and Parrinello, or they are
modeled in a more or less realistic manner. The sec-
ond basic input is a model for the atomic structure,
which in the case of QCs is always a structural model
for a rational approximant, because of the finite size
of the computer model, and it is of similar uncer-
tainty as is the complicated interaction. Because of
these inherent uncertainties, the comparison of the
results of CSs with those of experiments is ‘‘essential’’
for a judgment on the quality of the simulation re-
sults, that is, how realistic these results are. If they
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are in fairly good agreement, nothing is proved;
however, it seems reasonable to use them for the in-
terpretation of the measured results, as they provide
very detailed information, which otherwise is pos-
sible only with great effort and extensive cost of
experiments. In what follows, therefore, the experi-
mental results will be confronted with those from
realistic CSs as far as they exist.

Atomic dynamics and cluster structure As men-
tioned above, QCs are built from different types of
clusters, the structure of which should influence the
dynamics as it is the local structure which has the
strongest influence on the dynamics. In fact, one finds
a difference in the shape of the corresponding
GVDOS for the two types of QCs. QCs dominated
by more or less complete Mackay icosahedra, such as
i-AlPdMn, i-AlCuFe, and d-AlCoNi, seem to have
very smooth, nearly structureless one- or two-band
spectra, whereas QCs of the Frank–Kasper type, such
as i-AlLiCu, i-ZnMGRE (RE¼Ho, Er,y, and also
Y), and d-ZnMgY have more structured spectra with
several energy subbands. This is easily seen in a
comparison of Figure 5 with Figure 7.

CSs suggest that this stronger band structure is due
to a stronger grouping of the local vibrational den-
sity-of-states (LVDOS), that is, the vibrational spec-
tra of all atoms on different Wyckoff positions in this
computer-approximant to the Frank–Kasper type of
QCs. This is different in the case of the Mackay type
of QCs, where the LVDOS are more different from
one another and result in a broad smooth spectrum
after summation.

Quasicrystals and their rational approximants Be-
cause one of the basic input parameters for CSs, the
structural model, is based on considerable approxi-
mations in the case of QCs, quite a few simulations

have also been done on periodic crystals with similar
chemical compositions as the QCs have, but with a
well-known structure. Compared to the atomic dy-
namics of QCs, the dynamics of these periodic crys-
tals is rather similar to that of the corresponding
aperiodic phase if the periodic crystal is an approx-
imant to the QCs. For example, the GVDOS of AlL-
iCu in the i- (Fank–Kasper type) and the periodic
R-phase (built up of the same kind of clusters) are
very similar to each other, having energy bands at
essentially the same energies, but with slightly differ-
ent intensities. The same results have been obtained in
the measurement of the phonon dispersions of the
same alloy system, where also hardly any difference
could be detected except for a dispersionless branch
at the upper energy limit of this investigation in the
case of the i-phase seen in the center of Figure 4.
Likewise, CSs of this alloy system, providing the in-
formation on the partial (element specific) dynamical
properties, showed a small difference in peak inten-
sity but not in peak position in the calculated GVDOS
of the i- and R-phase, respectively. Even more iden-
tical results have been obtained for the Mackay type
of QCs d–Al71.5Co13.5Ni15 and its modulated appro-
ximant Al71.5Co15.5Ni13. In fact, phonon dispersion
measurements done on both types of QCs suggest
slightly narrower phonon groups for the rational
approximant compared with the QCs in the case of
the Frank–Kasper type but not in the case of QCs of
the Mackay type. These nearly identical results can be
understood from the fact that the atomic dynamics is
most strongly determined by the local (cluster) struc-
ture and potential, which seem to be sufficiently sim-
ilar for the QCs and their approximants, while their
structure differs on the long-range scale. For the 2D
QCs just mentioned, this striking similarity of the
atomic dynamics was even found at 1000K, which
also means that the thermal expansion (see below)
of the QC and its rational approximant are nearly
identical. All these conclusions do not apply to pe-
riodic crystals of similar chemical composition as the
QCs have, but to those which are (structurally) not
approximants.

Low-energy modes in quasicrystals Within the har-
monic approximation, which should also apply to
QCs at not too high temperatures, at low energies,
one expects to find the linear dispersions o¼ vq,
of transverse (TA) and longitudinal (LA) acoustic
phonons, which join the linear dispersions of
transverse and longitudinal ultrasound near q¼ 0.
Here v is the sound velocity of the mode under con-
sideration (v¼ vT or vL) and q is the corresponding
wave vector of the mode. On the basis of the Debye
approximation, one therefore expects the phonon

0.04

0.03

0.02

0.01

0
0 20 40 60

Energy (meV)

G
(O

M
) 

(m
eV

)−1

Figure 5 GVDOS of i-Zn63Mg26.3gY10.7 and d-Zn58Mg40Y2

(both Frank–Kasper type) showing the highly structured distribu-

tions with several energy bands and subbands.

Lattice Dynamics: Aperiodic Crystals 89



density-of-states (PDOS) to start at the lowest
energies proportional to o(d� 1), where d is the di-
mension of the sample under consideration. For a 3D
system with particle density n and a weighted mean
value of the sound velocity v, one therefore expects
the PDOS to start at the lowest energies proportional
to the Debye DOS:

GDebðoÞ ¼
o2

2pnv3
½6�

3

v3
¼ 1

v3L
þ 2

v3T
½7�

For several – but not all – QCs (and some of their
rational approximants), this general rule does not
apply either for the measured GVDOS or for the CSs
calculated PDOS. One finds a considerably higher
intensity in the low-energy region compared to the
intensity calculated by using the known sound velo-
cities. Corresponding higher values for these QCs
have also been found for the low-temperature spe-
cific heat by different groups. Likewise, the temper-
ature dependence of the sound velocity of these QCs
shows an unexpected behavior. Investigations of this
kind are only possible with thermodynamically sta-
ble QCs as normal production defects have to be
annealed out before.

Metastable QCs obtained by annealing of a me-
tallic glass show additional low-energy modes stem-
ming from the large grain boundary volume in these
samples, as annealing here leads to nanocrystalline
samples as has been shown for i-PdSiU and AlCuV. In
this case, the intensity of the low-energy modes
reaches nearly the level of a well-relaxed metallic
glass.

Temperature dependence of the atomic dynam-
ics The temperature dependence of the dynamics
outside the quasielastic region has been investigated
most extensively for i- and d-QCs of the Macky type.
In all cases, one finds a considerable shift of the
GVDOS to lower energies, that is, an anharmonic
behavior of the DOS. However, on quantifying this
shift with temperature, for example, with the
‘‘integrated’’ amount of modes shifted (e.g., integra-
tion from 0 to 16 or 25meV) into the low-energy
region, one finds a linear dependence of this transfer
of modes with temperature up to 1000K in all
investigations, for d-AlCoNi even in the full range of
temperatures investigated (up to 1100K). This linear
increase of the shifted intensity is parallel to the
shift of the Debye–Scherrer lines in the diffraction
diagrams to lower momentum transfers with increa-
sing temperature, caused by the expansion of the

lattice. Investigating the shift of lines having contri-
butions only from the periodic axis or only from the
aperiodic lattice planes, one observes, for example, in
the case of d–Al71.5Co13.5Ni15 that at temperatures
above 750K, the thermal expansion of the QCs in
the periodic direction is stronger with increasing T
than in the aperiodic plane.

Investigations of the energy dependence of the
shifted intensity (by how much has one to shift the
intensity of the calculated PDOS to arrive at the ex-
perimentally determined GVDOS) show a nearly
constant energy shift of do/o of B6–10% at all
temperatures analyzed from the upper limit of the
GVDOS down to B12meV. After this, one finds a
strong increase of the shifted intensity, becoming
more important with increasing temperature and
reaching a relative shift of 20% and more. The par-
ticipation ratio P (P(o)¼ 1 if all atoms of the model
take part in the mode at frequency o) shows, in the
case of a QC or its approximant, that the smallest
participation, that is, the strongest localization of the
vibrations takes place at the smallest and highest
frequencies. This is shown in Figure 6. Correlating
this relative frequency shift do/o with the participa-
tion ratio P for the modes at these energies, CSs show
that the strongest shifts correlate with the lowest
participation ratio. Thus, one has to conclude that a
large part of the shifted modes are most likely local-
ized modes. The same CSs clearly demonstrate that
the Al atoms contribute more strongly to these shifts
than do the TM atoms, as one would expect from the
structure, where the TM atoms form a rigid network
in the clusters.

For i-AlPdMn, a new phenomenon comes in at
temperatures above 1000K. While one finds essen-
tially the same linear behavior for the integrated in-
tensity and shift of the Debye–Scherrer peaks, as for
d-AlCoNi up to 1000K, the integrated intensity sud-
denly increases well above this linear continuation
(see Figure 7).

A careful investigation of the total dynamic
structure factor of i-AlPdMn in the low-energy
region shows that this additional intensity is due to
quasielastic scattering being caused most likely by
phason flips (see below), that is, a new degree of
freedom in addition to the phonon degrees of free-
dom. As this quasielastic intensity gets considerably
broader with increasing wave vector transfers Q, it
overlaps with the inelastic region of the spectra and
thus contributes to the intensity used to determine
the GVDOS.

Phason flips As the n-dim space corresponding to the
structure of the QCs is a ‘‘periodic lattice’’ decorated
by disconnected atomic surfaces, any movement of the
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physical space, with which the n-dim space is inter-
sected, orthogonal to itself will lead to sudden jumps
in the atomic positions instead of a continuous change
as in the case of a continuous modulation func-
tion such as in perfect incommensurably modulated

systems. Phason degrees of freedom will, therefore,
always concern either flips of atoms in the aperiodic
structure, corresponding to a local deviation of the
intersection or by a diffusion kind of motion on a
much longer timescale.
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On the basis of calculations, one expects the pha-
son dynamics to be frozen-in at lower temperatures
even in random tilings, where phasons are principally
in an unlocked state – in contrast to the locked state
in energetically stabilized QCs below the unlocking
transition. Only at temperatures well above room
temperature, one could expect unlocking and with
this, any sign from phason dynamics. Starting from a
perfect (decorated) tiling at lower temperatures, pha-
son flips will violate the matching rules and lead to a
random tiling, which will be stabilized by its con-
figurational entropy. The reverse mechanism will
most likely be incomplete due to kinematic con-
straints. This process has been studied in several CSs,
and at least in one of these investigations, correlated
flips of several atoms have been observed.

Experimentally, quasielastic scattering has been
found for most of the thermodynamically stable QCs
by different groups at temperatures near the upper
limit of the existence region of the QCs using po-
lycrystalline samples and TOF spectroscopy. In the
case of i-AlCuFe, for example, one obtains a nearly
Q-independent width G of the Lorentzian fitted to
the quasielastic spectrum, G being B0.1meV. This
width of the spectrum would then correspond to
jumps in the region of _=GE7 ps. The Q-dependence
of the integrated intensity of this quasielastic signal
with a maximum at 10 nm� 1 suggests a process lo-
calized within a jump distance of 0.4 nm. The most
detailed investigation was done at 1073K using a
single crystal of i-AlPdMn on a cold neutron TAS.
While the Q-dependence of the quasielastic scatter-
ing from polycrystalline samples only allows one
to determine the jump distances of the scattering
atoms, experiments on single crystals allow, in
addition, one to determine the orientation of the
jumps. The variation of the measured intensity with
the rotational angle in reciprocal space can be best
fitted by a model for quasielastic scattering from si-
multaneous correlated jumps of several atoms in the
phason flips. The quasielastic spectra can be fitted
with one broad Lorentzian with G¼ 0.7meV or
(better) with two Lorentzians with G¼ 0.2 and
0.7meV. Measurements on the twofold axis now
show a maximum of the intensity near 27 nm�1,
which corresponds to considerably shorter jump
distances than found in the less detailed investiga-
tion of i-AlCuFe.

Phason fluctuation in quasicrystals For reasons
mentioned in the previous section, one does not ex-
pect to find propagating phason modes as in the case
of modulated phases. However, phasons do play a
role in the elastic and dynamic properties of QCs.
The elastic-free energy of a QC is given by three

different terms:

F ¼ Fphonðl; mÞ þ FphasðK1;K2Þ þ FcrossðK3Þ ½8�

Here l and m are the Lame coefficients, K1 and K2 the
phason elastic constants, and K3 the phonon–phason
coupling term. From investigations of the diffuse scat-
tering, assuming K3¼ 0, one can obtain the ratio of
K2/K1, which at 300K was found to be near � 0.5 for
i-AlPdMn. At temperatures in the range of 1000K, a
diffusive relaxation of phason strain or ‘‘phason walls’’
(left behind a moving dislocation in a QC) can lead to
a collective diffusive phasonic excitation or long
wavelength phason fluctuations. According to differ-
ent theoretical investigations performed by several au-
thors, these fluctuations will contribute to the Debye–
Waller factor and to the diffuse scattering in a similar
way as do phonons and defects, with the exception
that the timescales of phonon and phason fluctuations
differ by many orders of magnitude, lattice vibrations
being in the picosecond range, while the characteristic
times for long wavelength phason fluctuations is more
between 0.1 and 100 s. Correspondingly, phonons can
follow a lowering of the temperature instantaneously,
whereas phason fluctuations fall out of equilibrium as
a consequence of fast T-changes.

Experimentally, phason diffusion has been inves-
tigated in reciprocal space using high-resolution
X-ray diffraction to study the phonon and the pha-
son contribution to the Debye–Waller factor in a
single crystal of i-AlCuFe in the temperature range
between 300 and 1023K, and to study diffuse scat-
tering from a single crystal of i-AlPdMn as a function
of temperature between 300 and 1043K. Finally,
X-ray intensity fluctuation spectroscopy (XIFS) has
been used to investigate the time and temperature
dependence of the diffuse scattering from a single
crystal of i-AlPdMn at 923K. In real space, in situ
HRTEM was used to investigate the time-dependent
structural changes in d-AlCoCu at 1123K.

The X-ray diffraction experiment demonstrates
a very strong temperature dependence of the pha-
son contribution to the Debye–Waller factor (change
by a factor of 9 between 750 and 650K) and to
the diffuse scattering, which decreases with increa-
sing T while the intensity of large Qperp reflections
increases. Freezing of the phason dynamics was
observed just below 900K already. The most de-
tailed results were obtained using highly coherent
synchrotron radiation in the XIFS experiment. Here,
the time evolution of the speckle pattern from dif-
fuse scattering could be directly resolved and a
time-dependent intensity correlation g(Q, t) could
be determined from the time dependence of the
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measured intensity:

FcorðQ; tÞ ¼ ½1� bgðQ; tÞ� ½9�

where b corrects for the partial coherence of the
beam. Above 923K, the expected exponential decay
g(Q,t)¼ exp(� t/t(Q)) was found with t(Q) propor-
tional to 1/Q2, that is, Dphas proportional to
l2, which proves the diffusive character of the long
wavelength phason fluctuation observed, as the
width G of the spectrum should be G¼DQ2¼
D4p2/t for diffusive dynamics. Dphas was found to be
1.5� 10� 16m2 s�1 with the phason excitation
wavelength l between 50 and 100 nm. Again, a very
strong temperature dependence was found, t varying
between 60 and 300 s when lowering the tempera-
ture from 923 to 873K.

A comparable slow phason dynamics was found in
the in situ HRTEM investigations of single crystals of
d-AlCoCu at 1123K. The duration for a change of
the position of one of the columnar clusters of the
decagonal structure was smaller than 10 s, the time
between jumps was between 0.1 s and 10min.

See also: Lattice Dynamics: Vibrational Modes; Point
Groups; Quasicrystals.

PACS: 64.70.Rh; 61.44.þp; 63.20.Dj; 61.12.Ex;
61.10.My
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Introduction

The description of structural instabilities of crystals
is both topical and goes back to the early days of
lattice dynamics and the ideas of Born and Raman.
The subject became of importance after 1960 when
Cochran developed the concept of a soft mode and
made specific predictions that could be experimen-
tally verified. Born had shown that a crystal was
harmonically stable if all the frequencies squared of
the normal modes were positive, o(qj)240, where q
is the wave vector of the normal mode within the first
Brillouin zone and j is the branch index. Clearly, if
the crystal has long-range order then this result must
be satisfied. Cochran discussed the case when the
frequency squared was temperature dependent and
made the simplest possible assumption that:

oðqjÞ2 ¼ AðT � TcÞ

At temperatures above Tc, the frequency squared
is positive and the crystal is stable, whereas below
Tc, it is negative and the crystal distorts to a new

crystal structure so that the frequency is no longer
negative. This is the basis behind the concept of a soft
mode, as a mechanical instability of the crystal
against a particular normal mode.

The Classical Era

Above Tc, neutron scattering is usually the best way
of studying the soft modes particularly if the wave
vector of the soft mode is not at the center of the
Brillouin zone. In the special case of ferrodistortive
modes, the wave vector transfer is zero and studies
with infrared or Raman spectroscopy may also be
possible. The most studied material is SrTiO3 and its
structural phase transition at 105K is illustrated in
Figure 1. The crystal structure in the high tempera-
ture phase is cubic and in the low-temperature phase
is distorted, as shown in Figure 1, by a rotation of the
oxygen octahedra by the angle, f. There are three
degenerate soft modes corresponding to rotations
about the three (1 0 0) axes. Figure 2 shows the re-
sults of measurements of the soft mode frequencies.
Above Tc the triply degenerate soft mode frequency
squared decreases to zero in a linear fashion with
all three degenerate modes. Then at Tc the degene-
racy is broken and one mode increases rapidly with
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decreasing temperature while the other two also in-
crease in frequency but less rapidly.

This type of behavior above Tc has now been
observed in many materials such as BaTiO3, KDP,
Pb5Ge3O11, and others. Unfortunately, if Tc becomes
comparable to typical phonon energies then the soft
modes are often overdamped and it may be difficult
to observe them directly.

Below Tc, the situation is more complex and
depends on the degeneracy of the soft mode, j. For
example consider SrTiO3, there are three soft modes

corresponding to the rotations of the octahedra
about the x, y, or z axes and the free energy can be
written as a power series in the amplitudes of the
modes Qx etc. The result is

F ¼ F0 þ aðT � TcÞðQ2
x þQ2

y þQ2
z Þ

þ d1ðQ2
x þQ2

y þQ2
z Þ

2

þ d2ðQ4
x þQ4

y þQ4
z Þ

where the constants a, d1, and d2 are temperature-
independent constants. This is a Landau expansion
for the free energy of the soft mode and for ToTc,
the structure depends on the sign of d2. If d240 then
the distorted structure has equal contributions of the
x, y, and z components, as in LaAlO3, whereas if
d2o0 then the structure is distorted along one of the
principal axes (1, 0, 0), as in SrTiO3.

Raman scattering is always a suitable tool to
investigate the soft modes below Tc because at least
one soft mode must have the full symmetry of the
crystal and this is necessarily a Raman active mode.
Nevertheless in most cases the intensity also drops to
zero at Tc and that makes a precise determination of
the temperature dependence difficult. Well away from
Tc the higher order terms in the expansion can also
play an important role so that it is difficult to test the
Landau theory exactly using Raman scattering.

For some soft modes the wave vector is within the
Brillouin zone and incommensurate. The theory then
proceeds as discussed above, except that in the low-
temperature phase the equivalent term in the free
energy to d2 is zero by symmetry. In this case one of
the modes below Tc has zero frequency and it is an
excellent example of a Goldstone boson that arises
from the broken continuous symmetry in the direc-
tion of the order parameter. Phason is the name given
to the dispersion curve of this mode and its frequency
is proportional to the difference in q between the soft
mode and the mode being observed. Unfortunately,
there are relatively few examples of well-defined
phasons that have been observed experimentally but
one example is ThBr4.

In some cases the phase transitions are somewhat
different when the soft mode is an acoustic mode of
the crystal. The acoustic modes are described by the
elastic constants and their energies are proportional
to the wave vector. The soft mode behavior then oc-
curs if the slope of the acoustic modes goes to zero.
Very often the symmetry of the acoustic mode is such
that the soft mode undergoes a first-order transition
because the free energy has a cubic invariant. An
example of this is the behavior of Ce metal that
undergoes a volume change when it changes from
one valence state to another. In other cases, the phase

a

�

b

Sr

Ti

O

Figure 1 A projection down the cube axis of the distorted phase

of SrTiO3. (Reproduced from Unoki H and Sakudo T (1967)

Electron spin resonance of Fe3þ in SrTiO3 with special reference

to the 110 K phase transition. Journal of the Physical Society of

Japan 23: 546.)
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Figure 2 The temperature dependence of the frequencies of

the soft mode in SrTiO3, both above and below the phase tran-

sition. (Reproduced from Cowley et al. (1969) Solid State Com-

munications 7: 181.)
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transition may be of first order as found, for exam-
ple, in KDP where the ferroelectric fluctuations cou-
ple linearly with the C66 acoustic mode giving rise to
a continuous phase transition.

Despite the undoubted success of the soft mode
concept there have been relatively few examples
where there is any understanding of the parameters
in the Landau theory. In the case of order–disorder
transitions in materials like NH4Br, the ordering of the
NH4 molecules between the two different states is
analogous to a spin vector and some progress has been
made in calculating the transition temperature and
determining whether the transition is ferrodistortive
or antiferrodistortive. It has been suggested that the
transition in KDP can be explained by the transverse-
Ising model because there is a substantial difference
between the transition temperatures of the hydrogen-
ated and deuterated materials (Figure 3). This has
however been questioned because all the atoms are
involved in the ferroelectric fluctuations and the dif-
ference in the transition temperature probably arises
from the change in the force constants. The most
carefully studied material is SrTiO3 where the tem-
perature dependence of the soft mode arises from
the anharmonicity of the lattice dynamics. Anhar-
monic lattice dynamics predicts that the self-energy of
the normal modes depends on the frequency with
which the modes are studied. Nevertheless for most

materials the self-energy is only slowly varying with
the applied frequency and the corrections to be
applied to a temperature-dependent mode are small.
In the case of SrTiO3 calculations were made of the
terms in the Landau expansion and other anharmonic
properties and reasonable agreement was obtained
with fairly realistic interatomic forces. The question
then remains as to why the anharmonic effects have a
much larger effect on the properties of SrTiO3 than
they do on, say, KBr, for example. In the high-tem-
perature phase there is one formula unit in each cubic
unit cell so that there are three ionic radii and only
one lattice parameter that can be adjusted. It is there-
fore only good fortune if the three different ionic radii
exactly fit into the available space and, in practice, the
Sr and Ti ions are somewhat too large for the O ion.
As a result the O ions tend to displace away from the
center of the bond and the crystal structure becomes
distorted. At high temperatures the motion of the at-
oms increases their size and there is no distortion but
at low temperatures the crystal distorts to a noncubic
phase. The anharmonic effects are basically no bigger
than is normally the case. The unusual aspect of
SrTiO3 is that the harmonic frequencies are unusually
low (indeed the squares of the harmonic frequencies
are negative) whereas the anharmonic effects are
much the same size as in other materials.

Critical Era

The theory that is outlined here has been a Landau
theory that does not take account of the critical fluc-
tuations that occur close to Tc, while the experiments
have not looked carefully at the behavior close to Tc.
The mean field theory neglects the interactions be-
tween the soft mode and those modes with the same
branch index but with slightly different wave vectors.
When these interactions are included the susceptibil-
ity and order parameter have the following forms:

w7 T � Tcð Þ ¼ C T � Tcj j�g

while the order parameter is

Qh i ¼ B Tc � Tð Þb

The exponents, b and g, are then often very dif-
ferent from those predicted by mean field theory with
typically g about 1.35 and b about 0.33 for systems
in three dimensions and having conventional beha-
vior. It is generally expected that measurements of
these nonclassical exponents require the reduced
temperature t ¼ T � Tcj j=Tc to be less than 0.1 and
to cover 2 or 3 decades of temperature. In practice it
has proved surprisingly difficult to satisfy these re-
quirements.
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The first clear evidence for nonclassical exponents
came from measurements of the critical exponents of
the order parameter in lightly doped Fe in SrTiO3 by
Muller and Berlinger, as shown in Figure 4. The re-
sults clearly show that the temperature dependence
of the order parameter is different from classical
theory and that b¼ 0.3370.02. Other types of meas-
urements have been much less successful. Raman
scattering has been used below Tc but does not give
reliable measurements close to the phase transition
because it follows an energy singularity and is dif-
ficult to measure. Diffraction methods have been
used for T above Tc but for reasons to be explained
later satisfactory results have not been obtained.
Many experiments have now followed the first
X-ray measurements by Andrews. They have given
very conflicting results that are dependent on the
X-ray energy, and precise conditions for the experi-
ment. Only one experiment has studied the incom-
mensurate phase transition in Rb2ZnCl4 and that
gives good agreement with the expected critical
exponents.

The basic assumption of the critical theories is that
close to the phase transition, the behavior is de-
scribed by a single length-scale and a single time-
scale and that both diverge as the phase transition is
approached. Experiments by Riste and co-workers in
1971 and later work by others showed that the
behavior was not described by a single timescale.
Figure 5 shows the scattering observed just above Tc

in SrTiO3 and this has an inelastic peak and a sharp
quasi-elastic peak. When the temperature is well above

Tc the frequency of the mode decreases and there is
little quasi-elastic scattering. Closer to the phase tran-
sition, the intensity of the quasi-elastic scattering rap-
idly increases while the soft mode part becomes almost
independent of temperature. The scattering can be de-
scribed by a response function of the form:

w�1 qjð Þ ¼ o qjð Þ2�o2 � 2iog0 þ
iotd20
1� iot

in which the response is a damped harmonic oscillator
plus an additional term to produce the quasi-elastic
scattering and d and t are constants that need to be
adjusted. The experiment showed that the additional
relaxation was very slow and could not be easily re-
solved in the experiments. Similar results have now
been observed at many phase transitions and indeed at
most order–order phase transitions. Comparison with
the results of X-ray scattering measurements has
shown that the central peak needs to be included in
the scattering if both X-ray and neutron scattering
methods are to agree with one another and the meas-
urements are not too close to the phase transition.

The first evidence for two length scales came from
the observations of Andrews. He performed X-ray
scattering measurements with Cu radiation and
found that close to Tc, |t|o0.03, there was addi-
tional scattering with a new and longer length
scale. Subsequently, most materials that have been
studied with high-resolution techniques have shown
a very similar behavior, with a new long length
scale that diverges at the phase transition with an
exponent that is larger than that expected for the
susceptibility. In summary the experimental results
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for the second timescale and second length scale are
as follows:

1. Two energy scales
(a) At phase transitions between two ordered

phases there is both soft mode and quasi-elas-
tic scattering with very different energy scales
for to1,

(b) The quasi-elastic energy scale is very slow,
o0.01meV,

(c) The quasi-elastic neutron scattering is well de-
scribed by a low-frequency Debye relaxation,

(d) Both inelastic and quasi-elastic components of
the neutron scattering experiments are meas-
ured by X-ray scattering techniques, and

(e) The quasi-elastic peak is enhanced by the in-
troducing defects but much more slowly than
linearly with the defect concentration.

2. Two length scales
(a) Two length scale components have been obser-

ved in measurements made with adequate res-
olution, 0.001 Å,

(b) The narrow scattering corresponds to a length
scale that is 10 times longer than the short
length scale,

(c) The critical exponents for the two length
scales are different from one another with the
shorter scale being broadly consistent with
that expected from nonclassical fluctuations,

(d) The long length scale scattering is broadly con-
sistent with an isotropic Lorentzian squared,
and

(e) The scattering seems to arise from the ‘‘near,’’
within 50 mm, surface and its intensity de-
pends on the surface preparation.

Much effort has been put into finding the origin of
the additional second timescale. It is well established
that the theory of anharmonic lattice dynamics can
give rise to the required behavior below Tc and also
above if the mode is a special type of ferrodistortive
mode. This theory cannot however explain the scat-
tering observed from most quasi-elastic peaks and in
particular cannot explain the effects observed in
SrTiO3. Considerable effort has been made to try to
account for the results in terms of a critical theory
but it is very difficult to make a clear distinction be-
tween the quasi-elastic peak and the inelastic peak.

Halperin and Varma suggested that the slow quasi-
elastic peak could be accounted for by introducing
defects. There is no doubt either theoretically or
experimentally that defects can produce a central
peak. Nevertheless, Halperin and Varma were unable
to make any specific theoretical predictions that
could be tested experimentally. The defects were of
unknown strength and unknown concentration and
it is surprising that the effects are so similar for
different types of crystals containing very different
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defects. The authors conclude that the dynamic
central peaks are not yet understood and that more
experiments and an improved theory are needed to
explain the results.

In the case of the two length scales, high-energy
X-ray measurements do not show the effect because
the scattering is then not dominated by the surface
region. Two possible explanations have been put
forward. First, Altarelli et al. have suggested that
dislocations at the surface could alter the response in
the near surface region while Harris et al. have
suggested that random fields at the surface would be
dependent on the surface preparation. There is no
doubt that the preparation of the surface does make
a difference to the results, but nevertheless it is dif-
ficult to understand why the defects have very similar
results for very different materials and indeed for
both magnetic and structural phase transitions. An
alternative explanation is that the surface waves
propagating at the surface are free in the sense that
the surface of the crystal can respond to these strains
while it cannot respond to bulk elastic strains. This
can raise the temperature of the phase transition so
that the distorted region steadily grows in from the
surface. The new narrow component of the scatter-
ing is then a measure of the extent to which the sur-
face distortion has grown into the crystal due to the
coupling of the strain to the degree of order.

Summary

The concept of a soft mode has been reviewed as a
mechanical instability of a crystal against one of the
normal modes of vibration. The basic concept is cor-
rect and has been shown to very satisfactorily account

for the experimental behavior in very different systems.
Despite this undoubted success detailed measurements
close to the phase transition are not well understood.
Structural phase transitions are usually characterized
by quasi-elastic scattering as well as the inelastic soft
mode scattering and currently there is no satisfactory
account of that scattering although it is now over
30 years since the phenomenon was discovered. The
basic theory depends on the second energy scale
coming from defects even though no defects have been
introduced into the crystals and it is unlikely that very
similar results would be obtained from mechanically
very different crystals. Experiments have also been
performed that have shown a second length scale in a
‘‘near’’ surface region. These are now understood as
arising either from defects or from a part of the critical
scattering that arises from the order parameter strain
coupling that is dependent on the scattering from the
free surface. Further experiments and theory are need-
ed before these effects are understood (Figure 6).

See also: Ferroelectricity; Lattice Dynamics: Anharmonic
Effects; Lattice Dynamics: Aperiodic Crystals; Lattice
Dynamics: Vibrational Modes; Piezoelectricity.
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Introduction

Atoms vibrate in any material. The vibrational
modes describe a number of properties, like temper-
ature dependence of crystal lattice parameters and
elastic constants; they determine thermal expansion
properties, heat and electric conductivity, thermo
dynamic functions, and location of the critical
temperature in the phase diagram. Vibrational modes
enhance the diffusion processes, and play a crucial

role in superconductivity, ferroelectricity, shape-
memory alloys, etc. Neutron and synchrotron radia-
tion scattering, Raman scattering, and infrared
absorption methods are used to study atomic vibra-
tions in detail. Of course, atoms vibrate in pure crys-
tals, in crystals with substitutional and interstitial
defects, atomic clusters, dislocations, or grain bound-
aries. Atomic vibrations on surfaces and interfaces
are different compared to those in the bulk, due to
differences in neighboring atoms at these locations.

Lattice Dynamics Theory

The basic theory of the lattice dynamics has been
given by Born and Huang, who developed the theory
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for crystal lattices with translational symmetry.
The theory uses the Born–Oppenheimer adiabatic
approximation, which means that the electrons,
moving fast due to their lighter masses, follow the
much slower motion of nuclei. This approximation
allows one to write the potential energy V of the
system as a function of the instantaneous position of
atomic nuclei Rðn; mÞ:

V ¼ Vðy;Rðn; mÞ; yÞ

where Rðn; mÞ is the position of an atom vibra-
ting close to the lattice site m of the primitive unit
cell n. One defines the site position R0ðn; mÞ at the
minimum of the potential energy. Crystal symmetry
may fix the location R0ðn; mÞ. Indeed, some inter-
sections of two or more symmetry elements at a
single point define a site symmetry, and, consequent-
ly, any crystal function, including the potential
energy, may have an extremum at this point. The
atomic vibrations are usually small and amount
to a small percentage of the closest interatomic
distances. The potential energy can formally be
expanded in terms of such displacements, uðn; mÞ ¼
Rðn; mÞ� R0ðn;mÞ:

V ¼VðyR0ðn; mÞ;yÞ

þ 1

2

X
n;m;m;n

Fðn; m;m; nÞuðn; mÞuðm; nÞ

þ higher-order terms

The term VðyR0ðn; mÞ;yÞ stands for the athermal
crystal ground-state energy. Linear expansion terms
vanish because they are the first derivatives of a con-
tinuous function at the extrema (usually minima).
The second expansion term is called harmonic. The
expansion coefficient

Fðn; m;m; nÞ ¼ @2V

@Rðn; mÞ@Rðm; nÞ

����
o

defines the 3� 3 matrix of force constant connec-
ting atoms ðn; mÞ and ðm; nÞ. In crystals, the force
constant matrices remain invariant with respect to
these crystal symmetry elements, which do not alter
the vector joining the two connected atoms ðn; mÞ
and ðm; nÞ. Third-, fourth-, and higher-order terms of
the potential energy expansion are called anharmon-
ic contributions and are neglected in the harmonic
approach.

In the harmonic approximation, the equations of
motion of vibrating atoms are exactly solvable. The
solutions of the equations of motion for the atomic

displacements are usually chosen as

uðn; mÞ ¼Qðk; jÞffiffiffiffiffiffiffi
Mm

p eðk; j; mÞ

� exp½2piðk� Rðn; mÞ � oðk; jÞtÞ�

where Mm denotes atomic mass, k is the wave vector
defining a point in the reciprocal space of the crystal
lattice. The Q(k, j) is the normal-mode amplitude.
The equations of motion then leads to the eigenvalue
problem

o2ðk; jÞEðk; jÞ ¼ DðkÞEðk; jÞ

where j ¼ 1; 2;y; 3r labels the phonon branches.
The number of phonon branches can be less than 3r,
if some of them become degenerate due to crystal
symmetry.

The eigenvector E(k, j) is a column vector and the
dynamical matrix forms a square matrix:

Eðk; jÞ ¼

eðk; j; 1Þ
^

eðk; j; mÞ
^

eðk; j; 3rÞ

0
BBBBBB@

1
CCCCCCA

and

DðkÞ ¼

Dðk; 1; 1Þ; y; Dðk; 1; 3rÞ
^

y; Dðk; m; nÞ; y

^

Dðk; 3r; 1Þ; y; Dðk; 3r; 3rÞ

0
BBBBBB@

1
CCCCCCA

and

Dðk; m; vÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
MmMn

p X
m

Fð0; m;m; nÞ

� expf�2pik � ½Rð0; mÞ � Rðm; nÞ�g

D(k) is an Hermitian matrix of dimension 3r � 3r.
Here, r is the number of atoms in the primitive unit
cell. The summation m runs over unit cells of the
crystal. The eigenvalue equation provides the values
of squares of the eigenfrequencies, o2ðk; jÞ. The
eigenvectors Eðk; jÞ, also called the polarization
vectors, satisfy the orthonormality conditions.

For a given wave vector k, there exist 3r values of
o2ðk; jÞ frequencies, each of which describes a nor-
mal mode vibration. In a stable crystal, all o2ðk; jÞ
are real and positive. To each o2ðk; jÞ is associated an
eigenvector Eðk; jÞ having 3r components, as many as
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the number of degrees of freedom in the primitive
unit cell. The eigenvector controls the participation
and displacements of atoms in the vibrational mode.
The eigenvector components are complex numbers.

Quantum Treatment

In quantum mechanics, the crystal harmonic vibra-
tions are treated as a set of independent harmonic
oscillators. The states of each quantum oscillator
form equidistant energy levels, which are labeled by
the quantum number n. In the classical treatment, the
amplitude of oscillations can increase continuously.
In the quantum approach, the amplitude of vibra-
tions is specified by the probability of the oscillator
wave functions, which spread wider for higher quan-
tum numbers. The energy of the quantum oscillator
at state n is then

Enðk; jÞ ¼ _oðk; jÞ n þ 1
2

	 


In contrast to a classical oscillator, for which the
lowest energy is zero, the ground-state energy of
the quantum oscillator is nonzero, E0ðk; jÞ ¼ ð1=2Þ
_oðk; jÞ.

The quantum of an energy difference Dn ¼ 1 is
called a phonon. Thus, to specify a crystal state, one
should give the number of phonons occupying each
normal mode. The amplitude of atomic vibrations,
or the number of phonons, depends on the crystal
temperature. In a canonical ensemble, in which the
external variables are temperature T and volume V,
the mean number of phonons in the vibrational
normal mode ðk; jÞ is given by the Bose–Einstein
statistics,

nðk; jÞ ¼ 1

exp½_oðk; jÞ=kBT� � 1

where kB is a Boltzmann constant. Any number of
phonons can be inserted into the crystal. Harmonic
phonons do not interact, hence a thermal equilibrium
between them can be achieved only with a contribu-
tion of anharmonicity.

In the harmonic approximation, the energy E
of the atomic vibrations is a sum of kinetic and po-
tential energies, and could be represented as

E ¼
X
k;j

o2ðk; jÞ/jQðk; jÞj2S

where the mean square amplitude of the quantum har-
monic oscillator depends on the crystal temperature,

and is given by

/jQðk; jÞj2S ¼ _

2oðk; jÞ cth
_oðk; jÞ
2kBT

Phonon Dispersion Relations

The phonon dispersion relations are defined as the k
dependence of the frequencies, oðk; jÞ, of the normal
modes for all branches j and selected directions in the
crystal (Figure 1). The number of phonon branches,
j ¼ 1; 2;y; 3r, is equal to the number of degrees of
freedom in the primitive unit cell. Each point on the
phonon dispersion curve oðk; jÞ gives the frequency
of a phonon, which can be visualized as a dynamical
wave of length l ¼ 1=jkj, propagating along the k=jkj
direction. In this wave, the atoms vibrate with fre-
quency oðk; jÞ, and displace from the equilibrium
positions as indicated by the polarization vectors
E(k, j). Typical maximal phonon frequencies range
from 10 to 30THz, where 1 THz ¼ 1012 s�1. Other
units are also used: 1 THz ¼ 4:1357meV ¼
33:356 cm�1. The amplitudes of vibrations are
B0.03–0.08 Å.

Conventionally, the phonon dispersion relations
are drawn along crystal high-symmetry axis, but
other directions might also be shown. At the G point,
which corresponds to k ¼ 0, or to a reciprocal lat-
tice vector k ¼ b�, there are always three phonons
with zero frequency, oðk ¼ G; jÞ ¼ 0. The phonon
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Figure 1 Schematic representation of phonon dispersion rela-

tions of a primitive cubic crystal AB, with atoms A and B at po-

sitions (0,0,0) and ð1=2;1=2;1=2Þ. The high-symmetry directions

G–X, X–M, M–G and G–R connect the high-symmetry points

G ¼ ð0; 0; 0Þ; X ¼ ð1=2;0; 0Þ, M ¼ ð1=2;1=2;0Þ; R ¼ ð1=2;1=2;
1=2Þ of the primitive cubic Brillouin zone. In this example the

force constants for A and B atoms are assumed to be the same,

while the masses are different, MA ¼ 1:5 MB. Animations of

normal-mode vibrations of selected phonons can be viewed at

http://wolf.ifj.edu.pl. Vibrational amplitudes are much larger than

in real crystals.
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branches starting at oðk ¼ G; jÞ ¼ 0 are called acous-
tic phonon dispersion curves. Close to k ¼ G, the
acoustic branches show a linear dependence, that is,
oBjkj, and the slope is described by a combination
of the elastic constants of a crystal. The exact rela-
tionship between the slope and elastic constants
depends on the crystal point group. In some high-
symmetry crystals, and along high-symmetry direc-
tions, the atomic vibrations are either polarized
along the propagation wave vector k (longitudinal
acoustic modes, LA), or perpendicular to k (trans-
verse acoustic modes, TA). Other phonon dispersion
relations, being of nonzero frequency at G point
oðk ¼ G; jÞa0, are called optic. Optic modes could
have similar longitudinal and transverse characters.
Local atomic vibrations lead usually to flat phonon
dispersion relations. A strong coupling of displace-
ments between neighboring atoms causes a large
phonon dispersion, that is, a large k dependence of
oðk; jÞ.

The frequencies of phonon modes are periodic
with the reciprocal lattice vector b�,

oðkþ b�; jÞ ¼ oðk; jÞ

in other words, the phonon dispersion relations in
every Brillouin zone of the crystal are the same. In
contrast, the polarization vectors may differ by a
phase factor in going from one Brillouin zone to an-
other zone.

In principle, the complete phonon dispersion rela-
tions can be measured by coherent inelastic neutron
scattering, or by inelastic X-ray scattering, provided
the phonon peaks are well resolved, and their in-
tensities are sufficient. Some phonon frequencies
oðk ¼ G; jÞ at wave vector k ¼ G can be measured
by infrared absorption and/or Raman scattering
methods. In nonmetallic crystals, the phonon modes,
having symmetry which allows one to observe them
by an infrared absorption method, are split into
longitudinal optic (LO) and transverse optic (TO)
components having different frequencies. The differ-
ence between LO and TO frequencies depends on
the magnitude of the Born effective charges and the
electronic part of the dielectric constant. In metals,
the LO/TO splitting does not occur. In molecular
crystals, the internal vibrations of molecular consti-
tuents usually present local vibrations; therefore,
the phonon dispersion curves remain flat, while the
intermolecular coupling provides acoustic and low-
frequency lattice optic phonons of appreciable dis-
persion.

Realistic phonon dispersion relations for the ather-
mal regime (T ¼ 0, no phonon displacements) can be
calculated from first principles either by a direct

method, or by a linear response perturbation meth-
od. In the direct method, the Hellmann–Feynman
forces, being the first derivatives of the crystal po-
tential energy and arising due to the atomic displace-
ments, are calculated from first principles, and then
used to derive the force constants. In the linear re-
sponse method, the force constants are calculated
directly as the second derivatives of the ground-state
energy of the crystal.

Phonon Density of States

The phonon density of states gðoÞ describes the
number of phonon modes of a specific frequency
oðk; jÞ in a given frequency interval ðo� 1=2
ðDoÞ;oþ 1=2ðDoÞÞ, if the density of wave vectors
k in the Brillouin zone is homogeneously distribu-
ted (Figure 2). Formally, gðoÞ is obtained from the
relation

gðoÞ ¼ 1

3r N Do

X
k;j

dDoðo� oðk; jÞÞ

where the new d function is defined as dDoðxÞ ¼ 1 if
Do=2oxpDo=2, and dDoðxÞ ¼ 0 otherwise. The
summation runs over wave vectors k of the first
Brillouin zone, and all phonon branches. Here, N is
the number of wave vectors k. The phonon density of
states is normalized

R
N

0 do gðoÞ ¼ 1.
The phonon density of states gðoÞ spreads from

zero to the maximal phonon frequency existing in a
given crystal. For acoustic phonons, behaving line-
arly close to k ¼ G, gðoÞ is proportional to o2 close
to o ¼ 0. In simple crystals, the o2 dependence may
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Figure 2 Schematic representation of phonon density of states

of a primitive cubic crystal AB, with atoms A and B at positions

(0,0,0) and ð1=2;1=2;1=2Þ the same as in Figure 1. In this ex-

ample the force constants A and B atoms are assumed to be the

same, while the masses are different, MA ¼ 1:5 MB . The partial

phonon density of states for A and B atoms are also shown.
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cover a substantial part of the o interval; however, in
complex crystals, the quadratic dependence is limited
to the close vicinity of the point o ¼ 0. Flat phonon
dispersion relations may lead to sharp peaks in gðoÞ.
In simple crystals with a large mass difference of the
constituents the vibrations could separate to a low-
frequency phonon band, caused mainly by oscilla-
tions of heavy atoms, and to a high-frequency band,
occupied by light atoms. The bands could be
separated by a frequency gap. It should, however,
be stressed that, without measurements or precise
calculations, the prediction of phonon spectra is
impossible.

To describe the vibrations of a specific atom m
moving along the i-direction a partial phonon density
of states is introduced

gi;mðoÞ ¼
1

3r N Do

X
k;j

jeiðk; j; mÞj2

� dDoðo� oðk; jÞÞ

The factor jeiðk; j; mÞj2 represents the abundance of
a given mode. It is normalized to

R
N

0 do gi;mðoÞ ¼
1=3r. This density of states defines a participation of
an atom m in harmonic vibrations occurring along
the selected direction i. It suggests which atom is
taking part in a given peak of gðoÞ.

Remarks

Crystal symmetries are specified by the space groups.
Possible transformations of atomic displacements are
then classified by the irreducible representations of
the crystal space group. An irreducible representa-
tion can be assigned to each normal mode or phonon.
The classification of normal modes by irreducible
representations can be done without diagonalization
of the dynamical matrix, that is, without the know-
ledge of the phonon frequencies. These irreducible

representations also describe the activity of phonon
peaks in Raman scattering and infrared absorption,
the possibility of LO/TO splitting, the low-symmetry
space group arising at a phase transition caused by a
soft mode, and the interaction of phonon branches. In
particular, phonon branches labeled by the same ir-
reducible representation cannot cross.

The energy E of the harmonic crystal shows that
any phonon-like fluctuation always increases the
system energy, since o2ðk; jÞ40 and /jQðk; jÞj2S40.
Thus, phonons do not destroy the crystal stability. If,
however, due to external conditions, o2ðkc; jcÞ be-
comes negative, the crystal ceases to be stable. It in-
duces a phase transition with a change of space
group. The increasing vibrational amplitude is con-
fined by anharmonic terms. The phonon with critical
frequency o2ðkc; jcÞ is called a soft mode.

See also: Lattice Dynamics: Anharmonic Effects; Lattice
Dynamics: Aperiodic Crystals; Lattice Dynamics: Struc-
tural Instability and Soft Modes.
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Introduction

Electrons and holes in semiconductors recombine ei-
ther radiatively, that is, accompanied by the emission
of a photon, or nonradiatively. In light emitting

devices, the former is the preferred process. Although
nonradiative recombination can be minimized, it
can, under practical conditions, never be reduced to
zero. Thus, there is competition between radiative
and nonradiative recombination. Maximization of
the radiative process can be attained in a number of
ways that is discussed below.

In light emitting diodes (LEDs), radiative recom-
bination is spontaneous in nature and the recombi-
nation rate depends on the concentration of carriers.
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The situation is different for laser diodes, in which
stimulated recombination dominates. This process
depends on the concentration of photons as well as
the concentration of carriers.

The energy of emitted photons is near the band-
gap energy of the active (light-emitting) material.
To date, LEDs are available that cover the IR and
entire visible wavelength range from 390 nm (violet)
to 720 nm (red). In addition, LEDs emitting in the
UV wavelength range have recently become avail-
able. For visible-spectrum LEDs, III–V compound
semiconductors such as AlGaInP, GaInN, and AlGa-
As are used. Their bandgap energy can be adjusted
by the chemical composition, for example, the mole
fraction x in Ga1–xInxN. III–V phosphides are used
for emitters in the IR, and in the red to green
wavelength range, whereas III–V nitrides are used
for emitters in the green to violet range and the
UV wavelength range. The emission of III–V
arsenides extends from the IR to the red part of the
spectrum.

Optical Properties

The probability that electrons and holes recombine
radiatively is proportional to the product of electron
and hole concentration, that is, Rpnp. The recom-
bination rate per unit time per unit volume can be
written as

R ¼ �dn

dt
¼ �dp

dt
¼ Bnp ½1�

where B is a proportionality constant, the bimolecular
recombination coefficient, with a typical value of
10�10 cm3 s� 1 for direct-gap III–V semiconductors.

Fundamental types of band structures and associ-
ated recombination processes are shown in Figure 1.
During the recombination process, the electron

momentum ðp ¼ ð2m�EÞ1=2Þ cannot change signi-
ficantly because momentum must be conserved and
the photon momentum ðp ¼ h=lÞ is negligibly small.
Thus optical transitions must be ‘‘vertical’’ in nature,
that is, electrons recombine only with holes that have
the same k value as shown in Figure 1.

Efficient recombination occurs in direct-gap
semiconductors shown in Figure 1a. However, the
recombination probability is much lower in indirect-
gap semiconductors because a phonon is required
to satisfy momentum conservation, as shown in
Figure 1b. The radiative efficiency of indirect-gap
semiconductors can be increased by isoelectronic
impurities, for example, N in GaP. Isoelectronic im-
purities can form an optically active deep level that is
localized in real space (small Dx) but, according to
the uncertainty relation, delocalized in k space (large
Dk), so that the impurity can satisfy the momentum
conservation, as indicated in Figure 1c.

During nonradiative recombination, the electron
energy is converted to vibrational energy of lattice
atoms, that is, phonons. There are several physical
mechanisms by which nonradiative recombina-
tion can occur with the most common ones being
point defects (impurities, vacancies, interstitials, an-
tisite defects, and impurity complexes) and spatially
extended defects (screw and edge dislocations, clus-
ter defects). It is quite common for such defects to
form one or several energy levels within the forbid-
den gap. The defects act as efficient recombination
centers (Shockley–Read recombination centers) in
particular, if the energy level is close to the middle
of the gap.

The emission spectra of an AlGaInP red, a GaInN
green, and a GaInN blue LED are shown in Figure 2.
The spectral line width of spontaneous emission can
be calculated to be 1.8 kT and is caused by the ther-
mal energy of carriers. However, the LEDs shown in
Figure 2 have an active region comprised of a ternary

EC(k)Direct gap

h

h


Ev(k)

E

k
h


Indirect gap Indirect gap with deep level

Localized impurity
level

∆qphonon

(a) (b) (c)

Figure 1 Semiconductor band structure for (a) direct-gap, (b) indirect-gap, and (c) indirect-gap semiconductors with deep isoelectronic

impurity level. Indirect transitions have a much smaller probability due to the requirement of a phonon.
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or quaternary alloy, for example, Ga1� xInxN. Alloy
broadening, caused by fluctuations of the active
region chemical composition, leads to spectral
broadening that goes beyond 1.8 kT. Alloy broaden-
ing is particularly strong in the green Ga1� xInxN
LEDs with line widths as wide as 10 kT at room
temperature.

The light-output-power versus injection-current is
shown in Figure 3 for three types of visible-spectrum
LEDs. A linear dependence with unit slope (dashed
line), that is, unit differential quantum efficiency, is
expected for the light-versus-current curves. The ma-
ture AlGaInP LED closely follows the unit-slope line.

However, the slope of the green and blue LEDs de-
creases with increasing current level indicating a
decreasing efficiency (efficiency droop).

Electrical Properties

In the vicinity of the unbiased p–n junction plane
shown in Figure 4a, electrons originating from do-
nors on the n-type side diffuse to the p-type side
where they recombine. A corresponding process
occurs with holes. As a result, a region near the
p–n junction, the depletion region, is depleted of
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free carriers. In the absence of free carriers in the
depletion region, the only type of charge is ionized
donor and acceptor charges. This depletion region
produces a potential, the diffusion voltage, VD,
given by

VD ¼ kT

e
ln

NAND

n2
i

½2�

where NA and ND are the acceptor and donor con-
centrations, respectively, and ni is the intrinsic carrier
concentration of the semiconductor. The diffusion
voltage represents a barrier that free carriers must
overcome in order to reach the neutral region of the
opposite conductivity type.

The width of the depletion region is given by

WD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e
e
ðVD � VÞ 1

NA
þ 1

ND

� �s
½3�

where e ¼ ere0 is the dielectric permittivity of the
semiconductor and V is the diode bias voltage.

An external bias applied to a p–n junction will
drop across the depletion region, which is resistive
due to the lack of free carriers. A forward bias
decreases the p–n junction barrier causing electrons
and holes to be injected into the neutral regions with

opposite conductivity type. As the current increases,
carriers diffuse into the regions of opposite con-
ductivity type and recombine, thereby emitting
photons.

The theory of current transport in p–n junctions
was first developed by William Shockley in the early
1950s and the equation describing the I–V charac-
teristic is known as the Shockley equation

I ¼ eA

ffiffiffiffiffiffiffi
Dp

tp

s
n2
i

ND
þ

ffiffiffiffiffiffiffi
Dn

tn

s
n2
i

NA

 !
ðeeV=kT � 1Þ ½4�

where A is the junction area and Dn;p and tn;p are the
electron and hole diffusion constants and minority
carrier lifetimes, respectively.

Under typical forward bias conditions, the diode
voltage is VckT/e, and thus ½expðeV=kTÞ � 1�E
expðeV=kTÞ. For forward bias conditions, the Shock-
ley equation can be rewritten as

I ¼ eA

ffiffiffiffiffiffiffi
Dp

tp

s
NA þ

ffiffiffiffiffiffiffi
Dn

tn

s
ND

 !
eeðV�VDÞ=kT ½5�

The exponent in eqn [5] illustrates that the current
strongly increases as the diode voltage approaches a
threshold, which is about equal to the diffusion
voltage, that is, VthEVD.

In an ideal diode, every electron injected into the
active region will generate a photon. Thus, cons-
ervation of energy requires that the electron energy
eV equals the photon energy hn, that is,

eV ¼ hn ½6�

Beyond turn-on, the diode becomes highly con-
ductive and the diode voltage V is about the same
as the threshold voltage Vth. The energy of photons
emitted from a semiconductor with energy gap Eg is
given by

hn ¼ Eg þ ð1=2ÞkTEEg ½7�

Thus eqn [6] can be rewritten as

VthEVDEEg=e ½8�

Diode I–V characteristics of AlGaInP red and GaInN
green and blue LEDs are shown in Figure 5. The
experimental threshold voltages shown in the figure
and the comparison with the bandgap energy of these
materials indicate that the energy gap and the thresh-
old voltage indeed agree reasonably well.
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Figure 4 Band diagram and carrier distribution of a p–n ho-

mojunction (a) without and (b) with applied forward bias. Ln=p and

tn=p are the minority carrier diffusion lengths and lifetimes,

respectively. WD is the width of the depleted region.
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Definitions of LED Efficiencies

The internal quantum efficiency of a current-injected
semiconductor device is given by

Zint

¼ Number of photons emitted from active region per second

Number of electrons injected into LED per second

¼ Pint=ðhnÞ
I=e

½9�

where Pint is the optical power emitted from the
active region and I is the injection current. Not all
photons emitted by the active region will escape from
the LED semiconductor chip. The light extraction
efficiency is defined as

Zextraction

¼ Number of photons emitted into free space per second

Number of photons emitted from active region per second

¼ P=ðhnÞ
Pint=ðhnÞ

½10�

where P is the optical power emitted into free space.
The external quantum efficiency is defined as

Zext

¼ Number of photons emitted into free space per second

Number of electrons injected into LED per second

¼ P=ðhnÞ
I=e

¼ ZintZextraction ½11�

The external quantum efficiency gives the ratio of the
number of useful light particles to the number of in-
jected charge particles.

The power efficiency is defined as

Zpower ¼ P=IV ½12�

where IV is the electrical power provided to the LED.
Informally, the power efficiency is also called ‘‘wall-
plug efficiency.’’

The luminous flux measures the light power of a
source as perceived by the human eye in units of
lumen (lm). One lumen is defined as the luminous
flux of a light source emitting an optical power of
(1/683) watt at 555 nm. For visible-spectrum LEDs,
the luminous efficacy of radiation is defined as the
luminous flux emitted by the source divided by the
optical power, that is,

Zlum radiation

¼ 683
lm

W

Z
l

VðlÞPðlÞ dl=
Z
l

PðlÞ dl ½13�

where 683 lm/W is a normalization factor and V(l) is
the eye sensitivity function. The luminous efficiency
of the source is defined as the luminous flux emitted
by the source divided by the input electrical power,
that is,

Zlum source ¼ 683
lm

W

Z
l

VðlÞPðlÞ dl=IV ½14�

where IV is the LED input power.

High Internal-Efficiency Structures

The radiative recombination rate R given in eqn [1] is
proportional to the product of the carrier concentra-
tions n and p. Therefore, a high concentration of
carriers in the active region decreases the radiative
carrier lifetime and the probability of nonradiative
recombination.

The distribution of carriers in a p–n homojunction
was shown in Figure 4. The minority carrier con-
centration decreases exponentially with distance
from the p–n junction. The mean distance that a mi-
nority carrier diffuses before recombination is the
diffusion length Ln=p which is given by

Ln ¼
ffiffiffiffiffiffiffiffiffiffiffi
Dntn

p
and Lp ¼

ffiffiffiffiffiffiffiffiffiffiffi
Dptp

p
½15�

where tn and tp are the electron and hole minority
carrier lifetimes, respectively. In typical semiconduc-
tors, the diffusion length is of the order of microm-
eters. For example, the diffusion length of electrons in
p-type GaAs is Ln ¼ ð220 cm2 s�1 � 10�8 sÞ1=2 ¼
15 mm. Thus, minority carriers are distributed over
a region several microns thick and recombination
occurs within a relatively large volume.

All high-brightness LEDs employ heterojunctions
or quantum wells. A structure consisting of two bar-
riers, that is, two large-bandgap semiconductors, is a
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Figure 5 Forward current–voltage characteristic of GaInN/GaN

blue, GaInN/GaN green, and AlGaInP/GaAs red LEDs.
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double heterostructure (DH). A multiple quantum
well structure (MQW) consists of wells made of a
small-bandgap material embedded in the active
region of a DH. Band diagrams of a DH and MQW
structure are schematically shown in Figure 6.
Carriers injected into the active regions of the DH
or the MQW are confined to the well regions by the
barriers. As a result, the thickness of the region in
which carriers recombine is given by the thickness of
the well rather than the diffusion length.

The consequences of this change are significant. It
is assumed that the thickness of the active region is
much smaller than the typical diffusion length.
Whereas diffusion lengths are several micrometers,
the well region of a DH ranges from 0.1 to 1.0 mm.
An MQW structure can have well regions as thin as
2 nm. Thus, carriers in a DH or MQW structure have
higher carrier concentrations than carriers in homo-
junctions and a resulting higher radiative efficiency.
To further prevent leakage of carriers out of the
active region, blocking layers are used, as shown in
Figure 6. Because electrons are more mobile than
holes, electron-blocking layers (rather than hole-
blocking layers) are commonly used.

Although DHs and MQWs allow for impro
ved LED designs, there are also problems associat-
ed with such structures. One of the problems intro-
duced by heterostructures is the resistance caused by
the formation of a barrier at the heterointerface.

Carriers transferring from one semiconductor to an-
other must overcome this barrier by either tunneling
or by thermal emission. The resistance caused by
heterojunctions can have a strong deleterious effect
on device performance, especially in high-power
devices. Fortunately, it has been shown that hetero-
structure band discontinuities can be completely
eliminated by grading of the chemical composition
of the semiconductor in the vicinity of the hetero-
structure.

The overflow of carriers from the active region
into the confinement regions is another loss mecha-
nism. Carrier overflow occurs at high injection cur-
rent densities. As the injection current increases, the
carrier concentration in the active region increases.
For sufficiently high current densities, the active
region is flooded with carriers and the Fermi level
may rise to the top of the barrier. As a result, the
optical intensity saturates. Carrier overflow of the
active region is a potential problem in DH and
MQW structures. In order to avoid this problem,
high-current LEDs must employ thick DH active
regions, or many QWs for MQW active regions.

High Extraction-Efficiency Structures

Owing to the high refractive index of semiconduc-
tors, light incident on a planar semiconductor–air
interface is totally internally reflected, if the angle of
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Figure 6 Band diagrams of undoped (a) double hetero (DH) and (b) multiple-quantum well (MQW) structures. The MQW structure

employs an electron-blocking layer to avoid electron leakage out of the MQW active region. The inset shows the quantum well region

and optical transition between quantized states.

Light Emitting Diodes 107



incidence is sufficiently large. Snell’s law gives the
critical angle of total internal reflection. As a result of
total internal reflection, light can be ‘‘trapped’’ inside
the semiconductor. The occurrence of trapped light is
illustrated in Figure 7a. In the high-index approxi-
mation, the angle of total internal reflection is given
by ac ¼ n�1

s , where ns is the semiconductor refractive
index.

For high-index semiconductors, the critical angle is
quite small. For example, for the GaAs refractive in-
dex of 3.3, the critical angle for total internal reflec-
tion is only 171. Thus most of the light emitted by the
active region is trapped inside the semiconductor.
The trapped light eventually will be reabsorbed.
Once absorbed, the electron–hole pair may re-emit a
photon (‘‘recycling’’ of a photon) or recombine non-
radiatively. If re-emitted as a photon, the photon
propagation direction may fall into the escape cone.
Thus the exact magnitude of the active region inter-
nal quantum efficiency and the probability of a
photon to be emitted into the escape cone will
determine the overall quantum efficiency of a device.
The magnitudes will also determine which strategy
(direct light extraction or light extraction by photon
recycling) will result in the most efficient device.
In the limit of low and high internal efficiency,
photon recycling is an ineffective and effective
strategy to maximize power efficiency, respectively.
Absorption of light in substrates and metallic con-
tacts are other mechanisms lowering the extraction
efficiency.

It has been known since the infancy of LED tech-
nology that the light-escape problem is strongly

correlated to the geometrical shape of the LED
chip. Common LED chips have the shape of a rec-
tangular parallelepiped. Such LED chips are fabri-
cated by cleaving the wafer along its natural cleaving
planes. In a parallelepiped-shaped chip, light rays
propagating within a total of six different cones
(corresponding to the six surfaces of a parallelepi-
ped) can escape from the chip. Although rectangular-
parallelepiped LEDs have low extraction efficiency, a
substantial advantage of such LEDs is low manufac-
turing cost.

There are different strategies to increase light ex-
traction from LEDs including the resonant-cavity,
surface-roughened, and chip-shaped LED shown in
Figures 7b–7d respectively. The resonant-cavity light-
emitting diode (RCLED) has a light emitting region
inside an optical cavity. The optical cavity has a
thickness of typically one-half or one times the
wavelength of light, that is, a fraction of a microm-
eter for devices emitting in the visible or in the in-
frared. The resonance wavelength of the cavity
coincides with the emission wavelength of the active
region. The spontaneous emission properties from a
light emitting region located inside the resonant
cavity are enhanced by the change in optical mode
density occurring in optical cavities. The RCLED
was the first practical device making use of a spon-
taneous emission enhancement occurring in resonant
cavities.

The placement of an active region inside a reso-
nant cavity results in multiple improvements of the
device characteristics. First, the light intensity emit-
ted from the RCLED along the axis of the cavity, that

Trapped
light ray

High-index
semiconductor

Light trapped
in semiconductor
by total internal
reflection

Escape
cone

�c

(a)

(b) (c) (d)

Substrate

Chip-shaped LED Surface-textured LEDResonant cavity LED

Substrate

Figure 7 (a) Light rays emanating from a point-like emitter are trapped inside the semiconductor due to total internal reflection. Only

light rays with propagation directions falling within the escape cone can leave the semiconductor. Strategies increasing the extraction

efficiency include (b) resonant-cavity, (c) textured, and (d) chip-shaped LEDs.
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is, normal to the semiconductor surface, is enhanced
by a typical factor of 2–10. Second, the emission
spectrum of the RCLED has a higher spectral purity
compared with conventional LEDs. In conventional
LEDs, the spectral emission line width is determined
by the thermal energy kT. However, in RCLEDs, the
emission line width is determined by the quality fac-
tor (Q factor) of the optical cavity. As a result, the
spectral emission width of the RCLED is a factor of
about 2–10 narrower compared with conventional
LEDs. Third, the emission far-field pattern of the
RCLED is more directed compared with conventio-
nal LEDs. In conventional LEDs, the emission pat-
tern is lambertian (i.e., cosine-function-like). In an
RCLED, the emission pattern is directed along the
optical axis of the cavity.

Other efficient ways to increase the light extraction
efficiency include the use of roughened or textured
semiconductor surfaces. A cone-shaped surface-
roughening is shown in Figure 7c. Light rays emana-
ting from the active region below the base of the cone
undergo multiple reflections until they eventually
have near-normal incidence at the semiconductor–air
interface and then escape from the chip. For infrared
GaAs-based devices, external quantum efficiencies of
40% have been demonstrated with surface-textured
LEDs.

Several chip-shaped LEDs have been commercial-
ized including the pedestal-shaped chip shown in
Figure 7d and the truncated inverted pyramid (TIP)
chip. The ray traces indicated in the figure show that
light rays at the base of the pyramid can escape from
the semiconductor after undergoing one or multiple

internal reflections. The TIP geometry reduces the
mean photon path-length within the crystal, and thus
reduces internal losses. Ray tracing computer models
are employed to optimize the sidewall angle thereby
maximizing light extraction.

Packaging

Virtually all LED chips are encapsulated with opti-
cally transparent materials such as polymers, epox-
ies, or silicone. The most common encapsulant is
epoxy resin, or briefly epoxy. Encapsulation is ac-
complished when the epoxy resin mixture is in its
liquid state. The mixture is subsequently cured at
high temperature to solidify the encapsulant.

The refractive index contrast between the semi-
conductor and air is reduced by epoxy. Epoxies have
typical refractive indices of 1.5 to 1.8. A lower index
contrast at the semiconductor surface increases the
angle of total internal reflection thereby enlarging the
LED escape cone and extraction efficiency.

Furthermore, the epoxy encapsulant commonly has
the shape of a hemisphere, as shown in Figures 8a
and 8b, so that the angle of incidence at the epoxy–air
interface is always perpendicular to the epoxy sur-
face. As a result, total internal reflection does not
occur at the epoxy–air interface.

Epoxy domes provide protection against unwanted
mechanical shock, chemicals, and moisture (hermeti-
city). Epoxy also stabilizes the LED chip and bonding
wire. Finally, epoxy provides mechanical stability to
the two metal leads of the LED chip and holds them
in place.
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Figure 8 (a) Influence of an encapsulant on the escape cone. (b) Conventional LED in 5mm package with hemispherical epoxy dome.

(c) Package of high-power LED. (After Krames (2003) Overview of current status and recent progress of LED technology. US

Department of Energy Workshop ‘‘Solid State Lighting – Illuminating the Challenges,’’ Crystal City, VA.)
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Epoxy remains transparent and does not show
signs of degradation over a period of many years
for long-wavelength visible-spectrum and IR LEDs.
However, epoxies lose transparency in LEDs emit-
ting at shorter wavelengths, namely in the violet
and UV range. Furthermore, when exposed to tem-
peratures exceeding 1201C for a sustained period
of time, epoxies lose transparency and become
yellowish.

In epi-side up GaInN LEDs grown on sapphire
substrates with two side-by-side contacts, a large-
area p-type top contact that covers the entire p-type
mesa results in a uniform current distribution in
the active region. However, such a large top contact
will hinder the extraction of light. This fundamental
trade-off can be avoided by flip-chip packaging
where the LED is mounted with its topside facing a
holder with good thermal and electrical conductivity.
Flip-chip packaging is particularly advantageous for
high-power devices.

A high-power LED package is shown in Figure 8c.
The package has several advanced features including
an Al or Cu heatsink slug that provides a low ther-
mal resistivity of the package, a highly transparent
silicone encapsulant that is chemically more stable
than epoxy resin, and an electrostatic discharge
protection (ESD) circuit integrated into a silicon
submount.

The thermal resistance of LED packages together
with the maximum temperature of operation deter-
mines the maximum thermal power that can be dis-
sipated in the package. The maximum temperature
of operation may be determined by reliability con-
siderations, by the degradation of the encapsulant,
and by internal-quantum-efficiency considerations.
The 5mm packages used for low-power LEDs (see
Figure 8b) have a high thermal resistance of about
250KW�1. Packages using heatsink slugs that trans-
fer heat from the chip directly to a printed circuit
board (PCB) which in turn spreads the heat, have
thermal resistances of 6–12KW�1.

Organic Light Emitting Diodes

Besides light emitting diodes based on inorganic ma-
terials, organic materials such as polymers and single
crystals composed of organic molecules have been
used as light emitters. Organic materials can display
strong photo- and electroluminescence with quantum
efficiencies of several percent. Organic light emitting
diodes (OLEDs) have been used in active-matrix dis-
plays. With increasing efficiency, OLEDs could also
become candidates for solid-state lighting applica-
tions. A schematic OLED structure consisting of a
substrate, a transparent anode, organic electron and

hole transport layers (ETL and HTL, respectively),
and a low-workfunction metal cathode is shown in
Figure 9a.

Several organic materials are strongly luminescent
such as the molecule tris-(8-hydroxy quinoline), Al
(Alq3), or the polymer poly(p-phenylene vinylene)
(PPV). Many of the luminescent organic materials
are p-conjugated compounds, in which pz and py

orbitals of neighboring C-atoms overlap and form p-
orbitals and p-bonds. Due to the overlap, electrons in
p-orbitals are delocalized along the bond axis be-
tween the two C-atoms. In organic polymers, the
delocalized p-electron cloud extends along the entire
length of the chain. The energy of electrons in
p-orbitals is usually higher than the energies of elec-
trons in s orbitals. The gap between the highest
occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) is usually be-
tween 1.5 and 3 eV (see Figure 9b). Both HOMO and
LUMO are p orbitals.

Light-emission in OLEDs is caused by radiative
transitions between a singlet-exciton excited state
and the singlet-exciton ground state or by a radia-
tive decay of the triplet excitons into the singlet
ground state (phosphorescence). However, compe-
ting processes such as the decay of singlet states into
polarons (charge transfer) or the photooxidative for-
mation of carbonyl groups acting as singlet-quench-
ing centers may drastically reduce the luminescence
yield.

Under the influence of an electric field, holes and
electrodes are injected into the organic material from
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Figure 9 (a) Schematic structure of an OLED and (b) band

diagram of an OLED in operation. (After Shinar (ed.) (2002)

Organic Light-Emitting Devices, pp. 1–41. New York: Springer.)
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the anode and cathode, respectively (see Figure 9b).
In most cases, the injection of electrons from the
metal contact is less efficient than hole injection
through the ITO anode resulting in vastly diffe-
rent carrier concentrations and in reduced device
efficiencies.

Transport of carriers inside the OLED structure
occurs through inter-site hopping between locali-
zed states forming narrow bands around the HOMO
and LUMO levels. Electrons and holes crossing the
organic HTL/ETL interface into the HTL and ETL,
respectively, experience a significant reduction of
their mobility. This carrier deceleration results in a
charge accumulation near the interface and light
generation in the near-interface region. However,
strong carrier-concentration gradients at the interface
can also lead to local electric fields strong enough to
dissociate singlet excitons and decrease the emission
efficiency.

OLEDs emitting in the red-to-green wavelength
region with lifetimes exceeding 104 h (at low current
densities) and external quantum efficiencies 44%
have been demonstrated. White and blue OLEDs
with lifetimes around 103 hours and similar efficien-
cies have been demonstrated as well. The external
quantum efficiency is expected to increase so that
organic light emitters may become attractive for an
increasing number of applications.
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Introduction

Liquid crystals (LCs) represent a state of matter in-
termediate between crystalline solids, which are char-
acterized by a regular periodic arrangement of atoms
or molecules, and isotropic liquids, which lack any
type of order. They exhibit varying degree of orien-
tational and/or translational order in specific spatial
directions. For example, in the LC phase known as
the smectic-A (SmA), with molecules arranged in
stacked layers, one-dimensional translational order
similar to a crystal exists in the stacking direction.
However, within the layers, the molecular arrangem-
ent is liquid-like. Such a phase that is ‘‘liquid’’ in the

two in-plane directions and ‘‘crystal’’ in the third, is
one example of a large number of LC phases.

LC phases are formed by materials made of an-
isotropic molecules or other entities, such as aggre-
gates of molecules in surfactant solutions known as
micelles. LC phases formed by surfactant solutions
are known as lyotropic liquid crystals and their dis-
cussion is beyond the scope of this article. The sim-
plest of the LC phases, the nematic (N) phase, is
formed when the molecules are oriented, on average,
parallel to a common direction represented by an
apolar unit vector, n, referred to as the ‘‘director.’’
The structure of the phases with degrees of order
higher than the N phase is different for different
molecular shapes. Different nomenclatures are intro-
duced here to describe them. For the purpose of this
article, the N phases are described first, followed by
other phases exhibited by rod-like, disk-like, and
then bent-core (banana) shaped molecules. Although
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more than 50 LC phases are known, the focus here
is only on those that are of fundamental scientific
interest, commonly encountered, and/or have poten-
tial for technological applications. Classification of
various phases is usually based on the concepts of
symmetry relevant for liquid crystals such as orien-
tational order, translational order, bond-orientation-
al order, chirality, and dipolar ordering. The bond
orientational order (BOO) refers to the degree to
which crystal axes are parallel to each other over
large distance. BOO can exist even when the lattice
periodicity does not extend over large distances.

Nematic Phases

In the simplest nematic phase, rod-like molecules are
oriented with their long axis on average parallel to
the director, n. The degree of order is described by a
symmetric, diagonal, traceless, and real tensor order
parameter Q:

Q ¼

� S þ Z
2

0 0

0 � S � Z
2

0

0 0 S

2
66664

3
77775

When Z is zero, it describes the uniaxial N phase,
Figure 1, which may comprise of rod-like, disk-like,
or bent-core molecules. In the uniaxial N phase, ori-
entational order exists only along n. The two direc-
tions orthogonal to n are degenerate. The order
parameter S then measures how well the symmetry
axes of the molecules are aligned. If the long axes of
individual molecules are assumed to make an angle y
with respect to n, then S reduces to

S ¼ 1=2/3 cos2 y� 1S

where /?S specifies thermal average. Optically,
such phases are described by two indices of extraor-
dinary and ordinary refraction, ne and no in the di-
rections parallel and perpendicular to n, respectively.

Almost all LC displays used in commercial prod-
ucts such as laptop computers, hand-held devices,
and flat-panel televisions employ the N phase. The
ability to control the optic axis of this phase with the
application of an electric field permits measured
changes in the optical path length and the state of
polarization of the transmitted light beam, and forms
the basis of their operation.

If Z is not zero, thenQ represents a phase which has
additional orientational order along a secondary
director, m, in the plane orthogonal to the primary
director, n. Such a phase, shown in Figure 2, is known

as the biaxial nematic phase, Nbx, and it has three
different indices of refraction along the three spatial
directions. The parameter Z measures the degree of
biaxial order along the secondary director, m.

The biaxial nematic phase was predicted on the
basis of symmetry arguments in 1970 followed by a
flurry of activity in theoretical and experimental ar-
eas. It was discovered in 1980 in lyotropic liquid
crystals that, for a long time, have remained the only
type of system to exhibit this phase. However, in
monomeric (or molecular) systems, there were only
false reports of its discovery. According to a group of
experts who analyzed all prior reports of the exist-
ence of the Nbx phase in molecular LCs in 1998,
the existence of this phase had not been substanti-
ated. It is only very recently that its existence has
been confirmed in the bent-core mesogens with X-ray

Figure 1 Schematic representation of molecular arrangement

of (top to bottom) rod-like, discotic, and bent-core molecules in

the uniaxial N phase.
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diffraction on samples in which surface treatment and
electric field were used to align the primary and
secondary directors, respectively. The structure of this
phase and experimental situations that confirmed
the biaxiality is schematically shown in Figure 2.
Subsequent to this discovery, a more careful study of
the N phases formed by new bent-core materials has
revealed the existence of both uniaxial and biaxial
nematic phases at different temperatures in several
single-component systems.

A special case of the uniaxial N phase arises when it
is constituted of chiral (lacking mirror symmetry) mol-
ecules or when a small amount of chiral additive is
dissolved in the N phase. This phase is known as the
cholesteric phase as it was first observed in the
derivatives of cholesterol. In the cholesteric phase,
the unit vector n describes a helical trajectory of a well-
defined pitch (Figure 3). Since there is no directionality
to the vector n, the molecular orientation repeats for
every 1/2 pitch length or p-rotation. The pitch is, in
general, strongly temperature dependent and often
comparable to the wavelength of visible light. Choles-
teric phases exhibit brilliant colors due to Bragg dif-
fraction of light at the corresponding pitch. Thus, they
show different colors of light at different temperatures.
This property forms the basis of the ‘‘mood rings.’’
(Mood rings are sold in gift shops. They change color
as the wearer’s body temperature (or, mood) changes.)
The director for the cholesteric phase, in its component
form, is written as n¼ [cos(qozþf), sin(qozþf), 0].

Figure 3 The orientation of molecules describes a helical tra-

jectory in a cholesteric phase. Bragg reflections in optical regime

occur for wavelengths equal to 1/2 of the pitch length.

Figure 2 (a) Arrangement of bent-core molecules in the Nbx phase. (b) X-Ray diffraction patterns for the incidence directions (red and

blue arrows) of X-rays with respect to the unit directions n andm. Rubbed substrates were used to define n while an applied electric field

controlled the orientation of m.
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Calamitic Mesophases

Molecules with cylindrical shape can form, in addi-
tion to the N and cholesteric phases, a class of phases
that are known as the calamitic mesophases. These
are layered structures referred to as the ‘‘smectic’’
phases. They all possess translational order in the
direction perpendicular to the layers. In the two in-
layer directions, the molecules can possess varying
degrees of translational and bond orientational or-
ders to form a large number of smectic phases. These
phases are denoted with a different letter in the order
of their discovery.

The SmA phase is characterized by a liquid-like
order of molecules within the layers. As illustrated in
Figure 4, the centers of mass of molecules are ar-
ranged in a periodic manner. The SmA phase is de-
scribed by a two-component order parameter,

CðrÞ ¼ C0 expðqz þ fÞ

where C0 is the amplitude, f is a phase factor, and the
wave vector q is taken to be parallel to the z-direction.
Within the layers, the molecules are oriented appro-
ximately parallel to each other defining the director
n that is coincident with the layer normal, z.

The smectic-C (SmC) phase, Figure 5, is very sim-
ilar to the SmA phase and has layers with liquid-like
molecular order. The major difference is that the
molecules are tilted with respect to the layer normal.
The molecular tilt in the SmC phase, or the angle
between n and layer normal z, is a strong function of
temperature as shown for the compound terephthal-
bis-butylaniline (TBBA) in Figure 6.

Figure 4 In the SmA phase, molecules are almost perfectly

parallel to each other, n, and the layer normal z. Within a smectic

layer, they have no positional or bond-orientational order.

Figure 5 In the smectic-C phase, the director n along which the

molecules are oriented, is oblique with respect to the layer normal

z. Within a layer, the arrangement of molecules is liquid-like.
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Figure 6 Temperature dependence of molecular tilt angle in

the SmC and SmG phases of TBBA. The tilt continuously goes to

zero as the SmA phase is approached.
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Other more ordered smectic phases possess differ-
ent degrees of bond-orientational and positional or-
der within the smectic layers. Exotic calamitic,
hexatic, and crystalline smectic phases with long-
range bond-orientational and/or positional order are
known to exist with and without molecular tilt with
respect to the layers. These are not discussed in this
article.

Ferroelectric and antiferroelectric smectic phases
are formed by molecules lacking reflection symmetry
and having a permanent molecular dipole moment
directed nearly perpendicularly to the molecular long
axis. These phases are very similar to the SmC phase
with added chirality along the direction parallel to
the layer normal. Molecular dipoles within a smectic
layer are all oriented in the same direction, that is, in
a ferroelectric manner. This chiral ferroelectric smec-
tic phase is denoted as the SmC� phase (Figure 7a),
here ‘‘�’’ implies the chiral nature. The SmC� phase
possesses macroscopic spontaneous polarization den-
sity P, the orientation of which can be manipulated

with the help of a torque exerted on molecular di-
poles by an applied electric field. Electrooptical
devices based on the SmC� phase have been shown
to respond with a time constant of a few microsec-
onds, about a thousand times faster than nematic
devices.

When the dipole ordering in adjacent smectic lay-
ers is antiparallel, as shown in Figure 7b, the phase is
known as the antiferroelectric SmC� phase or SmC�

A

phase. The structure is still helical, but here azi-
muthal orientation of molecules in two layers with
oppositely directed P describes the helical trajectory.
Other versions of such phases are also known and
can be found in the literature.

The twist-grain boundary (TGB) phase is an
analog of the Abrikosov phase in a type-II supercon-
ductor, and is made of blocks of smectic layers, with
no in-plane order, permeated by regions of twist de-
formation, Figure 8. Depending on the absence
(SmA) or presence (SmC) of molecular tilt with res-
pect to the layer normal, one obtains the TGBA or

Figure 7 (a) Ferroelectric SmC� phase. (b) Antiferroelectric SmC�
A phase in which oppositely tilted molecules describe double helical

trajectory. Red and blue arrows represent molecular dipoles. The antiferroelectric phase reverts to ferroelectric phase when a field

higher than a threshold is applied. The orientation of the molecular dipoles depends on the direction of the field.
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TGBC phases. In these phases, a twist axis exists in
the direction of smectic planes. Consequently, the
phase appears to be a string of smectic-like slabs of a
fixed dimension ls, and arranged adjacent to each
other with a narrow (of length ld) region of twist
defect. When the angle of twist, d, between neigh-
boring slabs is such that 2p/d is an integer (or, a
rational number), it is referred to as the ‘‘commen-
surate’’ TGB phase and X-ray diffraction pattern of
an oriented sample features a discrete set of reflec-
tions at the same magnitude of momentum transfer
vector. However, if 2p/d is an irrational number, then
the X-ray pattern consists of a continuous diffraction
ring and it is referred to as the ‘‘incommensurate’’
TGB phase.

Discotic or Columnar Mesophases

Discotic mesophases are exhibited by somewhat
larger molecules that have nearly flat disk-like
cores. These molecules naturally like to pack by for-
ming stacks (or, columns) of cores as illustrated in

Figure 9. The alkyl chains are not shown for clarity.
The columns of molecules form two-dimensional
lattices depending on the details of molecular shape
and intermolecular interactions. There is no long-
range positional order in the direction of the column
axis. They are crystal in two dimensions and liquid in
one, in contrast to the calamitic mesophases.

Depending on the 2D space group corresponding
to the arrangement of columns, these are given dif-
ferent names. In the hexagonal (Dh) phase, the disks
are arranged in hexagonal close-packed manner and
the plane of the molecular cores is perpendicular to
the column axis. The cores can also be tilted with
respect to the column axis and permit rectangular
(Dr) or rectangular face-centered phase molecular
arrangement. In the Dr phase, the core in a column
is tilted with respect to the cores in neighboring
columns, forming a herringbone arrangement. The
tilted cores are shown as ellipses in Figure 9b.

Figure 8 Schematic drawing of TGBA phase with pitch axis

vertical. The red arrows mark the direction of layer normal.

Figure 9 (a) Hexagonal Dh and (b) rectangular Dr columnar

mesophases. Discotic mesophases lack positional order in the

direction of column axis.
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Bent-Core Mesophases

Bent-core (or, banana) mesophases, as the name
suggests, are formed by molecules resembling a
boomerang (see Figures 1 and 10). In recent years,
the discovery of novel mesophases formed by the
bent-core molecules has engendered much scientific
interest in them. The phases exhibited by bent-core
molecules are denoted as Bi, where i¼ 1,2,y,8, etc.
The progression of the index i does not in any way
imply a systematic evolution of the structure of the
various phases. The structure of some of the phases
has been determined while it remains uncertain for
others. In the following, what is known at this point
in time is summarized. The structure of different
phases is discussed in an order to minimize confu-
sion. This is an active and rapidly growing area of
research and it is likely that the current understan-
ding of some of these phases will undergo revision/
refinements. Their names and notations are very
likely to change in the near future as one learns more
about them and streamlines the nomenclature on the
basis of the symmetry.

Owing to their unique geometrical shape, the
phases have revealed surprising structures and prop-
erties. For example, the formation of polar and chiral
structures by achiral molecules is unexpected. Bent-
core materials show the largest electronic second-or-
der susceptibility w(2) of all known LCs. Until now,
the formation of ferroelectric phases with macro-
scopic electric polarization was limited to chiral
molecules. Some of the bent-core mesophases exhibit
interesting ferro- and anti-ferroelectric properties.

In the B1 phase, the molecules partially overlap
along their overall long axis and they are arranged in
smectic layers. Additionally, in a plane perpendicular

to the smectic layers, molecules are organized in a 2D
centered rectangular lattice, Figure 10. From studies
of single domain samples, there are no indications of
positional correlations in the direction perpendicular
to the plane containing the 2D lattice. From a sym-
metry point of view, this phase resembles the colum-
nar Dr phase. Unit cell dimensions, as expected, are
related to molecular size. For example, in case of a
series of bent-core azo compounds (i.e., those con-
taining the divalent radical N:N), the rectangular cell
dimensions are a¼ 36.470.2 Å and c¼ 30.470.2 Å.
Two forms of the B1 phase have been reported; in
one, the molecules are orthogonal to the smectic
layers while in the second form, they are tilted in a
manner similar to the SmC phase. These have been
assigned the names B1o and B1t for the orthogonal
and tilted phases, respectively.

A group of four phases which are stacked layers
(or smectic) is known as the B2 phase(s). Here, the
molecules are tilted and they resemble the tilted
chiral phases (SmC�, SmC�

A) of calamitic mesogens.
The molecules forming these phases may possess a
dipole p directed along their apex. Furthermore, the
tilt in adjacent layers may be in the same azimuthal
direction (synclinic, S) or in opposite directions (an-
ticlinic, A). The direction of the molecular dipoles in
one smectic layer may be the same as in the adjacent
layers (ferroelectric, F) or antiparallel (anti-
ferroelectric, A). These four possibilities are sche-
matically shown in Figure 11 and denoted as
SmCAPF, SmCSP

�
F, SmCSPA, and SmCAP

�
A. It should

be noted that the SmCSP
�
F and SmCAP

�
A phases es-

sentially possess the same symmetry as the calamitic
ferroelectric SmC� and antiferroelectric SmC�

A phas-
es, respectively, and they may exist in both left- and
right-handed chiral states. The other two phases,
SmCSPA and SmCAPF, are antiferroelectric and ferro-
electric racemates, respectively.

The B3 and B4 phases are actually crystalline phas-
es. In the literature, the B4 phase is also referred to as
the blue crystal phase. This phase is chiral and ex-
hibits circular dichroism. Only preliminary details
about the structure of the B3 and B4 phases are
available at this time. These phases are not discussed
here.

The B6 and B8 mesophases possess smectic
stacked-layer organization with no in-plane order.
The B6 and B8 phases differ from the regular smectic
phases in an important way. The smectic layer spa-
cing is different from molecular length because in the
B6 phase, the molecules have partial lengthwise over-
lap at the smectic layer interface. However, unlike
the B1 phase, in the B6 and B8 phases, Figure 12,
there is no other order present apart from the smectic
layering. The primary layer thickness is less than the

Figure 10 Molecules in the B1 phase occupy a rectangular

lattice in a plane perpendicular to smectic layers. No long-range

positional correlations exist in the direction perpendicular to the

rectangle.
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molecular length. Such phases exhibit additional
peaks in the X-ray diffraction pattern, corresponding
to a length that is less than twice the molecular
length. A tilted analog phase of the B6 phase has also
been reported. In the B8 phase, the molecules form a
weak antiparallel association with molecules in the
adjacent layers and act as dimers with no overlap of
the cores. The smectic layer spacing in this phase is
close to twice the molecular length. The B6 and B8

phases can be considered as analogs of the SmAd and
SmA2 phases in the frustrated (or polar) smectics.
The B8 phase presents an antiferroelectric arrangem-
ent of molecular dipoles. Tilted and chiral variants of
the B6 and B8 phases are also likely to exist.

The B7 phase exhibits chiral textures of both right
and left handedness under a polarizing microscope.
There are some reports of this phase responding to
an applied electric field in both ferro- and antiferro-
electric manner. The B7 phase has a layered structure
with either the same or different tilts in adjacent
layers, which are either ferroelectric or antiferro-
electric. They exhibit twisted helical filaments, high-
and low-birefringence focal conics striped patterns

parallel or normal to the smectic layers. Unraveling
the structure of this phase has been the most
challenging of all bent-core mesophases. Optical,
freeze fracture, and high-quality synchrotron X-ray
diffraction studies of thin and bulk samples are
beginning to reveal a complex 3D structure. In the B7

phase, SmC�-type layers are subdivided into stripes
with splay deformation and defect lines shown as red
and blue vertical lines in Figure 13. Splay deforma-
tions naturally cause smectic layer (thickness) undu-
lations because the disorder of P and molecular tilt
produces a smaller molecular tilt and thus higher
layer spacing. For a specific sign of splay, there are
four possible combinations of handedness and
orientations of P across smectic layers. These four

Figure 11 (a) Different views of bent-core molecules and (b)

the four structures formed in the B2 phase. In some materials,

more than one structure may be simultaneously present.

Figure 12 (a) Partial bilayer structure of the B6 and (b) B8

phase.
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combinations are exactly the same as already dis-
cussed for the B2 phase (Figure 11). A general
depiction of the essential feature of layer undula-
tions and molecular arrangement is illustrated in
Figure 13. The uniformity of the pitch in the layer-
normal direction on a macroscopic scale requires the
thinner layer regions between the defect (vertical blue
and red) lines to tilt and become thicker. This results
in a polarization-modulated structure with a pitch
much larger than the smectic layer spacing. X-ray
studies reveal that the period of modulations of the
smectic layers is very well defined, giving rise to
sharp Bragg peaks in the transverse direction. The
undulations have a temperature- and material-
dependent period ranging from B15 to 35 nm.
The length over which the undulations are correlat-
ed is found to be the same as the dimension over
which the smectic layers prevail, that is, undulations
are long-range deformations and an integral feature
of the B7 phase.

The possibility of helical polarization-modulated fil-
aments and twisted grain-boundary (TGB) structures
with polarization modulation open the possibility of
the formation of a number of unique defect structures
which may be responsible for the basis of formation of
a large variety of textures by the B7 phase.

The B5 phase is normally obtained upon cooling
from the B2 phase. The molecular arrangement in the
B5 phase is similar to the B2 phase. The liquid-like
X-ray diffraction peaks at large angles arising from

the in-plane structure of the smectic layers are quite
sharp. However, they remain reasonably wide to
suggest that the in-plane structural order is not long
range. This phase is very likely to be an analog of the
orthogonal hexatic smectic (SmBhex) phase of ca-
lamitic liquid crystals. The B5 phase responds, albeit
sluggishly, to an applied field confirming increased
order and viscosity.

Many soft condensed matter systems and biologi-
cal materials possess liquid crystalline structures. For
example, rod-like objects such as tobacco mosaic
virus on one hand and carbon nanotubes on the
other, are known to form LC phases. With the ever
expanding knowledge of naturally occurring phe-
nomena and efforts to synthesize new molecular
shapes, the list of liquid crystalline materials is bound
to keep growing, revealing new structures and novel
scientific phenomena.

See also: Crystal Structure Determination; Crystal Sym-
metry; Optical Properties of Materials; Scattering, Elastic
(General).

PACS: 61.30.� v; 42.70.Df; 61.30.Gd; 83.80.Xz
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Introduction and Overview

Everyday experience testifies to the existence of three
states of matter: solid, liquid, and gas. Solids are
rigid, while liquids and gases flow under a shear
stress however small. Crystals when studied by X-ray
diffraction give rise to sharp Bragg reflections, while
there are no sharp spots in the diffraction pattern
when X-rays are scattered from a fluid or from a
glass. This shows that long-range order among
atoms or molecules is no longer present. However,
the qualitative distinction drawn from the diffrac-
tion pattern does not carry through to distinguish
between liquid and gas. Below a critical tempera-
ture and pressure these two phases can coexist at
equilibrium with different densities, while above the
critical point there is a single fluid phase. The differ-
ence between the two fluid phases lies in their density
and this implies that the interatomic forces play
a much greater role in the dense liquid than in the
dilute gas.

A useful way to open an overview on the electronic
structure of liquids is to recall the five types of crystal
binding: covalent, hydrogen, ionic, metallic, and van
der Waals bonding. Rare gas atoms such as argon are
spherical and chemically saturated, so that the bin-
ding is due to van der Waals forces and the electronic
structure is essentially unchanged on melting (here
and in the following, liquids near the melting curve
at standard pressure, except where explicitly noted,
are considered). The only disorder that is possible in
these fluids is related to translational motions – but
when the building blocks are molecular units, the

possibility of rotational disorder arises. Rotational
order may disappear before melting as in plastic
crystals such as N2, or persist beyond the loss of
translational order as in liquid crystals. Transitions
may also occur in some molecular liquids on heating,
such as a breakage of chains in Se or of eightfold
rings in S.

It stands to reason that the electronic structure of a
metal is essentially unchanged on melting. There are,
however, a number of properties of liquid metals that
intrinsically depend on the sea of conduction elec-
trons, and these are the first item in this article. The
article also describes how electrons may enter to de-
termine the approach of a metal to the critical point,
the transport properties of metals, the structure of
some liquid alloys, and the phase diagram of ele-
mental hydrogen in its various phases and of hy-
drogen–helium mixtures inside the giant planets.

In contrast to metals, dramatic changes in the
electronic structure occur on melting in some
covalent systems such as B, Si, Ge, and III–V com-
pounds: the covalent bonds collapse into a metallic
state, though with some peculiarities of its own.
These elemental melts can be brought into an amor-
phous state by rapid quenching, just as those of other
covalent compounds such as SiO2 or GeSe2 whose
liquid structure is best described as a disordered
covalent network.

Turning to ionic materials, their electronic structure
is again quite stable across melting, although in some
cases the state of aggregation of the ions may dras-
tically change: for example, AlCl3 melts from a layer
structure where the Al ions are sixfold coordinated
into a liquid of Al2Cl6 molecular dimers showing
fourfold coordination of Al. The presence of chemical
order in these melts can favor the acceptance of
foreign electrons inside the liquid structure, as in

120 Liquids, Electronic Structure of



mixtures with metals that may be stable over a wide
range of concentration.

The article ends with a brief reminder of how hy-
drogen bonding is formed in water and leads to the
unique properties of this life-sustaining liquid.

Electron Theory of Liquid Metals

Interatomic Forces and Liquid Structure

Here, some properties of simple liquid metals with s
and p-type conduction electrons, which reflect their
nature as two-component liquids of ions and elec-
trons, are reviewed. First of all, the effective inter-
actions between pairs of ions in the metal involve
screening of their bare Coulomb repulsions by the
conduction electrons. For simplicity, an ion inside a
fluid of interacting electrons as a static point charge
Z1e is considered. A second ion with charge Z2e sees
the potential of the first as well as the potential due
to the polarization induced in the electron gas, so
that the effective interaction potential of the two ions
(in Fourier transform at wave number q) is

f12ðqÞ ¼
4pZ1Z2e

2

q2eðqÞ

with e(q) the dielectric function of the electron gas.
The Thomas–Fermi theory affords a simple model
for this function, yielding e(q)¼ 1þ (qlTF)

� 2 where

lTF
ffiffi
ð

p
p_2=4mkFe

2Þ is the Thomas–Fermi screening

length. Here _ is Planck’s constant, kF ¼ ð3p2nÞ1=3
the Fermi wave number of the electron gas, and n, m,
and e the density, mass, and charge of the electrons.

As a simple example, the sound waves propagating
in the metal are considered. In the absence of screen-
ing, the collective ionic motions at long wavelengths
would be oscillations occurring at the ionic plasma
frequency Op ¼ ð4pNZ2e2=MÞ1=2. The effect of
screening is to replace Z2e2 by Z2e2/e(q)-Z2e2

(qlTF)
2 at long wavelengths: screening thus yields

an acoustic mode at frequency o¼ csq with a value
cs¼ vF(Zm/3M)1/2 for the speed of sound. Here Z is
the ionic valence, N¼ n/Z the ionic density, M the
ionic mass, and vF¼ kF/m the Fermi velocity.

Classical theories of liquid structure aim to calcu-
late the ion-pair distribution function and hence the
diffraction pattern of the liquid from a given inter-
atomic force law. Conversely, one may invoke the use
of experimental diffraction data to extract an inter-
ionic pair potential by a careful analysis. Figure 1
shows a comparison between such a ‘‘diffraction
potential’’ from data on liquid Na and that calculat-
ed from electron theory. All major features of the

diffraction potential are reproduced by the theory,
though some quantitative discrepancies remain.

Expanded Fluid Cesium

Through its dependence on electron screening, the
effective interionic pair potential in a liquid metal
depends on the electron density in an important way.
The detailed extensive work carried out in the 1980s
and 1990s by Hensel and co-workers on expanded
liquid alkali metals, and especially on liquid Cs,
along the liquid–gas coexistence curve toward the
critical point and has shown that, as the liquid den-
sity is reduced, the coordination number of each ion
rapidly decreases whereas the near-neighbor distance
stays remarkably constant. The coordination number
of a Cs atom that is obtained from the data by ex-
trapolation to the critical density approaches the
value 2. This suggests that, as the metallic fluid is
driven toward a metal–insulator transition, chain-
like structures are stabilized by chemical bonding
and probably coexist with small clusters such as ion-
ized dimers. On the gas side of the critical point, one
finds a large number of diamagnetic units such as Cs2
molecules and probably larger clusters.

Transport Coefficients

The electrical resistivity re of a liquid metal in an
ideally pure state is determined by the quasielastic
scattering of conduction electrons on the Fermi sur-
face against screened fluctuations in the ionic density.
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Figure 1 Effective pair potentials (multiplied by b¼ (kBT)� 1) in

liquid Na: from diffraction data (lower curve at large distance r)

and from electron theory (upper curve at large r ).
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The spectrum of these fluctuations as a function of
wave number q and frequency o is expressed in
terms of the nucleus–nucleus dynamic structure fac-
tor S(q,o) and, on exploiting the vast difference in
the frequency scales for ionic and electronic motions,
one obtains the result

re ¼
3pm2

4Ne2_3k6
F

Z 2kF

0

dqjfieðqÞj
2q3SðqÞ

Here, fie(q) is the screened electron–ion potential
and S(q) is the structure factor which describes the
measured diffraction pattern of the liquid metal. A
comparison with the data on the electrical resistivity
of liquid alkali metals as a function of temperature is
shown in Figure 2.

The electronic contribution is also dominant in
the thermal conductivity k of metals. Indeed, the
Wiedemann–Franz law asserts that the quantity rek/
T is a universal constant, the Lorenz number
L¼ p2k2

B/3e
2 where kB is the Boltzmann constant.

Empirically, this law is satisfied by many liquid met-
als near freezing within a scatter of about 710%.

The electronic contribution is instead minor in the
shear and bulk viscosities of simple liquid metals;
The shear viscosity Z is directly related to the prop-
erties of the ionic system, ZpT1/2M1/2N1/3, where all
quantities refer to the melting point.

Chemical Short-Range Order in Some
Metallic Alloys

In diffraction experiments, the melts of some alloys
of metallic elements, such as Cs–Au or Li–Pb and
other alloys of alkali metals with Pb or Sn, show a
marked preference for unlike first neighbors near
certain compositions. This behavior arises from
electron transfer between the two elements, which
is especially marked at such ‘‘stoichiometric’’ com-
positions. Minima in the electrical conductivity and
spin susceptibility at these compositions reflect a
minimum in the density of states at the Fermi level if
not the opening of a gap due to full charge transfer.

The elements Cs and Au form a solid compound
CsAu which is a strongly polar semiconductor with
an optical bandgap of 2.6 eV. Its electrical conduc-
tivity drops on melting to a value of a few (O cm)–1,
which is comparable to that of a molten salt. Elect-
romigration experiments give evidence that in the
melt, one Csþ ion is transported to the cathode and
one Au– ion to the anode per elementary charge to
the electrodes. From X-ray diffraction, the Cs–Au
first-neighbor distance at 0.36 nm can be followed
away from stoichiometry up to 80% Cs, while the
Cs–Cs distance of pure Cs at 0.53 nm starts emerging
at 70% Cs. The electronic structure in the Cs-rich
side of the phase diagram resembles that of metal–
molten salt solutions (see below).

With regard to the melts of alloys of alkalis with
group-IV metals, compound formation has been re-
ported at the electronic octet composition for Li4Pb
and Li4Sn, with chemical order extending over a
range of 2 nm. Chemical order at equimolar compo-
sition in liquid alloys such as KPb and NaSn has been
interpreted as due to the formation of tetrahedral Pb4
or Sn4 polyanions. In such a tetrahedral cluster,
which is known in the solid state as a ‘‘Zintl ion,’’ the
p-type electron states of Pb, say, would be split into
bonding and antibonding and the former could be
filled by electron transfer from the alkali atoms.

Phase Diagram of Hydrogen and Hydrogen–Helium
Mixtures in the Giant Planets

Hydrogen is the most abundant element in the
Universe and has a very rich phase diagram, not-
withstanding the simplest structure of the atom. In
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standard laboratory conditions, cooling the gas of
diatomic molecules brings it into a liquid of weakly
coupled molecules and then into a crystal, in which
the molecules are rotating with weak hindrance from
each other. Compression at low temperature brings
the crystal into a new phase, in which the molecular
rotations are hindered and ultimately into a further
crystal phase whose strong infrared activity indicates
a mainly dipolar distortion of the electronic distribu-
tion. Molecular dissociation can occur as hydrogen is
brought into the regions of high temperature and
density which are relevant to astrophysics. A contin-
uous transition from a semiconducting to a metallic
state has been observed to occur at 3000K and
140GPa in dynamic compression experiments.

Theoretical studies of the phases of fluid hydrogen
take account of several species (diatomic molecules,
atoms, protons, and electrons) and examine their
chemical equilibria. The results are in broad agre-
ement with path-integral Monte Carlo studies by
Ceperley and co-workers. A molecular gas is found
to form spontaneously from a neutral system of pro-
tons and electrons as the temperature is lowered
from 105 to 5000K, with a molecular bond length
which contracts with increasing density because of
the stiff intermolecular repulsions. Molecular disso-
ciation is then reported to occur as the temperature is
raised or under isothermal compression. Thermally
activated dissociation at high density is accompanied
by decreasing pressure, signaling the presence of a
first-order transition and a critical point. A proposed
reason for the transition is the increase of electronic
kinetic energy which is associated with bond forma-
tion: in essence, this increase derives from angular
localization as the electrons leave spherical atomic-
like orbitals to go into molecular bonding orbitals.

The dissociation transformation revealed by these
studies, in which molecular hydrogen transforms not
directly into a fully ionized plasma but first into a
partially ionized atomic fluid, is also relevant to
modeling the interior of giant planets such as Jupiter
or Saturn. However, the situation there is more com-
plex because hydrogen and helium coexist as main
components. It is estimated that these two elements
are at pressures of up to 4500GPa and temperatures
up to 24 000K in Jupiter, and about 1000GPa and
10 000K in Saturn. The planet is thought to consist
of three main layers: an outer layer of molecular hy-
drogen and atomic helium, a middle layer of metali-
zed atomic hydrogen and helium, and a rocky core
compressed to as high as 104GPa at the center of
Jupiter. In Saturn, an internal energy source has been
proposed, from demixing and gravitational separa-
tion of the hydrogen–helium fluid at pressures below
1000GPa.

Covalently Bonded Elements and
Compounds

Molten and Amorphous Semiconductors

Semiconducting group-IV elements and polar III–V
compounds crystallize in tetrahedrally coordinated
open structures and melt with an increase in density
into liquids, showing metallic conductivity. The first-
neighbor coordination number rises on melting from
four to about seven, though it remains well below
that of common liquid metals which is about twelve.
The elements Si and Ge can be quenched from the
melt into a network-like amorphous state, in which
an essentially fourfold coordination of first neighbors
is restored and the semiconducting properties are
regained. Melting of these solids is thus effected by a
partial release of valence electrons from interatomic
bonds into conducting states, and the chemical bonds
are reconstructed in crystallization and in the tran-
sition to the amorphous state.

Figure 3 compares the structure factors of liquid
and amorphous Ge as measured in diffraction ex-
periments and also shows their correspondence with
the location of the crystalline Bragg reflections. The
shoulder to the right of the main peak in the structure
factor of the liquid corresponds to the main peak of
the amorphous structure factor and to the (2 2 0) and
(3 1 1) Bragg spots. The interpretation of these struc-
tural features is that a remnant of the interatomic
bonds is present in the melt, with some residue of the
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distribution of valence electrons still residing among
the ionic cores, so that the transition to the crystal or
to the amorphous state can be viewed as associated
with ‘‘freezing of the bonds.’’

It is also seen in Figure 3 that the diffraction pat-
tern of the amorphous material shows a secondary
peak to the left of the main peak. This is the ‘‘first
sharp diffraction peak’’ (FSDP), which is a very gen-
eral feature of the glassy state of matter. In Ge, its
position corresponds to that of the (1 1 1) Bragg re-
flection from the crystal, while there is no corre-
sponding feature in the diffraction pattern of the
liquid. The FSDP comes from the reconstruction of
the covalent bonds and reflects the connectivity that
exists between the local tetrahedral units. The re-
construction would be frustrated if the system did
not open up by lowering its density on freezing.

The presence of an FSDP is a signal of intermediate
range order (IRO) in glasses. In strong glasses and
liquids of the IV–VI compounds, IRO originates
from the connectivity of chemically unsaturated tet-
rahedral units: these may join together either by pure
corner sharing as in SiO2, or by mixed corner and
edge sharing as in GeSe2, or by pure edge sharing as
in SiSe2. These connectivities give rise to networks
having dimensionality d¼ 3, 2, and 1, respectively.
The FSDP also behaves anomalously when compared
with other diffraction peaks from disordered mate-
rials: its intensity increases with an increase in tem-
perature and a decrease in pressure, since in both
cases the available volume increases and the frustra-
tion of the network is reduced.

Crystalline, Liquid, and Amorphous Silicon Studied
by the Car–Parrinello Method

The coexistence in Si and Ge of crystalline and
amorphous covalent structures with a liquid metallic
structure cannot receive a unified description by the
standard methods of molecular dynamics (MD),
which studies condensed matter systems by means
of empirically fixed pair-potential models for the
interatomic forces. On the other hand, density-
functional theory provides a basic approach to the
determination of electronic structure, but its direct
use in the study of disordered systems is precluded, as
it would require a full evaluation of electronic states
for each of a very large number of configurations of
the ionic system. The Car–Parrinello method suc-
cessfully combines these two techniques in a way
that allows MD calculations during which one fol-
lows the simultaneous evolution of the electronic
and ionic structures and determines the interatomic
forces from a parameter-free quantum mechanical
approach.

In brief, the Car–Parrinello method treats variat-
ionally the total energy of a system such as liquid or
amorphous Si as a function of both the electronic
orbitals and the ionic positions. It uses a novel and
efficient procedure of simulated annealing to carry
out the minimization of the energy functional under
evolving external constraints such as the volume and
the strain of the sample. This is achieved by const-
ructing a Lagrangian which determines the dynamics
of orbitals, atomic positions, and constraints so as to
guide the evolution of the simulation sample into a
real physical system whose representative point
in configuration space lies on the correct Born–
Oppenheimer surface.

The three condensed states of Si indeed provided
the first testing ground for the new MD approach. A
number of static and dynamic properties of crystal-
line, amorphous, and liquid Si were calculated and
successfully compared with experimental data when-
ever possible. The calculations yield contours of the
valence charge density in correspondence to the
atomic positions and allow one to visually follow its
evolution in time during the atomic motions. In par-
ticular, in the case of liquid Si the persistence of some
covalent chemical bonds was demonstrated from the
analysis of the electronic charge density.

Solutions of Metals in Molten Salts

The liquid structure of an ionic compound such as
CsI is characterized by strong short-range chemical
order: each Csþ ion is surrounded by about five I�

ions and vice versa. A true solution is formed on a
microscopic scale by adding Cs metal to molten CsI,
and a continuous increase in electrical conductivity s
from the ionic to a metallic regime is observed as the
concentration c of dissolved metal is increased at
high-enough temperature. Figure 4 reports the phase
diagram of the CsI system together with the data
showing the dependence of s on composition. It is
seen from the figure that addition of I to CsI is also
possible: various intermediate compounds are
formed and the system ultimately evolves into a flu-
id of I2 molecules.

In the salt-rich region the added metal atoms are
ionized and their valence electrons can be accom-
modated inside the structure of the host ionic melt. In
analogy with the formation of F centers by localiza-
tion of added electrons into negative-ion vacancies in
the CsI crystal, optical absorption and magnetic res-
onance experiments show that at low c a solvated-
electron state is formed in the liquid, with a residence
time B10�12 s. The optical spectrum evolves from
aggregation processes which start at very low metal
content (o0.01M) and progressively reduce the
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fraction of electrons that are localized in F-center-like
states. Electron spin resonance experiments show
that spin-paired species are being formed. Finally,
the transition to a metallic state is most strikingly
signaled by a dielectric anomaly: according to a cri-
terion proposed by Herzfeld in 1927, the low-fre-
quency dielectric constant should indeed diverge at
the transition as the reflectivity acquires metallic
character.

Different scenarios are met on adding polyvalent
metal to polyvalent metal halides. Subhalide com-
pounds can be formed either from cationic species of
intermediate valence (such as HgCl in Hg–Hg2Cl
melts) or from polyatomic cationic species (such as Bi
clusters in Bi–BiI3 at the concentration corresponding
to the BiI compound). In all cases, one observes
thermally activated electron transport at low c and a
transition to a metallic regime shifted to the high-c
region of the phase diagram by the stability of the
intermediate subhalide compounds.

Hydrogen Bonding in Water and Ice

The specific nonspherical shape of the H2O molecule
and the interactions that it gives rise to have a
number of important consequences. In the molecule
the oxygen atom binds two hydrogen atoms by elec-
tron pairing, thereby creating a permanent electric
dipole moment, and arranges its further four valence
electrons in two ‘‘lone-pair’’ bonds. The four bonds
point toward the corners of an almost perfect tetra-
hedron and each lone pair can interact with an elec-
tron-deficient hydrogen atom belonging to a
neighboring molecule. By virtue of this hydrogen
bond, each H2O molecule in water or ice is tetrahe-
drally coordinated by four H2O molecules. Figure 5

contrasts the pair distribution function g(r) of water
with that of liquid argon from X-ray diffraction ex-
periments, showing how different structural correla-
tions build up in space for essentially tetrahedral
molecules and for spherical atoms. The average
number of first-neighbor oxygens is estimated from
these data to be about 4.4 in water and about 10 in
liquid argon. Water can be brought into a super-
cooled liquid state and also into a supercritical
regime which is of great importance in extraction
and reaction process technology.

As water crystallizes into ice at standard pressure,
the local tetrahedral arrangement of the oxygens is
frozen into a periodic lattice made of layers of rip-
pled hexagons. This microscopic arrangement of the
H2O molecules in the crystalline phase is beautifully
revealed by the sixfold symmetry of snowflakes. The
structure of this form of ice is very open and this has
two main consequences: melting is accompanied by
some structural collapse leading to an increase in
density, and the crystalline structure is very sensitive
to pressure (some ten crystalline polymorphs of ice
are known, all of them showing fourfold coordina-
tion of the oxygens).

Liquid and solid H2O have been widely studied by
diffraction techniques. X-rays are almost blind to
hydrogen atoms, so that the water structure shown in
Figure 5 is in fact that taken by pairs of oxygens.
Special techniques in neutron diffraction have al-
lowed a detailed mapping of the distribution of the
two atomic species in pure water and also in water
around foreign cations and anions.
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cs speed of sound
e electron charge
g(r) pair distribution function
_ Planck constant h-crossed (h divided

by 2p)
kB Boltzmann constant
kF Fermi wave number
L Lorenz number
m electron mass
M ionic mass
n electron density
N ionic density
q wave number
r distance
T temperature
vF Fermi velocity
Z ionic valence
eF Fermi energy
e(q) static dielectric function
Z shear viscosity
k thermal conductivity
lTF Thomas–Fermi screening length
re electrical resistivity
s electrical conductivity
f12(q) effective ion–ion potential
fie(q) effective electron–ion potential
Op ionic plasma frequency
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Introduction: Quantum Liquids

Basic Characteristics

By Fermi liquid (FL), one means a quantum many-
particle system of interacting fermions (i.e., particles
with half-integer spin, such as electron, neutron,
proton, 3He atom, and also quarks), which is related
to the (almost) ideal gas of fermions when the same
system becomes sufficiently diluted. The FL has the
same type of overall phase diagram as a classical
liquid except for two specific features clearly
observable for the canonical FL – condensed phase
of 3He atoms. First, due to the quantum nature of
the particles involved, the zero-point motion pre-
vents the solidification at temperature T¼ 0 and low

pressure. Second, the FL transformations can take
place to the superconducting or/and magnetic states.
This feature is not touched upon here. In Figure 1, a
schematic phase diagram for the condensed 3He is
provided.

First, some useful formulas for the ideal gas are
provided. Namely, as the fermions obey the Pauli
exclusion principle, they fill at T¼ 0 the single mo-
mentum p ¼ _k states up to the highest occupied
level – the Fermi energy eF. In the case of an ideal gas
with spin s¼ 1/2, the value is

eF ¼ _2k2
F

2m
; with kF ¼ 3p2

N

V

� �1=3

½1�

where _kF is the Fermi momentum and N is the
number of particles in volume V. For gaseous 3He at
pressure p¼ 0, one has the velocity of particles at the
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Fermi energy vF ¼ _kF=mE104 cm s�1 and the Fermi
temperature TF ¼ eF=kBE6:2 K. The additional char-
acteristic is the density of bare states at the Fermi
level, N0ðeFÞ. When counted per atom per spin, it has
the value

N0ðeFÞ ¼
1

8p2
V

N

2m

_2
3p2

N

V

� �1=3

½2�

In the case of electrons in a solid, one has: eFB
1–10 eV, kFB(1–2) Å� 1, and N0ðeFÞB1022 states
eV� 1. This is the reason why the particle–energy
distribution is regarded as quasicontinuous. How-
ever, the topology of the Fermi surface for electrons
in metals is not spherical and the particle momentum
is conserved with accuracy of the order of the
inverse-lattice vector G. On the contrary, the liquid
3He can be regarded as a model Fermi liquid on both
counts, since it is a truly translationally invariant FL
system.

Basic Definitions

The Fermi liquid theory bears its name from the
phenomenological approach proposed by L D Landau
which aims to describe the quantum properties
of liquid 3He in the normal (nonsuperfluid) state at
low temperatures: kBT{eF. The spin s¼ 1/2 is that of
3He nucleus, since the 1s2 filled electronic shell

is spinless. The electronic liquid composed of val-
ence electrons in metals such as Li, Na, or Cs
represents a charged anisotropic FL state coupled to
periodically arranged (much heavier) ions via the
electron–phonon coupling. Separate classes of the FL
represent the neutron stars (their external layers) and
the quark–gluon plasma. The FL state is a viable
concept for three-dimensional systems, whereas one-
dimensional systems (fermionic chains, ladders, and
nanotubes) are described as Tomonaga–Luttinger
liquids (TLL). The exact nature of the two-dimen-
sional electronic liquids (e.g., the high-temperature
superconductors in the normal state or the quantum
Hall liquids) is not yet clear. Also, the three-dimen-
sional systems close to the magnetic quantum critical
point represent non-Landau (non-Fermi) liquids,
NFL. Therefore, by normal FL (or Landau FL), one
understands that it is a three-dimensional quantum
liquid composed of interacting fermions with delo-
calized states and without phase transition in this
state.

A separate class is formed by the FLs close to the
localization; these are called the almost localized
Fermi liquids (ALFLs) (in the case of 3He, this tran-
sition corresponds to the solidification, also included
in Figure 1). The schematic division of the liquids of
fermions, together with the corresponding examples,
are listed in Figure 2.
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Figure 1 Schematic phase diagram of condensed 3He including the critical points (solid curve).
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Signatures of the Normal FL State

The fundamental property of the FL state is the ex-
istence of a well-defined reference (gas) of single-
particle states jksS in the ground and first excited
configurations with the energy eks, where their (qua-
si) momentum is p ¼ _k and the spin quantum
number is s ¼ 71 (note that S ¼ s=2). These refer-
ence states occupy their energy levels eks according to
the Fermi distribution

n0
ks ¼ 1

exp ½bðeks � mÞ� þ 1
½3�

where b ¼ ðkBTÞ�1 is the inverse temperature in
energy units and m is the chemical potential deter-
mined from the fact that the total number of particles
is conserved, that is, N ¼

P
ks n0

ks. In the ground

state, this distribution reduces to the step function
nks ¼ Yðm� eksÞ expressing the Pauli exclusion
principle, and m expresses the Fermi energy eF. The
equation eks ¼ eF determines the shape of two (spin-
dependent Fermi) surfaces in the k space. In the nor-
mal state and in the absence of an applied magnetic
field, eks ¼ ek, and in this circumstance, a single
Fermi surface and kF represent (angle-dependent in
the general case) the Fermi wave vector.

Interaction among Particles

The FL concept is particularly useful in the low-tem-
perature regime T{TF ¼ eF=kB, where the interest
lies only in the thermal (and dynamic) properties
of weakly excited states. In this limit, one is inter-
ested in determining the system energy change dE
induced by the small change dnks � nks � n0

ks{1

Gas of
fermions

Non-fermi
(Non-Landau)

(3D)

Tomonaga
−Luttinger

(1D)

Liquid of
fermions

2D liquids:
quantum Hall
high-Tc systems

(Landau) Fermi 
liquids
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−3He

Charged

−Electrons in metal

Normal
Landau−Fermi

Almost
localized

Magnetic Superfluid
Magnetic

superconductors

Figure 2 Division of various liquids of fermions and the subdivision of the FLs into various classes.
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(on average) and due to interaction among them,
and/or by the thermal excitations (the exact know-
ledge of the total state energy, is difficult to calculate
and even not necessary). In this situation, in the
energy dE the interaction in the diluted gas of excited
states can be included in the following manner:

dE ¼
X
ks

ðek � mÞdnks þ
1

2

X
kk0ss0

f ss
0

kk0
dnksdnk0s þ? ½4�

where f ss
0

kk0
expresses the (spin-dependent) density–

density interaction between the particles, that leads
foremostly to the elastic scattering processes at the
Fermi surface, since inside it the scattering processes
are practically blocked out by the Pauli principle. It is
also to be noted that the bare (without interaction
included) energy ek is counted from eF. In this for-
mulation, the ground state is regarded as a vacuum
state.

In such an approach, there are two subtleties apart
from the unknown structure of the scattering
function f ss

0

kk0
. The first is connected with the cons-

ervation of particles, which now takes the formP
ks dnks ¼ dN ¼ 0. In other words, if the single-

particle excitations with ek4m are regarded as par-
ticles ðdnk ¼ þ1Þ, then those with ekom should be
regarded as having dnk ¼ �1. In other words, the
excitation from the vacuum state requires that if
the charge e is associated with the state ek4m and
dnks ¼ þ1, then the charge � e has to be associated
with the excitation ekom and dnks ¼ �1, so that the
total charge of the system is zero. This concept bears
its origin from the Dirac concept of electrons and
holes, which in the present (nonrelativistic) situation
does not lead to any peculiarities.

The Entropy of Interacting Particles (T{TF)

The second feature is associated with the inclusion of
the determination of dnk at T40 or equivalently,
with the determination of the system entropy. Here,
the phenomenology appears in its earnest namely, one
assumes that it is taken in the usual form for non-
interacting fermions for the number of particles
fdnksg, that is,

dS ¼ � kB

X
ks

fdnks ln dnks

þ ð1� dnksÞ lnð1� dnksÞg ½5�

This assumption is justified by adopting the adiabatic
principle: the single-particle (quasiparticle) states in
the presence of the interparticle interaction are in a
one-to-one correspondence with those for the ideal
gas. In other words, the number of microconfigura-
tions in the interacting system does not change, nor

does the entropy. This theorem finds its microscopic
justification through the Luttinger theorem: the
volume (i.e., the number of states encompassed by
kF at T¼ 0) does not depend on the interaction
magnitude as long as the system does not undergo
either magnetic or superconducting or delocalization–
localization transition. This theorem implies that the
occupation number ðdnksÞ can change, but the Fermi
ridge (discontinuity) position in k space does not.

Quasiparticles

By writing down the total energy in the form

dE ¼
X
ks

eks � mþ 1

2

X
k0s0

f ss
0

kk0
dnk0s

( )
dnks

�
X
ks

Eksdnks ½6�

the energy Eks of the quasiparticle can be defined. In
effect, the distribution [3] for quasiparticles can be
defined (by minimizing the free energy dF ¼ dE�
TdS), that is, with respect to fdnksg, with the
replacement eks � m-Eks. Figure 3 provides the
statistical distribution function np for liquid 3He
obtained from the neutron scattering experiment of
Mook. It can be seen that the Fermi distribution
function describes the quasiparticle states well, but
with the Fermi temperature TF¼ 1.8K and the
energy given by Ek¼ p2/2m%, where m%E3m0 is
the effective mass of 3He atoms in the FL state. The
Fermi temperature is also renormalized by the factor
TF¼ (m0/m

%)TF0, where TF0 is the corresponding
quantity for 3He gas of the same density. So, the in-
teraction changes both the mass and the Fermi
energy to the same extent for all particles (i.e., not
only those close to kF).

Fermi
distribution

Liquid 3He
TF ≅ 1.8 K

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.2

0.4

0.6

0.8

1.0

1.2

p (A−1)˚

n 
(p

)

Figure 3 The Fermi distribution for liquid 3He at T¼ 0.37K and

ambient pressure. (After Mook HA (1985) Momentum distribution

of 3He. Physical Review Letters 55: 2452.)
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Electrons in a Metal as Quasiparticles

The states of electrons in a metal are probed by ex-
citing them with photons in the photoelectron emis-
sion from the solid. To describe such a process, one
has to know the spectral density function AksðoÞ
describing microscopically the form of the system
energy spectrum when extracting (or adding) one
electron with momentum _k and the energy o.
AksðoÞ is, in turn, defined as

AksðoÞ ¼ � 1

p
Im GksðoÞ

� � 1

p
Im

1

o� Eks þ iS
00

sðoÞ
½7�

where GksðoÞ is the (retarded) single-particle Green
function for the electron. The quantity S

00

sðoÞ repre-
sents the imaginary part of the self-energy and for a
three-dimensional FL is given by

S
00

sðoÞ ¼ bo2; b ¼ const: ½8�

The real part of the self-energy is included in Ek

(replacing in microscopic theory the phenomenolo-
gical part Bfkk0).

The function AksðoÞ is of fundamental importance
for the many-particle system. This is because the
density of states N(o) and the statistical distribution
function nks are derived from it, namely,

NsðoÞ ¼
X
k

AksðoÞ; nks ¼
Z

do AksðoÞ ½9�

where the integration is over allowed values of
energy of the system (e.g., the band width or the
cutoff energy). In the paramagnetic systems, the spin
subscript is dropped; sometimes Ak(o) is defined by
summing up over s ¼ 71. The photoemission inten-
sity, that is, the number of electrons emitted in the
direction k with the energy o is given by

IkðoÞ ¼ I0

Z
do0Akðo0Þnðo0ÞRðo� o0Þ ½10�

where R(o�o0) is the so-called resolution (instru-
ment) function (usually taken in the Gaussian form),
n(o) is the Fermi factor: nðoÞ ¼ ½expðboÞ þ 1��1,
with o¼ 0 representing the Fermi energy (I0 is the
normalization constant). Figure 4 provides an ex-
emplary angle-resolved photoemission spectrum
(ARPES) with the quasiparticle peak dispersing as
the regime of energies is probed with Ekomð¼ 0Þ; the
angle y describes the angle at which the photoelec-
tron is emitted, and determines the wave vector k8 in
this quasi-two-dimensional metal, the Fermi energy.

The dispersion relation for quasiparticles is linear
when Ek-eF.

Properties at Low Temperatures

A brief description of the properties at low T follows.
However, for that, first the function f ss

0

kk0 has to be
specified. Namely, if processes at the Fermi surface
only are included, then one can write that
f ss

0

kk0 ¼ f ss
0

kk0 ðk � k0=k2
FÞ, that is, the elastic scattering

processes depend only on the angle between the par-
ticles. Additionally, one can write

f ss
0

kk0 ¼ f sðk � k0=k2
FÞ þ s � s0f aðk � k0=k2

FÞ ½11�

where s ¼ ðsx; sy; szÞ denotes the Pauli matrices.
The form [11] defines the spin-symmetric
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ðf s ¼ 1
2ðfmm þ fmkÞ) and the antisymmetric ðf a ¼

1
2ðfmm � fmkÞÞ functions in the situation when the
spin–spin interactions are rotationally invariant (e.g.,
neglect the spin–orbit interaction). Additionally, in-
troducing cos y � k � k0=k2

F, the functions can be ex-
panded in terms of the Legendre polynomials
Plðcos yÞ, that is,

f s;a
kk0 ¼

XN
l¼0

f s;al Plðcos yÞ ½12�

where

f s;al ¼ ð2l þ 1Þ
Z þ1

�1

dxPlðxÞf s;aðxÞ ½13�

are the partial spherical-wave amplitudes. The
ingenuity of this approach is rooted in the circum-
stance, realized only a posteriori, that all the prin-
cipal properties are expressed in terms of a few
parameters (f s0; f

s
1, and f a1 ). These properties can be

expressed in terms of the dimensionless parameters
Fs;a

l � Nð0ÞFs;a
l , where N(0) is the density of states at

the Fermi level including both spin directions and is
defined by

Nðm � 0Þ ¼
X
ks

dðEk � mÞ

¼ � 2ð2pÞ�3

Z
d3kð@=@EkÞyðm� EkÞ

¼VpFðm%=_3p2Þ ½14�

Summary of Properties

1. Effective mass enhancement at T¼ 0,

m% ¼ m0 1þ 1
3 Fs

1

	 

½15�

where m0 is the bare mass (band-theory mass for
the case of electrons).

2. Bulk compressibility of the FL system at T¼ 0,

k � �1

V

@V

@p
¼ r2

V

@m
@N

¼ r2

V

1þ Fs
0

Nð0Þ ½16�

where r � dN=dV is the particle density at a given
volume; associated with this quantity is the sound
velocity Vs, which is p2F=ð3m0m

%Þð1þ FsÞ.
3. Paramagnetic susceptibility at T¼ 0 is enhanced in

the following manner:

wð0Þ � @M

@Ha

� �
0

¼ 1

4
ðgmBÞ2Nð0Þ 1

1þ Fa
0

½17�

where g is the Lande factor and ð@M=@HaÞ0
expresses the ratio of magnetization to the mag-
nitude of the (small) field creating it. At T40,
the susceptibility takes the form wðTÞ ¼ wð0Þ
ð1þ aT2Þ, where a is a constant.

4. Electrical resistivity of the electron fluid can be
represented by the formula r ¼ m%=ðnce

2tÞ,
where nc is the carrier concentration and t is the
inverse lifetime for scattering due to the particle
interactions (Baber–Landau–Pomeranchuk)

1=tBðm%ÞT2 ½18�

So the resistivity can be described by rðTÞ ¼ AT2,
with ABgð0Þ2, where gð0Þ is the linear specific-
heat coefficient gð0Þ ¼ ðp2=3Þk2

BNð0Þ. In the case
of neutral FL, this relaxation time determines the
viscosity.

5. Specific heat has both the contributions due to
single-particle excitations, Bðgð0ÞTÞ and that due
to the collective spin fluctuations; the latter are
reflected in the simplest case as a maximum in the
dynamic susceptibility wðq;oÞ at q ¼ o ¼ 0. In
effect,

CðTÞ ¼ gð0ÞT þ dT3 lnðT=TsfÞ ½19�

where gð0Þ ¼ m%pF=ð3_3Þ, and d and Tsf are
characteristics of the spin fluctuation spectrum.

6. The Wilson ratio of the extrapolated values,
Rw � wð0Þ=gð0Þ, describes the relative strength of
magnetic and charge excitations.

Collective Excitations

Apart from the paramagnetic spin fluctuations,
there is a specific collective excitation of the FL –
the zero sound. It appears for frequencies, for
which oct�1, that is, in the collisionless regime
for quasiparticles. The role of the restoring force
during the propagation of such density fluctuations is
provided by the averaged self-consistent field of the
remaining particles in the system. In such a nomen-
clature, the hydrodynamic (collision-dominated)
regime corresponds to the sound propagation for
o{t�1. The density oscillations in this regime cor-
respond to first-sound propagation, which can be
identified with damped oscillation, the ordinary
sound. Apart from those excitations, there are elec-
tron–hole and plasmon excitations, for elaboration
on which the reader is advised to consult more spe-
cialized texts (see ‘‘Further reading’’ section). The
same remark applies to the discussion of other
nonequilibrium and transport properties of Fermi
liquids.
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Unconventional Fermi Liquids

A nonstandard behavior is to be expected when a
normal FL undergoes a phase transition. As liquids
which undergo the superconducting or superfluid
transitions are discussed elsewhere in this encyclo-
pedia, the focus here is on the solidification of 3He
and the Mott–Hubbard localization of an almost
localized electron liquid. Figure 5 provides the
molar pressure dependence of gð0Þ ¼ ðp2=3Þk2

BNð0Þ,
as well as the mass enhancement m%=m0 for 3He
calculated from the relation gð0Þ ¼ g0ðm%=m0Þ,
where g0 ¼ ðp2=3Þk2

BN0ð0Þ, and N0(0) represents
the corresponding density of states for an ideal 3He
gas (of the same density). As the liquid approaches
the solidification threshold, that is, the localization of
atoms into a lattice, the quasiparticle mass doubles.
At the highest pressure, the system undergoes a dis-
continuous Mott–Hubbard transition.

Heavy-Electron Systems

A spectacular effective mass enhancement is ob-
served in the heavy-electron systems, which compose
intermetallic compounds involving itinerant 4f or 5f
electrons, for example, CeAl3, UPt3, UBe13, and
many others. The effective masses encountered there
are B102m0. In Figure 6, the (molar) specific heat
data for the moderately heavy-fermion compound
CeCu2Si2 is presented. The extrapolated value of
g(0)¼ 355mJK� 2mol� 1 has been subtracted from
the C/T data. The heavy mass of these quasielectrons
is characterized by the effective Kondo (coherence)
temperature TK ¼ p2R=3g, which characterizes the

bandwidth of these quasiparticle states. The solid
curve represents the second term of the expression
[19] divided by T. The heavy masses are associated,
in this case, with the hybridization of 4f1 states of
Ce3þ with the conduction states, and the intra-
atomic Coulomb interaction for the 4f 2 configura-
tion is large, so the f-states can become itinerant only
when the valency is slightly larger than Ce3þ (4f 1� e

configuration). In other words, a small number of
holes in the 4f 1 configuration cause the almost-
localized behavior when these electrons additionally
hybridize with the extended valence states.

The Fermi liquid nature of the compounds for
ToTK is evidenced further in the behavior of the
resistivity rðTÞ ¼ r0 þ AT2, as well as by the Wilson
ratio RwB1. The two observations are displayed
in Figures 7 and 8, respectively. The straight line
in Figure 7 illustrates the relation ABgð0Þ2, whereas
that in Figure 8 corresponds to a Fermi gas. So, in-
deed, the concept of very heavy quasiparticles is
applicable even in these extreme conditions.

Almost Localized Systems

The Mott–Hubbard localization takes place when
the magnitude U of the short-range (intra-atomic)
Coulomb repulsive interaction exceeds the average
band energy per particle ð1=NÞ

P
ks ek � %e. This is

because the band energy represents the binding
energy gained by forming an extended (Bloch) state
of electron in solid, whereas the Coulomb repulsion
competes with such a process as it tries to keep them
as far apart as possible, that is, on their parent atoms.

To put such an argument on a quantitative basis,
the renormalized band energy is represented as q%e,
where the band narrowing factor is qp1 and vani-
shes at the localization threshold. The Coulomb
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energy (per atom) is written as UZ, where Z ¼
/nimnikS represents the probability that the atom ‘‘i’’
is doubly occupied (a single state per atom is taken,
so that the spins are opposite). When Z40, the dou-
ble occupancies are formed and the electrons (origin-
ally one per atom) can hop from one atom onto a
neighboring one and thus conduct charge. To close
the argument, one specifies q � qðZÞ, which in the
simplest formulation (the Gutzwiller ansatz) is of the
form qðZÞ ¼ 8Zð1� 2ZÞ. Thus, the total energy is

EG=N ¼ qðZÞ%eþ UZ ½20�

In the equilibrium state, @EG=@Z ¼ 0, @2EG=@Z240.
One then obtains

Z � Z0 ¼ 1
4ð1� U=UcÞ ½21�

q � q0 ¼ 1� ðU=UcÞ2 ½22�

EG=N ¼ %eð1� U=UcÞ2 ½23�

where Uc ¼ 8j%ej is the critical value of the interac-
tion, at which EG¼ Z0¼ 0, that is, the energies totally
compensate each other (the metallic state for U4Uc

is unstable). One can also calculate the magnitude of
spin on the representative atom ‘‘i’’ and obtain

/S2i S ¼ 3

4
ð1� 2Z0Þ ¼

3

8
1þ U

Uc

� �
½24�

At U¼Uc, the spin of the particle reduces to the
Pauli spin, with /S2i S ¼ 1

2ð12 þ 1Þ.

Mott–Hubbard Transition as a Phase Transition

The factor q(Z0) describes the mass enhancement al-
so. Namely,

m%

m0
¼ gð0Þ

g0
¼ q�1 ¼ ½1� ðU=UcÞ2��1 ½25�

So, m% diverges (and so does the linear specific heat)
as U-Uc. Additionally, one can also calculate the
magnetic susceptibility wð0Þ, which reads

wð0Þ ¼ w0=qðZ0Þ 1� U

Uc

1þ U=ð2UcÞ
ð1þ U=UcÞ2

( )
½26�

where w0 is the Pauli susceptibility. Note that w is
divergent as U-Uc, since q-0 in this case (the other
divergence represents the renormalized Stoner crite-
rion for the onset of ferromagnetism). Hence, the
point U-Uc represents, at least within this simple
approach, a quantum critical point (the Brinkman–
Rice point). One can also define the parameters
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Fs
1 and Fa

0 by comparing [25] and [26] with [15]
and [17].

Localization of Electrons at Nonzero Temperature

One can generalize the meaning of the factor q(Z) by
defining statistical quasiparticles with energies
Ek ¼ qðZÞek. Hence, the statistical distribution of
quasiparticles is, as in the Landau–Fermi liquid,
f ðEkÞ ¼ fexp½bðEk � mÞ� þ 1g�1. The free energy of
the metallic ALFL written for all electrons is then

F

N
¼ 1

N

X
ks

Ekf ðEkÞ þ UZ

þ kBT

N

X
ks

ff ðEkÞ ln f ðEkÞ

þ ½1� f ðEkÞ� ln½1� f ðEkÞ�g ½27�

In the low-T limit, the expansion to the first non-
trivial order leads to

F

N
¼ �qðZÞ%eþ UZ� g0T

2

2qðZÞ þ oðT4Þ ½28�

The next step is to introduce the discontinuous phase
transition in the context of ALFL instability. The lo-
calized electrons (atomic s¼ 1/2 spins) are represent-
ed in the paramagnetic phase by their entropic part
only, that is, their free energy is

Fl

N
¼ �kBT ln 2 ½29�

where the exchange interactions between the elec-
trons have been neglected as only paramagnetic
states have been described here. Equating F¼ Fl, the
coexistence of the phases is obtained.

The phase diagram for this system on the plane
T�U/Uc is shown in Figure 9, together with the
‘‘mean-field’’ critical points. The main feature is the
reentrant (PM) metallic behavior in the high-temper-
ature regime. Such a reentrant behavior is observed for
the condensed 3He (on the p�T plane, cf. Figure 1).
For the canonical Mott–Hubbard system, pure and
doped V2O3, the upper line Tþ (U) represents a
crossover behavior accounted for in a more refined
approach.

Spin-Dependent Quasiparticle Masses

There are two specific properties of almost-localized
electrons in the presence of a magnetic field. The first
of them is the metamagnetism, that is, the transition
in an applied magnetic field to a saturated fer-
romagnetic phase via a first-order transformation.
The second is the appearance of a spectacular spin

dependence of the quasiparticle masses, with
m%=m0 � ms=m0 ¼ 1=qs, which appears only for
a non-half-filled narrow-band situation. In the limit
of strongly correlated electrons ðUcUcÞ, the
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enhancement factor takes the form

1=qs ¼ ð1� nsÞ=ð1� nÞ ½30�

where n is the number of electrons per atom in the
correlated band, with the energies of particles
Ek � Eks ¼ qsek � smBHa, and ns is the number of
electrons (per atom) of spin s (the quantity %m �
ðnm � nkÞ=ðnm þ nkÞ is the spin polarization). Figure
10 presents the spin-split masses as a function of %m
for both the majority and the majority-spin subbands
for two-band fillings close to the half-filling, where
the Mott–Hubbard transition localized phase would
be already stable. The spin-split masses were pre-
dicted theoretically but have not been detected as yet.

Marginal Fermi Liquid

In the case of a normal FL, one has Re SðoÞBo,
whereas S00ðoÞBo2, whereas in the phenomenologi-
cal approach to high-temperature superconductors,
Varma and co-workers assume that

SðoÞBl o ln
oc

joj þ ijoj
� �

and hence the imaginary part is comparable to the
quasiparticle energies with energies oBek (l is the
effective coupling constant and oc is the so-called
cutoff frequency, beyond which the marginal FL
(MFL) concept does not hold). The real part of the
self-energy is weakly singular and this, in conjunc-
tion with the fact that S00Bjoj, specifies the two-
dimensional nature of those systems.

Nanosystems as Quantum Liquids

In the era of nanotechnology, a legitimate question is:
how short can a quantum (monoatomic) wire be?
The answer to this question can be provided by
solving exactly the system of NB10 atoms with one
valence electron (e.g., a chain of N hydrogen atoms
in the simplest situation). Figure 11 shows the sta-
tistical distribution function nks drawn for different
interatomic distances R in units of Bohr radius a0.
For R ¼ 2a0, the distribution is close to the Fermi
distribution, with quasi-discontinuity (the vertical
dashed line) near the Fermi point for the infinite sys-
tem. The distribution is continuous nksE1=2 when
the particles become localized on atoms.

Summarizing this article in one sentence, the con-
cept of FLs introduced in 1956 is valid even today,
often in a completely different context.

See also: Deterministic Aperiodic Solids, Electronic Prop-
erties of; Electrons in Periodic Potentials with Magnetic
Fields; Semiconductor and Metallic Clusters, Electronic
Properties of.

PACS: 71.10.Ay; 71.10.Ca; 71.27.þ a; 71.28.þd;
71.30.þh; 71.90.þq; 73.21.�b
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Introduction

Integrated circuits (ICs) are commonly manufactured
using ‘‘planar technology.’’ The different layers of
an electronic device are fabricated with a sequence
of technological processes (deposition, lithography,
etching, and implantation) opportunely integrated.

Electronic performances and financial costs are es-
sential goals in the semiconductor business and both
are dependent on the ability of printing small feature
sizes (transistors, connections, etc.) or more precisely
small critical dimensions (CDs).

Lithography is the technique used to print these
features; therefore, its role in the semiconductor in-
dustry is of paramount importance.

In a very schematic way, the process can be de-
scribed as follows:

The electrical design of each layer is drawn on a
lithographic photomask or reticle (both terms are
used interchangeably) in a way that the circuit fea-
tures are made of an absorbent material, while the
remaining background is transparent to light; the re-
ticle (which is partially transparent) is exposed to a
source of light (see Figure 1) and its image is pro-
jected through a lens (4–5� reducing power) onto a
silicon wafer previously covered with a photosen-
sitive polymer (resist).

The light modifies the chemical nature of the ex-
posed resist making it soluble to a specific solution. A
development treatment then, with a basic solution,
(0.26N), removes the exposed resist (positive pro-
cess), transferring the mask design onto the resist

Source

Reticle

Lens

Wafer

Figure 1 Schematic representation of the photomask exposure

onto a silicon wafer in a lithographic process for IC fabrication.
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layer that will be used to protect areas of the wafer
from metal-oxide etching, implantation, etc. After
the resist is removed, these process steps are repeated
a number of times according to the complexity of
the IC.

Currently, the semiconductor industry is mass-
manufacturing ICs with a minimum CD of 130 nm
(130 nm node), and the production of 90 nm elec-
tronic devices (90 nm node) has begun. Lithographic
exposure tools use wavelengths of 248 and 193nm
with chemical-amplified photo-resists and phase-
shifting reticles for the most critical layers.

There is a general consensus among IC makers that
future developments will be the 65nm node in 2005,
the 45nm node in 2007, and the 32nm node in 2010.

Lithographically, this can be achieved using small-
er wavelengths (13.5 nm for extreme ultraviolet
lithography), a new technique called immersion
lithography, lenses with higher numerical aperture,
phase-shift masks (PSMs), and more advanced pho-
to-resist processes.

The following paragraphs first describe how the
reticle image is formed at the wafer level and then, a
more detailed description of photomask characteris-
tics and their manufacturing process is given.

Aerial Image Formation

Photomask or Reticle Diffraction

The interaction of electromagnetic waves with a re-
ticle produces an image intensity profile in accord-
ance with the diffraction theory of light. In order to
describe this phenomenon, consider for simplicity, a
binary reticle with equal lines and spaces; l ¼ s ¼ d
and with periodicity P ¼ 2d.

For simplicity, this reticle is considered to be illu-
minated uniformly (Köhler’s illumination) by a plane
monochromatic wave l, normally incident.

The diffracted light produces a Fraunhofer dif-
fraction pattern with a maxima of intensity in the
directions given by the angle y:

sin y� sin y0 ¼
ml
nP

; m ¼ 0;71;72;y ½1�

where y0 is the angle of incidence, m is an integer,
and n is the refraction index of the medium sur-
rounding the mask and the lens.

If z is the distance between the reticle and the
image plane (see Figure 2), it is known from the op-
tical theory that in the far field approximation

zc
p
l
ðx2 þ y2Þ

the Fraunhofer diffraction pattern in the plane
ðx0; y0Þ is given by the Fourier transform of the

reticle transmission function calculated at the spe-
cial frequencies p ¼ x0=ðlzÞ; q ¼ y0=ðlzÞ, where z
is the distance between the reticle and the image
plane.

According to [1], the diffraction angle y of each
Fourier component is larger for a smaller pitch or
for a larger l (Figure 2). In other words, a lens facing
a reticle with the scope of collecting the diffrac-
tion orders transmitted must have a larger diameter
when the feature sizes are smaller. A diffraction-
limited lens will faithfully reconstruct the image re-
combining all the Fourier components. However, in a
real situation where the lens dimension is finite, only
a few orders are collected and the image is partially
reconstructed.

Image Formation

The image formation of the reticle in the image plane
(wafer level) can be explained with the Abbe’s theory
of image formation. According to this theory, the
image arises from a double diffraction process: the
wave plane is diffracted first by the reticle and then
by the lens (Figure 3).

The wave front transmitted through the reticle be-
comes a set of plane waves or spatial frequencies
traveling in different directions (m0, m71, m72, etc.).
The Fraunhofer diffraction pattern obtained in the
focal plane ða; bÞ at a distance f from the lens is pro-
portional to the Fourier transform of the reticle
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m=−1

m=+1

m=0
z

p=2d
p =2d

(x,y) (x0,y0)
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�

Figure 2 (a) A ray of coherent light normally incident ðy0 ¼ 0Þ
onto a reticle is diffracted in different directions. (b) For a smaller

pitch P or larger l, the diffraction angle y becomes larger.
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Figure 3 Reticle image formation at the wafer plane.
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transmission function Gðx; yÞ:

Hða; bÞ ¼A0

Z Z
C

Gðx; yÞ

� exp� ik
a
f

x þ b
f

y

� �
dx dy ½2�

where A0 is a constant and the integration is done
over the reticle area C.

The maxima of intensity in the focal plane, S0,
S71, S72, etc., can be envisioned as emitters of
Huygens waves that interfere in the reproducing
of the image of the reticle in the image plane (x1, y1)
of the lens.

The perfect reconstruction of the reticle image can
be obtained considering that all the spatial frequen-
cies are collected by the lens. In a real situation, the
lens has a finite aperture, therefore, the highest fre-
quencies are cut off. Only low special frequency
components, corresponding to small y in [1], passing
close to the center of the lens, contribute to the image
formation.

The reticle image can be reconstructed if there are
at least two interfering plane waves; therefore, the
lens must be large enough to capture the order m ¼ 0
and mX1. The minimum resolved feature is then

sin y ¼ l
nP

½3�

or

d ¼ 1

2

l
n sin y

¼ 1

2

l
NA

½4�

The above equation is known as Rayleigh’s resolu-
tion limit for lines and spaces, for coherent illumi-
nation, where n sin y¼NA is the numerical aperture
of the lens.

It can be demonstrated that in the case of in-
coherent illumination, the expression can be rewrit-
ten as

d ¼ 1

1þ s
1

2

l
n sin y

� �
¼ 1

2

l
NA

1

ð1þ sÞ ½5�

where s represents the partial coherence factor which
is a measure of the physical extent of the light source.
The larger the light source, the larger the s. For a
point source, s ¼ 0 and one has coherent illumina-
tion , for s ¼ 1 one has a large source and incoherent
illumination.

As already said, the image of the reticle on the
plane ðx1; y1Þ is given by the Fraunhofer diffraction
of the waves emitted by S0, S71, S72, etc., and the

total field distribution is

Eðx1; y1Þ ¼A1

Z Z
B

Hða; bÞ

� exp� ik
x1

d
aþ y1

d
b

� �
da db ½6�

where d is the distance between the focal plane and
the image plane, k ¼ 2p=l, and B is the area of the
aperture on the focal plane assuming that its dimen-
sion is smaller than d.

Using [2], the expression [6] can be rewritten as

Eðx1; y1Þ ¼A0A1

Z �N

þN

Z �N

þN

Z �N

þN

Z �N

þN
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� Gðx; yÞexp� i
k

f
x � x1

M

� ��
a

þ y � y1

M

� �
b
�
dx dy da db ½7�

Gðx; yÞ is assumed as zero for all points that are
outside C; the pupil function Pða; bÞ is the transmis-
sion function in the pupil plane (equal to 1 for trans-
mitted frequencies pNA=l, and zero for blocked
components); f=d ¼ �1=M where M is the magnifi-
cation factor of the lens that for leading edges
lithography equipment is 4 or 5 (reticle 4–5 times
larger than its image on the wafer).

Generally, the intensity at the wafer level can be
obtained by [7]:

Iðx1; y1Þ ¼ jEðx1; y1Þj2

¼ A0A1

Z �N

þN
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� �
a

�
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M

� �
b
�
dx dy da db

����
2

½8�

In the case of a photomask with N equidistant spaces
(N large) of width s and with pitch P, and if the
aperture in the focal plane is such that �apapa, eqn
[7] can be written in x1-direction:

Eðx1Þ ¼ E0 1þ 2
X

1omom0

sinðmps=PÞ
mps=P

cos
2pmx1

�dP=f

" #

where m0 ¼ aP=lf . In the case of m0 ¼ N, the sum-
mation can be changed with an integration and the
image collected in the image plane (or wafer level)
becomes similar to the object.
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Definition of Photomask

A mask is a transparent substrate selectively covered
with a thin opaque layer, intended for the reproduc-
tion of patterns on wafers. In the case of optical
photomasks, the pattern, which represents one level
of an IC, is formed in a chromium layer sputter-
ed over a fused silica substrate. Typically 20 to 30
masks, defined as a mask set, are required for
imaging all layers necessary for the manufacturing
of an IC. The terms mask and reticle are used inter-
changeably although historically, the first one was
used for defining 1X patterned substrates used for
exposing the whole wafer with contact printing tech-
nology, while the term reticle is used to define 2X, 4X
or 5X patterned substrates used in optical projection
systems. Figure 4 represents a schematic of photo-
masks for two different layers: (a) lines and spaces,
and (b) contact holes.

Types of Photomask

One may distinguish optical photomasks in two
main categories: binary masks and PSMs. Masks for
EUV applications, stencil masks or membrane masks
for X-ray or electron projection lithography are not
specifically discussed.

Binary Mask

A binary mask is a close replication of the circuit
design pattern, with the possible addition of biases
(i.e., the CD can be modified compared to the
original design) in order to take into account
lithography for optical proximity corrections (OPCs)
or etch loading effects; its patterned area can be only
clear or opaque, hence the term binary.

Phase-Shift Masks

PSMs were introduced in 1982 to improve the ulti-
mate resolution achievable with wafer scanner
exposure tools. The principle of this method

consists in taking advantage of phase differences
caused by different areas on the mask to obtain de-
structive interference and achieve better image con-
trast. PSMs can be separated in two categories:
‘‘weak PSMs,’’ that include half-tone and embedded
attenuated phase shift masks (EAPSMs), and ‘‘strong
PSMs’’ that include alternating phase shift masks
(APSMs). In the case of EAPSMs, the opaque region
of the binary mask is substituted by a partially trans-
mitting material that induces a 1801 phase variation
with respect to the bright regions. The destructive
interference between clear areas and a partially
transmitting background enhances the image con-
trast of the bright region. The improved image qual-
ity allows one to achieve a larger process latitude and
depth of focus leading to a robust lithographic proc-
ess. Usually 6% transmittance is used for leading
edge masks; a higher transmittance allows one to
achieve better contrast, due to a greater phase inter-
action, but is practically unusable due to the risk of
unwanted side-lobe printing. Specifications related to
half-tone and EAPSMs can be found in SEMI P29-
0997: Guideline for description of characteristics
specific to Halftone Attenuated Phase Shift Masks
and Mask Blanks.

In strong APSMs, chrome structures are bordered
with clear areas of 1801 phase difference that leads to
a destructive interference and thus to an enhanced
image contrast. While in EAPSMs, the phase and
transmission variation is obtained using appropriate
materials, the most common being moly-silicide
(MoSi), in strong PSMs the phase variation is gene-
rally obtained directly by etching the quartz subst-
rate. Figure 5 summarizes the binary mask and the
PSM imaging principle.

Photomask Manufacturing Process

The manufacturing process of a photomask is
quite similar to the one used for producing silicon
wafers: the mask blank, which consists in a very flat
piece of glass covered by a thin layer of chrome, is
spun with a thin film of resist. The resist is exposed to
light or to electrons in order to define the circuit
geometries, and is then developed so as to form the
required pattern. After development, the chrome
material is etched and, finally the residual resist is
removed.

In order to provide more details, the steps of pho-
tomask manufacturing can be summarized as follows
(Figure 6): (1) mask blank preparation; (2) pattern
writing; (3) processing; (4) critical dimension metro-
logy; (5) position accuracy metrology; (6) defect in-
spection; (7) cleaning; (8) defect repair; (9) pellicle
attachment; and (10) final inspection.

(a) (b)

Substrate transparent:
Quartz

Substrate absorbent:
Chrome

Figure 4 Schematic view of two binary masks for two different

electronic layers: (a) lines and spaces (active area, poly, metal,

etc) and (b) contact level.
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Mask Blanks

Substrate Sizes

Photomask substrates requirements are defined in
SEMI standard reticle format document (SEMI

P1-92 Re-approved P01-0299: Specification for
Hard Surface Photomask Substrate).

Actually, the standard size for leading edge masks
is 15.24 cm square by 0.635 cm thick. The substrate
size has been progressively increased in order to
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Figure 5 Comparison of binary and phase shift photomasks.
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   prevented.

9 Repair
   Repair any
   defect found.

10 Pre-pellicle cleaning
     Remove any particle
     before pellicle
     application.
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     Provide a
     particle barrier.

12 Audit
     Final check.
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Figure 6 Photomask fabrication process.
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accommodate larger and larger die sizes, while mask
thickness has been increased from 0.0900 up to 0.2500

to minimize edge placement errors induced by the
gravitational lag of the substrate as well as plate dis-
tortions caused by the clamping system of tools used
for mask patterning and wafers exposure.

Substrate Materials

Mask substrate materials are chosen to comply with
some mechanical and physical properties that can be
summarized as follows: transparency at the exposure
wavelength, thermal expansion, flatness, bire-
fringency (only for 157 nm).

Low thermal expansion materials are required
mainly for two reasons:

1. To minimize mask pattern placement errors in-
duced by temperature variations that may happen
during the mask patterning process, and

2. To minimize wafer pattern placement errors in-
duced by mask heating that may happen when the
mask is exposed to laser radiation in exposure tools.

A substantial portion of the placement error induced
by temperature variations during mask patterning
consists in magnification errors, which can be ade-
quately compensated by wafer exposure tools, but
residual errors caused by thermally instable material
cannot be compensated.

A consideration of the depth of focus is the main
driver for the tight control of reticle flatness which,
for leading edge masks can be specified down to
minor-equal 0.5 mm, depending on focus budget
considerations.

Photomasks for leading technology use fused silica
(SiO2) substrates; this material has been chosen main-
ly for its low thermal expansion coefficient and for its
transmission at current exposure wavelengths. For
157 nm exposure wavelength, fluorine-doped fused
silica is introduced to maintain transparency at a
sufficient level.

Opaque Film

The typical opaque film deposited on photomask
blanks is chrome whose top surface is usually

covered with a thin antireflective layer in order to
minimize reflection of light reflected back by the wa-
fer surface. The film characteristics are specified in
SEMI P2-86 Re-approved P2-0298: Specification For
Chrome Thin Films For Hard surface Photomasks.
Chrome is normally deposited using a sputtering
process with a thickness that may range from 50 to
110 nm. Table 1 reports the optical characteristics of
the chrome film at different wavelengths.

Several alternative materials have been tested over
time; among others, a molybdenum-silicon layer has
been proved to be a good alternative and is actually
used for embedded phase-shift masks (EPSMs).

Mask Lithography

Mask writing tools are used to define the latent
image of circuit patterns in the resist film spun over
the mask substrate. Commercially available mask
writing tools may be divided into two big categories:

1. electron-beam tools:

(a) raster based (Gaussian beam);
(b) vector based (beam shaped); and

2. laser tools.

Electron Beam Tools

Electron beam tools used for mask patterning are
based on the same technology initially developed for
electron microscopy. Energetic electrons induce
chemical reaction in the resist, in the same way as
photons do when using laser tools. One of the main
advantages related to this kind of equipment, when
compared to laser-based ones, is its very high reso-
lution because electron diffraction occurs in the
atomic range. Ultimate resolution is mainly limited
by scattering of the electrons with the resist. To re-
duce this undesired effect, new tools adopt higher
and higher beam energy together with complex elec-
tron proximity effect correction methodologies
which are used to avoid dose variations induced by
back-scattered electrons.

Table 1 Optical characteristics of chrome film at different wavelengths

Wavelength

ðnmÞ
Complex refraction

index

Reflection from chrome

glass interface

Transmission through 60 nm

thick film of chromium

Effective transmitted

light ð%Þ

436 1.79 i 4.05 0.60 0.0009 0.036

365 1.39 i 3.24 0.56 0.0012 0.055

248 0.85 i 2.01 0.47 0.0022 0.119

193 0.84 i 1.65 0.38 0.0016 0.098

157 0.68 i 1.11 0.32 0.0048 0.310
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Electron beam tools may be divided into two
subcategories: raster scan tools, which use a Gauss-
ian beam, and vector shaped tools, where the beam
shape is changed while patterning the mask.

Electron beam raster scan tools In raster scan tools,
the design is divided into pixels, whose dimension, in
the simplest implementation, is the one of the elec-
tron beam itself. The mask is scanned by deflecting
the e-beam electromagnetically, while a high-preci-
sion stage, controlled by an interferometric system,
moves the substrate. The beam is blanked or un-
blanked in synchronism with the deflection to form
the desired circuit latent image in the resist. One
should observe that the mask is progressively
scanned for its whole area: even areas that should
not be exposed must be scanned, leading to increased
overall exposure time.

Electron shaped beam vector tools In vector tools,
an electron beam is addressed just over the areas to
be exposed: this approach dramatically reduces the
exposure time. Additionally, these tools usually
adopt a shaped beam, obtained by passing the elec-
tron beam through appropriate apertures. The pat-
tern is obtained by exposing these elementary shapes
that are butted or stitched together. Shaped beam
tools have been introduced only recently, mainly due
to the complexity required by their engineering, but
are actually used for writing most of the leading edge
masks as they allow one to achieve sharper corners
and better resolution when compared to raster tools.

Laser Tool

Laser tools use an array of focused laser beam, with a
roughly Gaussian profile, that is individually blanked
or unblanked while scanning the mask. The light,
generated by a laser, is split in a certain number of
independent beams, the intensity of each beam being
individually modulated using an acoustic–optic mod-
ulator. Laser beams are then scanned over the mask
surface using a multifaced polygonal mirror rotating
at high speed. During the exposure, the mask is
clamped on a reticle stage that is moved under laser
interferometric control.

Resist and Processing

Resists are radiation sensitive materials, typically
composed of organic polymers and small molecules,
used for enhancing lithographic performance. The
exposure of resists to laser or e-beam radiation in-
duces a change in solubility of the exposed regions
compared to nonexposed ones: this property is used

during the development step in order to define the
pattern into the resist. The choice of the resist ma-
terial is mainly related to the exposure tool environm-
ent, together with other lithographic properties such
as sensitivity, contrast, and ultimate resolution ac-
hievable. Sensitivity is particularly important as it is
directly related to the throughput of the tool. No
material can meet sensitivity requirements for both
laser and e-beam radiation, so two completely differ-
ent processes are used by mask manufacturers de-
pending on the writing tools used for patterning.

e-Beam Resists

Historically, the most common e-beam resist has
been PBS poly (butane-1-sulfone), an alternating co-
polymer of 1-butene and sulfur dioxide, developed
by Bell Laboratories. PBS is a positive resist usually
developed using pentanone and other solvents such
as methyl iso-amyl ketone. The need for better and
better lithographic performances and the introduc-
tion of plasma etch of chrome brought about the
development of alternative materials such as
ZEP7000, a polymer of methylstyrene and chloro-
methyl acrylate from Nippon Zeon.

i-Line and DUV Resists

In general with optical (l¼ 365 nm) resists, the proc-
ess control can be reduced by the standing waves
phenomena. A post-exposure bake (PEB) step is then
usually applied in order to reduce the standing waves
and improve the process control, as it happens in
wafer lithography. New tools, operating at DUV
wavelengths (248 nm), allowed the introduction of
chemical amplified resists that obliged mask makers
to start coating mask blanks themselves; historically
mask blanks were pre-coated with appropriate resists
by blank suppliers. PEB temperature control is quite
critical and much more difficult than the one ac-
hievable with silicon wafers due to the mass of the
substrate: that is the main reason why resist materials
are selected with low sensitivity toward post-expo-
sure bake temperature.

Chrome Etching

After resist development, the chrome opaque film is
removed from the mask surface, using a wet-or-dry-
etch process. Wet etch has been used for many years
and it is based on a solution containing ceric am-
monium nitrate mixed with nitric, perchloric, or
acetic acid. Wet-etch processes are characterized by a
non-negligible undercut that may contribute to line
width variations, especially when the chrome thick-
ness is not uniform. Additionally, patterns cannot be
well defined if the undercut becomes comparable
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with the dimension of the structures to be defined.
For these reasons, the need for better and better pat-
tern fidelity, together with the continuous shrinkage
of CDs, pushed mask makers to move from wet-etch
processes toward dry-etch processes. Typically,
chrome is dry etched using a mixture of Cl and O2

together with other gases added for reducing
etch-loading effects that may bring iso-dense critical
dimension variations.

Metrology

Three main parameters are measured once the mask
is finished: feature dimension, pattern placement,
and defect density.

Feature Dimension Control

The feature dimension control is performed to assure
that geometry dimensions on the mask match the
expected one. Three parameters related to CDs are
usually reported: the average CD with respect to its
nominal value, the CD uniformity across the reticle,
generally reported as a three-sigma deviation of mask
feature sizes for a single dimension, the feature size
linearity down to a given dimension.

The average of a given CD with respect to its
nominal value is specified as mask mean to target:
which, for a given nominal CD value N (or target), is
the difference between the mean of all measured CD
values (CDi) and their nominal N:

Mask mean to target ¼
P

iðCDiÞ
n

� N

where n is the number of measurements.
More commonly, the CD accuracy is specified

using the Max CD deviation, which, for a given
nominal CD value N, is the greatest absolute value of
the difference among the all measured CD values
(CDi) and their nominal N:

Max CD deviation ¼ MAXjCDi � Nj

If more than one nominal CD is required, the Max
CD deviation is the greatest among all the Max CD
deviations for each nominal.

The CD uniformity across the mask is specified by
the CD range which, for a given nominal CD value N
(taking into account all measured CD values at that
nominal) is the difference between the maximum and
the minimum measured value:

CDrange ¼ MAXðCDiÞ �MINðCDiÞ

Finally, the linearity is specified as the difference be-
tween MAX and MIN ‘‘mask mean to target’’ for a

range of features of the same nature, same tone, and
different design sizes.

Mask CD control becomes significantly important
when considering feature sizes near the diffraction
limit. In such a condition, there is a change in
magnitude by which feature sizes on the mask are
reduced by lens reduction onto the wafer. This effect
is described by the mask error factor (MEF):

MEF ¼ @ðCDwaferÞ
@ðCDmask=MÞ

where M is the imaging system reduction ratio, typ-
ically M ¼ 4 for DUV lithography systems. For
larger features, MEF ¼ 1 but becomes bigger as
lithography is pushed to the diffraction limit (i.e., for
CDs close to the Rayleigh’s resolution limit).

CD measurements have been performed for many
years using optical microscopes coupled with soft-
ware image analysis. Actually, CD measurements for
leading edge masks are mainly performed using scan-
ning electron microscope (SEMs) while several alter-
native methodologies are being explored for future
technologies; these include scatterometry, Atomic
force microscope (AFM), and optical immersion
microscope.

Pattern placement

The pattern placement accuracy, or registration ac-
curacy, refers to the deviation of pattern centerlines
relatively to a defined reference grid. Registration is a
vector quantity defined, at every point on the mask,
as the difference between the vectorial position of the
mask geometry and the vectorial position of the cor-
responding point on a reference grid. Pattern place-
ment is measured on registration control tools that
consists in a microscope, used for locating the feature
to be measured, coupled with a high precision stage
whose position is controlled by a laser interfero-
meter.

Mask Defects and Inspection

A key requirement to mask makers is to produce
‘‘zero defect’’ reticles. A mask defect can be defined
as any imperfection on the photomask pattern liable
to be reproduced on a photoresist film, thus preven-
ting the proper functioning of the microelectronic
device being manufactured. One may distinguish
defects in different categories:

* Macro defects: defects on mask that are visible
to the naked eye, with or without the aid of a
collimated spot light, for example, fingerprint left
either by bare fingers or gloves;
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* Micro defects: defects not visible to the naked
eye, whose detection requires the use of automatic
defect inspection systems or of any magnification
tool.

One could also distinguish defects by their nature:

1. Soft defects, defined as defects that can be
removed by a cleaning process:
(a) particles
(b) contaminations
(c) process residuals

2. Hard defects, defined as defects that cannot be
removed by a cleaning process
(a) chrome protrusions
(b) chrome intrusions
(c) splintering: damaging of the substrate along

its perimeter, glass missing
(d) pinholes
(e) scratches: an incision having regular or irre-

gular shape and three dimensions: length,
width, and depth where the length is much
bigger than the width and the width itself is
almost equal to the depth.

3. At each technological node (generation of semi-
conductor devices), the minimum CD is usually
related to the minimum defect size allowable. In
order to guarantee defect-free masks, automatic
defect inspection tools have been developed. In-
spection tools may work in two modes:
* Die-to-die mode: automatic inspection of mask

defectivity based on the comparison of at least
two identical patterns, structured into regular
arrays;

* Die-to-database mode: automatic inspection of
mask defectivity based on the comparison of
the mask pattern against its original database.

The ability of an inspection tool to detect accurately
all the defects present on a plate determines its defect
capture efficiency that is related to many factors: in-
spection light wavelength, pixel size, sensors effi-
ciency, real-time signal analysis, stage resolution, and
many others. It is to be taken into account that high
sensitivity requires small pixel sizes, and so higher
inspection time and a higher chance to detect false
defects: differences detected, even if below the defect
specification requirement.

Once mask inspection is terminated, defects are
normally manually reviewed by an operator who
classifies all captured defects transferring coordinates
of hard defects to be repaired to appropriate tools.
Inspection equipment are certified by performing a
mask inspection with pre-programmed defects of
certified dimensions.

Repair

Mask defects may be repaired by proper tools, and
several techniques have been developed over the
years: laser tools are the most diffused together with
focused ion beam. More recently, a mechanical
method that utilizes the positional control of an
AFM coupled with RAVE LLCs nanomachining head
to perform material removal with nanometer level
precision has been proposed.

Cleaning

The scope of cleaning is to remove resist residuals,
particles, and all other possible contaminations with-
out damaging the mask itself. Traditionally, the
cleaning step has not been a major concern for the
mask industry. Mask cleaning is usually performed
by the use of wet methods developed by the wafer
industry. In the past, immersion processes were most
diffused for the cost of ownership reasons, while re-
cently the tightening of cleaning specifications
pushed mask manufacturers to introduce spin/spray
processes. Several cleaning chemistries have been
developed over the years: among the others, the most
used are based on H2SO4 and H2O2 to remove heavy
organic materials such as resist and hydrocarbons, or
H2O, H2O2, and NH4OH to remove light organic
residues and particles.

Pellicle

The requirement to produce ‘‘zero defect’’ masks has
already been discussed. To avoid contamination of
mask surface during its usage, pellicles are attached
to the photomasks. Pellicles consist in a thin (o1mm)
polymer film, usually made of nitrocellulose or a
form of teflon, stretched on an anodized aluminum
frame, that is attached to the photomask using spe-
cial adhesives characterized by low outgassing and
stability to exposure at actinic light. Table 2 reports

Table 2 Pellicle materials commonly used

Materials Thickness

ðmmÞ
Transmission

ð%Þ
Wavelength

ðnmÞ

Nitrocellulose 1.4 99 436 (g-line),

365 (I-line)

Cellulose 1.4 99 436 (g-line),

365 (I-line)

Fluorocarbon 1.2 99 365 (I-line),

248 (DUV)

Teflon 0.6 99 248 (DUV),

193 (EDUV)
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the most commonly used materials used for mask
pellicles and their characteristics:

Characteristics of various pellicle materials are
illustrated more in detail in the document SEMI

P5-94: Specification For Pellicles. Pellicles keep con-
taminations far away from the chrome features that
are to be printed; in that way, with a typical depth of
focus o1mm, particles are not in the focus plane of
the wafer and then are not printed on the wafer
(Figure 7).

The typical frame height is in the range of 6mm,
small holes in the frame allow one to maintain air
pressure of the space between the mask surface and
the pellicle equal to the ambient pressure. The frame
surface has to be quite flat so as to avoid the distor-
tion of the mask that may induce registration and
focus errors.

See also: Integrated Circuits; Semiconductors, General
Properties; Semiconductors, History of; Silicon, History of.

PACS: 85.40.Hp; 42.82.Cr; 81.16.Nd; 42.50.St;
42.15.Dp; 42.30.Kq; 42.30.Lr; 42.30.Va; 42.70.Ce
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Introduction

If a dielectric material is exposed to an electric field, a
dipole moment is established which is detected by the
force the field exerts on it. It is a common experience
to have felt the attraction acted by a charged external
body as by a comb on one’s hair. Such materials
show induced polarization in an external electric field
usually observed as surface charges disregarding the

microscopic details of the interior. However, the field
acts in the interior of the whole dielectric body and
induces the polarization therein through the polariz-
ability of the atomic constituents of the body. The
well-known textbook Lorentz–Lorenz construction
of the so-called ‘‘local field’’ is applied, which explic-
itly takes into account the presence of an induced field
adding to the external field and being self-consistently
determined at every point. In course of time, the
Lorentz–Lorenz construction has been set on an ab
initio fundament by considering the total many-body
system, which also led to the quantitative determina-
tion by well-accepted definite rules though the whole
problem cannot be solved in a closed manner.

Light

Reticle

Pellicle

Lens

Wafer

Figure 7 Cross-sectional view of a mask with pellicle. The

particle accidentally deposited on the pellicle will produce an

image severely blurred onto the wafer.
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From a macroscopic point of view, say, considering
length dimensions in centimeters, the polarization is
continuously spread over space, discontinuities ari-
sing at the edges of bounded bodies only. The total
dipole moment causes a resulting induced field which
adds to the external field usually screening it, that is,
reducing it within the material. Of course, the sourc-
es for the induced fields may be inhomogeneously
distributed and arbitrarily macroscopically shaped.
For example, a spherical solid dielectric body intro-
duced between the plates of a condenser expels the
initially homogeneous field from the interior created
by dipole charges on the surface of the sphere and
situated opposite to the condenser plates. This gen-
eral macroscopic situation has its origin on an atomic
scale that finally gives rise to what is called ‘‘local
field effects.’’

From a microscopic point of view, atomic polar-
ization constitutes the source of macroscopic polar-
ization. The atomic polarization is localized being
attached to the electronic cloud around the nuclei
and showing a global distribution of the dipole mo-
ments reflecting the positions of the nuclei. The local
variability from granularity on an atomic scale re-
lates to the notion of local fields. Thus, the local field
considered here arises from the electric response of
atomically structured material to an external field. It
can be viewed as an induced granular field, which in
the special case of a crystalline solid is structured by
the details of the potential within the unit cell being
periodically repeated. Such a local field occurs in in-
sulators, as well as in semiconductors and metals.
Crystallinity is a widely understood origin for the
existence of local structure in the response fields,
though the general atomic consistence of matter gives
rise to local response fields also. However, the former
are much easier to be dealt with than classifying or
calculating, for example, amorphous or gaseous ma-
terial.

The above interpretation is not to be confused
with the notion of local field as applied to a theo-
retical extension of the random phase approximation
(RPA), which is a very common and basic approx-
imation in the calculation of dielectric properties of
general condensed matter. This also traces back to
the roots of the Lorentz local field, though the em-
phasis does not lie on the granularity and geometric
structure but on the many-body influences which
affect even homogeneous systems.

The first achievement along both lines may be seen
in the Lorentz–Lorenz formula

eM ¼ 1þ a=e0
1� a=3e0

½1�

for the macroscopic dielectric constant eM in terms of
atomic polarizability per unit volume a with vacuum
permittivity e0 (SI units used).

Induced Field

For the theory of dielectrics, Maxwell’s equations of
electrostatics constitute the framework

divD ¼ r; rot E ¼ 0 ½2�

to be supplemented by the appropriate material’s
equation, specifically

D ¼ ee0E ½3�

for a linear relation between the so-called dielectric
displacement D and the electric field E with dielectric
constant or relative permittivity e of the medium. The
charge density r refers only to the sources of the
external field Eext which can be written as div
e0Eext¼ r. One usually splits off the electric field
from D by defining the polarization P, that is, the
dipole moment per unit volume, and the external
field from the microscopic field by defining the in-
duced field Eind

D ¼ e0Eþ P; E ¼ Eext þ Eind ½4�

Inserting eqn [4] in [2] yields

div e0Eind ¼ �div P ¼ rind ½5�

This identifies � divP as the source of the induced
field associating with the induced polarization charge
rind, an analogous to the external charge, which is a
rather trivial statement from the atomic point of
view.

In principle, the electrostatic relations have to be
complemented in order to deal with optics. The topic
of local field effects, however, allows a limitation to
the discussion of the longitudinal case, that is, to the
above equations of electrostatics, decoupling it from
the transverse fields introduced by the time-depend-
ent electromagnetic field. The approximation is valid
as long as the length scale of the induced field is small
compared to the optical wavelength. Transverse
components are of course nonzero and need the full
dielectric tensor which may be anisotropic. But the
simplification occurs because the self-consistent
generation of the total electric field from the applied
external field (see the section ‘‘Macroscopic fields’’)
derives this approximation solely from the longit-
udinal field, for which Maxwell’s electrostatic equa-
tions are already sufficient.
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The above simple relationship [3] is, however, a
compact abbreviation of the most general linear re-
lation which should be written as

Diðr; tÞ ¼
X

j

Z þN

�N

dt0
Z

d3r 0eijðr; t; r 0; t0Þe0Ejðr 0; t0Þ

½6�

where the indices refer to the Cartesian axes of a
tensor relation through eij, the time integration sums
up contributions of the electric field at various times
to the dielectric displacement, and the space integra-
tion does similarly with respect to position. In phys-
ical terms, the tensor character relates an electric
field in a certain direction to the displacement in any
other direction with a specific weight, for example,
as an anisotropic material would imply. The time
integration takes into account a delay in the effect of
the electric field on, for example, the polarization,
which for a causal relation obviously implies zero e
for t04t. Switching on a field or, in terms of Fourier
transforms, of an incident optical wave which as an
oscillating process, excites an oscillating polarization
with a weight depending on the frequency, this is the
standard case of optical spectroscopy. The depend-
ence on position in space, is the interesting quantity
in view of the effects considered here. An electric
field at a specific position in principle can excite po-
larizations everywhere and all contributions are
summed up by the integral. The above quantity e is
usually called the microscopic dielectric constant,
and ‘‘constant’’ is often replaced by ‘‘function’’ to
stress the functional dependence on its variables.

Macroscopic Fields

Measurements as, for example, in classical optical
spectroscopy with wavelengths orders of magnitude
larger than atomic distances may not resolve the
atomic structure of matter, and therefore deal with
spatially averaged quantities instead of the micro-
scopic fields considered above. The averaging follows
from space integration or from the zeroth Fourier
component when expressing the field equations by
Fourier transforms as conveniently done. Dealing
with the example of a crystalline solid, the periodic
repetition of the unit cell imposes this symmetry also
on all observable quantities as fields, densities, coef-
ficients of linear relations in position, space, etc., as
long as the external fields are homogeneous. Then,
the periodicity allows for a representation of the total
field by a Fourier series

EðrÞ ¼
X
G

eiG�rEG ½7�

omitting the time or respective frequency dependence
in the notation. The vectors G constitute the recip-
rocal lattice of the crystal. A nonhomogeneous ex-
ternal field may vary on a macroscopic scale, then EG

will also depend on r. However, the length scales of
this field as well as those of the additional variations
of the induced fields are large. In which case, all
considerations still apply locally within ranges lim-
ited by that length scale. The linear relation [3] reads,
under the Fourier transformation, as

DG ¼
X
G0

#eGG0EG0 ½8�

where the hat is used to indicate a tensor instead of
writing the Cartesian indices explicitly. If a homo-
geneous electric field is applied to an infinitely ex-
tended crystal, then the displacement field is constant
everywhere and thus possesses only a zeroth Fourier
component which is given by a suitable distribution
(e.g., charged condenser plates) of its sources, the
external charges. Inversion of eqn [8] then yields

EG ¼ ðe�1ÞG0D0 ½9�

the Fourier components of the microscopic field, that
is, local field which, in principle may spatially fluc-
tuate on each length scale within the periodicity cell.
Taking only the zeroth component of eqn [9], one
obtains the observable averaged electric field E0 and
can write the material’s equation as

D0 ¼ 1

ðe�1Þ00
E0 ½10�

This linear relation between averaged quantities con-
stitutes what is called the local field effect, specif-
ically a macroscopic permittivity eM which is the
reciprocal of the (0,0) element of the inverse micro-
scopic dielectric function matrix eGG0

eM ¼ 1

ðe�1Þ00
½11�

and applies to homogeneous external fields.
Furthermore, it also covers the case that the field

additionally depends on q within the Brillouin zone
describing larger length scales than the lattice length.
Then also e carries this additional dependence, (see
the section ‘‘Dielectric response’’). As indicated before,
the derivation of eqn [11] is valid for the longitudinal
response to longitudinal fields, so the hat was omit-
ted because it is a scalar quantity. The transverse
average fields are related through a similar reasoning.
The general tensor can be written as #eM consisting of
the bare e and an added longitudinal correction
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which originates from the polarization by the Cou-
lomb interaction.

#eM ¼ #e00 �
X

GG0ða0Þ
#e0G ð#eLLr Þ�1

GG0 #eG00 ½12�

The quantity #eLLr is the microscopic dielectric con-
stant matrix in reciprocal space restricted (subscript
r) to the subspace of nonzero reciprocal lattice vec-
tors. Only the longitudinal component of the tensor
is involved which is denoted by the upper index, that
is, the tensor can be written as the product of the
dyad ðqþGÞ=jqþGj � ðqþG0Þ=jqþG0j with a sca-
lar eLLGG0. Taking the longitudinal component of eqn
[12], algebraic manipulations lead back to eqn [11],
eLLM ¼ 1=ðeLLÞ�1Þ00, with inversion of the whole un-
restricted matrix. This generalization refers to the
local field effect of optical and related spectra valid
as long as the wavelength l¼ 2p/q is much larger
than the length scale of the atomic structure. In
Figures 1 and 3, calculated optical spectra, up to the
vacuum ultraviolet, of SrTiO3 and Nb with or with-
out the local field effect are compared with experi-
ment. The importance of the local field effect in
describing the experimental result is striking. As a
matrix inversion is involved, a lucid picture is absent
to discuss these effects in simple terms, for example,
the disappearance of the huge peak at 25 eV. The
comparison of theory with experiment shows agre-
ement with respect to the relative positions of maxi-
ma and minima, whereas the strength of the
variation is smoothed by experimental broadening
not considered in the theoretical calculation. It
should be noted that the theoretical curves are ob-
tained ab initio with the density-functional theory,

and broadening from additional many-body correc-
tions might also occur.

Occasionally the connection with the local polar-
ization is obvious in the spectra as shown in Figure 2.
A steep slope marks the onset of absorption from the
localized semicore levels, 5p1/2, 4f7/2, 4f5/2, in both
experiment and theory. Specifically, the 5p1/2 peak
and also the relative intensities need local field effects
to be included for explanation. Both 4f peaks are
considerably enhanced by the accompanying high
atomic polarization of the medium proving this to be
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the origin of local field effects, even though the over-
all shape of a spectrum may often hide this connec-
tion, for instance, at low-energy excitations of
valence states.

Dielectric Response

Maxwell’s theory describes the field from its source,
that is, the total charge. Conversely, the total field
forces the positional adjustment of the charges
through the laws of quantum mechanics, which is
condensed into the dielectric constant e. Once the
bare response to a small test field is known through e,
the numerical evaluation of charge and field from
eqns [2] and [10] is straightforward by using a suit-
able mathematical solution. Thus, one has to deter-
mine quantitatively the dielectric function. As
already stated, the RPA is the basic approximation
for calculating these properties ab initio with gene-
rally sufficient accuracy. The quantum mechanical
change of the density dr induced as a response to a
change of the field dE is obtained from first-order
perturbation expansion with respect to the latter. The
total field must be treated here as a perturbation.
Equation [2] is used in Fourier space, i(qþG)dD(qþ
G)¼ dr(qþG), and the field in eqn [3] is replaced
by its associated potential, dE(qþG)¼ � i(qþG)
df(qþG). Then, the induced charge is given by the
difference between total charge drtot¼ e0|qþG|2df
and external charge dr with the resultX

G0

ðqþGÞ . ð #1dG;G0 � #eGG0 ðq;oÞÞ . ðqþG0Þ

� dfðqþG0Þ ¼ drindðqþGÞ=e0 ½13�

This has to be compared with the expression ob-
tained for the induced charge from the perturbation
expansion, which finally leads to

eLLGG0 ðq;oÞ

¼ dGG0 þ e2

2p2e0jqþGj jqþG0j
X
ll0

Z
BZ

d3k

�/kþ ql0jeiðqþG0ÞrjklS/klje�iðqþGÞrjkþ ql0S
El0 ðkþ qÞ � ElðkÞ � _o� i_Z

½14�

Here, a single matrix element of the dielectric func-
tion for reciprocal lattice vectors G and G0 is repre-
sented by a sum of occupied (l) and unoccupied (l0)
states and an integral over an elementary cell
(Brillouin zone) of the reciprocal lattice in an ex-
pression which, of course, reminds of the quantum
mechanical perturbation theory. It contains the de-
nominator for the energy difference between the

ground and the excited states of the system including
the photon energy _o, and the numerator with the
matrix elements for a transition between both states
caused by the wave part of the Fourier decomposi-
tion of the perturbing potential. The wave vector q
which is confined to the first Brillouin zone appears
only once as an independent variable of e which is
diagonal with respect to it. Owing to translational
symmetry, charge and field can differ in total mo-
mentum only by reciprocal lattice vectors.

One observes again that only longitudinal fields
are involved in this electrostatic treatment and con-
sequently only longitudinal components eLL of the
dielectric tensor

eLLGG0 ðq;oÞ ¼
ðqþGÞ
jqþGj

. #eGG0 ðq;oÞ . ðqþG0Þ
jqþG0j ½15�

are accessed. They constitute, nevertheless, the most
important contributions in the domain of optics and
related fields.

Exchange and Correlation

As mentioned before, the notion of local field effects
can also be applied to the many-body extensions of
RPA. Because of complexity, their investigation can-
not claim a success similar to the above-discussed
standard effects. For simplicity, the main work is
usually directed towards homogeneous systems
though a few quantitative calculations also exist for
solids. In Figure 3, such corrections for considering
exchange and correlation (XC) which go beyond
RPA are shown. The observed influence is rather
small compared to the usual local field effects. Since
the comparison of ab initio calculations with exper-
imental spectra still leaves many questions open and
the importance of many-body corrections is generally
unknown, this is an active field of present research.

Nonlocal Dielectric Response

The term nonlocal response can be taken literally as a
far reaching effect of a local perturbation. The local
field effects above have been considered under the
restriction of smoothly varying external fields on
a macroscopic scale, that is, long wavelengths
ðq ¼ 2p=lE0Þ. This condition is relaxed here. How-
ever, both effects interfere in the experiment and one
has to be discerning in its interpretation. A change of
the field at one site can result in changes of the di-
electric displacement at very distant sites which, of
course, is also contained in the general dependence
of eqn [6]. As this dependence of the field on the
charges is provided by a nonlocal long range relation,
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Coulomb’s law, each local internal polarization by the
field causes induced fields and hence, dielectric dis-
placement everywhere. This holds in the static as well
as in the dynamic case where the plasmon excitation
is a very prominent long-range feature.

This rather general theoretical effect will not be
easily detected in measurements on homogeneous
systems, it becomes visible by local perturbations as,
for example, a surface imposes. There the surface
may be the source for plasmon waves which travel
into the bulk and modulate the field. In addition,
even below the plasmon frequency multipole surface,
plasmons enhance the frequency-dependent nonlocal
response. The theoretical treatment, essentially gov-
erned by eqn [6], can be based on eqn [13] with the
potential representing the full self-consistent field in
time-dependent local density approximation (LDA)

df ¼ fext þ dfþ dVXC ½16�

Self-consistency is imposed by coupling to the charge
density as before in RPA, in fact with Poisson’s
equation through �Ddf¼ dr/e0, and by using the
exchange–correlation potential in LDA through
dVXC ¼ V 0

XCðr0Þdr. Because of the surface, transla-
tional symmetry is broken in one direction and cal-
culation is restricted to real space in that direction
utilizing an iterative process based on self-consisten-
cy. The centroid d>(o) of the charge density is suit-
able to characterize the surface response, that is,
it yields the position of the electromagnetically

effective surface by its real part and the absorbed
power by its imaginary part. For a jellium model, it
shows a resonance at B0.8 of the plasma frequency.

The combined effect of local fields and nonlocal
response shows a rather complex behavior as seen in
Figure 4. The excitation from an external field lo-
calized just below the surface extends into the bulk
with a penetration depth increasing with frequency
and attains long-range behavior at the surface plas-
ma frequency ð_o ¼ 6:7 eVÞ and above the bulk
ð_o ¼ 9:2 eVÞ plasma frequency. Closely around the
surface, a dipole charge distribution establishes
which is replaced by a complex multipole behavior
above the bulk plasma frequency. The granularity in
the depth dependence reflects local field effects.

Further Application

In addition to traditional optical spectroscopy, the
reflection anisotropy/difference spectroscopy (RAS/
RDS) offers newer surface-sensitive optical tools for
access to details of the electromagnetic response.

Local field effects are of importance not only in
optical and related spectroscopy but they strongly
affect electron spectroscopy as, for example, electron
losses (EELS) or O photoexcited electrons of angle
resolved ultraviolet photremission spectroscopy
(ARUPS), too. The loss function of EELS

Sðq;oÞ ¼ �Im
1

eMðq;oÞ ½17�
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measures the macroscopic eM. ARUPS reflects the
local fields themselves as they cause specific pho-
toexcitations, and also depend sensitively on the
nonlocal multipole plasmon generation. Their main
effects are observed near the plasmon frequency and
can attain an order of magnitude change.

Recent development of photonics towards the
nanoscale regime opens the door to the details of
the position dependence of electromagnetic response.
For example, small metallic particles close to a
molecule on a surface may produce surface en-
hanced Raman scattering (SERS) of that molecule
by many orders of magnitude, because the field
considerably increases in this geometrical configura-
tion. At sufficiently small scales, nonlocal effects will
become important such that the full dielectric func-
tion will be needed for theoretical considerations
there also.
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Introduction

The quantum theory of magnetism has been devel-
oped from two opposite starting points. One is the
localized-electron model, where the electrons remain
on the atoms in the crystal and contribute to magne-
tism. The intra-atomic interaction between these
electrons is so strong that the magnetic moment is
determined on each individual atom by Hund’s rules.
The interatomic exchange interaction is, on the other
hand, much smaller than the intra-atomic one, and
competes with thermal disorder to determine the
long-range magnetic ordering. This model is applied
to insulating crystals and rare-earth metals. The oth-
er model of magnetism is based on the band structure
of electrons. These electrons move around in the
crystal and contribute to the electric conduction. The
ferromagnetic state may be stabilized for materials
with a strong exchange interaction and a high density
of states at the Fermi level. This is the band model or
itinerant-electron model, which is commonly applied
to 3d transition metals, alloys, and compounds.

In this section, magnetic properties as well as
magnetic ordering are discussed for both localized-
electron and itinerant-electron models. A molecular
field theory is extremely useful in describing the
ground state and finite temperature properties. In this
approximation, the focus is on how various magnetic
properties can be explained, and then, how spin
wave excitations and spin fluctuations at finite tem-
perature can be studied. SI units are used in this ar-
ticle. The magnetic induction, B, is given by
m0ðH þMÞ, where H, M, and m0 are the magnetic
field, magnetization, and permeability in vacuum,
respectively. The Bohr magneton is denoted by mB ¼
e_=2m in this unit system, where e and m are the
charge and mass of an electron, respectively, and
where _ is the Planck constant divided by 2p. To
avoid confusion, mB is taken to be positive, so that
the direction of magnetization is the same as that of
the spin.

Localized-Electron Model

The concept of exchange coupling between the spins
of two or more nonsinglet atoms arose with the
Heitler–London theory of chemical bonding and was

applied in 1928 to the theory of ferromagnetism by
Heisenberg. The spin Hamiltonian is given by
H ¼ �

P
iaj JijSi � Sj, where Jij is the interatomic

exchange integral between the electrons on atoms at
Ri and Rj. Si and Sj are spin operators on these atoms.
The exchange integral Jij comes from the anti-
symmetric nature of wave functions with respect to
the spatial and spin coordinates, and is given by

Jij ¼
e2

4pe0

Z Z c�
j ðrÞc

�
i ðr 0ÞciðrÞcjðr 0Þ

jr � r 0 � Ri þ Rjj
dr dr 0

where ciðrÞ is the wave function on the atomic site
Ri. The value of Jij becomes small obviously when
jRi � Rjj is large, as ciðrÞ is localized on the atom at
Ri in this model. Here, Jij is assumed to take a con-
stant value, J for the nearest neighbor atomic pair at
Ri and Rj, and to be zero for other pairs. In this case,
the Hamiltonian is written by H ¼ �2J

P
/i;jS Si � Sj,

where /i; jS on the summation denotes the sum over
nearest neighbor pairs at Ri and Rj.

Ferromagnetism

Before the concept of quantum mechanics had been
established, Weiss proposed in 1907 a very successful
description of ferromagnetism by introducing a
molecular field acting on atomic magnetic moments,
which is assumed to be proportional to the net
magnetization. The origin of the molecular field is
nowadays known to be a quantum mechanical ex-
change interaction. A material, which consists of the
same type of atoms, is considered. When the magne-
tic field is applied to the z direction (quantized axis of
spin), the average value (or expectation value) of the
spin operator Si has a z component /SzS only. The
magnetization is now written as M ¼ NgmB/SzS,
where N is the number of atoms in the material,
g ¼ 2 (g-factor for spin system), and mB is the Bohr
magneton. The term Si � Sj in the Hamiltonian is
approximately written by Si � SjC/SzSSj;z þ Si;z

/SzS�/SzS2. One gets, together with the Zeeman
energy by the magnetic induction B;HC� 2zJ/SzSP

i Si;z � gmBB
P

i Si;z þNzJ/SzS
2¼ �gmBBeff

P
i Si;z

þNzJ/SzS2, where z is the number of the nearest
neighbor atoms in the crystal. Here, J is taken to be
positive as the ferromagnetic state is discussed. The
effective magnetic field is given by Beff ¼ 2zJ/SzS=
gmB þ B. The first term 2zJ/SzS= gmB corresponds
to the molecular field proposed by Weiss. The mo-
lecular field coefficient o, defined by Beff ¼ oM þ B,
is given by o ¼ 2zJ=NðgmBÞ2.
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The magnetic quantum number mS on an atom
may take S; S � 1;y;�S. The average value /SzS is
evaluated by the standard statistics as /SzS ¼
SBSðgmBSBeff=kBTÞ at finite temperature T, where
BS(x) is the Brillouin function defined by

BSðxÞ ¼
2S þ 1

2S
coth

2S þ 1

2S
x

� �
� 1

2S
coth

x

2S

� �

where x ¼ gmBSBeff=kBT and kB is the Boltzmann
constant. (In the limiting case of S ¼ N;BSðxÞ be-
comes the Langevin function, which appears when Si,z

is treated as a classical spin vector.) The average value
/SzS is obtained as a function of T and B by solving
the equation for /SzS self-consistently, as the argum-
ent in the Brillouin function contains /SzS itself.
Figure 1 shows the calculated result of the magnet-
ization for S ¼ 5=2 as a function of T and B. TC is the
Curie temperature where /SzS becomes zero at
B ¼ 0. The T-dependence of M at B ¼ 0 is very weak
at low T in this theory, being different from the
observed results. At low T, M decreases with increa-
sing Tas T3/2 by the thermal excitations of spin waves.
This is discussed in the subsection, ‘‘Spin waves.’’

The susceptibility wp ð¼ m0M=BÞ above TC is writ-
ten at high T as wp ¼ m0C=ðT � TCÞ. This is called
the Curie–Weiss law. Here, TC and C are the Curie
temperature and the Curie constant respectively,
given by TC ¼ 2zJSðS þ 1Þ=3kB and C ¼ NðgmBÞ2S
ðS þ 1Þ=3kB. This is derived by using the approxi-
mation BSðxÞBxðS þ 1Þ=3S at small x. At T ¼ TC, M
is proportional to B1=3. Then, the susceptibility wp
diverges as B–2/3 when B tends to zero. The critical

index d, defined by MpB1=d, is 3 in the molecular
field theory. However, the observed result of d for
conventional ferromagnets is B4. The molecular
field theory breaks down at TCTC.

Antiferromagnetism

The crystal, which consists of two equivalent sub-
lattices A and B, may have an antiferromagnetic spin
structure when the exchange integral JAB between the
nearest neighbor spins on the different sublattices
is negative. Sublattice moments are given by MA ¼
NgmB/SAz S=2 and MB ¼ NgmB/SBzS=2, where the
number of atoms on each sublattice is N=2. Here, SAz
and SBz are the z components of S on these sublattices.
Magnitudes of MA and MB without magnetic fields
are equal to M, that is, MA ¼ �MB ¼ M.

Effective fields acting on the A and B sublattice
spins are written by BA

eff ¼ o0MA � oMB þ B and
BB
eff ¼ �oMA þ o0MB þ B, where o and o0 are the

molecular field coefficients of inter- and intra-sublat-
tice moments given by o ¼ 4zABjJABj=NðgmBÞ2 and
o0 ¼ 4zAAJAA=NðgmBÞ2. Here, JAA ð¼ JBBÞ is the in-
tra-sublattice exchange integral and zAB and zAA ð¼
zBBÞ are the numbers of the nearest neighbor atoms
on the different sublattices and on the same sublat-
tice. By the same procedure as used in the fer-
romagnetic case, the thermal averages /SAz S and
/SBzS are obtained by the Brillouin function as
/SAz S ¼ SBSðxAÞ and /SBzS ¼ SBSðxBÞ, where xA ¼
gmBSBA

eff=kBT and xB ¼ gmBSBB
eff=kBT. The Néel tem-

perature TN, where the sublattice moment at B ¼ 0
vanishes, is given by TN ¼ 2SðS þ 1ÞðzABjJABjþ
zAAJAAÞ=3kB. Solving the simultaneous equations
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Figure 1 Temperature and field dependences of the magnetization M for S ¼ 5=2. M̃ ¼ M=NgmBS, T̃ ¼ T=TC and B̃ ¼ gmBB=2zJS.
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for MA and MB, the susceptibility wpðTÞ above TN is
obtained as wpðTÞ ¼ m0C=ðT þYpÞ, where Yp ¼
2SðS þ 1ÞðzABjJABj � zAAJAAÞ=3kB and C¼NðgmBÞ2S
ðS þ 1Þ=3kB. At T ¼ TN; wpðTNÞ is given by
wpðTNÞ ¼ m0=o. When JAA ¼ 0; TN is equal to Yp.
The observed value of TN for conventional antiferro-
magnets is smaller than that of Yp.

Below TN, there are two kinds of susceptibility.
One is the susceptibility when the magnetic field is
applied along the direction of MA. In this case,
MA increases by dM8=2, and MB shrinks by dM8=2.
dM8 is obtained by solving simultaneous equations of
MA and MB given by the Brillouin functions with BA

eff
and BB

eff. Noting that MA ¼ �MB ¼ M at B ¼ 0, one
gets the susceptibility w8ðTÞð¼ m0dM8=BÞ parallel to
the sublattice moment as w8ðTÞ ¼ m0C=fYp þ ðS þ
1ÞT= 3SB0

SðxÞg, where x ¼ 6MTN=NgmBðS þ 1ÞT
and B0

SðxÞ is the derivative of BSðxÞ with respect
to x. At T ¼ 0; w8ð0Þ ¼ 0 as limT-0 T=B0

SðxÞ ¼ N.
At T ¼ TN; w8ðTNÞ ¼ wpðTNÞ ¼ m0=o as B0

Sð0Þ ¼
ðS þ 1Þ =3S. The other is the susceptibility when
the magnetic field is applied in the perpendicular
direction to MA and MB. In this case, the induced
moment dM>=2 appears on each sublattice in the
field direction. The susceptibility w>ð¼ m0dM>=BÞ
perpendicular to the sublattice moment is obtained
by the balance of effective fields shown in Figure 2.
The sublattice moments rotate by an angle y
so that B� oðMA þMBÞ ¼ 0. One gets w> ¼ m0=o,
which does not depend on T and also on the value
of o0. In Figure 3, w8ðTÞ and w>ðTÞ below TN,
and wpðTÞ above TN are shown as a function of
T for S ¼ 5=2 and o0 ¼ 0. For polycrystalline or
powder samples, the antiferromagnetic moments
in domains or particles will orientate in random
directions, so that wðTÞ ¼ w8ðTÞ=3þ 2w>ðTÞ=3
below TN.

Magnetizing Process of Antiferromagnets

For the magnetizing process of antiferromagnets,
magnetic anisotropy plays an important role. The

magnetic moment prefers to align in a certain cry-
stallographic direction without a magnetic field. For
the sake of simplicity, consider the case of uniaxial
anisotropy. Taking the easy axis of magnetization
along the z-axis, the sublattice momentMA prefers to
align in the positive (negative) z direction and MB in
the negative (positive) z direction. The anisotropy
energy is phenomenologically given by Eani ¼
�ðKu=2Þðcos2yA þ cos2yBÞ, where yA and yB are
angles between the sublattice moments and the easy
axis. The coefficient Ku is called the uniaxial anisot-
ropy constant. The anisotropy fields, BA

ani and BB
ani

acting on the A and B sublattice moments, are de-
fined by BA

ani ¼ KuM
z
A=M2 and BB

ani ¼ KuM
z
B=M2.

The induced moment dM> by the field applied
perpendicular to the z-axis (hard axis of magnetizat-
ion) is suppressed by the anisotropy field. The sus-
ceptibility w> is given by w> ¼ m0=ðoþ Ku=2M2Þ.
This is derived in the following way. Eani is rewritten
as ðKu=2Þðsin2yA þ sin2yBÞ � Ku. The anisotropy
field to the hard axis of magnetization is written by
�KudM>=2M2 (negative field), and then one can get
the above expression of w>. On the other hand, when
the magnetic field is applied along the easy axis of
magnetization and when the sublattice moments
align in the hard axis, the induced moment dM> in
the field direction is enhanced by the anisotropy field.
The susceptibility, in this case, is written by
w0> ¼ m0=ðo� Ku=2M2Þ.

When the magnetic field is applied along the easy
axis of magnetization, the magnetic energy together
with Eani is approximately given by DE8 ¼
�w8ðTÞB2=2m0 � Ku at low fields. On the other
hand, when the magnetic field is applied along the
easy axis of magnetization and when the sublattice

δM⊥
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�
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(
)
)

−�MB −�MA

Figure 2 Magnetic induction B of the applied field and molec-

ular fields �oMA and �oMB on the sublattice moments MA and

MB, respectively. dM> is the induced moment.

0

0.5

1.5

1.0

0.5 1.0 1.5 2.0

�⊥
~

�||
~

�p
~

T
~

�(
T

)/
� p(

T
N
)

Figure 3 Parallel and perpendicular susceptibilities *w8ðT Þ and

*w>ðT Þ below TN, and of *wpðT Þ above TN for S ¼ 5=2 and o0 ¼ 0.

*w8ðT Þ ¼ w8ðT Þ=wpðTNÞ, *w>ðT Þ ¼ w>ðT Þ=wpðTNÞ, *wpðT Þ ¼ wpðT Þ=
wpðTNÞ; and T̃ ¼ T=TN.

154 Localized and Itinerant Magnetism



moments align in the hard axis, the magnetic energy
is given by DE> ¼ �w0>ðTÞB2=2m0. At weak magne-
tic fields applied along the direction of the easy axis,
the sublattice moments keep to align in the easy axis
by the gain of the anisotropy energy. However, under
strong magnetic fields they may align in the direction
perpendicular to the magnetic field, as w0> is larger
than w8, and then, DE> becomes lower than DE8.
That is, a spin flipping takes place from the parallel
direction to B to the perpendicular one at a certain
magnetic field. The critical value Bsf of the spin flip-
ping is given by the equation DE8 ¼ DE>, and one
obtains BsfðTÞ ¼ ½2m0Ku=fw0>ðTÞ � w8ðTÞg�1=2. At
T ¼ 0, Bsf is written by Bsf ¼ fBanið2Bex� BaniÞg1=2,
where Bex ¼ oM and Bani ¼ Ku=M. When B42Bex�
Bani, the sublattice moments become parallel to
each other. The critical value is denoted by Bc

ð¼ 2Bex � BaniÞ. The spin structures are the antifer-
romagnetic one at BoBsf, the canted one at Bsfo
BoBc, and the ferromagnetic one at B4Bc. When T
increases, Bc decreases, while Bsf increases slightly, as
shown in Figure 4.

When Bani is larger than Bex, the canted spin state
does not appear. The magnetization curve at T ¼ 0
shows a jump from the antiferromagnetic state to the
ferromagnetic one at B ¼ Bex. This is a field-induced
metamagnetic transition. However, the transition at
finite T becomes gradual at Bex, as shown in Figure 5.
When the magnetic field is applied to the hard axis of
magnetization, the induced moment dM> increases
as w>B=m0 up to B0

C ¼ 2Bex þ Bani and saturates to
2M.

Spin Waves

The low-lying energy states of spin systems coupled
by exchange interactions are wave-like, as originally
discussed by Bloch. This is called a spin wave or a
magnon. Spin waves have been studied for all types
of ordered spin arrays. In this subsection, the ferro-
magnetic spin wave is studied.

The energy associated with nonuniform distribu-
tions of the spin direction is given by the Heisenberg
exchange energy W ¼ �J

P
i

P
d Si � Siþd, where d is

the nearest neighbor vector of Ri. Here, the Ss are
quantum mechanical spin operators. They are treat-
ed as if they were classical vectors. Siþd is expanded
in a Taylor series as Si þ ðd � rÞSi þ ð1=2Þðd � rÞ2Si.
For lattices with inversion symmetry, the first-order
term in d is cancelled out by the summation over
d, and one gets W ¼ �J

P
i jSij2 � ðJ=2Þ

P
i

P
d Si�

fðd � rÞ2Sig. It is noted here that r2ðSi � SiÞ ¼ 0, as
jSij2 is a constant. Then, one can get the exchange
energy for the local magnetization MðrÞ ¼ gmB

P
i

Sidðr � RiÞ as Eex ¼ ð1=2VÞD
R
jrMðrÞj2 dr, where

jrMðrÞj2 ¼
P

afð@Ma=@xÞ2 þ ð@Ma=@yÞ2 þ ð@Ma=
@zÞ2g, a ¼ x; y; z, and V the volume of the sample.
The coefficient D in Eex is called the Landau–Lifshitz
constant. The exchange field is defined by BexðrÞ ¼
@Eex=@MðrÞ. Neglecting the boundary effects, one gets
BexðrÞ ¼ Dr2MðrÞ. Then, the torque equation is
given by @Mðr; tÞ=@t ¼ gDMðr; tÞ� r2Mðr; tÞ, where
g is the gyromagnetic ratio gmB=_. One looks for
travelling wave solutions of the form Mxðr; tÞ ¼ dmx

expfiðq � r � otg, Myðr; tÞ ¼ dmy exp fiðq � r � otg
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Figure 4 Temperature and field dependences of the induced moment Mind for S ¼ 5=2, o0 ¼ 0, and 2Ku=NzABjJABjS2 ¼ 0:2.
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and MzCMs. One gets _oq ¼ gmBDMsq
2 for small q.

The coefficient of q2 is called the exchange stiffness
constant, which is observed by neutron scattering and
spin wave resonance measurements. A schematic rep-
resentation of Mðr; tÞ at a fixed time t is shown in
Figure 6.

The wave of local magnetization, that is, the spin
wave is quantized. By the analogy with phonons,
the Hamiltonian for the quantized spin wave
(magnon) is written by H ¼

P
q ðnq þ 1=2Þ_oq,

where nq is the occupation quantum number of
magnons with the wave-number vector q. The tem-
perature dependence of the magnetization is given
by MðTÞ ¼ Ms� 2mB

P
q /nqS, where Ms is the

spontaneous magnetization and the thermal average
/nqS is a Bose distribution function fexpð_oq=kBTÞ
�1g�1. One obtains DMðTÞ ¼ Ms � MðTÞpT3=2 at
low temperature where _oq is proportional to q2.
The theory of spin waves is also established in the
itinerant-electron model of magnetism.

Itinerant-Electron Model

A quantum theory of ferromagnetism of conduc-
tion electrons in metals began with Bloch’s paper in
1929. A free-electron gas with sufficiently low den-
sity was shown to be ferromagnetic. This means that

q

Figure 6 Schematic representation of the spin wave with wave-number vector q.
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the carriers of the magnetic moment in metals also
participate in electric conductions. In 1933, Stoner
pointed out that nonintegral values of the observed
magnetic moment per atom in 3d transition metals is
explained if 3d electrons are itinerant, having a suit-
able density of states (DOS) and an exchange inter-
action parameter. Slater discussed ferromagnetism of
Ni metal, using calculated results of the electronic
structure and estimating the exchange couplings
between electrons from spectroscopic data.

The subsequent development of itinerant-electron
magnetism has proceeded mainly along two lines.
One is the study on refinements of the electronic
structure. The other is the study on the interaction
between electrons. For both studies, electron corre-
lations make the problem difficult. In the former,
the electron correlations are taken into account in
the potential of the electrons. A local spin-density
functional formalism for the band calculation is
established. Ferromagnetic, antiferromagnetic, and
spin-density wave states are discussed for real mate-
rials by this formalism. In the latter, the interac-
tion between electrons is treated as a many-body
problem. To discuss the electron correlations, the
Hubbard Hamiltonian is often made use of.

Band Theory of Ferromagnetism

The band theory (or Stoner theory) is widely used
in the study of magnetism for transition metals,
alloys, and compounds. In the original paper of
Stoner, the DOS of electrons is assumed to be a
parabolic one with respect to the energy. However,
the DOS for actual transition metals is not so simple,
but has a lot of peaks, as many energy levels overlap
with one another. Figure 7 denotes the calculated

DOS curve for a b.c.c. Fe metal in the nonmag-
netic state at the lattice constant 28.5 nm. EF denotes
the Fermi level. Electrons occupy energy levels up
to EF.

The Pauli spin susceptibility is written in terms
of the DOS curve, DðEÞ, as w0ðTÞ ¼ 2m0m

2
B½D0 �

ðp2k2
BT2=6ÞfD02

0 =D0 � D00
0g� at low T, where D0, D0

0

and D00
0 are the values of D(E) at EF and the first and

second derivatives of D(E) with respect to E at EF,
respectively. The T-dependence comes from the low
temperature expansion of the integrals connected
with the Fermi distribution function. One takes into
account the exchange interaction by the molecular
field approximation. The induced magnetic moment,
M, by the external field is given by M ¼ w0ðTÞ
ðB þ IMÞ=m0, where I is the molecular field coeffi-
cient. Then, the susceptibility wðTÞ ð¼ m0M=BÞ is ob-
tained as wðTÞ ¼ w0ðTÞ=f1� Iw0ðTÞ=m0g. The factor
1=f1� Iw0ðTÞ=m0g is the exchange-enhancement fac-
tor of the susceptibility. When the value of I is so
large that the denominator in the enhancement factor
becomes zero, the susceptibility wðTÞ diverges. This is
the magnetic instability in the paramagnetic state,
which is called the Stoner condition for the appear-
ance of ferromagnetism.

When Iw0ð0Þ=m041, the ferromagnetic state is sta-
ble at T ¼ 0. In this case, the Curie temperature TC is
obtained by Iw0ðTCÞ=m0 ¼ 1. In the native Stoner
theory, the value of I is an adjustable parameter to fit
the Curie temperature. However, the value of I is
nowadays obtained by the local spin-density func-
tional formalism of the band calculation. The value
of TC estimated with the calculated value of I is
much larger than the observed one, although rea-
sonable values of the magnetic moment for 3d tran-
sition metals are obtained. This is because the effect
of spin fluctuations at finite temperature is not taken
into account in the theory.

Description of Ferromagnetism by
the Landau Theory

By the fixed-spin-moment method developed recent-
ly, the magnetic energy DEðMÞ can be calculated nu-
merically as a function of the magnetic moment M.
The open circles in Figure 8 denote the calculated
results of DEðMÞ for a b.c.c. Fe metal at the lattice
constant 28.5 nm. The equilibrium state is achieved
at MB2:2 mB per Fe atom, being very close to the
observed one. The calculated DEðMÞ can be fitted in
the form of DEðMÞ ¼ ða0=2ÞM2 þ ðb0=4ÞM4, as
shown by the dotted curve in the figure. This is just
the Landau expansion of the magnetic energy. For
some materials, the calculated DEðMÞ is expanded up
to much higher order terms of M.
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The Landau coefficients a0 and b0 are also obtained
by the Stoner theory. At T ¼ 0, they are written
by a0 ¼ ½1=2D0 � I�=m0m2B, and b0 ¼ ½f3D02

0 =D2
0�

D00
0=D0g=48D3

0�=m0m4B. These expressions of a0 and
b0 are derived by a rather crude approximation of the
rigid band model, where DOS curves in the up and
down spin bands are assumed not to change their
shapes from those in the paramagnetic state. Never-
theless, those expressions of a0 and b0 are still
relevant. When EF lies near a peak of the DOS,
D0

0B0, and D00
0o0, the value of b0 is positive at 0K.

On the other hand, when EF lies near a minimum
of the DOS, D0

0B0, and D00
040, b0 is negative. Even

if D0 is so small that the Stoner condition is not
satisfied, the ferromagnetic state would be stabilized
when the value of b0 is negative and large. In the
case of a040 and b0o0, a magnetic field-induced
metamagnetic transition from the paramagnetic
state to the ferromagnetic one may take place.
This is the itinerant-electron metamagnetism. More-
over, the value of I can be estimated from the calcu-
lated values of a0 and D0. The evaluated value of I
is 0.57 eVatom for a b.c.c. Fe metal at the lattice
constant 28.5 nm.

The magnetic equation of state is given by B ¼
a0M þ b0M

3; as B ¼ @DEðMÞ=@M. The spontaneous
magnetic moment Ms at B ¼ 0 is given by Ms ¼
ðja0j=b0jÞ1=2 if a0o0 and b040. It is noted that the
magnetic moment in this theory increases with inc-
reasing B even at T ¼ 0. The differential susceptibil-
ity whf ð¼ m0dM=dBÞ is finite ð2m0ja0jÞ at T ¼ 0. This
is the high-field susceptibility in the ferromagnetic
state. In the localized electron model, whf vanishes at
T ¼ 0. The finite value of whf at T ¼ 0 is one of the
characteristics of the itinerant-electron model.

Band Theory of Antiferromagnetism

An antiferromagnetic state in the itinerant-electron
model can also be described by the electronic struc-
ture. For the sake of simplicity, consider a 1D lattice,
where atoms are arranged along the x direction with
a lattice constant a. The wave function fkðxÞ in the
nonmagnetic state is given by a Bloch function in the
periodic potential by the ions. The one-electron
energy eðkÞ is expressed with the wave number k.
The wave numbers are restricted to the first Brillouin
zone ð�p=aokpp=aÞ. A schematic representation of
eðkÞ is shown by the solid curve in Figure 9a.

When the antiferromagnetic moment is given by
MQðxÞ ¼ M0 expðiQxÞ, where Q ¼ p=a, the poten-
tial of electrons includes a term with the modulation
of the wavelength 2a. This modulated potential is
treated by the perturbation theory of quantum me-
chanics. The wave function ckðxÞ in the antifer-
romagnetic state is given by a linear combination of
the unperturbed wave functions fkðxÞ and fkþQðxÞ,
as ckðxÞ ¼ akfkðxÞ þ bkfkþQðxÞ with jakj2 þ jbkj

2 ¼
1. One gets two energy curves E7ðkÞ¼ (1/2)

[e(k)þeðkþQÞ7fðeðkÞ� eðk þ QÞÞ2 þ D2g1=2�, where
D is the off-diagonal matrix element of the perturbed
potential. The broken curve in Figure 9a denotes
eðk þ QÞ. The two energy curves cross each other at
k ¼ 7Q=2. A bandgap D appears at the crossing
point, as shown in Figure 9b. The lower energy band
E�ðkÞ is that for electrons with up spin at the up-
spin sites, or for electrons with down spin at the
down-spin sites. The higher energy band EþðkÞ is
that for electrons with opposite spin at the up and
down spin sites. This is a simple mechanism for the
appearance of the antiferromagnetic state in the band
theory. It is called the split band model of antifer-
romagnetism.

In actual materials, the situation becomes more
complicated. In Figure 10, the calculated Fermi sur-
faces of Cr metal in the nonmagnetic state are shown.
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A Fermi surface denotes the equal energy surface in
the reciprocal lattice space at the Fermi level. A hole
surface has the octahedron-like shape centered at the
H-point in the Brillouin zone and the electron surface
is centered at the G-point (center of the Brillouin
zone). Here, H and G are conventional symbols
labeled to the symmetry points in the Brillouin zone.
When the electron surface centered at G is shifted
toward H, some portions of the electron and hole
surfaces may overlap with one another. On these
overlapping surfaces, the bandgap appears and the
antiferromagnetic state is stabilized. Strictly speak-
ing, the shift of the electron surface is not exactly the
same as the length between the G- and H-points in
this case. The antiferromagnetic wave-number vector

Q is slightly different from that at the H-point.
Then, the spin-density wave state is stabilized in the
Cr metal. This is the nesting model of the Fermi
surfaces.

Spin Fluctuations

As mentioned in the section, ‘‘Band theory of
ferromagnetism,’’ the value of TC, estimated by the
calculated value of I, becomes rather higher than
the observed one. This is because the excitations of
the collective modes of spins are not taken into
account in the theory. The excitations of collec-
tive modes play an important role in the magnetic
properties at finite temperature. In this subsection, it

Figure 10 Main parts of the Fermi surfaces of Cr metal. The hole surface (octahedron-like) is located around H in the Brillouin zone.

The surface centered at G (center of the Brillouin zone) is for electrons (K Nakada, unpublished work).
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is studied within the phenomenological Ginzburg–
Landau theory.

The magnetic free energy DFm is written by DFm ¼
ð1=VÞ

R
drDfmðrÞ, where the free energy density

DfmðrÞ is given by DfmðrÞ ¼ ða0=2ÞjmðrÞj2þ
ðb0=4ÞjmðrÞj4 þ ðD=2Þjr �mðrÞj2. D is the Landau–
Lifshitz constant given in the section ‘‘Spin waves.’’
DFm is rewritten by using the Fourier transformation
for the ith component of the magnetization density,
miðrÞ ¼ Mdi;z þ ð1=VÞ

P0
q miðqÞ expðiq � rÞ, where M

is the bulk moment in the z direction. The prime on
the summation denotes the sum over q except q ¼ 0.
The expression of DFm contains terms up to the
fourth power of miðqÞ. Among them, only the terms
with even power of miðqÞ are considered. In this case,
DFm is given by a functional of only M and jmiðqÞj2.

The equation of state, defined by B ¼ /@DFm=
@MS, is written as B ¼ aðTÞM þ bðTÞM3, where
/?S denotes a thermal average. The Landau coef-
ficients a(T) and b(T) are given by aðTÞ ¼ a0 þ
b0f3/ðdm8Þ2Sþ 2/ðdm>Þ2Sg and bðTÞ ¼ b0.
/ðdm8Þ2S and /ðdm>Þ2Sare mean square ampli-
tudes of the longitudinal and transverse magnetizat-
ion densities given by /ðdmiÞ2S ¼ ð1=VÞ

P
q

/jmiðqÞj2S. The T-dependence of the Landau co-
efficients comes from that of the mean square ampli-
tudes of spin fluctuations xðTÞ2 ¼ /ðdm8Þ2Sþ 2
/ðdm>Þ2S. Isotropic spin fluctuations are assumed,
that is, /ðdm8Þ2S ¼ /ðdm>Þ2S. In this case, the
Landau coefficients are given by aðTÞ ¼ a0 þ
ð5=3Þb0xðTÞ2 and bðTÞ ¼ b0. The present T-depend-
ence of the Landau coefficients is very different from
that in the Stoner theory where it comes only from
the Fermi distribution function. The degeneracy tem-
perature for electrons estimated from the Fermi level
is very high, and then the T-dependence in the Stoner
theory is very weak in the conventional fer-
romagnets. Thus, the spin fluctuations are found to
play a dominant role at finite T.

In the case of a0o0 and b040, the Curie tem-
perature is given by xðTCÞ2 ¼ 3ja0j=5b0 as the
inverse of the susceptibility should be zero at TC,
that is, aðTCÞ ¼ 0. By classical thermodynamics, the
mean square amplitude of thermal fluctuations is
known to increase monotonically as T increases. The

susceptibility (at xðTÞ2 ¼ pT) above TC is written in
the form of the Curie–Weiss law as wðTÞ ¼
m0C=ðT�TCÞ, where C ¼ 3=5b0p; TC¼3ja0j=5b0p,
and p a positive constant. Such a Curie–Weiss law
cannot be obtained in the Stoner model. By analogy
with the localized-electron model, the square of the
effective magnetic moment M2

p in the paramagnetic
state, estimated from the susceptibility, is propor-
tional to the Curie constant C. On the other hand,
the square of the spontaneous magnetization is given
by M2

s ¼ ja0j=b0 at T ¼ 0. Then, the value of
ðMp=MsÞ2 is shown to be proportional to ja0j�1,
and subsequently to T�1

C . This type of behavior of
Mp=Ms is observed for 3d transition metals, alloys,
and compounds (Rhodes–Wohlfarth plot). Spin fluc-
tuations in itinerant-electron antiferromagnets have
also been studied.

See also: Density-Functional Theory; Fermi Surface
Measurements; Ferromagnetism; Magnetic Order;
Strongly Correlated Electron Systems.

PACS: 75.10.Jm; 75.10.Lp; 75.20.En; 75.30.�m;
75.30.Cr; 75.30.Ds; 75.30.Gw; 75.30.Kz; 75.50.Cc;
75.50.Ee; 75.60.Ej
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Introduction

Modern surface science, thin film science, and in par-
ticular, nanoscience needs characterization methods
with high lateral resolution. The most prominent of
these methods are scanning probe methods such as
scanning tunneling microscopy and atomic force
microscopy that probe the topmost layer of a surface
with atomic resolution. In many cases, however, a
somewhat larger and somewhat tunable probing
depth is required. This is provided by elastic reflec-
tion of slow electrons that has been used for many
years in low-energy electron diffraction (LEED) in the
structure analysis of the top several layers of crystals.
Similar to the diffracted fast electrons in conventional
transmission electron microscopy (TEM), diffracted
low-energy electrons can also be used for imaging in
low-energy electron microscopy (LEEM) though not
with the high lateral resolution that scanning probe
microscopy and transmission electron microscopy
provide. Essential features of LEEM are not so much
the tunable sampling depth but the well-defined
wavelength, the high sensitivity to surface topograp-
hy, and the spin-dependent interaction of slow elec-
trons with magnetic materials that allows imaging of
the magnetization distribution on surfaces and in thin
films in spin-polarized LEEM (SPLEEM).

Understanding the image formation in LEEM and
SPLEEM requires an understanding of the electron–
specimen interaction and of the electron optics need-
ed to form an image with the reflected electrons. The
discussion begins with the electron–specimen inter-
action, then the electron optics, and finally illustrates
the application of LEEM and SPLEEM with a
number of examples.

Electron–Specimen Interaction

Electrons are scattered in matter elastically and in-
elastically. Elastic scattering in the backward direc-
tion determines the number of electrons available for
imaging. Contrary to the fast electrons used in TEM,
which are nearly completely scattered in the forward
direction, low-energy electrons are also strongly
scattered in the backward direction. This is illus-
trated in Figure 1 for two surfaces of a W single
crystal. In single crystals, the backscattered electrons
are focused by diffraction into narrow beams whose

intensity is determined by diffraction, that is, by the
periodicity of the crystal, and by the scattering po-
tential of its constituents. The different periodicity
normal to the two surfaces shown in Figure 1 causes
the strong difference in reflected intensity and is one
of the major contrast mechanisms in LEEM, called
diffraction contrast. Figure 1 shows the intensity of
the specularly reflected beam (‘‘(00)-beam’’). Other
(nonspecularly reflected) diffracted beams may also
be used for imaging which gives contrast caused by
differences of the lateral periodicity of the surface.

For imaging with the (00)-beam, the specimen
does not have to be a single crystal but may consist of
many crystals that have the same orientation with
respect to the incident beam but otherwise random
orientation. However, when the crystals are com-
pletely randomly oriented or when the specimen is
amorphous, the backscattered electrons are distrib-
uted over a wide angular range. In this case, it is
necessary to limit the angular acceptance of the in-
strument to a narrow cone around its optical axis
because of the aberrations of the electron-optical
system used for imaging that will be discussed below.
This reduces the number of electrons available for
imaging considerably which requires a consider-
able increase of the image acquisition time. For this
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Figure 1 Specular reflectivity of two W surfaces for slow elec-

trons. Solid line (110), dotted line (100) surface. (Reproduced

with permission from Bauer E (1994) Low-energy electron micros-

copy. Reports on Progress in Physics 57: 895–938; & IOP

Publishing Limited.)
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reason, LEEM and SPLEEM are mainly used for
the study of specimens with strong preferred crystal
orientation which allows image acquisition at video
rates and thus allows the study of the dynamics of
processes.

The wave nature of the electron, which is a basic
requirement for diffraction, can also be used in other
ways to produce image contrast. Optical path dif-
ferences of the electrons reflected from the terraces
adjoining a surface step produce phase contrast that
can be made visible by lens aberrations and/or de-
focusing. This so-called step contrast is used, for ex-
ample, in Figure 2 to make the monoatomic steps on
a Mo(110) surface clearly visible.

Another contrast mechanism that rests on the
wave nature of the electron is the so-called quantum
size contrast. In a thin film with parallel boundaries
and thickness t, standing electron waves can form
whenever nl/2þj¼ t, where l is the wavelength and
j represents the phase shifts at the boundaries. This
causes reflectivity differences between regions with
different thicknesses as illustrated in Figure 3, similar
to the interference phenomena in thin films in light
optics. Finally, one contrast mechanism, which is due
to the electrical field at the surface in an LEEM in-
strument, has to be mentioned: topographic contrast
caused by the field distortion around surface asper-
ities and pits. It is most evident when the electrons
are reflected immediately in front of the surface, that
is, when the instrument is operated in the mirror
mode (mirror electron microscopy (MEM)), but is
also noticeable in LEEM under proper focusing con-
ditions. MEM does not require crystalline surfaces
and, thus, is widely applicable, also to flat surfaces
with locally varying surface potentials.

Before turning to the influence of inelastic scatter-
ing on LEEM, one important difference between the
scattering of fast and slow electrons has to be men-
tioned. While the scattering of fast electrons by at-
oms can be described to a good approximation by
the first Born approximation which predicts increa-
sing scattering strength with increasing nuclear
charge Z, this is not true any longer for the backs-
cattering of slow electrons. The backscattering cross
section does not vary monotonically with increasing
Z or energy E. Atoms with small Z may backscatter
in certain energy ranges much more than atoms with
large Z. For example, B50 eV Al and Si backscatter
much stronger than W. Therefore, the analog to the
Z contrast in TEM does not exist in LEEM.

Inelastic scattering of the electrons determines the
sampling depth of LEEM unless elastic backscattering

1 µm

Figure 2 Monatomic steps on a Mo(110) surface. Sublimation

and glide steps are visible (electron energy – 14eV). (Repro-

duced from Telieps W and Bauer E (1985) An analytical reflection

and emission UHV electron microscope. Ultramicroscopy 17: 57,

with permission from Elsevier.)

5 ML
6 ML

7 ML

8 ML

9 ML

1 µm

(a) (b)

Figure 3 Quantum size contrast in an Fe layer on a W(110) surface. The film thickness varies from terrace to terrace as indicated in

the image taken with 11.0 eV electrons (a). A comparison with image (b), taken with 16.4 eV electrons, illustrates the dependence of the

contrast upon the wavelength l¼O1.5/E (l in nm, E in eV). (Reproduced with permission from Zdyb R and Bauer E (2002) Spin

dependent quantum size effects in the electron reflectivity of ultrathin ferromagnetic crystals. Surface Review Letters 9: 1485.)
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is very strong and inelastic scattering weak. Inelastic
scattering involving small energy losses, such as ex-
citation of lattice vibrations or spin waves in magne-
tic specimens, is not eliminated from the image by
the energy-dispersive elements of present LEEM/
SPLEEM instruments and thus does not limit the
sampling depth. The sampling depth is limited by
energy losses of say more than 0.5–1 eV, to give a
rough limit. These electrons do not contribute to
the image formation. In electron spectroscopy, the
sampling depth is normally defined by the inelastic
mean free path L that takes into account all losses
ranging from single electron excitation to collective
electron (plasmon) excitation to inner shell ioniza-
tion. Its energy dependence is usually described by a
universal curve which is a good approximation for
many materials at energies above B50 eV but breaks
down in the energy range mainly used in LEEM
(p20 eV). Here, the energy loss mechanisms are
strongly material-dependent. For example, in noble
metals such as Au, L may be as large as several
nanometers whereas in 3d metals such as Fe, it is only
a few tenths of a nanometer. Surface and depth sen-
sitivities are thus strongly material-dependent.

Instrumentation

Because of the high surface sensitivity of low-energy
electrons, the instruments using them require ultra-
high vacuum (UHV) and surface cleaning facilities.
For electron-optical reasons, the electrons are decel-
erated from the high energy as they approach the
specimen. This is done in a so-called cathode lens
whose light-optical analog is the immersion lens. In
order to be able to observe the image of the surface,
the illumination beam has to be separated from the
imaging beam by a beam separator. This leads to a
system configuration as schematically shown in
Figure 4a. Lens 1 produces a demagnified image of
the electron source (cathode C) – or more precisely of
the ‘‘crossover’’ in front of C – which is imaged by
lens 2 into the back focal plane of the objective lens
O. In the objective lens – which also includes the
specimen S – the electrons are decelerated from the
high initial energy, typically 5–20 keV, to the desired
low energy which is determined by the potential dif-
ference between cathode and specimen. After reflec-
tion from the surface, the electrons are accelerated
again to high energy. The objective lens produces the
diffraction pattern of the specimen in its back focal
plane and a first intermediate image in the middle of
the beam separator B. The subsequent lenses produce
further intermediate images and lens 4 allows swit-
ching between imaging the specimen and its diffrac-
tion pattern, which are imaged by lens 5 into the

image plane I. The brightness of the image is en-
hanced by a pair of channel plate multipliers so that
it is high enough on the final fluorescent screen to be
recorded with a CCD camera with short image ac-
quisition times. The electron lenses are, in general,
magnetic lenses but electrostatic lenses are used too.
The magnetic beam separator B is designed so as to
minimize the unidirectional focusing of magnetic
fields. Not shown in Figure 4a are the deflection
elements needed for beam alignment, the stigmators
for correction of the astigmatism of the electron-
optical components, and the apertures needed for
confining the angular acceptance of the system and
for selecting the specimen area contributing to the
LEED pattern. The first aperture, the so-called con-
trast aperture, is placed in the intermediate image of
the diffraction pattern produced by lens 3, the second
one either in the first intermediate image of the spec-
imen in the beam separator or into the symmetric
position in the illumination beam. Various beam
separators are used with deflection angles ranging
from 161 to 901.

The heart of the microscope is the objective (cath-
ode) lens because it determines the resolution and
transmission of the microscope. Cathode lenses have
much larger chromatic and spherical aberrations
than the lenses used in TEM. Therefore, the accept-
ance angle a has to be strongly limited by the ‘‘con-
trast aperture’’ in the diffraction pattern. While in
TEM, the contrast aperture may accept many dif-
fracted beams which allows one to reach resolutions
in the 0.1 nm range, in LEEM only one diffracted
beam, usually the (00)-beam, and its immediate
environment can be used for optimum resolution.
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Figure 4 Schematic of an LEEM instrument. (a) Basic instru-

ment setup, (b) illumination system of a SPLEEM instrument, and

(c) imaging system for a spectroscopic instrument. The locations

of the first image and diffraction planes are indicated by an arrow

and dotted line, respectively.
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The best resolution achieved to date is about 5 nm,
using a field emission cathode that has a narrow
energy distribution and, thus, minimizes the chro-
matic aberration, which is dominant at low ener-
gies. Most instruments use magnetic cathode lenses
because of their somewhat lower aberrations and
higher transmission. Resolution improvement re-
quires aberration correction, which is possible with
an electron mirror, by monochromatizing the illumi-
nation beam and energy-filtering the imaging beam.
Calculations for mirror correctors predict resolu-
tions of B1 nm and somewhat less which still have
to be demonstrated with instruments presently in
construction. The present routine resolutions of
10–20 nm are largely determined by the stability of
the specimen and by local charging, not by the elec-
tron optics.

Extensions of the basic LEEM instrument shown
schematically in Figure 4a are the SPLEEM instru-
ment and the LEEM instrument equipped with an
imaging energy filter, called spectroscopic photo-
emission and low-energy electron microscope
(SPELEEM) because its main application is in spec-
troscopic photoemission microscopy.

SPLEEM requires a different illumination system
which is schematically shown in Figure 4b. The elec-
tron source is now not a field emitter or a LaB6

cathode as used in LEEM but a GaAs(100) single
crystal surface which has been exposed to Cs and an
electronegative gas, usually O2, so that the lowest
point of the conduction band of GaAs is slightly
above the vacuum level. This surface is illuminated
with circular polarized light from a laser with an
energy hn corresponding to the direct bandgap of
GaAs so that electrons excited from the top of the
valence band into the bottom of the conduction band
can be emitted. Due to optical selection rules, up to
50% of the photoemitted electrons are spin-polar-
ized with their spin perpendicular to the surface.
Changing the helicity of the light from right to left
circular polarization inverts the spin direction, char-
acterized by the polarization vector P. When a
magnetic surface with local magnetization M is illu-
minated with these electrons, then the reflected in-
tensity not only depends upon the topography and
crystal structure, but also upon P .M. The difference
image between two images taken with opposite di-
rections of P eliminates all nonmagnetic contrast and
shows only the distribution of M.

In order to determine the direction of M com-
pletely, P must not only be inverted but adjustable in
any direction. This is achieved with the 90o electro-
static/magnetic deflector D and the spin rotator lens
R. Pure electrostatic deflection leaves P unchanged;
in pure magnetic deflection, P rotates along with the

direction of the beam, and mixed deflection allows
one to cover all P directions between these two di-
rections, that is within the plane of the drawing of
Figure 4b. The rotator lens allows P rotation around
the beam direction, that is out of this plane so that all
directions are accessible. Usually the direction nor-
mal to the specimen surface and two preferred di-
rections in it are selected. Figure 5 illustrates the
application of these possibilities.

In the SPLEEM, the imaging column is modified by
inserting an energy filter and adding additional lenses
at its output. In the example shown in Figure 4c, the
energy filter is a 1801 electrostatic analyzer in which
the electrons are retarded to a fraction of the input
energy and reaccelerated at its output to the input
energy again. Energy selection is made by a slit in the
dispersive plane at the exit of the energy filter. By
choosing the excitation of the pre-filter lenses 4 and 5
and of a lens in the filter, either the energy-filtered
image or the diffraction pattern can be obtained with
the lenses behind the filter. These can also be used to
image the dispersive plane and thus to do electron
spectroscopy from small specimen regions selected
by the field-limiting aperture. An energy resolution of
B0.3 eV can be obtained without much loss of in-
tensity in LEEM and LEED. The advantage of the
energy filtering in LEEM and LEED is the elimina-
tion of secondary electrons, which can cause a strong
background in specimens with large electronic band
gaps. The main application of the energy filter is
however in X-ray photon-excited secondary electron
emission microscopy, usually called XPEEM, in
which the filter allows selection of a small energy
window in the wide secondary electron energy dis-
tribution and thus improves the resolution. A second
application is in PEEM with photoelectrons from
inner shells characteristic for the specimen composi-
tion. Figure 6 shows the presently most widespread
SPLEEM.

Applications

Clean Surfaces

Because of its importance in microelectronics, Si is
the material that has been studied most extensively.
The demonstration in 1985 that the ‘‘reconstruction’’
of the Si(111) surface with bulk periodicity into one
with sevenfold periodicity at B1100K, the Si(111)-
(1� 1)-Si(111)-(7� 7) transition, is a first-order
phase transition which demonstrated the power of
LEEM. It also clearly showed the limitations of lat-
erally averaging studies because surfaces with the
same LEED pattern produced completely different
LEEM images as shown in Figure 7.
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5 µm

(a)

(c)

(b)

(d)

Figure 5 Imaging of the magnetization distribution in a thin Co layer on a W(110) surface with SPLEEM. Images (a) and (b) are taken

with opposite direction of the polarization P parallel to 7M. Their difference image (c) shows the magnetic domains while the difference

image taken with P>7M (d) shows the domain walls (electron energy – 2 eV). (Reproduced from Bauer E et al. (1996) LEEM studies

of the microstructure and magnetic domain structure of ultrathin films. Journal of Magnetism and Magnetic Materials 156: 1, with

permission from Elsevier.)

Figure 6 A SPELEEM instrument. The 601 beam separator is hidden by the specimen chamber in the center front. The illumination

system is to the right, and the imaging system with the vertically mounted energy filter is on the left-hand side. In the front left side is a

small preparation chamber and air lock. The specimen chamber has eight ports pointing at the specimen for mounting light sources for

PEEM, evaporators and other accessories for in situ experiments. (Courtesy of ELMITEC GmbH.)
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Extensive subsequent work on Si(111) and Si(100)
surfaces has not only brought a detailed understan-
ding of these surfaces but has contributed immensely
to the understanding of processes on clean surfaces
such as surface diffusion, adatom density, two-di-
mensional nucleation, step dynamics, and stability.
An example is the step proliferation by B segregation

of highly B-doped Si(100) upon cooling, illustrated in
Figure 8, which is due to a strong increase of the
anisotropy of the step energy and of the surface
stress. Exchange processes between the volume and
the surface also occur in clean crystals as seen,
for example, in changes of the step dynamics and
reconstruction on the TiO2(110) surface. Such

1 µm

(a) (b)

Figure 7 Coexistence of (7�7) regions (bright) and (1� 1) regions (dark) on a quenched Si(111) surface. The surface in (a) was

annealed for a long time at 1150K, that in (b) was quenched directly from 1450K (electron energy – 11eV). (Reproduced with

permission from Bauer E (1990) Low-energy electron microscopy. In: Chemistry and Physics of Solid Surfaces VIII, p. 267. Berlin:

Springer; & Springer.)
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Figure 8 Step proliferation on an Si(100) surface induced by segregation of B from B-doped Si with decreasing temperature. Dark and

bright regions are terraces with (2�1) and (1� 2) structures that differ in height by one atomic layer (electron energy – 4.2 eV).

(Reproduced with permission from Bauer E, Furukawa Y, Mori Y, and Kataoka T (eds.) (1999) Multi-method surface analysis in the

10nm range. In: Precision Science and Technology for Perfect Surfaces, p. 753. Tokyo: The Japan Society for Precision Engineering.)
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processes play an important role in heterogeneous
catalysis, in particular, in the so-called three-way
catalysts used in automotive exhaust remediation.
Other frequently studied surfaces are the W(110) and
Mo(110) surfaces that have become popular in the
study of the growth of thin films because they can be
reused nearly indefinitely as they have a high melting
point and low vapor pressure. An example is shown
in Figure 2.

Chemisorption and Chemical Reactions

The diffraction contrast in LEEM allows detailed
studies of chemical processes on surfaces whenever
they are connected with specific diffraction patterns.
In general, chemisorption modifies the (00) intensity
sufficiently so that regions covered with a specific
chemisorbed species produce clear contrast. Frequent-
ly, chemisorbed phases form domains with different
azimuthal orientations. These can be identified by
imaging with beams in the LEED pattern (Figure 9a)
that are characteristic for these domains as illustrated
in Figures 9c and 9d. The bright region in Figure 9b
produces the hexagonal pattern in Figure 9a.

Another application of imaging with diffrac-
ted beams is the study of the dynamics of chemical

surface reactions in which different regions of the
surface have different composition and different dif-
fraction patterns. This allows the study of reaction
front propagation in oscillatory reactions as found,
for example, in the reaction of NO and H2 on
Rh(110). Figure 10 shows four images of a spiral
wave taken about 1min apart with diffracted beams
from the four phases that occur in this reaction,
ranging from a pure N phase (a) to a pure O phase
(c). Two-dimensional alloying, domain formation,
and domain dynamics in systems such as Pb on
Cu(111) are other surface processes that have been
elucidated by LEEM.

Thin Film Growth

LEEM is a valuable method for the study of the
growth of thin films, in particular, of epitaxial grow-
th. Si again has been one of the materials studied
most extensively, ranging from homoepitaxial grow-
th on Si(100) via the growth of Ge and Ge–Si alloy
layers on Si(100) to the growth of pentacene films on
Si(100). These studies have made important contri-
butions to the development of the SiGe technology
for wireless telecommunication and to the optimiza-
tion of organic thin film transistors. Another example

1 µm

(a)

(c) (d)

(b)

Figure 9 LEED pattern (a), taken at 30 eV, brightfield (b) and darkfield (c,d) LEEM images of an Si(111) surface covered with an Au

submonolayer. Image (b) was taken with the (00) beam, images (c,d) with the diffracted beams marked by circles (electron energy –

6 eV). (Reproduced from Swiech W et al. (1991) A low-energy electron microscopy study of the system Si(111)-Au. Surface Science

253: 283, with permission from Elsevier.)
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is the reactive growth of Si nitride on Si(111) by re-
action with NH3 whose initial stages are illustrated
in Figure 11.

Heteroepitaxial films develop considerable rough-
ness with increasing thickness in order to relieve
misfit strain. Methods to counteract this tendency
have been developed in LEEM studies, by either
using so-called surfactants that tend to accumulate
on top of the film or interfactants that remain at the
interface between film and substrate. These methods
are of increasing importance as the dimensions of
many electronic and magnetic devices shrink into the
nanometer range. The second method is illustrated
in Figure 12 by the influence of Au as an interfactant
on the growth of Pb on Si(111). On the clean surface,
the nucleation rate of Pb is small so that isolated
three-dimensional islands are formed that grow
individually, monolayer by monolayer, while on the
Au-covered surface the two-dimensional nucleation
rate is high so that, initially, a continuous monolayer
is formed followed by further monolayer growth.
Another result of LEEM studies of the growth of

epitaxial films is that a quasiliquid Ga double layer
is needed to grow smooth GaN film with the polar
basal plane parallel to the substrate. Although the
layer is liquid at the growth temperature, single and
double layer differ sufficiently in the backscattered
intensity to allow distinction between them. This
result is important for the growth of GaN-based blue
UV diode lasers and light emitting diodes.

Metal layer growth on W(110) and Mo(110) sur-
faces has been studied extensively, mainly in connec-
tion with the study of the electronic and magnetic
properties of single crystal films. Two examples are
shown in Figures 3 and 5, more can be found in the
general references and below. Many metals grow be-
low B500K, quasi-monolayer by monolayer, but
there are also many which form three-dimensional
crystals as illustrated in Figure 13 for the growth of
Co on the W(100) surface. After initial two-dimen-
sional pseudomorphic growth, that is with W lateral
periodicity, long ribbon-shaped three-dimensional
crystals develop due to the strong anisotropic misfit
between the film and the substrate.

20 µm

(3 × 1)−N

c(2 × 6)−O c(2 × 4)−20, N

(2 × 1)−N

(110)

(001)(a)

(c) (d)
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Figure 10 LEEM images of the oscillatory reaction of adsorbed NO and H2 on an Rh(110) surface taken with diffracted beams from

different ordered phases that form locally during reaction. (Reproduced from Schmidt Th et al. (2000) In situ imaging of structural

changes in a chemical wave with low-energy electron microscopy: The system Rh(110)/NOþH2. Chemical Physics Letters 318: 549,

with permission from Elsevier.)
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Magnetic Properties

Because of the very short inelastic mean free path of
electrons, in particular of the minority spin electrons,
in ferromagnetic materials which is mainly due to
excitations into the unoccupied minority spin states,
SPLEEM is only sampling the topmost few layers.
Together with their well-defined wavelength, this
makes them uniquely suited for the study of very thin
films. For example, the spin-dependence of the quan-
tum size effect illustrated in Figure 3 allows the
determination of the spin-resolved electronic band
structure above the vacuum level. For this, it is nec-
essary to select, in the SPLEEM image, regions with
well-defined thickness and measure the reflected in-
tensity as a function of thickness and energy. The
energy dependence in a six-monolayer thick film is
illustrated in Figure 14 for P parallel to the spins m
and k of the majority and minority electrons,
respectively.

The shift of the k curve, caused by the exchange
splitting, and its stronger damping, caused by the
shorter inelastic mean free path are clearly seen. A

second example is the study of the so-called spin re-
orientation transition in which the magnetization
rotates from out-of-plane to in-plane with increasing
thickness. SPLEEM showed that this transition pro-
ceeds differently in different materials. In Co films on
the Au(111) surface, it starts with the broadening of
domain walls; in Fe–Co alloys with Co contents up
to 30%, the magnetization tilts initially somewhat
into the plane of the film and abruptly switches into
the plane when the initially pseudomorphic film
transforms into the b.c.c. structure. SPLEEM has
also contributed to the understanding of the evolu-
tion of the magnetization with thickness of the much
discussed system, Fe/Cu(100).

A problem of more practical interest is the ex-
change interaction between two ferromagnetic layers
through a nonferromagnetic spacer layer. It is the
basis of the giant magnetoresistance effect that is
used in the reading/writing heads of hard disk drives
in computers. This interaction oscillates between
ferromagnetic and antiferromagnetic coupling with
increasing spacer thickness. However, biquadratic
coupling, in which the magnetizations in neighboring

2:00

4:00 5:00

3:00

Figure 11 LEEM video frames taken during the initial stages of the reaction of an Si(111) surface with 2�10� 7 torr NH3 at 1180K

(electron energy – 45.4 eV). (Reproduced with permission from Bauer E et al. (1995) Reactive crystal growth in two dimensions: silicon

nitride on Si(111). Physical Review B 51: 17891; & American Physical Society.)
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layers are perpendicular to each other, is also en-
countered frequently. This coupling is usually attrib-
uted to interface roughness. A SPLEEM study of the
system Co/Au(111)/Co, however, has shown that it
can occur also with rather smooth interfaces. Figure
15 illustrates this phenomenon for a six-monolayer

thick Au spacer. The top two images are from the
bottom Co layer with P along the easy (||7M) and
hard (>7M) magnetization axis, respectively, and
the bottom-row images correspond to the seven-
monolayer thick top Co layer. Ferromagnetic coup-
ling is indicated in the left image but there is also

500nm 5.00 ML4.00 ML

4.08 ML 4.54 ML 5.00 ML

4.46 ML

Figure 12 LEEM video frames taken during the growth of Pb from 4 to 5 monolayers on an Si(111) surface at 280K with (top) and

without (bottom) Au interfactant (electron energy – 8 eV). (Reproduced with permission from Schmidt Th et al. (2000) Interfactant-

mediated quasi-Frank-van der Merwe growth on Si(111) Physical Review B 62: 15815; & American Physical Society.)

Figure 13 LEEM image of a Co layer with mean thickness of

four monolayers grown at B400K on a W(100) surface. The Co

crystals appear black because their surface is not parallel to the

substrate surface (electron energy – 8.3 eV). (Reproduced with

permission from Bauer E (1999) Growth of thin films. Journal of

Physics: Condensed Matter 11: 9365; & IOP Publishing Limited.)
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from a six-monolayer thick Fe film region on a W(110) surface.
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duced with permission from Zdyb R and Bauer E (2002) Spin-
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strong magnetization in the right image, which is a
biquadratic coupling to the bottom layer.

Concluding Remarks

This article covers only LEEM and SPLEEM. The
instruments used in these techniques are equally
well suited for all kinds of photoelectron emission
microscopies (PEEM), secondary electron microscopy
(SEEM), and Auger electron emission microscopy
(AEEM), provided that they are equipped with the
necessary accessories. Combining these methods al-
lows a comprehensive surface analysis with high
lateral resolution. Scanning low-energy electron mi-
croscopy, in which the electron beam is focused onto
the specimen and scanned across it, has also not been
discussed. This technique also uses a cathode lens in
front of the specimen. When operated under ultrahigh
vacuum conditions, diffraction contrast is possible too
but, in general, secondary electrons are used for
imaging. In this case, work function contrast or
topography contrast are dominating, or – in the pres-
ence of specimen contamination – contact potential

difference contrast between regions with different do-
ping in semiconductors.

As mentioned at the beginning, LEEM and
SPLEEM are microscopies for the study of surfaces
and thin films. These can, of course, also be studied
with many other methods. The one closely related to
LEEM is reflection electron microscopy (REM) in
which the surface sensitivity of fast electrons is
achieved with a small grazing angle of incidence.
This causes a strong foreshortening in the beam di-
rection but has better resolution perpendicular to it.
Conventional scanning electron microscopy (SEM)
has the advantage that it can be used with much
rougher surfaces than LEEM but lacks the surface
structure contrast of LEEM. This is true both in the
secondary electron emission mode, which is sensitive
to the work function, and in the backscattering
mode. Spin-polarized SEM, also called SEM with
polarization analysis (SEMPA), is comparable in
surface sensitivity to SPLEEM but like all SEM
methods, is slower because of the sequential image
acquisition compared to the parallel image acquisi-
tion in SPLEEM. Conventional dark field transmis-
sion electron microscopy (TEM) can also image

Figure 15 SPLEEM images from a Co/Au(111)/Co sandwich study. The top images are from the bottom layer, the bottom images

from the top layer. For explanation see text (electron energy – 2 eV). (Reproduced with permission from Duden T and Bauer E (1999)

Biquadratic exchange in ferromagnetic/nonferromagnetic sandwiches: a spin-polarized low energy electron microscopy study. Physical

Review B 59: 474; & American Physical Society.)
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surface structures in very thin samples, in particular,
when diffracted beams resulting from surface recon-
structions are used. The resolution is much better
than in LEEM but its application rather limited.
Finally, there are many other surface imaging meth-
ods, foremost being the various scanning probe tech-
niques. In general, they have better resolution than
LEEM but are slower and cover smaller fields of view
than LEEM. Although several of these methods have
a wide overlap with LEEM/SPLEEM, they are largely
complementary in their application range.

See also: Photoelectron Spectromicroscopy; Transmis-
sion Electron Microscopy.

PACS: 68.37.Nq; 61.14.Hg; 68.35.Bs; 68.55.Ac;
73.21.Fg; 75.25.þ z; 75.60.Ch; 75.70.� i

Further Reading

Bauer E (1994) Surface electron microscopy. Surface Science 299/

300: 102–115.

Bauer E (1997a) Low-energy electron microscopy, spin-polarized
low-energy electron microscopy. In: Amelinckx S, van Dyck D,

van Landuyt J, and van Tendeloo G (eds.) Handbook of Mi-
croscopy, vol. 1, pp. 487–503, vol. 2, 751–759. Weinheim: VCH

Verlagsges.

Bauer E (1997b) In-situ applications of low-energy electron

microscopy. In: Gai PL (ed.) In-Situ Microscopy in Materials
Research, pp. 1–12. Boston: Kluwer.

Bauer E (1998) LEEM basics. Surface Review Letters 5: 1275–
1286.

Bauer E (2004) SPLEEM. In: Hopster H and Oepen HP (eds.)

Magnetic Microscopy of Nanostructures. Berlin: Springer.
Bauer E and Schmidt T (2003) Multi-method high resolution sur-

face analysis with slow electrons. In: Ernst, F., Rühle, M. (eds.),

High Resolution Imaging and Spectroscopy of Materials, Springer
Series in Materials Science, vol. 50, pp. 363–390. Berlin: Springer.

Bauer E and Telieps W (1988) Emission and low-energy reflection

electron microscopy. In: Howie A and Valdrè (eds.) Surface and
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Nomenclature

E electron energy (eV, keV)
M specimen magnetization (no units used)
P electron beam polarization (p1, no

units used)
l electron wavelength (nm)
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Introduction

Heat and charge transport phenomena in solid-state
devices are usually satisfactorily described by the
semiclassical Drude–Boltzmann theory. Within this
theory, the influence of quantum effects and of elec-
tron correlation are taken into account in the Born
approximation for the momentum relaxation time t
and by the Fermi liquid renormalization of the
effective masses m�, respectively. However, in a
number of cases such a theory fails to describe trans-
port properties even in a qualitative way. These non-
classical aspects of electron transport show up
particularly clearly at low temperatures, and exhib-
it a strong dependence on the system dimensionality
d. The celebrated example in the two-dimensional
(2D) case (d¼ 2) is the integer and fractional -
quantum Hall effects, but the list of important novel

phenomena is much longer. Here, the Coulomb
blockade in 0D quantum dots, the quantization of
conductance in 1D wires, mesoscopic phenomena in
small conductors, quantum localization in macro-
scopic systems as well as hopping conductivity in the
strongly localized regime are discussed. Somewhat
related, but not discussed here, is the issue of ther-
modynamic phenomena in small samples, such as
persistent currents in nanorings and nanocylinders.

Through this article, the notion of metal refers to
materials whose conductance G, the ratio of the cur-
rent to the applied voltage, is nonzero in the limit
of zero temperature, G40 as T-0, in contrast to
insulators for which G-0 as T-0.

Coulomb Blockade

In the case of standard field effect transistors, the
equilibrium charge Q accumulated in the channel is
determined by a competition between a positive
energy of the Coulomb repulsion between the
charges and a negative energy of the charge in the
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gate potential Vg, E(Q)¼Q2/2C�QVg. By mini-
mizing E(Q), one arrives at the standard linear
dependence between Q and Vg, Q¼CVg. Since the
channel conductance is proportional to the accumu-
lated charge, GBVg. If, however, channel dimen-
sions decrease, effects of charge quantization may
show up, particularly if the channel is separated from
the current leads by tunneling barriers. The charging
of such a quantum dot is only possible if E[(Nþ 1)e]
¼E(Ne). Therefore, as shown in Figure 1, except for
Vg,¼ (Nþ 1/2)e/C, the current flow through the dot
is blocked and G¼ 0.

The Coulomb blockade is effective as long as the
corresponding maximum value of the barrier height
e2/C is greater than the thermal spread of electron
energies; for example, e2/C¼ kBT at 1K for a plate
capacitor with the surface S¼ 1 mm2 and the air gap
b¼ 4.76 nm. The Coulomb blockade is also removed
if the channel assumes the character of a quantum
wire, that is, the contact transmittance is so high that
the broadening G of the electron states, associated
with a finite time the electron spends in the dot,
is greater than the barrier height, G4e2/C, though
Fabry–Perot-like interference may lead to conduct-
ance oscillations as a function of Vg, if the contacts
are not totally transparent. In the intermediate
region, the Coulomb blockade is partly removed
by the appearance of the Abrikosov–Suhl resonance
at the Fermi level. This many-body enhancement of

the density-of-states develops below the Kondo tem-
perature whose magnitude increases with the contact
transmittance. Furthermore, interference between
nonresonant and resonant tunneling via dot-quan-
tum states may lead to additional features in G(Vg)
dependence (Figure 1), known as ‘‘Fano resonances.’’

Several applications have been proposed for these
artificial atoms–quantum dots with a controlled
number of electrons. A single electron transistor
(SET), electrometer, and primary thermometer con-
stitute a few examples.

Landauer–Büttiker Formalism

A convenient approach to determine conductance of
quantum structures is offered by the Landauer–
Büttiker formalism, according to which the process
of electron transport can be viewed as a scattering
problem of fluxes of the Fermi-level electrons enter-
ing and leaving the medium through ideal leads.
Within this formalism, the conductance can be ex-
pressed by eigenvalues of the familiar quantum-me-
chanical transmission and reflection matrices for the
corresponding electron fluxes. These matrices con-
tain information on the potential distribution in a
given sample and are subject to symmetry constraints
imposed, for instance, by spin degeneracy occurring
if no spin-dependent perturbations are present.
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Figure 1 Two-terminal conductance at 0.3K of a carbon nanotube as a function of the source-drain voltage Vsd (a) of gate voltage Vg

(b) that increases both carrier density and transmittance of contacts between the sample and the current leads. Regimes corresponding
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Ballistic Transport

Progress in nanofabrication makes it possible to
investigate samples, whose dimensions L are smaller
than the mean free path of the electrons at the Fermi
level, l¼ vFt, so that electron motion is ballistic and
G is determined by a sample geometry rather than by
a random scattering potential. In a simple two-ter-
minal wire geometry with transparent contacts, the
electron spectrum consists of 1D subbands for which
electron transmission probability is 1. Hence, the
current I generated by the difference in the chemical
potentials of the two leads, � eV, reads

I ¼
X

i

e2v
ðiÞ
F N

ðiÞ
F V ½1�

where kBT is assumed to be much smaller than the
inter-subband distance, and NF

(i)¼ 1/hvF
(i) is the den-

sity of states at the Fermi level of the ith occupied 1D
subband. This leads to G¼ se2/h, where s is the
number of the 1D subbands (waveguide modes)
crossing the Fermi level and h is the Planck constant.
Hence, despite the absence of scattering, G is finite
but its value is independent of the wire length and
quantized in the units of e2/h.

As shown in Figure 2, characteristic conductance
plateau are observed as a function of the gate voltage
that changes s. Similar conductance quantization is
observed for junctions containing a small number of
atoms or molecules. If sc1, G can be determined
rather accurately from classical ‘‘billiard ball’’-type
models that are particularly useful for complex sam-
ple geometries.

Mesoscopic Transport Phenomena

Without too much simplification, all novel quantum
phenomena to be discussed in this section are caused
by two effects, which to a large extent determine
the spectrum of the eigenvalues of the transmission
matrices in the diffusive regime, L4l. The first is
quantum interference of transition amplitudes corre-
sponding to different electron paths through the dis-
ordered medium. The second is a certain spectral
rigidity of the eigenvalues, which has been widely
discussed in the context of quantum chaos, but can
be traced back to the celebrated Mott observation
that in disordered system, states close in energy are
far apart in real space.

Similarly, in the case of images of fringes produced
by interference of light, a change of the conductance
occurs over a scale corresponding to the length of the
interfering waves. Such an effect was observed as
irregular but reproducible conductance fluctuations
as a function of the gate voltage, that is, the de Broglie
wavelength of the electrons at the Fermi level. Since
the magnetic field (vector potential) affects the phase
of the wave function also, similar aperiodic fluctua-
tions occur when the magnetic field is ramped, the
correlation field corresponding to one quantum flux
through the sample surface S, BcEh/eS. Of course, in
multiconnected geometries, a substantial number of
electron trajectories encompass the same magnetic
flux and the fluctuations, as a function of the magne-
tic field acquires a periodic component. This expec-
tation has been confirmed in a series of beautiful
experiments with nanorings, in which the Aharonov–
Bohm (AB) oscillations with the period BAB¼ h/
(epr2)E4.136mTmm2/(pr2), where r, the ring radius
has been put into evidence, as shown in Figure 3.

An interesting aspect of the conductance fluctua-
tions is the universality of their amplitude, closely
related to the spectral rigidity mentioned above. Ac-
cording to diagrammatic calculations and numerical
simulations as well as numerous experimental stud-
ies, the root-mean square (RMS) value of the fluc-
tuation amplitude of two-terminal conductance G of
any metallic sample at zero temperature is given by
RMS(DG)¼ ae2/h. Here, the numerical value of a
depends on the universality class, that is, on whether
spin and/or time reversal symmetries are conserved, a
typical value being a¼ 1/2. Since, however,
RMS(DG) is independent of scattering details and
the system size L, the effect is known as ‘‘universal
conductance fluctuations (UCF).’’

As already mentioned, zero-temperature conduct-
ance contains information on the actual impurity
distribution in a given sample. Actually, conductance
is nonlocal and its value G depends on the impurity
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distribution even outside the region embedded by the
voltage probes. Furthermore, statistical fluctuations
of G for various impurity distributions are again
characterized by RMS(DG)¼ ae2/h. This means that
conductance loses a self-averaging property at zero-
temperature.

An important question then arises, why these
quantum effects are not observed in the case of
standard resistors or, in other words, how to model a
cross-over between quantum and classical behaviors.
Obviously, the coupling to the reservoir at T40
leads to various random processes such as atom dif-
fusion, flipping of localized spins, lattice and Fermi
liquid excitations. Each of these processes leads to
changes in the potential landscape, and thus in G, on
timescales faster than the time constant of a standard
resistance meter. Hence, these processes can wash out
quantum signatures in electron transport such as AB
oscillations and UCF.

As an example, the effect of impurity tunneling
and diffusion is considered. A mean change of G
upon displacing a single scattering center by DR is
evaluated by diagrammatic technique to be
RMS(G1)ERMS(DG)[C(DRkF)simp/lL

d� 2]1/2. Here
C(x-0)¼ x2/12, and C(x-N)¼ 1; simp¼ 1/lnimp

is the cross section of the relevant scattering centers
of concentration nimp. In the case of, for example,
neutral impurities in semiconductors, simp is sub-
stantially smaller than that corresponding to the

unitary limit simpE1/kF
d� 1. Hence, in general,

RMSðG1Þ=RMSðDGÞ{1, which means that the mo-
tion of a single impurity perturbs UCF only weakly.

However, the intensity of time-dependent process-
es grow with the temperature. In particular, if the
fraction p of all impurities in the sample undergoes
uncorrelated displacement, then the corresponding L
dependent conductance variance RMS(Gp)¼ [p(T)
Ldnimp]

1/2RMS(G1) can attain the universal value
RMS(DG). At this point, the amplitude of AB oscil-
lations and UCF start getting reduced by random
impurity motion. This means that the phase coher-
ence length Lj controlled by time-dependent proc-
esses has diminished to the size of the sample L.
At still higher temperatures, the sample can be
considered as consisting of [L/Lj(T)]

d uncorrelated
‘‘coherence boxes.’’ In this regime, the classical self-
averaging property of G is recovered as the sen-
sitivity of G to, say, a magnetic field decreases with L
and increases with Lj. Here Lj¼ (Dtj)

1/2, where
D ¼ kFl=dm� is the diffusion coefficient and tj is the
phase coherence time. Usually, Lj is controlled by
Fermi liquid thermal excitations and is B0.1–1 mm
at 1K, so that Ljcl; that is, a diffusing electron
experiences many elastic collisions before its phase
coherence is lost.

In addition to Lj(T), there exists one more
relevant length scale at nonzero temperatures, which
is associated with an averaging of the interference
effects by thermal spread Dl of the de Broglie
wavelengths of electrons contributing to G. This
spread is of significance once Dl/l2 becomes greater
than the inverse of a mean length of the electron path
through the sample, that is, if L4LT¼ (hD/kBT)1/2.
Actually, Lj(T) and LT control the dimensionality
also – if one of the sample dimensions, say the film
width, becomes smaller than either of them, a
dimensional crossover takes place.

A strong sensitivity of G to the motion of impu-
rities has led to the suggestion that the quantum ef-
fects in question account for a surprisingly large
magnitude of 1/f noise observed in any conductor.
This is a conjecture corroborated by a change in the
noise magnitude once the magnetic field lifts the spin
degeneracy. Figure 4 depicts the appearance of strong
low-frequency noise and recovery of UCF in a quan-
tum wire of n-Cd0.93Mn0.07Te:I below 300mK,
where spin-glass freezing slows down the dynamics
of the Mn spins.

Quantum Localization and Hopping
Conduction

The above discussion might suggest that the quantum
effects are only important in mesoscopic samples Lj,
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Figure 3 Oscillations of conductance at 10mK in a gold ring of

diameter 784 nm (a), which according to the Fourier transform

(b), contain components corresponding to the Aharonov–Bohm

period h/e and h/2e. (Reprinted figure with permission from
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LT4Lcl, while they become totally insignificant at
LcLj, LT. Actually, there are two quantum phe-
nomena that survive the averaging procedure and
control low-temperature conductance and magneto-
conductance of disordered macroscopic samples.

The first is quantum interference corresponding to
the clockwise and counterclockwise electron trajec-
tories along the same self-intersecting electron paths.
Since such interference is constructive, it increases
the probability of return to the starting point, and
thus diminishes the conductivity. The presence of
such interference is best seen in cylinders of radius
roLj and length LcLj. In this and related geo-
metries, magnetoconductance exhibits Altshuler–
Aronov–Spivak oscillations characterized by the
period BAAS¼ h/2epr2.

The second effect stems from the earlier mentioned
disorder-induced correlation between electron ener-
gies and their position in real space. Such an addi-
tional correlation introduces modifications to the
standard Landau theory of Fermi liquids – electron–
electron interactions cannot be longer taken into
account by a qualitatively unimportant renormaliza-
tion of the effective mass m�.

These two quantum effects turn out to be control-
led by diffusion poles in the particle–particle and
particle–hole correlation functions of the Fermi

liquid in the random potential. In the limit of weak
disorder, kFlc1, and at low temperatures, kBT{h=t,
they lead to characteristic terms in conductance pro-
portional to T1/2 and B1/2 in the 3D case, and to lnT
and lnB in the 2D films, whose sign depends on the
universality class as well as on the relative magnitude
of the cyclotron and spin splittings.

Interestingly enough, these effects account for
Anderson–Mott localization in disordered conduc-
tors. This localization results from scattering by
many centers, so that the localization radius x is
usually much greater than the inter-impurity dis-
tance. According to the scaling theory, a continuous
disorder-driven metal-to-insulator transition occurs
when kFlE1 in the 3D case, as shown in Figure 5. In
doped semiconductors, this takes place when the
average distance between electrons becomes 2.5
times larger than the effective Bohr radius of the
relevant impurity. In contrast, in any 1D- and 2D-
disordered system all states are localized, x growing
exponentially with kFl in the 2D case. However,
transport signatures of carrier localization can only
be seen if Lj(T), LT, and L are greater than x;
otherwise, one is in the weakly localized regime
discussed above.
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In the strongly localized regime, conductance pro-
ceeds owing to phonon-assisted tunneling between
occupied and empty localized states. In this case, the
Mott variable range hopping sets in at low temper-
atures, where G(T)Bexp[�(To/T)

g], with g¼ (Yþ 1)/
(Yþ 1þ d). Here To is a material constant, while Y
describes the character of the Efros–Shklovskii Cou-
lomb gap, that is the decay of the density of localized
states at the Fermi level, N(e)B|e� eF|

Y, in the energy
interval important for the hopping conductivity at
given temperature T.

To what extent charge and spin thermal excita-
tions, in addition to lattice excitations, can promote
hopping conductance is under active debate.

See also: Conductivity, Electrical; Conductivity, Thermal;
Onsager Relations; Quantum Hall Effect; Semiconductor
Nanostructures.

PACS: 73.23.–b; 72.15.Rn; 72.70.þm
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Nomenclature

a numerical coefficient between the
magnitude of universal conductance
fluctuations and the unit of conductance
e2/h

b air gap between capacitor electrodes
B magnetic field
Bc correlation field in universal conduct-

ance fluctuations
C capacitance
C(x) a function describing effect of the defect

displacement on the universal conduct-
ance fluctuations

d space dimensionality; d¼ 1 for one-di-
mensional (1D) case, d¼ 2 for 2D, d¼ 3
for 3D cases, respectively

D charge carrier diffusion coefficient
e absolute value of the magnitude of the

electron charge
E total energy of charges in a capacitor
f noise frequency
G electrical conductance, G¼ I/V
G1 change of conductance for a displace-

ment of a single scattering center
h Planck constant
i index of 1D electric subbands
kB Boltzmann constant
kF wave vector of the carriers at the Fermi

level
l mean free path for elastic collisions
L sample linear dimensions
Lj carrier coherence length
LT carrier thermal length
m� effective mass of carriers
nimp concentration of scattering centers
p fraction of all impurities in the sample

undergoing uncorrelated displacement
Q charge
r radius of a ring or cylinder
S surface
T temperature
To a temperature characterizing thermal

activation of hopping conductance
V voltage
Vg gate voltage
vF Fermi velocity
g exponent describing character of tem-

perature dependence of hopping con-
ductivity

e carrier energy
DG amplitude of conductance fluctuations
eF Fermi energy
l de Broglie electron wavelength
simp cross section of electron scattering by a

single impurity
Y exponent describing the character of the

Coulomb gap in the density of localized
states

x localization length
t momentum relaxation time
tj phase coherence time
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Introduction

As a consequence of energy absorption at moderate
temperature, a luminescent material re-emits part of
it as light (IR, visible, and UV). Such a light emission
was called luminescence by E Wiedemann in 1888
and it must not be confused with the ‘‘blackbody’’
one, which occurs at high temperatures. The energy
absorption or excitation of a luminescent material
can be accomplished in different ways and these
are expressed in a prefix accompanying the word
luminescence.

For example, the excitation energy may be sup-
plied by sound or light waves (sonoluminescence or
photoluminescence, see Figure 1), by moderate hea-
ting (thermoluminescence (TL)), by electric field
(electroluminescence (EL)), by particles, as electrons
(cathodoluminescence (CL)), by rubbing (tribolumi-
nescence), and by high-energy radiation, as X- or
g-rays, (radioluminescence). The light emission may
result from chemical reactions (chemiluminescence)
or physical processes, as crystallization (crystallolu-
minescence) or solution (lyoluminescence). The pre-
fix may also originate from specific features of the
luminescent materials, for example, bioluminescence
is a form of chemiluminescence produced in living
organisms and pyroluminescence is related to the ra-
diative emission from atoms or molecules in a gas,

previously excited by heating. Table 1 provides a
more detailed list of different luminescence phenom-
ena. A further distinction comes from the time
elapsed between the excitation and the light emis-
sion, that is, if the emission stops as the excitation
ceases, one is dealing with fluorescence, while if it
lasts for a more or less long time after the excitation,
one is dealing with phosphorescence (or afterglow).
Independent of this definition, a luminescent mate-
rial is conventionally defined as a phosphor; on the
basis of its etymology, that is, in Greek it means ‘‘to
bear light,’’ and should not be confused with the
chemical element phosphorus P ðZ ¼ 15Þ. Lumines-
cence can be regarded as an ability of matter to
convert various forms of energy into light; therefore,
luminescent materials can be exploited and tailored
for a variety of applications. In fact, the color of the
emitted light depends on the intrinsic characteristics
of the material, on the impurity and defect content,
on the temperature, on the external applied fields
(stress, magnetic, and electric), and on the particle
size (quantum dots). The number of applications in
science and everyday life is extremely large and con-
tinuously growing. A few examples are mentioned in
the following and in Table 1. The solid-state laser
operation (e.g., ruby, Nd:YAG) is based on photolu-
minescence (stimulated emission). In the common
fluorescent tubes, a phosphor coating absorbs the
invisible UV radiation (emitted by the de-excitation
of Hg atoms) and re-emits visible light. Phosphors
added to laundry detergents and paper make white
textiles and paper brighter, because the sunlight UV
tail excites a pale blue luminescence which adds to

(a) (b)

Figure 1 Photoluminescence excited by 253 nm UV light in KCl: Eu single crystals grown by the Bridgman method. (a) Daylight

illumination; (b) the samples are illuminated only by UV light. The Eu concentration is 30 and 399ppm in the larger and smaller samples,

respectively. (The crystals were grown at Institute of Low Temperature and Structure Research, Wroclaw, Poland.) (Courtesy Prof.

Maria Suszyńska. Photographs by Carlo Gardini, Parma (carlgard@inwind.it).)
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the white reflected light. Simple apparatuses exploit
the UV-induced fluorescence in stamps, money (e.g.,
euro bills), credit cards, and traveler’s checks to
detect counterfeiting. Many traffic safety products
utilize photoluminescence. Different color light emit-
ting diodes (LEDs), used in a variety of displays, are
based on EL. The color-TV screen phosphor opera-
tion exploits CL. The chemiluminescence of luminol
reacting with hemoglobin is used in crime scene
investigations to detect even tiny traces of blood,
which might last for years at the scene. Scintillator
applications originate from radioluminescence and
are addressed to astrophysics, high-energy physics
(e.g., the calorimeter on the KTeV beamline at

FermiLab, see Figure 2), medical diagnostics, and
security controls. TL is exploited in the dating of bur-
ied materials and dosimetry. Phosphorescence provides
nighttime visibility to the dials of alarm clocks and
watches, by using long-persistence phosphorescent
materials, activated by daylight. In the earlier watch-
es, the same purpose was accomplished by a mildly
radioactive paint. In newer electric clocks, the back-
light behind the dial is based on electroluminescence.

In this article, after brief hints about the historical
development of luminescent phenomena, some fun-
damental mechanisms of emission of luminescence
are described. The basic concepts and the spectro-
scopic tools required to enlighten such microscopic

Table 1 Different types of luminescence, their origin, examples and applications, based on E N Harvey

Type Origin Examples/applications

Candoluminescence Emission from incandescent solids at

shorter wavelengths than those

expected from their blackbody

emission

Rare-earth oxides in Auer lamps (outside lighting); Mg/MgO

in flash-light photography

Pyroluminescence Emission from excited atoms, ions, and

molecules in flames

He, Na, Fe, Ca, etc.; Sun line emission spectrum; lamps,

fireworks; I2, NO2 in flames

Thermoluminescence Emission from solids previously

irradiated and then moderately

heated

Heavy spar; fluorite; zircon; personal and environmental

dosimeters; archeological pottery dating; rock dating (e.g.,

stalagmites); irradiated food identification

Photoluminescence Irradiation by UV or visible light Impurities and defects (e.g., color centers) in crystals and

minerals, phosphors: laser, counterfaction detection

Radioluminescence Irradiation by high-energy photons

(X-, g-rays) or particles (e.g.,

neutrons)

Scintillators (e.g., Nal: Tl, Csl, BGO, PbWO4), AgBr grains

for X-ray film radiography; scintillator-based calorimeters

to detect high-energy particles; Cherenkov effect

Cathodoluminescence Excitation by electron impact on solids

or gases

Color TV screen; impurity mapping, microinclusions in

minerals by using electron microscopy; discharge lamps,

aurora borealis in air

Anodoluminescence Irradiation by anions ZnS phosphors

Ionoluminescence Excitation produced by particles (e.g.,

alpha particles emitted by radioactive

elements)

Early clock dials; sapphire

Sonoluminescence Ultrasonic irradiation of liquids Small gas bubbles emit very short light flashes (a few ps

long)

Galvanoluminescence Luminescence emitted during

electrolysis

Electrolysis of NaBr

Electroluminescence Excitation by an electric field LED; injection lasers; alpha-numeric displays; lighting,

medical applications; backlight in electric clocks; flexible

EL lamps; laser pointers

Crystalloluminescence Excitation induced by rapid

crystallization of certain salts from

liquid solution or from molten phase

Growth of crystallites from solutions: NaCl, As2O3, K2SO4,

organic compounds

Lyoluminescence Light emitted on dissolution (e.g., in

water) of pre-irradiated solids

Alkali halides; organic materials (dosimetry); irradiated food

identification

Chemiluminescence Excitation produced by chemical

reactions

Luminol; lightsticks; reactions between gaseous species at

high temperature; chemical species trace (e.g., iron in

hemoglobin) determination

Bioluminescence Chemiluminescence in biological matter

(e.g., accompanying the oxidation of

luciferin)

Bacteria, fungi, algae, glow worms, fishes, mollusks,

jellyfishes, fireflies, etc.

Triboluminescence Excitation brought about by the crushing

of crystals

Uranyl nitrate, sugar, quartz, rock salt, Wint-O-Green

candies
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mechanisms are illustrated mainly for photolumines-
cence. A few examples of thermoluminescence, elect-
roluminescence, and cathodoluminescence are also
supplied. Phenomena related to inorganic condensed
matter are considered.

Historical

Luminescence-related phenomena have been observed
for thousands of years, but only in the last century
were they systematically studied, understood, and ex-
ploited. The bioluminescence of fireflies was reported
in Chinese literature as early as three millennia ago,
while Pliny, the Elder in Naturalis Historia, mentions
the ‘‘cold fire’’ emitted in the dark by glow worms,
jellyfishes, and mollusks and describes various gems,
such as ruby, which shine after being exposed to the
sun. In 1602, Vincenzo Casciarolo, an Italian cobbler
and amateur alchemist, discovered the Bolognian
Phosphorus or Litheophosphorus. This natural stone
(heavy spar) became the first object for the scientific
study of luminescent phenomena and raised the inter-
est of many scientists, such as Galileo Galilei. Robert

Boyle reported to the London Royal Society the
glimmering light emitted by a diamond when placed
on the warmest part of his body and the effects pro-
duced by the luminous bacteria which feed on decay-
ing flesh (1672). In the same period, Francis Bacon
and Lorenzo Magalotti described the light emitted
in the dark by sugar, as a consequence of friction. In
1824, Friedrich Mohs observed that fluorite shone in
the dark on being heated and called this property
‘‘fluorescence’’ after the mineral (nowadays it is named
thermoluminescence). Sir David Brewster (1833) not-
ed that a beam of sunlight, condensed by a lens into a
chlorophyll solution, was marked by a bright red
emission. Probably the first to explain it was Sir
George Stokes, who also named the phenomenon flu-
orescence again after fluorite, which exhibits a strong
photoluminescence under UV light, in addition to
phosphorescence and thermoluminescence, already re-
ported by Mohs. Stokes is credited with the discovery
(1852) that fluorescence can be induced in certain
substances by their stimulation with UV light.
Wiedemann, in 1888, proposed the name lumines-
cence (Latin, lumen – light) for this wide class of phe-
nomena. He distinguished six types – photo-, electro-,
thermo-, tribo-, crystallo-, and chemi-luminescence.
An extensive study of these phenomena and of phos-
phorescence induced by insolation (i.e., exposure to
sunlight) was also performed by Edmond Becquerel,
who defined them as phosphorescence (1882–97).

Microscopic Interpretation of Some
Luminescence Phenomena

Luminescence may occur in pure and perfect crystals
(intrinsic luminescence), may be related to intrinsic
defects (e.g., F centers in ionic crystals), or to impu-
rity-induced defects (extrinsic luminescence). Impu-
rities and defects are either intentionally introduced
for scientific and application purposes or are already
present in the material under study. The energy
delivered to the crystal to excite luminescence (e.g.,
X-rays, high-energy particles, see Table 1) may also
produce defects. In Figure 3, a few mechanisms re-
sponsible for luminescence are exemplified in the
case of electronic transitions, although transitions
between the vibrational levels of some molecular
groups (e.g., CN in alkali halides) may also give rise
to luminescence (in the IR range). An electron is
raised from the valence band (VB) to the conduction
band (CB) as a consequence of a transition induced
by the energy absorption, that is, the excited elec-
tron, which is free in the CB, subsequently recom-
bines with a free hole left in the VB, by emitting a
photon (band to band radiative recombination,
Figure 3a). The emission occurs in the UV, visible,

Figure 2 Scintillator-based calorimeter on the KTeV beam line

at the FermiLab (Batavia, Illinois, USA). It is a 1.9m�1.9m array

of 3100 pure scintillating CsI crystals. The calorimeter measures

with high precision energy of particles emanating from kaon de-

cays by recording the light emitted (radioluminescence) as

the particles pass through the scintillating material. (Reproduced

from www.cerncourier.com with permission of Fermi National

Accelerator Laboratory.)
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or near IR range according to the amplitude of the
energy gap Eg. The excitation can also produce an
exciton, that is, an electron, which being still more or
less bound to the hole left in the VB, occupies a level
just below the bottom of the CB. The radiative re-
combination of the electron–hole pair gives rise to the
excitonic luminescence (Figure 3b). Both processes are
intrinsic. An impurity (or a defect) can introduce in
the energy gap a set of localized levels: an electron, by
absorbing energy, jumps from the ground to an ex-
cited level of the impurity and subsequently decays by
emitting radiation (Figure 3c). An impurity or defect
can introduce metastable or trap levels in the energy
gap: an electron, raised to the CB as in Figure 3a, may
be trapped in the metastable level M (Figure 3d), in-
stead of recombining immediately with a hole in the
VB. The band-to-band radiative recombination is de-
layed until the trapped electron gains enough energy,
for example, from the lattice vibrations, to become
free again in the CB. The time necessary to empty
the trap may be rather long at ordinary temperatures;
the delayed light emission is named phosphorescence
(or afterglow). By a moderate temperature increase,
the time to empty the trap can be significantly short-
ened, thus giving rise to thermoluminescence. The
distribution of impurities (either of the same or of
different kind) within the sample plays an important
role. The energy acquired by an impurity (D, the do-
nor) from the excitation source may be transferred to
a neighboring impurity (A, the acceptor) which may
decay radiatively. This means that D is excited and A

emits its own luminescence (Figure 3e). The process,
defined as energy transfer, occurs, for example, if
the two impurities are rather close to each other
(see sections ‘‘Time dependence and lifetimes’’ and
‘‘Concentration effects and energy transfer’’ and
Figures 6–8).

Photoluminescence

The Franck–Condon Scheme

In gases, the emission from excited atoms is charac-
terized by a narrow line lying at the same wavelength
as that of the excitation (pyroluminescence). In con-
densed matter, due to the interaction of the emitting
center with neighboring atoms, the emission is broader
giving rise rather to an emission band than to an
emission line. Moreover, the emission occurs, as a rule,
at lower energy (longer wavelength) with respect to
the excitation one. The energy shift, named Stokes
shift, is explained in terms of the Franck–Condon
scheme (Figure 4). The electron energy levels in a lu-
minescent center depend on the average distance of the
center from the neighboring atoms (that is, on the so-
called configurational coordinate), which is at varian-
ce with the simplified description given in Figure 3c.
The electron is excited from A (in the ground state) to
B (in the excited state) by absorbing a photon. The
transition is vertical on the basis of the adiabatic
approximation. The electron gives up part of the
absorbed energy to the lattice vibrations as it goes to

CB CB CB

CB CB

VB VB VB

I

VB VB

e

e

e
E

E
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h h
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(d) (e)
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Figure 3 Examples of electronic processes responsible for luminescence: (a) Band-to-band emission; (b) excitonic emission; (c)

impurity luminescence; (d) band-to-band emission, delayed by trapping and de-trapping processes; (e) energy transfer between a donor

(D) and an acceptor (A). CB indicates the bottom of the conduction band, VB the top of the valence band. The gray circles indicate the

electron and the open circles the hole. The vertical black arrows indicate the energy absorption, the gray ones the radiative emission.

The dashed arrows indicate the electron (or hole) migration in the conduction (or valence) band. Nonvertical arrows indicate nonradiative

processes.
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the relaxed excited state C. After living in C for the
lifetime typical of the excited state (10–9–10–7 s), it
decays into the ground state, again by a vertical tran-
sition C–D, with a photon emission. The electron
returns into the initial state A, by giving up energy
to the lattice. The typical times for the vertical tran-
sitions are B10–15–10–16 s, only the electrons being
involved. Those related to the energy transfer to the

lattice are roughly three orders of magnitude longer,
the more inert nuclei being involved. The excitation
energy, represented by AB, is larger than the emission
one CD, because part of the absorbed energy (AB) is
transferred to the lattice vibrations (along BC and
DA), accounting for the Stokes shift, that is, the
absorption (excitation) band lies at energy higher than
that of the emission band, see Figures 4 and 5.

Excitation and Emission Spectra

The emission intensity is related to the number
Ne(lem) of emitted photons per unit time at a given
wavelength lem. This depends on the number Na(lexc)
of absorbed photons per unit time at a given excita-
tion wavelength lexc and on the luminescence quan-
tum yield Z, that is,

NeðlemÞ ¼ ZNaðlexcÞ
¼ ZNiðlexcÞf1� exp½�mðlexcÞx�g ½1�

where Ni(lexc) is the number of incident photons per
unit time at a given lexc, m(lexc) the corresponding
absorption coefficient, and x the sample thickness.

For low m(lexc)x values, that is, for thin and/or
weakly absorbing samples, eqn [1] becomes

NeðlemÞEZNiðlexcÞmðlexcÞx ½2�

or

NeðlemÞpZNiðlexcÞNL ½3�

m
B

C

D

Ve

Vg

V0

A rm
 r0  r

Configurational coordinate

E
ne

rg
y

Figure 4 The Franck–Condon scheme.
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Figure 5 Example of absorption (solid circles), excitation (triangles), and emission (squares) spectra measured at room temperature

on a single crystal of KCl: Eu (54 ppm), Mn (3 ppm). The sample was quenched from 5001C: in this way the impurities (Eu and Mn) are

dispersed and well separated. The absorption, excitation, and emission spectra are related only to the presence of Eu. The excitation

spectrum is measured by keeping constant the emission wavelength lem ¼ 419 nm (in the blue) and its intensity is normalized to the

absorption spectrum at 234nm for the sake of comparison. The emission spectrum is measured by keeping constant the excitation

wavelength lexc ¼ 234 nm (in the UV). For the luminescence color, see Figure 1. (Reproduced with permission from Capelletti R,

Manfredi M, Cywiński R, Damm JZ, Mugeński M, and Solzi M (1987) Energy-transfer mechanism in the KCl: Eu2þ, Mn2þ system.

Physical Review B 36: 5124–5130.)
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because m is proportional to the number of lumines-
cent centers NL.

In real solids the photoluminescence, excited in a
broad wavelength (energy) range, may consist of
more than one emission band, due to the presence
of more than one luminescent center. The analysis
of the emission, excitation, and absorption spectra
is a powerful tool to identify the centers. By keeping
the excitation wavelength lexc fixed, an emis-
sion spectrum is obtained by measuring the emitted
light intensity (or Ne(lem)) as a function of the emit-
ted wavelength lem (see Figure 5). On the other hand,
by keeping lem fixed, an excitation spectrum is
obtained by measuring the emitted light intensity as
a function of lexc, see Figure 5. In this way it is pos-
sible to identify the lexc range which excites a given
emission. The excitation band should fit to an
absorption band (see eqns [1] and [2]): for example,
the emission can be attributed to a band-to-band
recombination or to an impurity, if the correspond-
ing excitation spectrum coincides with the funda-
mental absorption or with the impurity absorption
band, respectively, see Figure 5. The photolumines-
cence of a phosphor can be described comprehen-
sively by a 3D plot in which the emission intensity
is plotted versus lem and lexc. Furthermore, the anal-
ysis of the emitted light polarization supplies useful
information on the symmetry of the luminescent
centers.

Interaction with the Lattice Vibrations

The interaction with the lattice vibrations (phonons)
is responsible for the Stokes shift and broadening of
the emission (or absorption/excitation) lines related
to a luminescent center in a solid, see Figure 5. By
increasing the temperature, the lines broaden (homo-
geneous broadening) and weaken as a rule. The
lattice disorder due to defects (e.g., dislocations, im-
purities) is responsible for broadening even at low
temperatures (inhomogeneous broadening). This is
particularly severe in glasses and amorphous solids,
characterized by a disordered network. Such effects
are practically absent for some color centers (e.g., R0

and M0 in LiF) and impurities (e.g., rare earths, see
Figure 10) in some insulating crystals: very narrow
lines, or zero-phonon (ZP) lines, are observed in
emission spectra measured at low temperatures. This
occurs when the minima of the electronic excited
and ground states fall at the same configurational
coordinate in Figure 4. A very narrow ZP line may
be accompanied by a weaker, more or less struc-
tured spectrum on the lower energy side, which
corresponds to electron transitions to vibrational
excited states of the electronic ground state (vibronic

spectrum). In other words, the electron de-excitation
occurs by emitting a photon and subsequently a
phonon. A similar process may take place with
the emission of a photon and of a localized vibra-
tional quantum that is related to the luminescent
center itself.

Time Dependence and Lifetimes

The radiative emission from a single excited level
decays as soon as the excitation is turned off, that is,
the time evolution of Ne is given by

NeðtÞ ¼ N0
e expð�t=tÞ ½4�

where Ne
0 is the number of emitted photons per unit

time at t ¼ 0 and t is a time constant or the excited
state lifetime. It does not necessarily coincide with
the radiative lifetime tr, that is, the time the electron
spends in C for an isolated center (see Figure 4) be-
fore decaying, but may be shortened by a number of
processes. In terms of a simple model, t may be
written as

1

t
¼ 1

tr
þ 1

t0
exp

�DE

kT
þ 1

tQ
½5�

where ð1=t0Þexpð�DE=kTÞ is the probability, at
temperature T, that the electron in the excited state
(e.g., C in Figure 4) is brought by thermal activation
into a higher level from which the decay is non-
radiative, DE is the activation energy, and 1/tQ is the
probability of any other process. Shortening of t with
respect to tr causes also a decrease of the lumines-
cence quantum yield Z. This is defined either as the
ratio of the number NL,r of centers which decay by a
radiative pathway to the total number NL or as the
ratio of t and tr, that is,

Z ¼ NL;r

NL
¼ NL;r

NL;r þ NL;nr
¼ t

tr
½6�

NL,nr accounts for the number of centers which decay
through nonradiative pathways, for example, as a
consequence of heat emission or absorption, inter-
system crossing, capture in metastable levels,
quenching caused by other centers, and energy trans-
fer, see Figures 6 and 7. Therefore, the lifetime t
measurement supplies valuable information on a
variety of processes occurring in the excited state, see
Figure 8. Since the pioneering study performed by A
E Becquerel with his phosphoroscope at the end of
the nineteenth century, the time analysis has been
extended nowadays to times as short as 10–12–
10–15 s. The availability of femtosecond excitation
pulses allows one to also watch the fast processes by
which the excited electron gives up part of its energy
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to the lattice (i.e., from B to C and from D to A in
Figure 4). Emission spectra (see above) can be col-
lected for different time windows along the decay
and displayed as time-resolved emission spectra
(TRES) in a 3D plot, which quickly reveals com-
plexities in a sample. For example, a mixture of two
luminescent centers with different lifetimes will ex-
hibit a distinct difference in the TRES as the time
window is varied.

Concentration Effects and Energy Transfer

For application purposes, one would increase the
emission intensity by increasing the number NL (or
the concentration cN) of the luminescent centers, ac-
cording to eqn [3]. However, by increasing cN the
average distance among centers decreases, enhancing
the energy transfer probability, and, as a conse-
quence, 1/tQ in eqn [5]. This causes a lifetime short-
ening, and, according to eqn [6], an Z decrease, which
might make the cN increase ineffective, if not detri-
mental (concentration luminescence quenching). 1/tQ

may also increase as a result of clustering processes:
the energy transfer between neighboring luminescent
centers (e.g., Eu and Mn) in a cluster allows the tun-
ing of the luminescence color, see Figures 3e, and 6–8.
The energy transfer to molecular groups (e.g., OH,
H2O, O2), which decay without emitting light may
cause the decrease or even the total suppression of the
luminescence (impurity luminescence quenching).

(a) (d) (c)

(b)

Figure 7 Photoluminescence excited by 253 nm UV light in Eu and Mn double-doped alkali halide single crystals grown by the

Czochralski method and energy transfer between Eu and Mn. (a) and (b) are related to KCl: Eu (500 ppm), Mn (4000ppm) (size:

2.2� 2.2�6.4 cm3); (c) and (d) to NaCl: Eu (100ppm), Mn (2000ppm) (size: 1.9� 1.9� 6.4 cm3); (a) and (c) daylight illumination; (b)

and (d) the samples are illuminated only by UV light. In agreement with the emission spectrum shown in Figure 6, the Eu-Mn energy

transfer is proven by the presence of the Mn red emission which adds to the Eu blue one displayed in Figure 1 for a KCl: Eu sample. The

Eu-Mn energy transfer is more efficient (higher red emission contribution) in NaCl than in KCl due to its smaller lattice constant, which

makes possible shorter distance between Eu and Mn. In (d) the luminescence is emitted from the body of the crystal which is Eu and Mn

doped, but not by the seed (left end) which is undoped NaCl. The crystals were grown at Physics Department, University of Parma, Italy.

(Photographs by Carlo Gardini, Parma (carlgard@inwind.it).)
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Figure 6 Example of energy transfer between Eu2þ (the do-

nor) and Mn2þ (the acceptor) in a single crystal of KCl: Eu

(54 ppm), Mn (3 ppm). The sample (the same as in Figure 5) was

submitted to annealing at 2251C for 360 h. The treatment causes

the formation of mixed Eu–Mn clusters, strongly reducing the

separation between Eu2þ and Mn2þ . The emission spectra were

measured at room temperature (curve a) and at 78K (curve b).

As a consequence of the excitation at 275 nm, i.e., in the Eu

absorption band (see Figure 5), two emission bands are

observed. The former in the 420–450nm range (in blue, as in

Figure 5) is related to the Eu emission, while the latter in the

550–620nm range (in red, absent in Figure 5) is related to Mn

emission, proving the energy transfer from Eu to Mn. The energy

transfer is more efficient at room temperature than at 78K, in fact

the red Mn emission is stronger than the blue Eu emission. For

the luminescence color, see Figure 7. (Reproduced with

permission from Capelletti R, Manfredi M, Cywiński R, Damm

JZ, Mugeński M, and Solzi M (1987) Energy-transfer mecha-

nism in the KCl: Eu2þ , Mn2þ system. Physical Review B 36:

5124–5130.)
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Size Effects

Thanks to modern technology, nanoparticles, either
free standing or embedded in a host matrix, are avail-
able on a nanometer scale. Their size plays a key role in
the excitation and emission spectra; an example
is provided by the excitonic luminescence (see Figure
3b) in a semiconductor (e.g., CdSe). The particle size
may be smaller than the orbit radius R (B10nm) of
the bulk exciton, regarded as a hydrogen-like system
composed of a bound electron–hole pair. The exciton
confinement within the nanoparticle increases the ex-
citation and emission energies, as for a particle in a
box. The exciton emission shifts from the deep red, to
orange, yellow, green, and blue by gradually decreasing

the nanoparticle size toB2nm, see Figure 9. The effect
can be exploited to tailor-tunable lasers.

Two-Photon Processes and Anti-Stokes Emission

As a rule, the light emission from a center is excited
by a single photon. With the availability of high-
power light sources, two photons can be absorbed
simultaneously and excite the luminescence. In the
energy scheme, there is no intermediate level which
can be reached by one of the two photons. The
probability of such an event is very low and scales
with the square of the exciting light intensity, at var-
iance with the one-photon (OP) excited emission,
which scales linearly with the incident light intensity,
see eqn [3]. The information obtained from the two-
photon (TP) excited luminescence spectroscopy is
complementary to that obtained from the convent-
ional OP one, because it allows one to study tran-
sitions which are forbidden if induced by an OP
process, see Figure 10.

Generally, there is a large interest in the up-convers-
ion processes, where more than one photon of lower
energy is absorbed to cause the emission of a higher-
energy photon, for example, to convert IR photons
into visible ones. Two simple mechanisms are exem-
plified for centers with suitable level schemes. (1) In a
single center the electron is enhanced by a photon to
an excited state, while being there, it absorbs a second
photon (excited state absorption, or ESA), reaching a
still higher level, then it decays to the ground state by
emitting a high-energy photon. (2) Two centers, at
rather close distance, are simultaneously excited, then
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Figure 8 Eu luminescence time decay rates 1/t as a function of

the temperature in a single crystal of KCl: Eu (54 ppm), Mn

(3 ppm) at different steps of the clustering process. Curve (b) is

related to a 360 h annealing (as in Figure 6) while curve (a) to a

500h one (more advanced Eu–Mn clustering process). Curve (c)

is related to a KCl:Eu (90 ppm) annealed for 400 h. For all the

samples the annealing temperature is 2251C, the excitation and

emission wavelengths are lexc ¼ 255 nm and lem ¼ 419 nm, re-

spectively. According to eqn [6], the decay rate increases by

increasing the temperature (for all the samples) and as the

energy transfer from Eu to Mn takes place (compare curves (a)

and (b) with curve (c)). The effect is more pronounced at a more

advanced clustering step (compare curve (a) with curve (b)).

(Reproduced with permission from Capelletti R, Manfredi M,

Cywiński R, Damm JZ, Mugeński M, and Solzi M (1987) Energy-

transfer mechanism in the KCl: Eu2þ , Mn2þ system. Physical

Review B 36: 5124–5130.)

Figure 9 Color photograph demonstrating the wide spectral

range of bright photoluminescence (PL) from different size sam-

ples of ZnS overcoated CdSe quantum dots, dispersed in dilute

hexane solutions placed in identical quartz cuvettes and irradi-

ated with 365nm UV light. The sizes of the CdSe core increases

from the left to the right. Their PL peaks occur at (going from left

to right) 470, 480, 520, 560, 594, and 620nm. (Photograph by F.

Frankel) (From Dabbousi BO, Rodriguez-Viejo J, Mikulec FV,

Heine JR, Mattoussi H, Ober R, Jensen KF, and Bawendi MG

(1997) (CdSe)ZnS core-shell quantum dots: synthesis and char-

acterization of a size series of highly luminescent nanocrystal-

lites. Journal of Physical Chemistry B 101(46): 9463–9475.)
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the former de-excites transferring its excitation to the
latter, which is raised to a higher level and subse-
quently decays to the ground state by emitting a high-
energy photon: this process is an energy transfer
up-conversion. The two processes can be distingui-
shed by analyzing the luminescence decay times (see
section on ‘‘Time dependence and lifetimes’’).

The anti-Stokes emission occurs when a substance
is excited by a photon of a given energy and emits
one of slightly higher energy: seemingly, the Stokes’
law is contradicted and more energy is radiated than
is absorbed. After absorbing a photon, the center
returns to equilibrium by absorbing phonons (heat)
from the environment and then it decays to the
ground state by emitting a photon, whose additional
energy is subtracted from the lattice vibrations. The
consequent cooling may be exploited for prospective
interesting applications.

Down-conversion processes (or quantum cutting)
should also be considered. A UV photon (with an
energy higher than twice the energy of a visible pho-
ton) excites a center and the subsequent de-excitation
takes place, for example, through a cascade emission
of two visible photons. In this way, a quantum yield
Z, in terms of the ratio of the emitted visible photon
number to that of the absorbed ones, may be 41,
see eqn [6]. The process may be exploited to tailor

UV-excited phosphors with enhanced emission in the
visible range, for lighting applications.

Thermoluminescence

Thermoluminescence (TL) is light emission caused by
moderate heating of a solid, previously exposed to
ionizing radiation. It is displayed at temperatures at
which the blackbody light emission is negligible. The
exposure to the ionizing radiation (X- or g-rays, high-
energy particles) takes place at rather low tempera-
tures, creates traps, and fills them (or those already
present) with electrons and/or holes. The subsequent
heating makes the electrons and/or holes free to
migrate in the lattice, until they fall into other traps
(or recombine) with a consequent photon emission
(Figure 3d). A comprehensive description of TL is
provided by 3D spectra, in which the emitted light
intensity is plotted versus temperature T and emitted
wavelength lem, the heating rate being, as a rule,
constant, see Figure 11. From the analysis of such
plots, the energy depth of traps can be evaluated. For
many purposes, the simpler plot of the total emitted
light intensity ITL (regardless of the wavelength) as a
function of T supplies valuable information. Mate-
rials which display one or more TL peaks which are
linear functions of the absorbed radiation dose can
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Figure 10 TP excited luminescence in a KCl: Eu single crystal. (a) Comparison between the OP and TP excitation. By the OP

excitation the photon induces the allowed electron transition from the ground 4f 7 to the excited 4f 6 5d state of Eu2þ . The decay to the

ground state is accompanied by the blue luminescence (see Figure 1) at 420 nm, the emission spectrum of which is portrayed in Figure

5. The related excitation spectrum coincides with the OP absorption (OPA) displayed on the left side and in Figure 5. By the TP

excitation, transitions within the 4f 7 configuration are allowed, e.g., between the ground 8S7/2 and excited 6I manifold: on the left, the two

consecutive vertical arrows indicate the TP absorption (TPA). The excited electron relaxes to the 4f6 5d state, then decays to the ground

state, by emitting the luminescence at 420nm as above, but the excitation spectrum is different, as shown in (b). (b) TP excitation

spectrum ðlem ¼ 420 nmÞ excited by the 8S7/2-
6P7/2 transition. At variance with the broad OP excitation spectrum of Figure 5, it is

characterized by very narrow lines, covering only 1 nm (from 363.5 to 362.5 nm). The four lines are meaningful of 6P7/2 manifold splitting

induced by cubic crystal field probed by Eu2þ in KCl. (From Casalboni M, Francini R, Grassano UM, and Pizzoferrato R (1986) Two-

photon spectroscopy in KCl: Eu2þ . Physical Review B 34: 2936–2938.)
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Figure 11 Example of wavelength-resolved TL of a scintillator. 3D TL measurement and contour plot of the TL in the 10–150K range,

following X-ray irradiation at 10K of undoped (a) and La3þ doped PbWO4 single crystal. The high density and fast radioluminescent

(scintillation) response make it interesting for application in high-energy physics experiments. The comparison between (a) and (b) plots

shows that the La3þ doping increases the emitted light intensity and introduces at least an additional TL peak. (From Martini M, Meinardi

F, Spinolo G, Vedda A, Nikl M, Usuki Y (1999) Shallow traps in PWO4 studied by means of wavelength-resolved thermally stimulated

luminescence. Physical Review B 60: 4653–4658.)
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Figure 12 Example of TL application for dating. Comparison

between independent absolute TL and radiocarbon (14C)

chronologies for dating ceramics of Valdivia culture (Ecuador).

(From Martini M and Sibilia E (2001) Radiation in archeometry:

archeological dating. Radiation Physics and Chemistry 61: 241–
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Figure 13 The EL process in an LED. A p–n junction is shown.

(a) The junction is not voltage biased; (b) the junction is forward

biased: the energy levels bend and, as a consequence, in the

junction some free electrons in the CB recombine with free holes

in the VB giving up the energy as light (EL). The mechanism is

the same as in Figure 3a.
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be exploited as dosimeters. If a calibration curve of
ITL versus dose is known, it is easy to evaluate the
dose absorbed by a dosimeter that is, for example,
worn by an individual exposed to radiation, by rea-
ding the TL emission spectrum. TL also provides a
tool to date buried materials of archeological (e.g.,
pottery) or geological interest (e.g., stalagmites). In
this case, the radiation dose is supplied by the decay
of radioactive isotopes (e.g., 40K, Th, and U) present
in the soil. By estimating the dose/year supplied by
the surrounding soil (paleodose), it is possible to

evaluate the time elapsed from the last firing of a
pottery item and detect possible counterfeiting. With
very few exceptions, the consistency of the TL results
with other absolute dating methods is found to be
good, see Figure 12.

Electroluminescence

The application of an electric field to an insulator or
semiconductor can cause the injection of electrons
and/or holes. The recombination between electrons
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Figure 14 Example of CL excited by an SEM electron beam at 5K in a bulk GaN sample. The emission is monitored at 359nm (near

UV) in (a), (c), and (e) images and at 565nm (yellow) in (b), (d), and (f) images. The bright regions in both cases are those in which the

related CL emission is strong. (a) and (b) are the monochromatic (at 359 and 565nm, respectively) CL images of the same columnar

structures in the sample. (c) and (d) are the CL images of the cross sections of the columnar structures, related to (a) and (b), respectively.

(e) and (f) supply the magnification of one of the hexagonal structures (the same) displayed by (c) and (d). Note that the dark and bright

regions are complementary. The CL spectrum, i.e., the CL intensity vs. emission wavelength lem, is displayed between the (e) and (f)

images. The two main peaks at 359 and 565nm are attributed to GaN near band edge (NBE) emission and to Si-related defects,

respectively. This suggests that Si-related defects segregate along preferential directions. (From Salviati G, Albrecht M, Zanotti-Fregonara

C, Armani N, Mayer M, Guzzi M, Melnik YuV, Vassilevski K, Dmitriev VA, and Strunk HP (1999) Cathodoluminescence and transmission

electron microscopy study of the influence of crystal defects on optical transition in GaN. Physics Status Solidi (a) 171: 325–339.)
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and holes may be accompanied by light emission,
which is named electroluminescence (EL). ZnS was
reported to be the first example of an electrolumi-
nescent material in 1936 by G Destriau, working in
Madam Curie’s laboratory. The widespread applica-
tions of LEDs are based on EL of a p–n junction. The
charge carriers are the electrons in a CB for the n-type
material, and holes in a VB for the p-type. When a
forward-bias voltage is applied to the diode, the
energy levels bend, see Figure 13: the concentration
of electrons in a CB near the junction on the n-side
increases as that of holes in the VB near the junc-
tion on the p-side. The electrons and holes recom-
bine by emitting photons, whose energy is equal
to that associated with the energy gap Eg. Modern
semiconductor device fabrication techniques allow
bandgap engineering, and junctions can be produced
from semiconductors or their alloys in which Eg cor-
responds to almost any wavelength in the visible light
spectrum, as for example, GaAs and GaN LEDs that
emit in the near IR and in the blue, respectively. The
junction can also work as an active medium for diode
lasers (e.g., laser pointers) as a feedback is provided
by the reflective ends of the laser material and most of
the light is produced by stimulated emission. The use
of heterojunctions improves the light confinement.

Cathodoluminescence

Fast electrons (the J J Thomson cathode rays) supply
energy enough to excite a phosphor and induce light
emission as cathodoluminescence (CL). The color-
TV screen operation is based on CL. The electrons
emitted by the electron gun in the cathode-ray tube
strike little triads of different phosphor dots, which
emit blue, green, and red CL. The phosphors exploit
the light emission from suitable impurities, for ex-
ample, Cu and Ag in ZnS (blue and green) and Eu in

Y2O2S (red). The CL induced by the electron beam
striking the sample under study in an electron
microscope is used nowadays to investigate its phys-
ical properties, as for example, the impurity mapping
(see Figure 14).

See also: Fluorescent Proteins; Defect Centers in
Insulating Solids, Optical Properties of; Laser Radiation
Sources; Semiconductor Nanostructures; Synchrotron
Radiation; Time-Resolved Optical Spectroscopies.

PACS: 78.55.�m; 78.60,�b; 78.47.þp; 78.67.�n;
78.40.�q
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Introduction

The Dirac equation for the relativistic quantum me-
chanical electron is most famous for having predicted
the existence of antiparticles. One further important
aspect of this equation is the explanation of the elec-
tron spin and the magnetic moment associated with
it. When atoms are formed, the electron spins inter-
act by means of the intra-atomic exchange inter-
action to produce atomic magnetic moments. The
correct value of the atomic magnetic moments can be
calculated empirically using Hund’s rules and Pauli’s
principle. When atoms are brought together to form
a body, the atomic wave functions change drastically:
the atomic magnetic moments are, in general, re-
duced, but may remain finite in certain special cases
such as Fe, Co, and Ni. Moreover, as soon as
neighboring atoms are provided, the interatomic ex-
change interaction comes into play and may favor
the parallel alignment of the neighboring magnetic
moments. In this way, macroscopic regions of aligned
magnetic moments are formed in the body, and the
body is said to be in a ferromagnetic state.

This microscopic description of magnetism, based
on the quantum mechanical exchange interaction, is
not complete. Each individual magnetic moment can
be viewed as an atomic current generating a magne-
tic field, which interacts with other magnetic mo-
ments and contributes another term to the total
magnetic energy – the energy of the dipole–dipole
interaction. This term is also called the magnetostatic
energy, as it is described by the Maxwell equations of
magnetostatics. In contrast to the exchange interac-
tion, this term is purely classical. It is later shown
that, depending for example on the shape and size
of the body, this term perturbs the parallel alignment
of the magnetic moments favored by the exchange
interaction. Thus the parallel alignment does not
extend over the whole body, but is restricted to
elementary regions called magnetic domains. Within

such domains, the magnetic moments are aligned,
while the orientation of the magnetic moments
changes upon moving to neighboring domains.

Another class of magnetic interactions arises be-
cause of the spin–orbit coupling also contained in the
Dirac equation: magnetic anisotropies. A magnetic
anisotropy energy determines one or more spatial
directions along which the exchange-coupled magne-
tic moments within the domains prefer to be aligned,
where ‘‘preferring’’ means that the total energy of the
system is reduced when the moments pointf along
that direction in space. Magnetic anisotropies play a
crucial role in domain formation. In fact, the change
of the magnetic moment direction between conse-
cutive domains does not occur abruptly: a domain
wall with finite width connects domains with differ-
ent magnetic moment orientation and magnetic
anisotropies stabilize this wall.

The purpose of this article is to account for the
state-of-the-art knowledge on magnetic domains and
the walls between them. Before going into details, it is
important to estimate the energy scale of the various
magnetic interactions, given by their typical strength
per atom. The intra-atomic exchange interaction is of
the order of eV, on a temperature scale this corre-
sponds to 104 K. This energy is required to produce an
excited state with no atomic magnetic moment. The
interatomic exchange interaction is some 10 meV
(100 K). This means that the excited state with mi-
saligned nearest-neighbor magnetic moments is at-
tained when the temperature exceeds some 100 K (at a
temperature which is called the Curie temperature).
Magnetic anisotropies range from meV in three-dimen-
sional solids to 0.1 meV in ultrathin films (0.01 to 1 K).
The reason for this broad range is that the magnetic
anisotropies are strongest when the symmetry of the
system is lowered, for example, when the dimensiona-
lity is reduced. The magneto-static interaction is
B0.1 meV (1 K). Clearly, the interactions relevant for
domain formation are much smaller than the exchange
interaction. Thus, it is not immediately evident why
such small energies should have an impact in deter-
mining the total energy of the system and its ground-
state magnetic moment configuration. This question is
also carefully investigated in the remaining sections.



The Physical Basis of Magnetic Domains

The physical basis for the explanation of magnetic
domains was laid down in a paper by Landau and
Lifshitz in 1935. One can consider a body in a
situation where each lattice site carries a magnetic
moment vector (for simplicity, a spin vector is used,
noticing that, according to Dirac’s theory, the two
vectors are proportional to each other). One impor-
tant caveat: it will turn out that the relevant length
scales intervening in domain formation are large with
respect to the lattice constant. On these characteristic
length scales, the number of spins is so large that one
can give up the quantum description of the spin vec-
tor and consider it a classical vector. The strongest
contribution to the total magnetic energy comes
from the exchange interaction, which measures the
energy required to turn two neighboring spins into
an antiparallel configuration. If this energy is
positive, the total exchange energy is minimized by
a uniform spin configuration. The spin ensemble can
also have a magnetic anisotropy energy contribution,
which favors certain spatial directions for the spins,
the so-called easy direction. In the simplest case of
uniaxial anisotropy, two directions in space, say e
and its negative, are energetically favored. Thus, the
uniform spin configuration will be aligned either
along þ e or along � e, as either of these directions
minimizes the total energy arising from the exchange
and the magnetic anisotropy. How stable is the re-
sulting spin configuration with respect to rotations or
spin nonuniformities? The magnetic anisotropy per
spin is very small but it is not possible to rotate spins
individually, as they are bound together by the
exchange interaction. Thus, a rotation excitation
would involve turning a macroscopically large
amount of spins and this requires a large excitation
energy which is not available at sufficiently low tem-
peratures. If the body is divided into oppositely
magnetized regions, it would not entail any lowering
of the total energy; on the contrary, some energy
must be introduced to form boundaries between op-
positely magnetized regions, causing an increase of
the total energy. A more complicated anisotropy term
may have a larger symmetry, but in no case will the
magnetic anisotropy lead to magnetic domains as
there is no energy to be gained upon changing from
one easy direction to another. The behavior is
quite different when the dipolar interaction between
the magnetic moments is considered. Each moment
produces a magnetic field, which interacts with
all the other magnetic moments by means of the
Zeeman energy contribution. The most striking fea-
ture of this magnetostatic energy is that the magnetic
fields arising from a magnetic moment are very

long ranged, they decay only with the third power
of the distance. This is in opposition to exchange
and magnetic anisotropies, which are local. The
energy due to the dipolar field is the most compli-
cated (see Appendix A), but contains a distinct fea-
ture which makes it compete directly with the
exchange interaction: one part of it favors an anti-
parallel alignment of the spins. Of course, the inter-
action is very weak, but its long-range character
amplifies its role with respect to the competing ex-
change interaction. Thus, under certain circumstanc-
es, which Landau and Lifshitz showed to depend on
the size and the geometry of the body, the dipolar
interaction can provide enough energy gain to sus-
tain a nonuniform spin configuration: magnetic
domains arise.

The complexity of the dipolar field and the long-
range character of the dipolar interaction makes it
very difficult to find the spin configuration that min-
imizes the total energy. However, there are some
rules of thumb that help in analyzing the physical
situation. One of them is provided by eqn [3] in Ap-
pendix A. This equation has a simple meaning: the
total magnetostatic energy of a body is the Coulomb
energy of an effective magnetic charge distribution
rM6� = �MðxÞ, where MðxÞ is the magnetic mo-
ment per unit volume. Its length is determined by the
total magnetic moment in a sufficiently small cell
centered at x divided by the volume of the cell, and
its direction is given by the direction of the total
magnetic moments within this cell. The size of this
cell has to be chosen in such a way that it is small
with respect to the smallest length occurring in do-
main formation, that is the size of the domain wall
(see next section). The effective magnetic charge
is provided by the divergence of M(x), thus minim-
izing the magnetostatic energy means avoiding
regions where �= �MðxÞ is too large. A sizeable
divergence of MðxÞ exists, for instance, at the bound-
aries of a uniformly magnetized body. Such surface
charges increase the energy of the uniform spin con-
figuration above the value specified by the exchange
interaction. To avoid such charges, the body can split
into elementary regions of different magnetization.
At the boundaries between such regions, the spin
vectors make a finite angle so that the exchange
energy is increased (at the walls) with respect to the
uniform configuration. Despite this, Landau and
Lifshitz have explicitly shown that by introducing
domains, the total energy might effectively be
lowered. In Appendix B, a simple case is worked
out where the subtleties of such total-energy mini-
mization calculations are shown.

At the end of this section, an example illustrating
this ‘‘magnetic-charges’’ avoidance rule is discussed.
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One can compare a small ferromagnetic plaquette
with square geometry and a uniform spin configura-
tion (see Figure 1a) to an identical plaquette with a
particular nonuniform spin configuration where the
magnetization vector circulates along a closed path
within the plaquette (Figure 1b). The spin configura-
tion in Figure 1a contains some effective magnetic
charges appearing at the boundaries perpendicular to
the magnetization vector. The spin configuration
in Figure 1b is a very peculiar one, the magnetiza-
tion vectors between two consecutive domains
are orthogonal and no divergence develops at the

boundary between two consecutive domains. The
spin configuration in Figure 1b is free of magnetic
charges and has no magnetostatic energy. One can
show that when the plaquette is sufficiently large, the
gain in magnetostatic energy overcomes the cost of
introducing domain walls: the configuration in
Figure 1b is the ground state. Experimentally, this
closed path configuration is indeed observed, see
Figure 1c as an illustration. The butterfly shape of the
plaquette in Figure 1c is more complicated than the
square plaquette just considered. Correspondingly,
the experimental domain distribution (indicated by
arrows), is more complex. It is also evident from
Figure 1c that similar triangular plaquettes – the
wings in the figure – have a slightly different domain
distribution, showing that unresolved differences
play a crucial role in determining the actual domain
configuration. However, one essential element dom-
inates the central parts of both wings: the domains
are arranged in such a way that the magnetization
vector circulates within the plane of the plaquette,
avoiding the formation of magnetic charges, in agre-
ement with the rule of thumb.

Domain Walls

Although it is the magnetostatic energy contribution
that drives the rearrangement of the spin configura-
tion into domains, it is the magnetic anisotropy that
stabilizes the walls between them and makes the
whole rearrangement process possible. For the sake
of simplicity, the creation of a domain wall in a one-
dimensional spin chain is illustrated. One can con-
sider a chain extending along the x direction with
fixed-length spin vectors SðxÞ being allowed to rotate
in the y–z plane. Thus, S ¼ Sð0; sin yðxÞ; cos yðxÞÞ, S
being the (dimensionless) length of the spin vector
and y the angle between the vector S and the y di-
rection. The variable x is allowed to assume contin-
uous values which is equivalent to say that, if any
deviation from the parallel spin alignment occurs, it
occurs over spatial length scales much larger than the
lattice constant a. Assuming an exchange coupling
between nearest neighbors of the simple form �J �
SðxÞ � Sðx þ aÞ (J40 being the exchange constant),
any deviation from the parallel spin alignment can
be worked out to increase the exchange energy by an
amount DG ¼ fðG � aÞ=2 �

R
dx½dyðxÞ=dx�2g with the

coupling constant G ¼ ðJ=2ÞS2z (z being the number
of nearest neighbors, that is, 2 for a chain). A
magnetic anisotropy term which favors the y direc-
tion for the spin is Dl ¼ ðl=ð2aÞÞ

R
dx sin2 yðxÞ

with the coupling constant l measuring the energy
required to turn the spin away from the y direction.
Notice that, in accordance with the above discussion,
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+ + + + + + + +
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(c)
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Figure 1 (a) and (b): Schematic domain distribution in a

plaquette. In (a) the uniform magnetization produces magnetic

surface charges, indicated in the figure. In (b) the magnetization

vector follows a closed path, thus avoiding magnetic charges. (c)

Image of the domain distribution in a plaquette with butterfly

shape. The images were taken using scanning electron micros-

copy with polarization analysis (SEMPA). In SEMPA, a finely

focused electron beam impinges onto the surface of a solid.

Secondary electrons are ejected and used to map the topography

of the surface while the beam is scanned across the surface. In

the present case a B14 nm thick Co film was deposited onto a

Cu(1 0 0) surface by molecular beam epitaxy (MBE) through a

mask inserted between MBE source and substrate. In this mask,

a butterfly-profile was carved in by focused ion beam milling,

which gives rise to the laterally patterned Co film visible in the

topography image. In SEMPA, not only the secondary electron

current is measured, but their spin polarization is also detected.

This allows mapping the surface magnetization vector. The in-

plane horizontal (Mx) and vertical (My) components of M are re-

produced in (c) (the component perpendicular to the film plane

vanishes). The black-white constrast is indicative of a strong

magnetization in opposite directions. The Cu-substrate is non-

magnetic and appears gray. From the contrast maps of the two

in-plane components, the domain distribution can be reconstruc-

ted as schematically summarized by the arrows.
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Gcl. The equilibrium y(x) is found by setting
the functional variation of DG þ Dl to zero, which
produces the Euler equation of the variational
problem:

Ga
d2y
dx2

� l
a

sin y cos y ¼ 0 ½1�

One can study the stability of a wall by solving this
equation with the following boundary conditions:
y¼ p (0) for x ¼ �N ðþNÞ, and dy/dx¼ 0 for
x ¼ 7N. This establishes a spin profile with do-
mains of opposite spins on the left- and right-hand
side of x¼ 0. The solution to the Euler equation with
these boundary conditions exists and was found in
the work of Landau and Lifshitz:

cos y ¼ tanh
2x

w
½2�

w ¼ 2a �
ffiffiffiffiffiffiffiffiffi
G=l

p
being the width of the region near

x¼ 0 over which the spin rotates from one domain
to the domain of opposite magnetization, that is, the
domain wall width. This solution is plotted in Figure
2b as a continuous curve. The wall energy (i.e.,
the energy required to establish a wall) per unit wall
area can be calculated analytically by inserting the
solution into the total energy expression: sw ¼
ð1=ðad�1ÞÞ

ffiffiffiffiffiffiffiffiffiffi
l � G

p
. The prefactor contains the dimen-

sionality of the system d. For the interaction
strengths discussed in the introduction, w is expect-
ed to be of the order of some 100 lattice constants,
which is a mesoscopic scale. A direct measurement of
the spin profile inside the domain wall at the surface
of an Fe single crystal indeed gives E200 nm. As an
example, one can consider the domain image of a
head-on magnetization distribution recorded in a
thin epitaxial Fe film on W(1 1 0) (Figure 2a). The
spatial resolution of the image is such that the con-
tinuous in-plane rotation of the magnetization vector
from one direction into the opposite direction occur-
ring at the boundary between the two domains can
be detected in detail. The rotation is illustrated with
a color code explained in the caption. The experi-
mental profile of the magnetization component that
changes sign, given by the circles in Figure 2b,
follows the calculated profile (continuous curve in
Figure 2b), obtained by fitting the experimental data
with tanh (2x/w).

An Example of Magnetic Domains: Stripes

Having established the physical basis for domain
formation, the details can be worked out, which
will help to achieve a deeper understanding of the
energy balance which leads to domain formation. As

anticipated, magnetostatic charges have to be con-
sidered, which means that the geometry and size of
the body are central to the problem. For one special
geometry, the appearance of domains is illustrated
(for many other geometries which have been investi-
gated so far, see the ‘‘Further reading’’ section). The
special case of ultrathin magnetic film extending to
infinity in the x1–x2 plane and having a finite but
small thickness d in the x3 direction (Figure 3a) is
worked out in detail. The magnetization vector is
taken to be perpendicular to the film plane. The per-
pendicular magnetization in ultrathin films is a very
special configuration, requiring a strong uniaxial
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Figure 2 (a) Domain wall formation between head-on magneti-

zed domains. The two domains, represented by different colors,

are magnetized in opposite directions parallel to the horizontal

axis (the [0 0 1]-direction of the cubic lattice, in this case). At the

boundary between them, one recognizes that the magnetization

vector rotates in the plane from one direction into the opposite

one. A color code is used to represent the direction of the

magnetization vector. Image size: 4.6�4.6 mm2 (b) The horizon-

tal component of the magnetization vector (divided by its value

well within the domains) is plotted along an axis x, drawn per-

pendicular to the domain wall (full circles). At the domain bound-

ary, the value of the component makes a transition that can be

fitted by the calculated tanh - profile (continuous curve), with a

characteristic wall width wE140 nm. To improve the statistical

accuracy of the experimental profile, all experimental data points

within a stripe going across the wall were averaged.
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magnetic anisotropy to overcome the demagnetizing
effect of the dipolar interaction. This demagnetizing
effect is best appreciated by comparing a uniform
in-plane spin configuration with a uniform perpen-
dicular spin configuration. The in-plane configura-
tion has no magnetostatic energy, provided the film
extends to infinity. The perpendicular configuration,
on the other hand, produces opposite charges at the
two boundaries of the film with vacuum. This gives
rise to an electrical plane condenser geometry. Using
eqn [4] in Appendix A, the magnetostatic energy (per
unit area) can easily be calculated to be 2pM2

0d and
must be overcome by a strong magnetic anisotropy
favoring the perpendicular configuration in order for
a perpendicular magnetization to appear.

The possibility of the existence of a nonuni-
form perpendicular spin configuration that might
lower the energy of the system with respect to the
uniform configuration in the given perpendicular
magnetic configuration is examined. A possible
nonuniform spin configuration with perpendicular
magnetization is the one consisting of stripes of op-
posite perpendicular magnetization running parallel
to say x2 and repeating periodically along x1, see
Figure 3a. Such a configuration does certainly not
introduce any extra magnetic anisotropy energy.
Domain walls, however, are created and cause an
increase of the exchange energy. The striped phase
can only become energetically more favorable if the
gain in magnetostatic energy is large enough to over-
come the extra domain wall energy (this is shown to
happen exactly in Appendix B). The stripes have an
equilibrium width L�

pw � ep
L0=2d. L0 is the so-called

dipolar length L06sw=ð2pM2
0Þ, and is related to the

characteristic dipolar energy per atom ð2pM2
0 � a3Þ.

Using the characteristic values as discussed in the
introduction, one obtains L0 of the order of 100a.
Thus, in the ultrathin limit dEa, the equilibrium
stripe width L� can reach astronomical values at
T¼ 0: the ground state will appear to be a uniform
single-domain spin configuration because the stripe
width might be much larger than the size of the
sample. However, when the temperature is increased,
the various coupling constants renormalize and the
stripe phase can penetrate the sample as its width
reduces to mesoscopic lengths. This situation is
indeed observed to occur in several perpendicularly
magnetized ultrathin films where the stripe phase has
been observed to develop. An example is given in
Figure 3b for Fe films on Cu(1 0 0).
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Appendix A: Magnetostatic Energy of
a Localized Distribution M(x)

A useful starting point for finding the magnetostatic
energy of a continuous static distribution MðxÞ, are
the Maxwell equations of magnetostatics: = � B ¼ 0
and =� ðB� 4pMÞ ¼ 0. The magnetic field H defined
as H6B� 4pM can be written in terms of a magnetic
potential, FM : H6� =FM. The first Maxwell equa-
tion now corresponds to the Poisson equation of an
‘‘effective magnetic charge’’ rM6= �M : =2FM ¼ �
4prM. Thus, the magnetostatic problem has been
transformed into an electrostatic problem involving
charges rM. Their energy amounts to (Coulomb)

EM ¼ 1

2

Z
d3x d3y

rM xð ÞrM yð Þ
x� yj j ½3�

This expression for EM states that a possible way to
minimize the magnetostatic energy is to avoid magne-
tic charges, that is to minimize the magnitude of
rM6� = �M. A further useful expression for the
energy involves the magnetic field H:

EM ¼ 1

2

Z
d3x d3y

rM xð ÞrM yð Þ
x� yj j ¼ 1

2

Z
d3xrM xð ÞFM xð Þ

¼ � 1

8p

Z
d3x r2FM xð Þ
� �

FM xð Þ

¼ 1

8p

Z
d3xH2 xð Þ ½4�

L

d

x1

x2

x3
e

(a)

(b)

Figure 3 (a) Schematic view of an ultrathin film (thickness d )

with a stripe configuration (stripe width: L) of alternating perpen-

dicular magnetization. The geometrical elements used in Appen-

dix B are also indicated. (b) Room temperature SEMPA image of

the stripe phase in an ultrathin (dE0.3 nm) Fe film deposited on

Cu(1 0 0) by means of MBE. The image is 92.2mm long. The

component of the magnetization vector perpendicular to the film

plane is shown. The black-white contrast is indicative of oppo-

sitely magnetized stripes.
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where the general solution of the Poisson equation
FMðxÞ ¼

R
d3yrMðyÞ=jx� yj is used. According to

eqn [4], minimizing EM means searching for a spin
configuration which avoids the formation of stray
fields H.

From eqn [3], an often quoted expression for
EM can be derived. After a partial integration, the
surface integral vanishes provided the magnetiza-
tion distribution is localized. Using r21=jx� yj ¼
�4pdðx� yÞ, one obtains

EM ¼ � 1

2

Z
d3xd3yM xð Þ � =x

=y �M yð Þ
x� yj j

¼ 1

2

Z
d3xd3yM xð Þ � =x M yð Þ � =y

1

x� yj j

� �

¼ 1

2

Z
d3xd3y

MðxÞ �MðyÞ
jx� yj3

 

�3
½MðxÞ � ðx� yÞ�½MðyÞ � ðx� yÞ�

jx� yj5

!

þ 2p
3

Z
dx3M xð Þ2 ½5�

This equation states that the magnetic ‘‘dipole’’ M(x)
interacts with a H field

H xð Þ ¼
Z

dy3 � M yð Þ
x� yj j3

 

þ 3
M yð Þ � x� yð Þ½ � x� yð Þ

x� yj j5

� 4p
3
M yð Þd x� yð Þ

�
½6�

produced at x by all other dipoles at y (the last term
is the own field of the dipole at x). This expression
for EM is often called the dipolar energy due to the
dipole–dipole interaction.

A third useful equation can be derived from eqn
[4] using the identity

R
d3xH � B ¼0, holding for a

localized distribution M(x):

EM ¼ 2p
Z

d3x M2 xð Þ � 1

8p

Z
d3x B2x ½7�

Accordingly, if the length of the magnetization vector
is a constant, a spin configuration with a low mag-
netostatic energy requires maximizing the magnetic
field B.

Using the same identity, one can immediately derive

EM ¼ �1

2

Z
d3x H �M ½8�

Finally, one can transform eqn [7] into the interaction
energy of a system of effective currents JM6c=�M.
With B ¼ =� A and =� ð=� AÞ ¼ �r2A (in the
Coulomb gauge), one obtains =2A ¼ �4p=c JM.
Finally, from this Poisson equation for A, one can
obtain

EM ¼ 2p
Z

d3x M2 xð Þ � 1

2c2

Z
d3x d3y

JM xð ÞJM yð Þ
x� yj j

½9�

Thus, minimizing the magnetostatic energy means
searching for a spin configuration that maximizes the
curl of M.

Appendix B: The Equilibrium Stripe Width

It is very instructive for the reader to follow in de-
tail the appearance of domains for a very specific
case. One can consider perpendicularly magnetized
ultrathin films of thickness d extending over a
large area L1 � L2 in the x1 – x2 plane, see Figure
3a. The magnetization within each stripe points
along 7x3. The stripes of width L are taken to be
parallel to x2. They are joined by walls with a finite
width o with d{w{L. Consecutive stripes have
opposite perpendicular magnetizations. The total
wall energy Ew amounts to swðL1=LÞL2 � d. This is
just the energy per unit wall area multiplied by
the length of the wall L2, the film thickness d, and
the number of walls within the length L1. Here, the
wall energy per unit film area swd=L is the main
interest.

The lowering of the magnetostatic energy upon
introducing stripes can immediately be seen when
one considers eqn [9]. A uniform perpendicular spin
configuration is curl free, so that there is no effective
current JM anywhere in space and the total energy
per unit area is simply ð2pM2

0 � dÞ. The stripe con-
figuration, instead, develops some curl (and corre-
spondingly some magnetic field B), thus necessarily
lowering the magnetostatic energy.

The following calculation shows explicitly that the
energy gain is enough to overcome the wall energy
introduced by the stripes. First, the effective currents
are found. The stripe magnetization distribution deve-
lops a curl at the boundaries (labeled with the index n)
between consecutive stripes. Along these boundaries,
effective current densities Jn ¼ cjne occur where jn ¼
ð�1Þn2M0=w ðn ¼ 0;71;y;7ðN � 1ÞÞ and j7N ¼
ð�1Þ7NM0=w. One contribution to the Coulomb
energy, eqn [9] arises from the interaction of each
current with the remaining currents. There are L1=L
of such interaction terms and the calculation of
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this part of the interaction energy reduces to the
computation of the sum of elementary integrals of
the type

Z L2=2

�L2=2

Z L2=2

�L2=2

dx2 dy2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � y2ð Þ2þL2
n

q ½10�

(Ln¼7n, L and na0). Notice that the integration
along (x3, y3) can be approximated by multiplying
the remaining two-dimensional integrals with d2.
This is possible because d is considered small with
respect to L, so that one can set x3¼ y3¼ 0 in the
integrand. The integration over (x1, y1) can be ap-
proximated by a factor w2, because w is considered
to be much smaller than L, allowing one to set ðx1 �
y1Þ2 ¼ L2

n in the integrand. Thus, eqn [9] reduces to
the elementary integral of eqn [10]. After computing
these integrals, one is left with a sum that can be
solved exactly because it contains in the limit N-N

the product of Wallis. The other contribution arises
from the self energy of each current. Under the
integral of the self energy, (x1� y1) may be smaller
than |x2� y2|. Thus, the integrations over x1, y1 must
be performed explicitly. There are again L1=L such
terms and their self energy per unit area contains the
integral

Z w

0

Z w

0

dx1 dy1

Z L2=2

�L2=2

Z L2=2

�L2=2

dx2

� dy2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � y2ð Þ2þ x1 � y1ð Þ2
q ½11�

Summarizing all contributions, the total energy per
unit film area is

2pM2
0d � 1 � 3

p
þ 2

p
ln

2

p

� �
� 2

p
ln

w

d

� �
d

L

�

þ2

p
d

L
ln

d

L

	
þ sw

d

L
½12�

The equilibrium stripe width L� is found by minim-
izing the total energy per unit area with respect to the
variable x6d=L.

L� ¼ w � epðbþ1Þ=2 � epL0=2d ½13�

where the numerical factor b ¼ �ð3=pþ 2=p ln 2=pÞ.
Notice that the equilibrium stripe width is a nonan-
alytic function of d for small d. It can be readily
verified that the total energy of the striped phase at
the equilibrium stripe width is indeed lower than the
total energy of the uniform perpendicular state, by an
amount �ð2=pÞð2pM2

0d=L�Þ.

See also: Ferromagnetism; Magnetic Interactions.
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Introduction

Magnetism in matter is a purely quantum mechanical
phenomenon according to the Bohr–van Leeuwens
theorem: van Leeuwen demonstrated in 1918 that
classical Boltzmann statistics applied rigorously to
any dynamical system leads neither to a susceptibility
nor to a magnetic moment, which means that clas-
sical mechanics cannot account for diamagnetism,

and paramagnetism or any type of collective magnetic
order. However, under the assumption that a mole-
cule or atom has a finite magnetic moment l, the
diamagnetic and paramagnetic susceptibility was
derived already in 1905 by Langevin using classical
statistical thermodynamics and treating these mo-
ments without interactions. The assumption of a fi-
nite magnetic moment, however, requires quantized
values for the spin S and angular momentum L that is
a result of quantum mechanics. The coupling of spin
and angular momentum to the total angular momen-
tum J is a relativistic interaction, which can be treated
as a perturbation for not too heavy elements (Russel
Sounders or L–S coupling) and the ground state is
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described by Hunds rules. Accordingly, magnetism
arises from quantized motions of electrons giving rise
to the fundamental unit of the magnetic moment, the
Bohr magneton, defined by mB ¼ e_=2me that takes
the value 9:274 � 10�24 Am2 or JT�1. Thus, the mag-
netic moment of an atom or a molecule is given in
units of mB (e.g., the magnetic moment of pure Fe in
the metallic state is 2:2 mB per atom).

The magnetic properties of a system of electrons
and nuclei are determined by the interactions of these
particles with electromagnetic fields. These fields
arise from two types of sources: first, there are fields
due to sources external to the system such as applied
electric and magnetic fields. Second, there are inter-
nal sources, which come from the charges and cur-
rents due to the particles of which the system is
composed. Interactions with and between nuclear
moments mN are not discussed here since mN is by a
factor of B1800 smaller than mB.

A first step is to consider the magnetic moments
associated with itinerant and/or localized electrons
on the respective ions of a crystal to behave com-
pletely free without interacting with each other or
with their surrounding. This leads to diamagnetism
and paramagnetism.

In a free atom the quantum number J, the total
angular momentum, is a good quantum number,
which reflects the fact that a free atom has a com-
plete rotational symmetry in the absence of external
fields and its ground state is 2J þ 1 fold degenerate.
In a crystal, however, the surrounding ions produce
an electric field to which the charge of the central
atom adjusts and the 2J þ 1 degeneracy is removed
giving rise to a splitting of the ground multiplet. The
object of the crystalline electric field (CEF) theory is
to describe how the moments are affected by their
local environment in a crystal. Finally, one has to
consider the various interactions of magnetic mo-
ments with each other leading eventually to a long-
range magnetic order.

Crystalline Electric Field Interactions

The charge distribution around a central ion pro-
duces an electric field with the local symmetry of the
environment. This crystal field makes a contribution
to the potential energy

VCðrÞ ¼
Z

erðRÞ
jr � Rj dREe

X
i

qi

jr � Rij

where the charge distribution r(R) in the point
charge model is approximated by point charges qi at
the position Ri. The denominator may be expanded
in spherical harmonics. If VC is small compared to

the spin–orbit coupling (as in the rare-earth elements
where the incomplete 4f shell is responsible for the
magnetic moment), the eigenstates are adequately
accounted for by the first-order perturbation theory.
Provided that the ground state and the next excited
states do not mix, the matrix elements of VC(r) are
proportional to those obtained with operator equi-
valents written in terms of J, which are called the
Stevens operator equivalents Om

l ðJ iÞ and the CEF
Hamiltonian reads

ĤCF ¼
X

i

X
lm

Bm
l Om

l ðJ iÞ

The CEF parameters Bm
l can, in principle, be calcu-

lated from the charge distribution of the environm-
ent, which yields reasonable results for insulators but
is of limited success for metals.

The electrostatic interactions destroy the rotation-
al symmetry of the ion and the electronic orbitals are
linked to the symmetry of the lattice removing the
2J þ 1 degeneracy of the ground multiplet of the free
ion. Schematically illustrated in Figure 1 is the CEF
splitting (e.g., Mn in the perovskite LaMnO3) result-
ing from the interaction between the nonspherical
d-orbitals and the electrostatic field of the environ-
ment, which is also nonspherical. As an example,
the dxy-orbital in an octahedral surrounding (a) is
energetically favored in comparison to the dx2�y2

orbital (b) in the same environment. Those lobes,
which point to neighboring charges, have higher
overlap and correspond to higher electrostatic energy
than those that point between. This gives rise to the
CEF splitting displayed in Figure 1c.

An improvement on the point charge approxima-
tion for d-transition metal ions is the ligand field
theory which is an extension of the molecular orbital
theory that focuses on the role of the d-orbitals of the
central ion and their overlap with orbitals on sur-
rounding ions (ligands). Also for rare-earth com-
pounds, CEF parameters can be calculated from first
principles using the density-functional theory which,
however, should be checked experimentally as, for
example, by inelastic neutron scattering.

It is instructive to consider two rather different
cases, namely the 3d-transition metal series (Fe
group) and the 4f series (rare earth), where the re-
lative importance of the spin–orbit coupling and CEF
splitting of the ground multiplet is inverted. The
spin–orbit coupling which is proportional to Z2

(atomic number) is much larger in the 4f series than
in the 3d-transition metals since rare-earth elements
are significantly heavier. Furthermore, the spatial
extension of the 3d wave functions is much more
delocalized than the 4f wave functions that are
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additionally screened from CEF by the outer 6s- and
5d-shells. Thus, in rare-earth compounds CEF split-
ting is B102 K and spin–orbit coupling of 104 K,
which means that the Hunds rule ground state is
usually observed both in metals and insulators and
the effect of CEF interaction can be treated in terms
of Stevens operators. In 3d-compounds, VC is typi-
cally of the order of 104 K which is larger than the
spin–orbit coupling (102 K) and VC couples mainly to
the orbital part of the wave function which lifts the
orbital degeneracy of the 3d-states and Hunds rule
ground state is usually not obeyed. If the CEF per-
turbation is strong enough and the symmetry low
enough, the orbital degeneracy is completely re-
moved. Thus, the orbital ground state is a singlet
which is called the quenching of the orbital momen-
tum (L is not anymore a good quantum number and
virtually reduced to L ¼ 0) and ‘‘spin-only’’ magnetic
properties are observed. In 4d-and 5d-series (Pd and
Pt groups), the situation is less clear-cut because the
heavier ions have a larger spin–orbit splitting, and
the CEF and spin–orbit interaction can be of com-
parable magnitude.

The impact of CEF interaction on the magnetic
properties is important and in combination with
spin–orbit interaction it is the principal source of
magnetic anisotropy, which is the dependence of
magnetic properties on the direction in the com-
pound. Further, properties influenced by CEF are
magnetoelastic phenomena and transport pheno-
mena as well as thermodynamic properties as the
specific heat.

Origin of Long-Range Magnetic Order –
Exchange Interactions

In the previous section, magnetic ions embedded in
the CEF environment of the crystal were considered
but the interaction between the magnetic moments
was neglected. The classical interaction between two
magnetic dipoles l1 and l2 at a distance r between
each other is known as the dipole–dipole interaction.
As the magnetic energy is EM ¼ �l .H, the dipolar
energy reads

ED ¼ m0

4pr3
l1

. l2 �
3

r2
ðl1

. rÞðl2
. rÞ

� �

Thus ED/kB is of the order of 1 K, if one considers
two moments of 1mB which are separated by 1 Å.
Accordingly, this interaction cannot account for
Curie temperatures of 1000 K, but nevertheless
can become of relevance at low and ultra-low
temperatures.

Dirac and Heisenberg discovered independently
that electrons are coupled by exchange interactions
among which direct, indirect, itinerant exchange,
and superexchange can be distinguished. Direct,
indirect, and itinerant exchange occurs in metallic
systems. Direct and superexchange is important in
nonmetallic systems.

Origin of Exchange

In order to show how the Pauli exclusion principle
together with electrostatic interactions leads to
magnetic effects, consider the simplest possible case
– a two-electron system – where the Hamiltonian

Ĥ ¼
X2

i¼1

p2
i

2m
þ Vðr1; r2Þ

does not depend on the spin. In quantum mechanics
one cannot distinguish between identical particles,
which means that the particle coordinates q1 and q2

can be permuted (exchanged) in the wave func-
tion and the system remains the same physically;
the new wave function differs from the original one
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Figure 1 (a) The dxy-orbital is lowered in energy with respect to

the dx2�y2 -orbital in an octahedral environment. (b) Schematic

crystal field splitting in an octahedral environment (c) The dz2 -and

dx2�y2 -orbitals are grouped together and called eg levels (twofold

degenerate). The dxy, dxz and dyz are grouped together and called

the t2g levels (threefold degenerate).
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by a phase factor: cðq1; q2Þ ¼ eifcðq2; q1Þ. Permu-
ting once more gives the original wave function.
Thus e2if ¼ 1 and cðq1; q2Þ ¼ 7cðq2; q1Þ, which
means the wave function must be either totally sym-
metric or antisymmetric under permutation. Elec-
trons (Fermions) have totally antisymmetric wave
functions; so the spin part must either be an anti-
symmetric singlet state wSðS ¼ 0Þ in the case of a
symmetric spatial wave function or a symmetric spin
triplet state wTðS ¼ 1Þ in the case of an antisymmet-
ric spatial state. The overall wave function for the
singlet cS and the triplet state cT for two electrons
where both the orbital and spin part is included
reads:

cS ¼ 1ffiffiffi
2

p wS½c1ðr1Þc2ðr2Þ þ c1ðr2Þc2ðr1Þ�;

with wS ¼ 1ffiffiffi
2

p ðjmkS� jkmSÞ

cT ¼ 1ffiffiffi
2

p wT½c1ðr1Þc2ðr2Þ � c1ðr2Þc2ðr1Þ�;

with wT : jmmS;
1ffiffiffi
2

p ðjmkSþ jkmSÞ; jkkS

If the interaction V ¼ e2=r12 is absent, then these
two states would have the same energy. For Va0,
the energies of the triplet and the singlet state are
different

ES ¼
Z

C�
SĤCS ¼ U þ J

ET ¼
Z

C�
TĤCT ¼ U � J

with

U ¼
Z Z

jc1ðr1Þj2Vðr1; r2Þjc1ðr2Þj2 dr1dr2

and DE ¼ ES � ET ¼ 2J

J ¼
Z Z

c1ðr1Þc�
1ðr2ÞVðr1; r2Þc2ðr2Þc�

2ðr1Þdr1dr2

where J is the exchange interaction or exchange
integral, and U the Coulomb integral. The original
Hamiltonian does not depend on the spin but pro-
duces an energetically favorable spin configuration
for parallel spins. Thus Ĥ may now be replaced by
an effective one Ĥspin acting upon the spin compo-
nents only with the requirement that it should
produce the same DE ¼ ES � ET. What will be the
form of Ĥspin?

For the two-electron system, the spin operators
yield the following eigenvalues:

Ŝ
2

i ¼ _2SiðSi þ 1Þ ¼ _23
4 and

Ŝ
2 ¼ _2SðS þ 1Þ ¼ Ŝ

2

1 þ Ŝ
2

2 þ 2Ŝ1 . Ŝ2 ¼ _23
2

þ 2Ŝ
2

1
. Ŝ

2

2

Accordingly, the product Ŝ
2

1
. Ŝ

2

2=_
2 ¼ SðS þ 1Þ=2 �

3=4 of both operators gives �3=4 for the singlet S ¼
0 and 1/4 for triplet state S ¼ 1. Hence the original
spin-independent Hamiltonian can be written in the
form of an effective spin Hamiltonian yielding the
same eigenvalues ES and ET:

Ĥspin ¼ 1

4
ðES þ 3ETÞ �

ðES � ETÞŜ1 . Ŝ2

_2

Ĥspin ¼U � JŜ1 . Ŝ2

with U ¼ 1=4ðES þ 3ETÞ and J ¼ ðES � ETÞ=_2. If
J40, ES � ET40 and the ‘‘parallel’’ coupling of the
spins in the triplet state with S¼ 1 is favored, while
for Jo0 the ‘‘antiparallel’’ coupling in the singlet
state is favored.

The generalization of this simple relation for the
two-electron system to a many-body system is far
from trivial. The result is the Heisenberg Hamiltonian

ĤHeisenberg ¼ �
X
i4j

JijŜi . Ŝj

where Jij is the exchange interaction between the
ith and jth spins. Frequently, Jij is taken as a con-
stant for the nearest neighbors (and next nearest
neighbors) and zero otherwise. Jij is of the order of
102–103 K for direct exchange in 3d-compounds, 10–
102 K for indirect exchange and superexchange. A
reliable calculation of Jij is a rather complex task in
general.

A simple but straightforward approach to obtain a
convenient expression for the exchange interaction is
the mean field approximation where the exchange
interaction between the ith spin and its neighborsP

j JijŜj is approximated by a phenomenological mo-
lecular field Hm acting upon Si. In the Weiss molec-
ular field model, the molecular field is set
proportional to the magnetization Hm ¼ lM, where
the molecular field constant l is determined by the
exchange interaction yielding fields m0Hm of the or-
der of 1000 T for 3d-intermetallics such as Fe–Co
alloys to account for their Curie temperatures of
B1000 K ðlH ¼ kBTcÞ. Nevertheless, this phenom-
enological molecular field is a convenient fiction but
not experienced by the electrons since exchange
origins from Coulomb interaction.
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Some general features of exchange interactions
are noteworthy. If two electrons on an isolated atom
are considered, J is usually positive and favors the
parallel spin configuration (triplet state) associated
with an antisymmetric orbital state which reduces
the Coulomb repulsion by keeping them apart. This
is consistent with Hund’s first rule yielding maxi-
mum total spin under the constraint of the Pauli
principle.

The situation is different for electrons on neigh-
boring ions in molecules or in a solid. In contrast to
the free electron description for a simple metal, the
model of tightly bound electrons is used as an ap-
proximation not only for ionic solids but also for
transition metal compounds. The total wave function
is a linear combination of atomic orbitals (LCAO)
centered on the respective ions (which has to be in
overall antisymmetric realized by a Slater determi-
nant.) The electrons can save kinetic energy by for-
ming bonds because their common wave function is
more extended than the original atomic orbital and
comprises both ions. These molecular orbitals can
be bonding (spatially symmetric) or antibonding
(spatially antisymmetric) as shown schematically in
Figure 2a for the hydrogen molecule. The latter are
more localized associated with higher kinetic energy.
This favors the ‘‘antiparallel’’ singlet state as obser-
ved in H2.

In a d-transition metal, the atomic 5N d-states
for spin up and down give rise to a band of 10N
levels distributed quasicontinuously between the
lower bonding and the upper antibonding levels
yielding together with transfer integrals and hopping
integrals, the bandwidth W (Figure 2b). One has to
distinguish between interatomic terms of the ex-
change and Coulomb integrals (Jij and Uij, iaj) and

intra-atomic terms Jii and Uii. According to the more
or less localized character of the wave function, the
interatomic terms are much weaker than the intra-
atomic terms. The U terms tend to avoid two elec-
trons with antiparallel spins in the same orbital and
the exchange terms J favor electrons in different or-
bitals with parallel spins. The latter are about one
order of magnitude smaller. Thus, one may define
an average exchange energy %I per pair of electrons
per atom, which represents the interaction favoring
‘‘ferromagnetic’’ alignment. On the other hand, the
transfer integrals associated with the bandwidth
work in the opposite direction, since the creation
of parallel spins implies the occupation of higher
energies in the band (i.e., with higher kinetic
energy). Following this very simplified approach,
the balance between kinetic and exchange energy
favors the appearance of a spontaneous magnetic
order for the end of the 3d-elements (Cr, Mn, Fe, Co,
and Ni).

A proper description is performed in terms of the
density-functional theory where the exchange corre-
lation potential is added to the Coulomb correlation,
which allows a straightforward determination of the
exchange correlation. This treatment is called the
local spin density approximation (LSDA).

To summarize, exchange can be explained in the
following way: the Pauli exclusion principle keeps
the electrons with parallel spins apart and so reduces
their Coulomb repulsion. The difference in energy
between parallel and antiparallel spin configuration
is the exchange energy. This, however, is favorable
for ferromagnetism if the increase in kinetic energy
associated with parallel spins does not outweigh the
gain in potential energy, as in the familiar examples
of the H2 molecule or the He atom. In metallic Fe,

Antibonding

Molecule
Free
ions

Bonding Interatomic distance

10N

Eab

E0 W

Eb

a0

(a) (b)

Figure 2 Schematical energy splitting of bonding (spatially symmetric) and antibonding (spatially antisymmetric) molecular orbitals in

a molecule (a) yielding a singlet ground state as, e.g., in H2 molecule. (b) Schematical formation of the bandwidth W in a solid by the

quasicontinuous distribution of the 10N d-states between the lower and upper bonding states of the originally discrete and degenerated

5d-atomic states for up and down spin of N transition metal atoms condensed to a crystal; Eb is the energy of the bonding state and Eab

of the antibonding state.
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Co, and Ni, the number of parallel spins produces
ferromagnetism because the cost in kinetic energy
is not as great as in some other metals, where the
gain in potential energy is significant yielding a
paramagnetic ground state.

Direct Exchange

If there is sufficient overlap of the relevant wave
functions (e.g., 3d-orbitals) between neighboring at-
oms in the lattice, the exchange interaction is called
direct exchange. Although Fe, Co, and Ni are fre-
quently referred to as typical examples for direct ex-
change, the situation is not that simple because of the
metallic state where magnetism of itinerant electrons
plays an important role. Accordingly, both the local-
ized and band character of the electrons involved in
transition metals and their intermetallics have to be
taken into account as is seen in the model of covalent
magnetism for transition metal intermetallics.

Indirect Exchange in Insulators – Superexchange

Superexchange is typical for insulators or materials
on the border of a metal insulator transition where
the ions with a magnetic moment are surrounded by
ions which do not carry a moment but mediate the
exchange. This type of exchange is observed in tran-
sition metal oxides. An archetypical example is MnO
where two cations (Mn2þ in the 3d5 state with
S ¼ 5=2) are coupled via an anion (O2�in the 2p6

state with S ¼ 0); the ground state is shown sche-
matically in Figure 3a. Because of the overlap of the
wave functions, one of the p-electrons of the anion
ðO2�Þ hops over to one of the cations ðMn2þÞ. The
remaining unpaired p-electron on the anion enters
into a direct exchange with the other cation. In prin-
ciple, this exchange may be ferromagnetic or anti-
ferromagnetic. The excited state shown in Figure 3b
for an antiferromagnetic coupling is in most cases
energetically in favor due to the interplay of two
effects: the hopping of electrons between ligands,
characterized by a hopping matrix element t being
proportional to the bandwidth, and an average
Coulomb interaction U between electrons on the
same orbital. Superexchange involves oxygen p-or-
bitals and transition metal d-orbitals and is therefore
a second-order process. In second-order perturbation
theory, the exchange interaction is given by
Jp� t2=U, and normally yields antiferromagnetic
coupling.

Double Exchange

Double exchange is essentially a ferromagnetic type
of superexchange in mixed-valent systems. Mixed-
valency means that the transition metal ion on

crystallographically equivalent lattice sites exhibits
different ionic states, for instance, trivalent and tet-
ravalent Mn in perovskites (La,Sr)MnO3 or Fe2þ

and Fe3þ in magnetite (Fe2O3). Due to the mixed
valency, holes (i.e., unoccupied states) exist in the
eg states of the transition metal ion with a higher
valency with respect to a cation of the same species
with a lower valency. The simultaneous hopping
of an electron from Mn3þ-O2� and concomitantly
from O2�-Mn4þ is known as double or Zehner
exchange. Hopping is favored if the neighboring ion
is ferromagnetically aligned since kinetic energy is
saved by delocalization, while it is hindered by an-
tiferromagnetic alignment as shown schematically in
Figure 4.

Indirect Exchange in Metals – RKKY Interaction

In transition metal alloys, intermetallic compounds,
and diluted magnetic alloys where magnetic ions are
dissolved in a weak paramagnetic or diamagnetic
host (e.g., Fe–Au or Fe–Cu alloys), the magnetic mo-
ment carrying ions are separated by other ions and a
direct overlap of wave functions responsible for the
magnetic moment is hardly possible. Thus, the var-
ious types of indirect exchange interactions between
magnetic moments are mediated by conduction elec-
trons polarized by the local moment, which is known
as RKKY interaction according to Ruderman, Kittel,
Kasuya, and Yoshida. Under the assumption of a

3d5
2p6

Mn2+
O2−

S = 5/2 3d 5

Mn2+
S = 5/2

3d 6
2p5

Mn1+
O1−

S = 4 3d 5

Mn2+
S = 5/2

(a)

(b)

Figure 3 (a) Superexchange of a transition metal oxide as, e.g,

MnO in the ground state, (b) hopping of electrons in the excited

state favors antiferromagnetic coupling.
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spherical Fermi surface with radius kF, the inter-
action is given by

JRKKYp
cosð2kFrÞ

r3

The RKKY interaction is long ranged and oscillates as
a function of the distance r from the polarizing local
moment. Hence depending on the distance, the con-
duction electron polarization is positive or negative,
yielding ferromagnetic or antiferromagnetic coupling
with the next local moment at the position r, and is an
important mechanism to describe complex magnetic
structures. Archetypical examples are rare earths (R)
and their intermetallics, where the localized 4f-elec-
trons are responsible for magnetism without any
overlap with their nearest-neighbor 4f wave func-
tions. The 4f-moments in these R-intermetallics com-
pare well with those of their free ion value of R3þ

ions according to the Hund’s rules and their Curie
temperature are of the order of 10 to 102 K. In
particular for systems containing f-electrons, the iso-
tropic exchange interaction has to be extended by
anisotropic terms. The anisotropy of the coupling is
associated with the orbital moments of the electrons
involved and the general exchange operator contains,
besides the bilinear term Ŝi . Ŝj, higher order isotropic
interactions and all types of anisotropic exchange as,
for example, Dzialoshinsky–Moriya exchange Ŝi � Ŝj,
which produces magnetic components perpendicular

to the principal spin axis of the ferromagnetic or an-
tiferromagnetic alignment. The 3d–4f exchange in-
teractions, together with CEF effects, are the origin of
the large magnetic anisotropy in R-3d-intermetallics
needed for the high coercitivity of permanent magnets
such as Nd2Fe14B or SmCo5 and Sm2Co17.

Exchange Interactions in Free Electron Systems –
Itinerant Exchange

Paramagnetism of the free noninteracting electron
gas is described by the Pauli susceptibility wP ¼
2m2

BNðEFÞ; which relates the paramagnetic res-
ponse of the system to an external field with the
density of states N(E) at the Fermi energy EF. In the
paramagnetic state, the number of up and down
spins is equal ðnm ¼ nk ¼ n=2Þ; thus, the magnetic
moment m ¼ mBðnm� nkÞ given by the number of
unpaired spins is zero; here, it is assumed that each
electron carries a magnetic moment of 1 mB, since S ¼
71=2 and gyromagnetic ratio g ¼ 2 which is a good
approximation for conduction electrons. If an exter-
nal field H0 is applied, the energy of an electron with
spin up or down is 7mBm0H depending upon the
orientation of the spin with respect to the field. Thus,
the external field splits the up and down spin bands
with respect to each other by the energy 2mBm0H
(see Figure 5) yielding a small but finite magnetic
moment m ¼ mBðnm� nkÞ and a Pauli susceptibility
wP ¼ m=m0H0.

In the Stoner Wohlfahrth model, the susceptibility
of the interacting electron gas, wS, is enhanced due
to exchange interactions by a factor S ¼ ð1 � I N
ðEFÞÞ�1, known as the Stoner enhancement
yielding,

wS ¼ 2m2
BNðEFÞ

1 � INðEFÞ
¼ wPS

3d 4

t2g

eg

Mn3+ 3d 3Mn4+

3d 4

t2g

Mn3+ 3d 3Mn4+

O2−

eg

O2−

(a)

(b)

Figure 4 (a) Double exchange interaction favors hopping via an

anion (O2� ) for ferromagnetic alignment of the transition metal

ions by reducing kinetic energy, (b) while hopping is hindered by

antiferromagnetic alignment.

n /2
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Figure 5 (a) Density of states of the free electron gas in the

paramagnetic state, (b) splitting of the spin up and down bands

by either an external field H0 or by an effective exchange field

Heff.
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The quantity I is the Stoner exchange factor descri-
bing phenomenologically, the exchange interactions
of the interacting electron gas that can be interpre-
ted as the above mentioned average exchange per
pair of electrons %I favoring their ferromagnetic
alignment, that is, to increase nm with respect to nk.
In a more advanced treating, %I corresponds to the
Hubbard U which models the Coulomb interaction
in the Hubbard Hamiltonian in combination with
the hopping integrals t. If IN(EF) approaches 1, wS

diverges and a second-order phase transition into
a magnetically ordered state takes place. Thus
INðEFÞX1 is the Stoner criterion for the onset of
magnetism. That means for transition metals: a rea-
sonably high density of states at EF due to narrow
enough d-bands together with exchange is needed
for magnetic order. By analogy to the band splitting
due to an external field in the paramagnetic state,
the spontaneous moment in the ordered state arises
from the spontaneously spin–split bands caused in a
simple mean field model by an effective exchange
field Heff ¼ Im.

See also: Diamagnetism; Disordered Magnetic Systems;
Ferromagnetism; Localized and Itinerant Magnetism;
Magnetic Order; Paramagnetism.

PACS: 31.10.þ z; 75.10.�b
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Introduction

Magnetic materials play a prominent role in modern
technology. They are key components of motors,
generators, and transformers. In this article, various
magnetic materials of technological importance are
described with an emphasis on recent developments.

Magnetic materials have a long history of usage.
According to Chinese data, the compass was dis-
covered in China more than 4500 years ago. There
are also claims that a natural magnet was discovered
in Magnesia (Asia Minor) more than 3500 years ago.
Magnetic materials have contributed vitally to the
history of civilization.

Traditionally, only those materials that exhibit fer-
romagnetic or ferrimagnetic properties are called
‘‘magnetic.’’ Only nine elements are ferromagnets.
All are metals, of which three (Fe, Co, Ni) are iron-
group metals and the other six (Gd, Tb, Dy, Ho, Er,
Tm) are rare-earth metals. The transition metals Fe
and Co are the basic elements for preparation of

alloys and compounds with large Curie temperature
(TC) and a large spontaneous magnetization (Ms) (see
Table 1). Some of the intermetallic compounds with
rare-earth metals are characterized by a very high
value of magnetocrystalline anisotropy and magneto-
striction.

The primary criterion allowing for classification of
magnetic materials is coercivity, which is a measure
of stability of the remanent state. Soft magnetic ma-
terials are characterized by low values of coercivity
(Hco103 A m–1), while the coercivity of hard magne-
tic materials (usually permanent magnets) is higher
than 104 A m–1. Finally, semihard magnetic materials
(mostly storage media) have coercivities in between

Table 1 Magnetic properties of 3d and 4f magnetically ordered

elements

Element Curie temperature ðKÞ Saturation moment ðmBÞ

Fe 1043 2.22

Co 1388 1.72

Ni 635 0.61

Gd 293 7.63

Tb 220 9.34

Dy 89 10.33

Ho 20 10.34

Er 20 9.1

Tm 32 7.14

204 Magnetic Materials and Applications



the above two values. In addition, there exist a
number of sophisticated magnetic materials with
unusual properties, such as giant magnetostriction,
giant magnetoresistance, and giant magnetoim-
pedance. All these materials are important for mod-
ern technology and will be considered here. In
modern applications, magnetic properties are tai-
lored through precision tuning of the material micro-
structure. Thus, a central issue in the development
and application of both soft and hard magnetic ma-
terials is the connection between extrinsic magnetic
properties (coercivity, remanence, hysteresis loop)
and microstructure. A universal relation was estab-
lished between the coercivity Hc and the anisotropy
constant K1:

Hc ¼ 2aK1=moMs � NeffMs ½1�

where the microstructural parameters a and Neff

describe the effects of microstructure and domain
structure.

The present technology allows one to obtain a
wide spectrum of microstructures ranging from
amorphous, nanocrystalline to single crystals. The
corresponding coercivities may vary by a factor of
107 to 108 from extremely soft to extremely hard
magnetic materials.

Soft Magnetic Materials

Typical requirements for a soft magnetic material are
low coercivity, high initial permeability, and low
high-frequency losses. These characteristics usually
go along with the following properties of the media:

* low effective magnetic anisotropy,
* high remanence,
* small magnetostriction (to suppress magnetoelas-

tic contribution to the magnetic anisotropy), and
* low conductivity.

There was a remarkable progress in production
and applications of soft magnetic materials in recent
years. The static permeability, for example, has been
increased to huge values in materials with near-zero
values of magnetic anisotropy and magnetostriction.
The best soft magnetic materials have permeabilities
as large as m4105. The permeability m describes the
response of magnetic materials to a weak magnetic
field. For small fields, this response is linear and may
be characterized by the initial permeability mi. Gen-
erally, the permeability is determined by two mech-
anisms: the growth of some magnetic domains at the
expense of others (wall mechanism) and the rotation
of magnetization within each domain (rotation

mechanism). The same two mechanisms are also
responsible for the hysteresis loop in soft magnetic
materials. There are two classes of losses in these
materials: hysteresis losses (determined by the area
of hysteresis loop) and eddy current losses (related
to the DC electrical resistivity). After a thermal
demagnetization or after rapid changing of magnet-
ization, almost all soft magnetic materials show a
slow decrease of their permeability as a function of
time (t), according to a law:

Dm ¼ �D ln t ½2�

This decay of permeability with time is called
‘‘disaccommodation.’’ The disaccommodation is as-
cribed to an increase in the domain wall stiffness,
which originates in the presence of mobile defects
interacting with magnetization.

Iron and Soft Steels

Iron is a very good and relatively cheap soft magnetic
material. It has a very high saturation magnetization
at room temperature and a large Curie temperature
(see Table 2). Pure iron or soft steels (low-carbon
steels, silicon steels) are used in magnetic shielding,
in power and distribution transformers, in small mo-
tors, in electromagnets, and in various electrome-
chanical devices. In AC applications, low-carbon
steels are used because of their high permeability and
low core loss. Silicon steels are widely used in trans-
formers, rotating power equipment, and relays. Sil-
icon is added to pure iron to increase resistivity and
permeability and to decrease magnetostriction and
magnetocrystalline anisotropy. In silicon steels, the
basic magnetostriction constants approach zero at a
silicon level slightly greater than 6 wt.%. Such high

Table 2 Soft magnetic materials (crystalline)

Material Saturation

induction

Bs ðTÞ

Coercivity

Hc

ðA m�1Þ

Initial

permeability

mi

Iron (ingot) 2.14 80 150

Carbon steel 2.14 100 200

Silicon iron (3% Si)

Unoriented 2.01 60 270

Oriented 2.01 7 1 400

Permalloy

(79% Ni, 5% Mo)

0.80 1 40 000

Permendur

(49%Co, 2% V)

2.40 160 800

Supermendur

(49%Co, 2% V)

2.40 16 1 000

Alfenol (16%Al) 0.80 3.5 4 000

MnZn ferrite 0.40 7 10 000

NiZn ferrite 0.33 80 290
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silicon content alloys are usually produced by a fast
solidification technique. This melt-spinning tech-
nique was initially developed for amorphous alloys.
Silicon steels are divided into two main categories:
Fe–Si sheets with nonoriented grain texture and
grain-oriented Fe–Si sheets. In the latter case, a pre-
ferred crystallographic texture leads to a reduction of
core loss and increase of permeability. Annealing of
iron and steels removes stresses and improves the
time stability of magnetic parameters. In order to
avoid the a-g phase transition of iron, the temper-
ature of annealing should not exceed 1125 K. In the
case of silicon steel, this temperature is even higher
since silicon stabilizes the a-Fe phase.

Nickel–Iron Alloys

Nickel–iron alloys (known as ‘‘permalloys’’) are used
for electronic transformers and inductor applications
in the 1–100 kHz range. These are characterized
by high initial permeability (see Table 2) and good
ductility for forming into very thin strips. Fe–Ni
alloys with 80% of Ni are characterized by the
almost simultaneous vanishing of anisotropy and
magnetostriction. The best alloys have the composi-
tion Fe15Ni80Mo5. Alloys with very high permeabi-
lity are mainly used in safety devices and in magnetic
field shielding.

Iron–Cobalt Alloys

The most important iron–cobalt soft magnetic alloys
are ‘‘Permendur’’ (49%Fe–49%Co–2%V) and ‘‘Su-
permendur’’ (see Table 2). The technological impor-
tance of these alloys is a consequence of their high
saturation magnetization and high Curie tempera-
ture. They are characterized by high permeabilities
and low coercivities. Because of high cobalt content,
Fe–Co alloys are relatively costly and they are used
only for special purposes where cost of the magnetic
material is not of great importance, for example, in
airborne medium-frequency electrical engineering
and in high-temperature magnetic devices.

Soft Ferrites

The term ‘‘ferrite’’ refers to spinel ferrites with the
general formula MO Fe2O3, where M is a divalent
cation (e.g., Mg2þ , Zn2þ , Cd2þ , Mn2þ , Fe2þ ,
Co2þ , Cu2þ ). The spinel structure is cubic, with a
face-centered cubic oxygen anion lattice. Metallic
ions are distributed between tetrahedral (a) and oc-
tahedral (d) sites. In the ‘‘normal spinel’’ structure,
tetrahedral sites are occupied by divalent cations and
the octahedral sites by trivalent cations. In the
‘‘inverse spinel’’ structure, the tetrahedral sites are
occupied by trivalent cations while the octahedral

sites are occupied by divalent and trivalent cations.
Magnetism of ferrites is usually determined by anti-
ferromagnetic interactions between magnetic cations
located at octahedral and tetrahedral sites. It leads to
a relatively low value of saturation magnetization.
The Curie temperature in most ferrites is lower than
that in metals. The anisotropy constant K1 of soft
ferrites is usually small and negative with the /1 1 1S
axis being the easy magnetization direction. Addi-
tions of Fe2þ or Co2þ ions to the lattice provide
positive contribution to K1 and a tendency to change
the easy magnetization direction (to /1 0 0S axis). It
also gives a possibility to achieve a near-zero value of
the anisotropy constant. The resistivity of ferrites is in
the insulating range and much larger than that of
metallic alloys. The dominant mechanism for the
conduction in soft ferrites is the transfer of electrons
between Fe2þ and Fe3þ ions on the octahedral sites.
It means that resistivity of ferrites is dependent on the
ferrous ions content. Resistivities of Mn–Zn ferrites
range from 10–2 to 10Om, while Ni–Zn ferrites have
resistivities B107Om. The hopping Fe2þ–Fe3þ also
determines the frequency dependence of mi.

Ferrites have some disadvantages: low saturation
magnetization (see Table 2), relatively low Curie
temperature, and inferior mechanical properties. De-
spite these disadvantages, ferrites are widely used in
modern technology. They are used in two main fields:
power electronics (mainly Mn–Zn and Ni–Zn fer-
rites) and low-power techniques (Ni–Zn ferrites up
to 300 MHz and Mn–Zn high-permeability ferrites
up to some MHz).

Ferrimagnetic Iron Garnets

The basic formula of the ferrimagnetic rare-earth
iron garnets is {R3þ

3 }[Fe3þ
2 ](Fe3þ

3 )O12, where R is
either a rare-earth element or yttrium. These ions
occupy dodecahedral {c} sites. The iron ions are dis-
tributed between tetrahedral (d) sites and octahedral
[a] sites. Garnets crystallize in the cubic system. In a
ferrimagnetic garnet, the magnetic moments of the
octahedral and tetrahedral sublattices are antiparal-
lel to each other. The moments of the Gd3þ and
heavier R3þ ions couple antiferromagnetically to the
net moment of the Fe3þ sublattices. The resulting
magnetization of the garnet is the sum of these three
contributions:

MðTÞ ¼ jMaðTÞ � MdðTÞ þ McðTÞj

At low temperatures the rare-earth magnetization
dominates. This effect is exactly canceled out by the
net magnetization of iron sublattices at the ‘‘com-
pensation temperature’’ Tcomp. Below Tcomp, the
magnetization Mc lies parallel to a saturating field,
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and above Tcomp it is antiparallel. The moments of
the light rare-earth ions couple ferromagnetically to
the net moment of the Fe3þ sublattices and no com-
pensation points exist. In the compound Y3Fe5O12

(YIG) the most attractive property is the extremely
narrow ferrimagnetic resonance line width, of the
order of 50 A m–1. Thus, YIG with various partial
substitutions for Y finds wide applications in micro-
wave devices. Garnets find major application
at lower frequencies (o5 GHz). Above 5 GHz, spinel
ferrites are commonly used. YIG exhibits a room
temperature saturation magnetization moMsE0:175 T
and a magnetocrystalline anisotropy B500 J m–3. The
saturation magnetization of light rare-earth garnets
is slightly higher while it is much lower for heavy
rare-earth garnets.

Amorphous Alloys

Amorphous alloys include two large classes: transi-
tion metal-metalloids with compositions near (Fe,
Co, Ni)80 (B, C, Si)20 and transition metals – Zr, Hf.
The former type offers greater potential for technical
applications. Amorphous alloys are produced mainly
by rapid (B106 K s–1) quenching from the melt or by
either sputtering or evaporation. The lack of long-
range atomic order in amorphous magnetic alloys is
responsible for: (1) high metallic resistivity (B10–

6Om), (2) absence of macroscopic magnetocrystal-
line anisotropy, (3) absence of grain boundaries and
dislocations playing the role of pinning centers in
crystalline magnetic materials, (4) a broad range of
compositions available, yielding a continuous spec-
trum of property values, (5) outstanding mechanical
properties, and (6) excellent resistance to corrosion.

The first class of amorphous alloys is divided into
three groups (see Table 3):

1. iron-based amorphous alloys with a saturation
induction Bs in the 1.1–1.8 T range with excellent
high-frequency (up to 100 kHz) characteristics,

2. iron–nickel based amorphous alloys with a re-
latively low saturation induction but at the same
time a low magnetostriction, and

3. cobalt-based amorphous alloys with a near-zero
magnetostriction, a very high permeability, and
low losses.

In addition to the applications of Fe-based alloys in
electric utility and industrial transformers, amor-
phous metals are increasingly used in power electron-
ics, telecommunication equipment, sensing devices,
electric power conditioning, electronic article surveil-
lance systems, etc. Slow crystallization of materials
with a high resistance to crystallization allows a de-
creased critical cooling and enables stable bulk me-
tallic glass formation. In this way, Fe-based bulk
amorphous alloys with good soft magnetic properties
are fabricated.

In soft magnetic amorphous ribbons and wires, the
‘‘giant magnetoimpedance effect’’ (GMI) is observed.
This effect consists of drastic changes of the complex
impedance (both real and imaginary components) of
amorphous alloys upon application of an external
magnetic field (of a few Oe) or mechanical stresses.
Sensitivity of up to 500% of relative impedance
change per Oe is observed in the very low-field
region. The GMI effect is strongly dependent on the
frequency of the applied field and on the magnetic
anisotropies present in the material. That makes
GMI materials quite convenient for application in
sensors of current, position, level of liquid, and pres-
sure. The sensors are employed in technologies such
as car traffic monitoring, quality control steels, de-
tection of earthquakes, and medicine.

Nanocrystalline Alloys

Nanocrystalline alloys consist of homogeneously dis-
tributed ultrafine grains with an average size of
B5–20 nm embedded in an amorphous matrix. They
are prepared from amorphous ribbons (with the ad-
dition of Cu and Nb), which are subjected to a re-
crystallization annealing. The volume ratio of
the crystalline phase ranges from 50% to 80% and
can be controlled by the annealing temperature.
Nanocrystalline alloys present a lower coercivity
field than the amorphous samples, higher initial
permeability than the Co-based amorphous alloys

Table 3 Soft magnetic materials (amorphous)

Material Curie temperature ðKÞ Saturation induction ðTÞ Coercivity ðA m�1Þ Magnetostriction constant ð10�6Þ

Fe81B13.5Si3.5C2 370 1.61 3.2 30

Fe67Co18B14Si 415 1.80 4.0 35

Fe56Co7Ni7Zr2Nb8B20 508 0.71 1.7 10

Fe72Al5Ga2P11C6B4 605 1.07 5.1 2

Fe40Ni38Mo4B18 353 0.88 1.2 12

Co67Ni3Fe4Mo2B12Si12 340 0.72 0.4 0.5
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(see Table 4), very low magnetostriction, and (due to
the exchange softening) nearly zero effective magne-
tic anisotropy. The presence of Cu and Nb allows
one to obtain well-differentiated microstructures.
The resistivity of these materials is usually of the
same order of magnitude as that of the amorphous
ones, namely 1–1.5� 10� 6Om. The high permea-
bility and weak energy loss of soft nanocrystalline
alloys make them valuable for various sensors, safety
devices, high-frequency transformers, and in many
other applications.

Hard Magnetic Materials

The most important hard magnetic materials suited
for permanent magnets are expected to have the
following intrinsic magnetic properties:

1. High Curie temperature. This favors the 3d
elements which exhibit direct exchange.

2. High saturation magnetization at room tempera-
ture. This again favors 3d elements (Fe, Co). The
3d–4f intermetallics based on the light rare earth
which couple parallel with the 3d moment, are of
special interest here.

3. High uniaxial anisotropy. Uniaxial anisotropy is
necessary for the formation of high coercivity. The
main contribution to a reasonably high anisotropy
comes from the 4f ions. This anisotropy is of the
single-ion type. To combine the best features of 3d
and 4f components, a strong 3d–4f coupling is
required.

Permanent magnets are characterized by an ex-
tremely wide hysteresis loop. The most important
extrinsic parameter is the coercivity, Hc, connected
with the total anisotropy via eqn [1].

Alnicos

Alnicos are a group of heat-treated Fe–Co–Ni–Al–Cu
alloys which can be divided into two main subgroups:
isotropic alloys containing 0–20 wt.% Co (alnicos
1–4) and anisotropic alloys with 22–24 wt.% Co and

a titanium content of 5–8 wt.% (alnicos 5–9). The
anisotropy in case of alnicos 5–9 is produced by con-
trolled cooling or isothermal heat treatment in a sat-
urating magnetic field. The main source of anisotropy
is the shape anisotropy associated with elongated Fe–
Co particles in an Ni–Al matrix aligned parallel to the
magnetic field during spinodal decomposition of the
alloy. Alnicos are widely used as permanent magnets
(see Table 5). The most important applications are
loudspeakers, watt-hour meters, electric motors, gen-
erators, and alternators.

Hexagonal Ferrites

Hard ferrites have the general chemical formula
MFe12O19, where M is Ba, Pb, or Sr. They have
a hexagonal structure with Fe3þ ions located at
five different crystallographic positions. The super-
exchange via bridging oxygen atoms leads to a
collinear ferrimagnetic structure. The high magneto-
crystalline anisotropy (see Table 6) has a crystal-field
and dipolar origin. The intrinsic magnetic proper-
ties of hexagonal ferrites may be modified by chemical
substitution. These ferrites exhibit a large coercivity
(200–300 kA m–1) but a relatively low remanence
(B0.4 T). They are produced by ceramic techniques
and are often bonded in plastic. Owing to their low
price, hexagonal ferrites are widely used in electric
motors in automotive and acoustic industries (electri-
cal equipment for vehicles, starter motors, etc.).

Cobalt–Samarium Magnets

Hard magnets based on SmCo5 possess the highest
uniaxial anisotropies of any class of magnets

Table 4 Soft magnetic materials (nanocrystalline alloys)

Material Curie temperature ðKÞ Saturation induction ðTÞ Coercivity ðA m�1Þ Magnetostriction constant ð10�6Þ

Fe73.5Cu1Nb3Si13.5B9 843 1.24 0.53 2.1

Fe73.5Cu1Nb3Si16.5B6 833 1.18 1.1 B0

Fe56Co7Ni7Zr2Ta8B20 538 0.85 1.5 14

Fe56Co7Ni7Zr2Nb8B20 508 0.71 1.7 10

Fe90Zr7B3 1.63 5.6 �1.1

Fe86Zr7B6Cu1 1.52 3.2 1

Fe78Si9B13 688 1.56 2.4 27

Table 5 Magnetic properties of alnicos

Alloys Saturation

induction ðTÞ
Coercivity

ðA m�1Þ
Energy product

ðBHÞmax ðkJ m�3Þ

Alnico 3 0.5–0.6 54–40 10

Alnico 5 1.2–1.3 52–46 40–44

Alnico 7 0.74 85 24

Alnico 9 1.0–1.1 140–110 60–75
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(KB107 J m–3, see Table 7), while magnets based on
Sm2Co17 exhibit higher saturation magnetization
and higher Curie temperature. Each of them has a
uniaxial structure (SmCo5 – hexagonal; Sm2Co17 –
hexagonal or rhombohedral). Chemical substitution
in both compounds modifies their intrinsic and ex-
trinsic magnetic properties. A small substitution of
Cu for Co leads to precipitations of a nonmagnetic
phase, which increases the coercivity. In this case, the
coercivity mechanism is controlled by domain wall
pinning on small SmCo5 particles. A similar mech-
anism exists in Sm2(Co,Cu)17. The nucleation-con-
trolled coercive force dominates in single-phase
SmCo5. The defects, which act as nucleation centers,
are mostly associated with the surface of milled
powder particles. The Curie temperature and satu-
ration magnetization of Sm2Co17 are substantially
improved by partial Fe, Zr, and Cu substitution for
Co. Fe is added to increase remanence, and Cu and
Zr to form the required microstructure. In this case,
the coercivity has a pinning-type character.

Neodymium–Iron–Boron Alloys

Permanent magnets based on Nd2Fe14B have record
values for the energy product (BH)max. Except for the
relatively low Curie temperature, the Nd–Fe–B

magnets are superior to all other magnetic materi-
als. The Nd2Fe14B compound has a tetragonal struc-
ture. The Nd and Fe sublattices are aligned parallel
to one another, giving a room temperature magnet-
ization of 1.61 T, the largest of any rare-earth com-
pound used for permanent magnets. The strong
magnetocrystalline anisotropy of Nd2Fe14B (see
Table 8) results from the low symmetry of both the
Nd and Fe sites. All components of Nd2Fe14B can be
partly substituted by metals or metalloids. Such sub-
stitution may lead to an improvement in the thermal
stability of the magnetic properties above room
temperature or/and to an improvement of the micro-
structure and performance of the magnet. For exam-
ple, cobalt substitution improves the performance of
Nd2Fe14B by an increase of the Curie temperature,
but at the same time the presence of cobalt decreases
the magnetocrystalline anisotropy.

Small quantities of Dy are often substituted for Nd
to improve the coercivity of Nd–Fe–B magnets.
However, dysprosium reduces the magnetization of
the system. Two principal fabrication routes for
Nd–Fe–B magnets are: powder metallurgy (for ori-
ented sintered magnets) and melt spinning (used most-
ly for bonded magnets). The optimum composition
for sintered magnets was found to be Nd15Fe77B8

which is both Nd- and B-rich with respect to the

Table 6 Intrinsic magnetic properties of MFe12O19 hexagonal ferrites

M Curie temperature

ðKÞ
Saturation magnetization

ðTÞ
Anisotropy constant

ðMJ m�3Þ
Coercivity

ðTÞ

Ba 742 0.48 0.33 1.7

Sr 750 0.48 0.35 1.8

Pb 725 0.40 0.25 1.5

Table 7 Magnetic properties of cobalt–samarium compounds

Compound Curie temperature

ðKÞ
Saturation magnetization

ðTÞ
Coercive field

ðkA m�1Þ
Anisotropy constant

ðMJ m�3Þ
Energy product

ðkJ m�3Þ

SmCo5 1020 1.07 1500 17.2 160

Sm2Co17 1190 1.22 1100 3.3 260

Table 8 Magnetic properties of neodymium–iron–boron

Curie temperature

ðKÞ
Saturation magnetization

ðTÞ
Coercive field

ðkA m�1Þ
Anisotropy constant

ðMJ m�3Þ
Energy product

ðkJ m�3Þ

Nd2Fe14B 585 1.52 4.5

Magnet

(standard)

1000 260

Magnet (high

remanence)

1250 400
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stoichiometric Nd2Fe14B. The ideal two-phase micro-
structure in Nd–Fe–B sintered magnets consists of
fully aligned grains of Nd2Fe14B separated by the
minimum amount of a nonmagnetic intergranular
phase. Coercivity of sintered magnets is dominated by
the nucleation mechanism. High remanence-oriented
magnets have energy product of B400 kJ m–3 and a
remanence approaching 1.5 T. A different microstruc-
ture and magnetization is encountered in nanocrys-
talline Nd–Fe–B magnets produced by melt spinning.
The origin of coercivity in melt-spun Nd–Fe–B
magnets is similar to that established for sintered
magnets. The nanocrystalline structure of Nd–Fe–B
magnets may also be developed by mechanical alloy-
ing. Milling Fe, Nd, and B to form Nd2Fe14B results in
formation of a-Fe (of B5 nm size) and an Nd-rich
amorphous phase which should be heat treated to
obtain high-coercivity material. A typical composition
of these magnets is Nd14Fe80B6. In case of fully dense
isotropic nanomagnets, the characteristic energy pro-
ducts are B100 kJ m–3 while the values of remanences
are B0.80 T. Mechanical alloying has also been used
to synthesize other nanoscale two-phase mixtures of
hard and soft magnetic phases. The exchange coup-
ling between magnetically hard and soft phases can
result in significant enhancement of the remanence.
These nanocomposites are known as ‘‘exchange spring
magnets.’’ For this mechanism to be effective, the size
of the soft grains should not exceed a few times the
domain wall width for the hard phase (B20–30 nm).
In such cases, the material behaves as if it were
homogeneous, with anisotropy and magnetization
being equal to the mean value of the constituent
phases. Some typical examples are Nd2Fe14B/Fe3B,
Nd2Fe14B/Fe, and Sm2Fe17N3/Fe.

Despite their relatively low Curie temperature and
their susceptibility to corrosion, Nd–Fe–B magnets
have found a great number of applications where high
coercivity and energy result in design advantages. The
applications include voice coil motors of hard disk
drives and other small compact electronic products.

Giant Magnetostrictive Materials

Rare-earth metals have intrinsically huge magneto-
striction because of the strong 4f electrons’–crystal
lattice coupling. Although this coupling is indirect, it is
huge because of the large spin–orbit coupling and the
highly anisotropic localized nature of the 4f electrons.
The relatively low magnetic ordering temperatures of
rare-earth metals (R) (see Table 1) make use of the
high value of magnetostriction at room temperature,
possible only by combining them with 3d metals. Such
a combination was realized most effectively in the
Laves phase compound RFe2, particularly in TbFe2

(see Table 9), also known as ‘‘Terfenol.’’ However, this
compound has an intrinsically large magnetocrystal-
line anisotropy which limits its technical application.
By addition of Dy atoms with a positive magneto-
crystalline anisotropy, it is possible to compensate the
negative magnetocrystalline anisotropy of terbium.
The compound Tb0.3Dy0.7Fe2 known as ‘‘Terfenol-D’’
maintains a giant magnetostriction (at low magnetic
fields) with low magnetocrystalline anisotropy and re-
latively high Curie temperature. In the polycrystalline
state, giant magnetostriction is possible only when the
grains are aligned along the easy /1 1 1S direction
and the effect is measured along this direction. This is
because Terfenol-D alloys exhibit enormously large
anisotropy in magnetostriction ðl111cl100Þ. These al-
loys are produced either by a directional solidification
method, sintering, or by a polymer bonding. The last
method has an advantage over the other two because
including the polymer binder with a high electrical
resistivity, the frequency limit of the polymer-bonded
composites can be extended to hundreds of kHz.
Favorable magnetostrictive properties are also ob-
served in amorphous R–Fe alloys. The main industrial
applications of ‘‘Terfenol-D’’ are linear actuators.

Manganites

Doped perovskite manganites La1–xAxMnO3 (where
A is Ba, Ca, Sr, or Pb) show a wide variety of magne-
tic field-induced phenomena, including the gigantic
decrease of resistance under the application of a
magnetic field. It is termed ‘‘colossal magnetoresist-
ance effect (CMR).’’ By replacement of a trivalent
rare earth by a divalent alkaline earth, the nominal
valence of Mn can be continuously tuned between
3þ (for x¼ 0) and 4þ (for x¼ 1). The magnetic and
magneto-transport properties of manganites are
governed mainly by the mixed valence Mn3þ /
Mn4þ ions and less affected by the oxygen ions.
The d-electrons are subject to a variety of interac-
tions, of which the most important are the double
exchange, superexchange, and Jahn–Teller coupling.
The double exchange interaction is responsible for a

Table 9 Magnetostriction constants for several rare-earth ma-

terials

Material T ¼ 4:2 K Room temperature

l111 ð10�6Þ l111 ð10�6Þ Polycrystal

ð10�6Þ

TbFe2 4400 2600 1750

Tb0.3Dy0.7Fe2 1600 1200

Polymer-bonded

Terfenol-D

536

Tb3Fe5O12 garnet 2460
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strong correlation between magnetization and re-
sistivity (or magnetoresistivity). The large resistance
is related to the formation of small lattice polarons in
the paramagnetic state. In these interactions, an im-
portant role is played by the eg electrons on the
Mn3þ ions. The orbital degeneracy leads to a variety
of instabilities (such as magnetic, structural, and met-
al–insulator transitions, collapse of charge-ordered
states under a magnetic field) and is responsible for a
strong magnetoelastic coupling. The eg electrons can
be itinerant and hence play the role of conduction
electrons, when electron vacancies or holes are cre-
ated in the eg orbital states of the crystal. The other
characteristic feature of manganites is the appearance
of unusual collective state of charge order, observed
mostly for x40.3. This insulating state competes
with two other basic phases in manganites, namely
with the ferromagnetic metallic phase and the non-
metallic paramagnetic phase. A number of experi-
ments have demonstrated that over wide ranges of
compositions there can be a coexistence between the
ferromagnetic metallic and charge-ordered insulating
phases.

See also: Disordered Magnetic Systems; Magnetic Order;
Magnetoresistance Techniques Applied to Fermi Surfaces.

PACS: 75.50.Ww; 75.50.Kj; 75.50.Dd; 75.47.Lx;
75.50.Gg; 81.01.Bc
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Introduction

Magnetism is a property of electrons within matter.
Strong interactions exist between the atomic magne-
tic moments; they are of electrostatic origin, and are
termed exchange interactions.

In the simplest case, the exchange interactions
favor parallelism of all magnetic moments; this leads
to ferromagnetic order. The properties of ferromagne-
tic materials can be described within the molecular
field model. However, the experiment provides evid-
ence for the local character of the interactions which
cannot be explained within this model.

More generally, the exchange interactions may favor
different types of coupling, and a large variety of dif-
ferent magnetic structures may exist. In the antifer-
romagnetic structures, the moments are arranged in
two groups, termed sublattices. Within each sublattice,

the moments are parallel, but they are antiparallel to
the moments in the other sublattice. In many instanc-
es, the magnetic structure results from a competition
between different interactions which cannot be satis-
fied simultaneously. This is, in particular, the case of
the helimagnetic and modulated structures. When the
arrangement of the magnetic atoms themselves is not
periodic, spin-glass arrangements are found.

The most powerful technique for the study of
magnetic structures is neutron diffraction, in which
the neutron magnetic moment is used to probe the
arrangement of the atomic moments.

Magnetic Moment and Magnetic Field

Magnetic Moment

Within matter, magnetism is due to electron motion
around the nuclei. There are two contributions to the
magnetic moment of an electron:

* the orbital moment, ml, is linked to the motion of
the electrons in their orbits. It may be expressed as
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ml ¼ �mBl, where l is the orbital momentum and
mB, the Bohr magneton, is the fundamental unit
of magnetic moments (1mB ¼ 0:927 10�23 A m2).
The quantum mechanical eigenvalues of /l2S are
equal to l(lþ 1) where l is an integer, called the
orbital quantum number. The values l ¼ 0, 1, 2
and 3 are associated to electrons of the s, p, d, and
f shells respectively. The eigenvalues of /lzS are
integers, denoted m, where m is the magnetic
quantum number; m is restricted between two
limits, þ l and � l.

* the spin moment, ms ¼ �2 mBs is related to the
electron spin momentum, s, most often referred to
as the ‘‘spin.’’ The spin is an entity of purely
quantum mechanical nature. The eigenvalues of
/s2S are equal to s(sþ 1), where s, the spin quan-
tum number, equal to 1/2. The eigenvalue of /szS
are þ 1/2 and � 1/2.

Due to the electrostatic interactions existing be-
tween electrons located on the same electronic shell
of a given atom, the spin and orbital momentum of
individual electrons are coupled together, according
to the so-called Hund’s rules. The resulting orbital
momentum of the considered shell is noted as L, and
the resulting spin, S. L and S are strongly coupled
together by the spin–orbit coupling. For a full elec-
tronic shell, L ¼ 0 and S ¼ 0; magnetism is a prop-
erty of partly filled electronic shells.

In the solid state, only two series of stable elements
may show spontaneous magnetism (the actinides
may be magnetic as well).

1. In the 3d transition series, to which Fe, Co, and Ni
belong, magnetism is due to the progressive filling
of the 3d shell. The orbital momentum is almost
quenched. In the case where the 3d electrons are
localized, the maximum value of the magnetic
moment is approximately equal to � 2mBS. In 3d
metallic systems, the magnetic 3d electrons have
a certain itinerant character. The magnetic mo-
ments, expressed in mB, take a fractional value,
which cannot be derived by the present simple
considerations.

2. In the rare-earth series, from cerium to lutetium,
magnetism results from the progressive filling of
the 4f shells. The 4f electrons are fully localized.
The maximum value of the moment is equal
to � gJmBJ, where J is equal to Lþ S or L� S,
depending on the considered element and gJ is the
Landé factor.

Another magnetic moment may exist within mat-
ter, associated to the constitutive elements of the
nucleus. The proton moment, mP, and the neutron

moment, mN, amount to mB/1836 and mB/865 res-
pectively.

Magnetic Moments in a Magnetic Field –
Paramagnetism

When submitted to an applied magnetic field, Happ, a
magnetic moment, m, tends to align along the field
direction. The corresponding energy, called Zeeman
energy, eZ, is

eZ ¼ �m0m �Happ ½1�

An assembly of moments, m, may be characterized
by the magnetization, M, which is the moment per
unit volume measured along the field direction, z:

M ¼ N/mzST ½2�

where N is the number of moments per unit volume
and /mzST is the thermal averaged value of mz, the
projection of m along Happ.

At finite temperature, moment alignment is in
competition with thermal activation which tends to
create disorder; this characterizes paramagnetism.
For a system of classical noninteracting moments, the
magnetization, M, is given by

M ¼ Nm0LðxÞ ½3�

In expression [3], m0 is the value of the moment at
0 K and LðxÞ ¼ cothðwÞ � 1=w is the Langevin func-
tion. The parameter x which enters into the Langevin
function is the ratio between Zeeman energy and
thermal energy:

x ¼ m0m �Happ

kBT
½4�

where m0 is the permittivity of vacuum
(¼ 4p� 10�7 SI) and kB is the Boltzmann constant.

For small x, the Langevin function may be ex-
panded as LðxÞEx=3 � x3=45 þ?. The high-tem-
perature development of [3] is

M ¼ C
Happ

T
½5�

where C is the Curie constant, given by

C ¼ m0Nm2
0

3kB
½6�

A useful experimental parameter is the susceptibility,
w ¼ M=Happ. The reciprocal susceptibility 1/w varies
linearly with T, with a slope 1/C (Figure 1a). This
constitutes the Curie law.

For systems of quantum moments, the Langevin
function must be replaced by a Brillouin function,
BðxÞ. The moment m0 in expression [3] is equal to
� 2mBS (systems in which 3d localized electrons are
involved) or � gmBJ (rare-earth-based systems), the
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maximum values of the projection of m along the
field, whereas m0 in expression [6] is replaced by meff,
the effective moment which is proportional toffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SðS þ 1Þ
p

or to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ

p
.

Ferromagnetic Order

The Molecular Field Model

There is a category of magnetic materials, where the
high-temperature susceptibility does not follow the
Curie law, but is given by the expression

w ¼ C

T � TC
½7�

where TC is the Curie temperature (Figure 1a).
Expression [7] constitutes the Curie–Weiss law.

It may be ascribed to interactions existing between
the magnetic moments. To first approximation, these
interactions are equivalent to a field, termed Hm

created by the magnetic moments themselves. Within
the molecular field theory of ferromagnetism, Hm

is assumed to be proportional to the magnetization,
M:

Hm ¼ nM ½8�

where n is the molecular field coefficient, such that

TC ¼ nC ½9�

The value of the magnetization M may be obtained
by replacing the applied field Happ in expression [4]
by HappþHm and by expressing that relations [3] and
[8] must be satisfied simultaneously. Consider the
special case where Happ ¼ 0. At temperatures T4TC,
the only possible solution is M ¼ 0; the moments are
oriented at random and the system is paramagnetic,
as it is in the absence of interactions. In this temper-
ature range, the slope of the reciprocal susceptibility
versus temperature is equal to 1/C, as it is in non-
interacting systems (Figure 1a). At T ¼ TC, the sus-
ceptibility diverges (it becomes infinite) and below
TC, a ‘‘spontaneous magnetization,’’ Ms, exists within
matter, indicating a certain degree of common align-
ment of all the moments. Such behavior characterizes
ferromagnetic order (Figure 2a). The spontaneous
magnetization, Ms(T), progressively increases as tem-
perature is decreased; at 0 K, it reaches the value
Ms ¼ Ms;0 (�N m0) of the magnetization at absolute
saturation (Figure 1a).

Note that the magnetic energy density, associated
with the formation of ferromagnetism, may be
expressed as

EFM ¼ � 1
2m0MsHm ¼ � 1

2m0nM2
s ½10�

M
s(

T
)/

M
s(

0)
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Figure 1 (a) In a system of noninteracting moments, the re-

ciprocal susceptibility, 1/w(T), varies linearly with temperature

with a slope 1/C, where C is the Curie constant. In the presence

of interactions, the molecular field model predicts a similar variat-

ion, but the representative curve is shifted towards higher tem-

peratures. At T ¼ TC, the susceptibility becomes infinite. At

ToTC, a spontaneous magnetization, Ms, exists. This is fer-

romagnetism. The molecular field model does not properly give

account for the existence of local fluctuations. These are re-

sponsible for the fact that the Curie temperature is lower than

predicted and that the variation of 1/w(T) is not linear in the vicinity

of TC. (b) In an antiferromagnetic system, the susceptibility

presents a maximum at the ordering temperature, TN. In the

paramagnetic state, the variation of 1/w(T) vs. T well above TN is

again linear.

A
B

(a)

(d)

(e)

(b) (c)

Figure 2 Schematic representations of various types of

magnetic structures: (a) ferromagnetism, (b) antiferromagnetism,

(c) ferrimagnetism, (d) helimagnetism, and (e) modulated

structure.
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Beyond the Molecular Field Model: Evidence for
Short-Range Order

The transition from a low-temperature ordered phase
to a high-temperature disordered phase is a feature
found in many physical systems. In the present case,
the disordered phase is the paramagnetic phase and
the ordered phase is the ferromagnetic one. First-order
phase transitions are characterized by a discontinuity
of thermodynamic variables such as the density or the
entropy. In general, no such discontinuity exists at
a paramagnetic–ferromagnetic transition. Landau has
shown that ‘‘second-order’’ phase transitions are char-
acterized by an abrupt symmetry change. In the para-
magnetic phase, the system is invariant upon reversal
of the magnetization; in the ferromagnetic phase, it is
not invariant upon this reversal. In the vicinity of TC,
the magnetization is predicted to vary as

Ms ¼
ffiffiffiffiffiffi
a

2b

r
ðTC � TÞ1=2 ½11�

Here 1/2 is the critical exponent of the magnetization
within the molecular field model. Experimentally, this
critical exponent, denoted b, is found to be less than
0.5 (i.e., B0.3–0.4). This departure from the molecu-
lar-field-predicted value is due to the existence of local
fluctuations of the magnetic state. Proper values of the
critical exponents are obtained within the renormali-
zation group theory.

Fluctuations cannot be explained within the mole-
cular field model because Hm is proportional to Ms, a
macroscopic quantity. Actually, the existence of mag-
netic fluctuations indicates that the magnetic inter-
actions are short-ranged. The modification of the
state for a given moment influences the state of the
neighboring moments, but not that of moments which
are at large distances. Magnetic disorder may proceed
by keeping a certain degree of local order, while allo-
wing the system to become disordered at the macro-
scopic level. The magnetic energy is reduced whereas
the entropy is the same as for the case of homogeneous
disorder. Due to short-range order, the experimental
value of the Curie temperature is always lower than
that predicted by the molecular field model. Close to
TC, the local correlations existing between moments
lead to nonlinearity in the temperature dependence of
the reciprocal susceptibility. At temperatures far above
TC, the influence of local fluctuations become
negligible and the molecular-field-temperature depen-
dence of the reciprocal susceptibility is recovered. The
extrapolated intercept with the temperature axis gives
the value of the so-called paramagnetic Curie temper-
ature, yC, which is higher than TC (Figure 1).

The local character of the magnetic interactions
manifests itself as well in the ordered magnetic state,

at low temperatures. The spontaneous magnetization
decreases as T3/2, more rapidly than predicted by the
molecular field model. Specific excitations such as
the spinwaves occur, which allow the local alignment
of neighboring moments to be better preserved than
in the case of random disorder, while allowing global
disorder to develop.

Exchange Interactions

In a given ferromagnetic material, the strength of the
molecular field may be derived from the value of the
Curie temperature, TC (see relation [9]). In Fe metal,
the Curie temperature amounts to 1043 K, and in
Co metal, it amounts to 1380 K; HmE109 A m� 1 is
deduced.

From magnetostatics, it is known that a magnetic
moment, m, is the source of a dipolar magnetic field,
H, which, at point P, is expressed as

H ¼ 1

4p
3
ðm � rÞr

r5
�m

r3

� �
½12�

where r is the vector linking point O to point P. For
mE2 mB, which is the order of magnitude of the Fe or
Co moment in metals, the corresponding magnetic
field is of the order of 106 A m� 1. This value is
B1000 times smaller than the value derived from
TC. Except in rare cases, magnetic order cannot be
attributed to dipolar interactions.

As shown by Heisenberg, the interactions at the
origin of magnetic order are not magnetic in origin,
but result from the repulsive electrostatic interactions
existing between electrons. The Hamiltonian descri-
bing an ensemble of interacting electrons contains
a term, called the exchange term, which results from
electron indiscernibility. Magnetism emerges when
account is taken of the Pauli exclusion principle. This
stipulates that two electrons cannot occupy the same
quantum state, defined by both space and spin
variables. It imposes full antisymmetry of the wave
function representative of the electron ensemble and,
as a result, the interaction energy between electrons
depends on their respective spin states.

It is often convenient to distinguish two terms in
the exchange interactions. The intra-atomic interac-
tions give rise to Hund’s rules which govern the for-
mation of atom magnetic moments; the inter-atomic
exchange interactions are the source of the coupling
between atom moments which allows magnetic order
to be understood.

On the Connection between Exchange Interactions
and Molecular Field

Within the Heisenberg theory, the exchange inter-
action between two spins i and j is generally
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expressed as

eij ¼ �2JijSiSj ½13�

where Jij is the exchange integral which represents
the strength of the coupling between spins i and j. For
an ensemble of NT spins, the energy density is ob-
tained by summing over all spins:

Eech ¼ � NT

V

X
i;jai

JijSiSj ½14�

where V is the sample volume. Assuming that all at-
oms are identical, Si and Sj may be replaced by S.
Thus, the magnetic energy density can be written as

Eech ¼ � NTS

V

X
jai

Jij

 !
S ½15�

The first part of the right-hand expression in eqn [15]
is proportional to the magnetization whereas the
second part is proportional to the molecular field.
Thus, this expression is equivalent to the molecular
field expression of energy (eqn [10]); it also manifests
the local character of magnetic interactions.

Magnetic Anisotropy

In ferromagnetic materials, the magnetic moments
are aligned along well-defined crystallographic di-
rections. This is the phenomenon of magnetic an-
isotropy. It is explained by considering that the
electrons belonging to the magnetic shells interact
with other charges in the environment, which con-
stitute the so-called crystalline electric field (CEF).
Due to the orbit asymmetry, the coupling energy de-
pends on the orientation of the orbit within the CEF.
A favored orientation of the orbital magnetic mo-
ment is intrinsically linked to the favored orientation
of the orbit. Since the spin and orbital moments are
linked, the total moment aligns along a preferred di-
rection. This is the phenomenon of magnetic anisot-
ropy. The anisotropy is high in rare-earth systems
where a large orbital moment exists.

In uniaxial systems, there exists a unique easy di-
rection of magnetization and a hard plane, perpen-
dicular to the unique axis. The anisotropy field is the
amplitude of the field applied in the plane and re-
quired to force the moments into this plane. In sys-
tems of higher symmetry, such as the cubic systems,
there exist several easy directions and the anisotropy
is weaker in general than in uniaxial systems.

Mechanisms of Magnetic Coupling

Exchange interactions constitute the general source
of moment coupling. However, the details of the

coupling mechanism may differ strongly from one
system to another. In this section, this is illustrated by
some representative examples.

Consider 3d electrons in iron, cobalt, nickel, or
one of their alloys. The exchange-coupling existing
between all electrons sitting on the same site favors a
parallel coupling between their spins (Hund’s rules).
However, the 3d electrons have a certain degree of
itinerant character, that is, they have a finite occu-
pancy probability on the atom sites of the environm-
ent. An electron, arriving on another site, becomes
exchange coupled to the electrons present on this
site and again a parallel coupling between spins is
favored. Thus, a parallel coupling between the two
associated moments is favored. This mechanism ex-
plains high-temperature ferromagnetism observed in
these systems.

In transition metal oxides, such as MnO, Fe2O3,
CoO, or NiO, the fully localized 3d electrons are hy-
bridized with the 2p electrons of oxygen. The d elec-
trons, sitting on two different transition metal atoms
but coupled to p electrons on the same oxygen atom,
become indirectly coupled together. This mechanism
constitutes super exchange. Often, it favors an anti-
parallel coupling between transition metal spins,
that is, the exchange integral J is negative. Nonfer-
romagnetic structures may result.

The 4f electrons of the rare-earth elements occupy
an internal electronic shell, which is protected from
the environment by more external shells, such as the
5d and 6s ones. The 4f electrons are strongly localized
and bear well-defined magnetic moments. No inter-
action exists with 4f electrons on other sites. However,
the 4f electrons are exchange coupled to the 5d and 6s
electrons which become polarized. In metallic sys-
tems, the 5d, 6s electrons are itinerant. When they
travel from one atom to the next, their polarization
oscillates with a period which is characteristic of the
band structure. Indirect interactions between the lo-
calized moments result in the RKKY type. They are
the source of an indirect coupling between the 4f mo-
ments which is long-ranged and oscillatory.

Non-Ferromagnetic Types of
Magnetic Orders

The possible existence of negative J values explains
that diverse types of magnetic orders may exist, in
addition to ferromagnetism.

Antiferromagnetism

Consider a system which contains one type of mag-
netic atoms, all bearing the same magnetic moment,
but which may be separated into two groups, A and
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B, called sublattices. Within the same sublattice, the
exchange integrals JAA and JBB (coupling moments) are
positive, whereas JAB (the coupling moments belonging
to different sublattices) are negative. The magnetic
structure is such that all moments within a given sub-
lattice are parallel to each other and antiparallel to the
moments within the other sublattice. The resulting
global magnetization is zero. Such a moment arrange-
ment characterizes antiferromagnetism (Figure 2b).
Amongst many other systems, it is found in the transi-
tion metal oxides MnO, CoO, or NiO.

Antiferromagnetism may be described within the
molecular field model, by decomposing the molecu-
lar field into two separate contributions, one from
each sublattice. Assuming that the two sublattices are
identical, the molecular field may be expressed as

Hm ¼ nMsl
s � n0Msl

s ½16�

where Msl
s is the spontaneous magnetization within

each sublattice, n (40) is the molecular field coeffi-
cient representative of the interactions within a given
sublattice, and n0 (o0) is the molecular field coeffi-
cient representative of the interactions between sub-
lattices. The coefficients n and n0 are related to the J’s
through expressions which are similar to expression
[19]. The magnetization of each sublattice is given by
expression [3], but with

x ¼ m0mðnMsl
s � n0Msl

s Þ
kBT

½17�

One looks for solutions of expressions [3] and [16]
simultaneously. Above a critical temperature, TN,
called the Néel temperature, which is the equivalent
of the Curie temperature for ferromagnetism, the
sublattice magnetization is equal to zero; the slope of
the reciprocal susceptibility versus T is the same as
found in noninteracting and ferromagnetic systems,
equal to 1/C (Figure 1b). At T ¼ TN, magnetic order
sets in. Below TN, a nonzero magnetization exists
within each sublattice.

In the ordered magnetic state, an applied magnetic
field tends to align all moments along itself; it works
against inter-sublattice exchange-coupling. As tem-
perature decreases, the ratio of exchange-coupling
energy to Zeeman energy increases. Thus, the magne-
tic susceptibility decreases. Combining this with the
usual temperature decrease of the susceptibility in the
paramagnetic state, it results that the magnetic sus-
ceptibility presents a maximum at TN. This consti-
tutes a common feature of antiferromagnetic-like
structures, in which the global magnetization is zero.

From the point of view of quantum mechanics,
Landau noted that the antiferromagnetic configura-
tion described above, termed a Néel state, is not an

eigenstate of the corresponding Hamiltonian. The
actual ground state is a mixture of the two equivalent
Néel states which are obtained by reversing the
magnetization in the two sublattices; it is not magne-
tic. Due to the macroscopic nature of the antifer-
romagnetic domains, the Néel state is almost
indistinguishable from the real ground state. Al-
though not yet experimentally demonstrated, this is
not the case in nanosystems.

Ferrimagnetism

Many transition metal oxides incorporate two dif-
ferent magnetic elements. The magnitude of the as-
sociated moments differs and a certain magnetization
remains even when the moments are coupled anti-
parallel. Such ferrimagnetic structures (Figure 2c) are
found in Fe oxides, such as g-Fe2O3 and Fe3O4,
where Fe moments in different ionic states coexist.

Ferrimagnetism is also found in rare-earth com-
pounds with Fe, Co, or Ni, where an antiparallel
coupling between the 3d moments and the rare-earth
moments occur.

Helimagnetism and Modulated Structures

In the molecular field description of ferromagnetism,
the molecular field is assumed to be a macroscopic
entity. However, the local character of the magnetic
interactions is established by experimental results
which were mentioned above, and it emerges natu-
rally in the Heisenberg description of the exchange
interactions.

In the version of the molecular field model
developed for the description of antiferromagnetism,
the distinction between two different contributions
gives to the molecular field a certain local character.
In the spirit of a local description, the molecular field
on a certain site, i, may be expressed in terms of the
sum of the interactions of the moment, mi, with all
other j moments:

H i ¼
X

j

nij/mjST ½18�

where the nij’s are molecular field coefficients. By
analogy with the analyses described above, the
magnetic moment, at temperature T, is given by

/miST ¼ m0L
m0m0ðHiÞ

kBT

� �
½19�

The high-temperature expansion of this expression is

T/miST ¼ C
X

j

nij/mjST ½20�

with solutions of the type

/miST ¼ A expðikRiÞ ½21�
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where Ri describes the atom positions and k is a
vector. One defines the quantity TðkÞ which is the
Fourier transform of the exchange interactions:

TðkÞ ¼ C
X

j

nij expðikðRi � RjÞ ½22�

The critical temperature is given by

Tc ¼ Tðk0Þ ½23�

where Tc is the highest temperature for which the
set of eqn [20] admits a nonzero solution, and the
associated vector k0 which characterizes the magne-
tic structure is termed the propagation vector of the
structure.

This approach may be illustrated by considering a
linear chain of atoms, distant by a, such that the ex-
change interactions are positive between first neigh-
bors (n1), negative between second neighbors (n2),
and equal to zero for larger distances. For n1cn2, the
ferromagnetic solution is obtained (for n1 large and
negative, the structure is antiferromagnetic), but this
is no more the case for jn2j4n1=4. When the magne-
tic moments are confined in the plane perpendicular
to the chain by the magnetic anisotropy, a helimagne-
tic structure is found in which the moments rotate
progressively from one to the next, along the chain
(Figure 2d). This structure is found in some rare-earth
metals, such as terbium or dysprosium. Reciprocally,
when the moments are forced to align along the
chain axis, a modulated structure occurs in which the
amplitude of the moments oscillates periodically
(Figure 2e). This occurs in thulium.

Helimagnetic and modulated structures belong to
the large class of antiferromagnetic structures, which
are characterized by the zero value of the spontane-
ous magnetization. However, in these two cases, the
stable magnetic structure is the result of a compro-
mise between the various interactions involved, and
is said to be frustrated. The analysis of frustrated
structures has recently been the topic of intense re-
search, both theoretically and experimentally.

Spin-Glasses and Other Frustrated Systems

When the magnetic atoms do not form a periodic
arrangement, another type of frustrated magnetic ar-
rangement may exist. This is the case in substitu-
tional alloys in which two or more types of atoms are
randomly distributed on a given periodic lattice, or in
amorphous alloys, obtained by very fast quenching
from the melt. Since the magnitude and sign of in-
teractions depend on the distance, it may be expected
that the random distribution of atoms leads to a dis-
tribution of J values which is centered at 0 such that
there are as many positive and negative interactions.

As long as the interactions nij are evenly distrib-
uted from positive to negative, with zero mean value,
no stable magnetic order may exist. However, if eqn
[20] is squared, one obtains

T2/miS2 ¼ C2
X

j

nij/mjS

 !2

½24�

For a fully disordered system of infinite dimensions,
the sum over the terms nijnij0/mjS/mj0S is zero and
eqn [24] can be expressed as

T2/miS2 ¼ C2
X

j

n2
ij/mjS2

 !
½25�

This expression has a critical temperature given by

Tc ¼ C
X

j

n2
ij

 !1=2

½26�

Below Tc, the system is in a spin-glass state where the
moments are randomly oriented. Equation [25] does
not apply rigorously to finite-size systems. It has been
a long debate to decide whether or not a real phase
transition occurs in spin glasses. Experimentally, a
peak is observed in the thermal variation of the
magnetic susceptibility, but the temperature at which
it occurs is found to depend on the time taken for the
measurement (Figure 3). Initially, this type of meas-
urement suggested that the spin-glass transition is not
a real phase transition. Actually, it is now accepted
that the spin glass transition constitutes a new class
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Figure 3 Thermal variation of the susceptibility in a spin glass:

a Cu–Mn alloy containing 0.95% of Cu. The measurements of the

susceptibility were realized under AC field of different frequencies

(& 1330 Hz, J 234 Hz, X 10.4 Hz, n 2.6 Hz). The frequency

dependence of the temperature at which the peak occurs in w(T)

is related to the fact that the critical slowing down of the magnetic

fluctuations extends in spin glasses much farther from the value

of the critical temperature than it does in other ordered magnetic

systems.
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of phase transitions in which the first derivative of
the magnetic susceptibility versus temperature does
not show any anomaly, but derivatives of higher or-
ders do. The frequency dependence of the tempera-
ture at which the peak occurs in w(T) is related to the
fact that the critical slowing down of the magnetic
fluctuations extends in spin glasses much farther
from the value of the critical temperature than it does
in other ordered magnetic systems.

Experimental Studies of Magnetic
Structures

The macroscopic magnetic properties of magnetic
materials may be derived from the magnitude of the
stray field generated by the material magnetization,
whether it is spontaneous or induced by the applied
field. However, such measurements do not allow the
moments of the various constitutive elements to be
determined individually. Additionally, in the absence of
applied field, antiferromagnetic-like materials do not
generate any stray field. For this type of characteriza-
tion, local probes such as Mössbauer spectroscopy in
the case of Fe systems or NMR may be used. Neutron
diffraction constitutes an invaluable tool for the study
of magnetic arrangements. The neutron bears a small
magnetic moment which probes the magnetism exis-
ting within matter. Neutron diffraction is the strict
analog for the analysis of magnetic structures as X-ray
diffraction is for the studies of crystallographic struc-
tures. Neutron diffractograms obtained with MnO are
shown in Figure 4. In (a), the peak observed at 121 is
due to the (1 1 1) reflection; it is characteristic of the
face-centered cubic crystallographic structure of this
compound. In (b), an additional peak is observed at
B61. It can be indexed as 1/2, 1/2, 1/2. It is the signa-
ture of periodicity doubling. In an antiferromagnetic
structure, the alternation of moment orientations leads
to periodicity doubling (see scheme in the inset to
Figure 4). The diffractograms shown in Figure 4 have a
special historical meaning. They constituted, when
they were published, the first experimental proof of the
existence of antiferromagnetism. Today, neutron dif-
fraction has developed to a very sophisticated level; it
allows very complex magnetic arrangements, including
those found in spin glasses and other disordered sys-
tems, to be examined.

X-rays interact with the electrons within matter.
Since spin–orbit coupling makes the bridge between
electron distribution and magnetism, they probe
magnetism as well. Although the magnetic interac-
tion term is very small, magnetic studies using X-rays
(X-ray magnetic circular dichroism and X-ray dif-
fraction) have recently developed, thanks to the avail-
ability of very intense X-ray sources at synchrotron

radiation facilities. A specific feature of X-ray studies
is element selectivity, which occurs when the wave-
length of the incident radiation corresponds to the
characteristic energy of a given absorption edge for
some element contained in the material examined.

See also: Disordered Magnetic Systems; Ferromagnet-
ism; Magnetic Interactions.

PACS: 75.10.�b
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Nomenclature

B Brillouin function
C Curie constant
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Figure 4 Neutron diffractograms obtained with MnO. (a) At

300 K, the material is paramagnetic. The observed (1 1 1) peak

near y ¼ 12 is characteristic of the cubic crystallographic struc-

ture. (b) The additional peak near y ¼ 6 observed at 120 K reveal

a doubling of the unit cell. It may be associated with the existence

of an antiferromagnetic arrangement of the moments (inset).
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gJ Landé factor
Happ applied magnetic field (vector)
Happ applied magnetic field (magnitude)
Hm molecular field
J exchange integral
J total angular momentum
k0 propagation vector
l orbital quantum number
l orbital momentum
L orbital momentum
L Langevin function
m magnetic quantum number
m0 measured magnetic moment at 0 K
m magnetic moment
ml orbital moment
ms spin moment
mz projection of m along Happ

M magnetization
Ms spontaneous magnetization

Ms,0 magnetization at absolute saturation
n molecular field coefficient
N number of moments per unit volume
ND demagnetizing field coefficient
NT total number of moments
S spin or spin angular momentum
T temperature
Tc critical temperature
TC Curie temperature
TN Néel temperature
vat atom volume
x argument of the Langevin or Brillouin

function
z number of first neighbors
w magnetic susceptibility
mB Bohr magneton
meff effective moment
m0 permittivity of vacuum
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Introduction

Magnetic groups – also known as antisymmetry
groups, Shubnikov groups, Heesch groups, Opechow-
ski–Guccione (OG) groups, as well as dichromatic,
2-color, or simply black-and-white groups – are the
simplest extension to standard point group and space
group theory. They allow directly to describe, clas-
sify, and study the consequences of the symmetry of
crystals, characterized by having a certain property,
associated with each crystal site, that can take one of
two possible values. This is done by introducing a
single external operation of order two that inter-
changes the two possible values everywhere through-
out the crystal. This operation can be applied to the
crystal along with any of the standard point group
or space group operations, and is denoted by adding
a prime to the original operation. Thus, any rota-
tion g followed by this external operation is denoted
by g0.

To start with, a few typical examples of this two-
valued property are given, some of which are illus-
trated in Figure 1. In the section ‘‘Magnetic point
groups’’ the notion of a magnetic point group is dis-
cussed, followed by a discussion on magnetic space
groups in the section ‘‘Magnetic space groups’’. The
section ‘‘Extinctions in neutron diffraction of anti-
ferromagnetic crystals’’ describes one of the most

(a)

(b)

(c)

(d)

(e)

ClNa Na Na Na Na NaCl Cl Cl Cl Cl

Figure 1 Several realizations of the simple 1D magnetic space

group pp�1. Note that the number of symmetry translations is

doubled if one introduces an operation e 0 that interchanges the

two possible values of the property, associated with each crystal

site. Also note that spatial inversion �1 can be performed without a

prime on each crystal site, and with a prime ð�10Þ between every

two sites. (a) An abstract representation of the two possible val-

ues as the two colors – black and white. The operation e 0 is the

nontrivial permutation of the two colors. (b) A simple antifer-

romagnetic arrangement of spins. The operation e 0 is time

inversion which reverses the signs of the spins. (c) A ferromagne-

tic arrangement of two types of spins, where e 0 exchanges them

as in the case of two colors. (d) A 1D version of salt. e 0 ex-

changes the chemical identities of the two atomic species. (e) A

function f(x) whose overall sign changes by application of the

operation e 0.
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direct consequences of having magnetic symmetry in
crystals which is the extinction of magnetic Bragg
peaks in neutron diffraction patterns. A conclusion
is given in the section ‘‘Generalizations of magnetic
groups’’ by mentioning the generalization of magne-
tic groups to cases where the property associated
with each crystal site is not limited to having only
one of two possible values.

Consider first the structure of crystals of the
cesium chloride type. In these crystals the atoms
are located on the sites of a body-centered cubic
(b.c.c.) lattice. Atoms of one type are located on the
simple cubic lattice formed by the corners of the cu-
bic cells, and atoms of the other type are located on
the simple cubic lattice formed by the body centers of
the cubic cells. The parent b.c.c. lattice is partitioned
in this way into two identical sublattices, related by a
body-diagonal translation. One may describe the
symmetry of the cesium chloride structure as having
a simple cubic lattice of ordinary translations, with a
basis containing one cesium and one chlorine atom.
Alternatively, one may describe the symmetry of the
crystal as having twice as many translations, forming
a b.c.c. lattice, half of which are primed to indicate
that they are followed by the external operation that
exchanges the chemical identities of the two types of
atoms. A similar situation occurs in crystals whose
structure is of the sodium chloride type, in which a
simple cubic lattice is partitioned into two identical
face-centered cubic (f.c.c.) sublattices.

Another typical example is the orientational or-
dering of magnetic moments (spins), electric dipole
moments, or any other tensorial property associated
with each site in a crystal. Adopting the language of
spins, if these can take only one of two possible
orientations – ‘‘up’’ and ‘‘down’’ – as in simple an-
tiferromagnets, the same situation as above is seen,
with the two spin orientations replacing the two
chemical species of atoms. In the case of spins, the
external prime operation is a so-called antisymmetry
operation that reverses the signs of the spins. Phys-
ically, one may think of using the operation of time
inversion to reverse the directions of all the spins
without affecting anything else in the crystal.

Finally, consider a periodic or quasiperiodic scalar
function of space f(r), as in Figure 1e, whose average
value is zero. It might be possible to extend the point
group or the space group describing the symmetry of
the function f(r) by introducing an external prime
operation that changes the sign of f(r).

For the sake of clarity, the picture of up-and-down
spins, and the use of time inversion to exchange them
shall be adopted for the remaining of the discussion.
It should be emphasized, though, that most of what
is said here (except for the discussion of extinctions)

applies equally to all the other two-valued properties.
The magnetic crystal is described using a scalar spin
density field S(r) whose magnitude gives the magnit-
ude of an atomic magnetic moment, or some coarse-
grained value of the magnetic moment, at position r.
The sign of S(r) gives the direction of the spin – a
positive sign for up spins and a negative sign for
down spins. Thus, the function S(r) can be a discrete
set of delta functions defined on the crystal sites as in
Figure 1b, or a continuous spin density field as in
Figure 1e.

Magnetic Point Groups

A d-dimensional magnetic point group GM is a
subgroup of OðdÞ � 10, where O(d) is the group of
d-dimensional rotations, and 10 is the time inversion
group containing the identity e and the time invers-
ion operation e0. Note that the term ‘‘rotation’’ is
used to refer to proper as well as improper rotations
such as mirrors.

Three cases exist: (1) all rotations in GM appear
with and without time inversion; (2) half of the ro-
tations in GM are followed by time inversion and the
other half are not; and (3) no rotation in GM is fol-
lowed by time inversion. More formally, if G is any
subgroup of O(d), it can be used to form at most
three types of magnetic point groups, as follows:

1. GM ¼ G � 10. Thus, each rotation in G appears in
GM once by itself, and once followed by time
inversion. Note that in this case e0AGM.

2. GM ¼ H þ g0H; where G ¼ H þ gH; and geH:
Thus, exactly half of the rotations in G, which
belong to its subgroup H, appear in GM by them-
selves, and the other half, belonging to the coset
gH, are followed by time inversion. Note that in
this case e0eGM.

3. GM ¼ G: Thus, GM contains rotations, none of
which are followed by time inversion.

Enumeration of magnetic point groups is thus
straightforward. Any ordinary point group G (i.e.,
any subgroup, usually finite, of O(d)) is trivially a
magnetic point group of type 3, and along with the
time inversion group gives another magnetic point
group of type 1, denoted as G10: One then lists all
distinct subgroups H of index 2 in G, if there are any,
to construct additional magnetic point groups of type
2. These are denoted either by the group–subgroup
pair G(H), or by using the International (Hermann–
Mauguin) symbol for G and adding a prime to those
elements in the symbol that do not belong to
the subgroup H (and are therefore followed by time
inversion). The set of magnetic groups (here magnetic
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point groups GM), formed in this way from a single
ordinary group (here an ordinary point group G),
is sometimes called the magnetic superfamily of the
group G. For example, the orthorhombic point group
G ¼ mm2 ¼ fe;mx;my; 2zg has three subgroups of
index 2 H1 ¼ e;mxf gð , H2 ¼ e;my


 �
, and H3 ¼

e; 2zf gÞ, of which the first two are equivalent through
a relabeling of the x and y axes. This yields a total of
four magnetic point groups: mm2, mm210, m0m20

(equivalently expressed as mm020), and m0m02.
Magnetic point groups of type 3 are equivalent to

ordinary nonmagnetic point groups and are listed
here only for the sake of completeness. Strictly
speaking, they can be said to describe the symmetry
of ferromagnetic structures with no spin–orbit coup-
ling. Groups of this type are not considered here
any further. Magnetic point groups of type 2 can be
used to describe the point symmetry of finite objects,
as described in the next section, as well as that
of infinite crystals, as described in the section
‘‘Magnetic point groups of crystals.’’ Magnetic point
groups of type 1 can be used to describe the point
symmetry of infinite crystals, but because they in-
clude e0 as a symmetry element they cannot be used
to describe the symmetry of finite objects, as is now
defined.

Magnetic Point Groups of Finite Objects

The magnetic symmetry of a finite object, such as a
molecule or a cluster containing an equal number of
two types of spins, can be described by a magnetic
point group. One can say that a primed or unprimed
rotation from OðdÞ � 10 is in the magnetic point
group GM of a finite object in d dimensions, if it
leaves the object invariant. Clearly, only magnetic
point groups of type 2, listed above, can describe the
symmetry of finite magnetically ordered structures.
This is because time inversion e0 changes the orientat-
ions of all the spins, and therefore cannot leave
the object invariant unless it is accompanied by a
nontrivial rotation. It should be mentioned that in
this context, point groups of type 1 are sometimes
called ‘‘gray’’ groups, as they describe the symmetry
of ‘‘gray’’ objects which stay invariant under the
exchange of black and white.

Magnetic Point Groups of Crystals

The magnetic point group of a d-dimensional magne-
tically ordered ‘‘periodic crystal’’, containing an
equal number of up and down spins, is defined as
the set of primed or unprimed rotations from O dð Þ �
10 that leave the crystal ‘‘invariant to within a trans-
lation’’. The magnetic point group of a crystal can be
either of the first or of the second type listed above. It

is of type 1 if time inversion by itself leaves the crys-
tal invariant to within a translation. Recall that in
this case, any rotation in the magnetic point group
can be performed either with or without time invers-
ion. If time inversion cannot be combined with a
translation to leave the crystal invariant, the magne-
tic point group is of type 2, in which case half the
rotations are performed without time inversion and
the other half with time inversion.

Figure 2a shows an example of a magnetically or-
dered crystal whose magnetic point group is of type 1.
This is a square crystal with magnetic point group
GM ¼ 4mm10 where time inversion can be followed
by a translation to leave the crystal invariant. Figure 2b
shows an example of a crystal whose magnetic point
group is of type 2. This is a hexagonal crystal with
point group GM ¼ 60mm0. Note that all right-side-up
triangles contain a blue circle (spin up), and all
up-side-down triangles contain a green circle (spin
down). Time inversion, exchanging the two types of
spins, cannot be combined with a translation to
recover the original crystal. Time inversion must be
combined with an operation, such as the sixfold rota-
tion or the horizontal mirror that interchanges the
two types of triangles, to recover the original crystal.
Note that the vertical mirror (the first m in the
International symbol) leaves the crystal invariant
without requiring time inversion, and is therefore
unprimed in the symbol.

More generally, the magnetic point group of a d-
dimensional magnetically ordered ‘‘quasiperiodic
crystal (quasicrystal),’’ is defined as the set of primed
or unprimed rotations from O dð Þ � 10 that leave
the crystal ‘‘indistinguishable.’’ This means that the
rotated and unrotated crystals contain the same spa-
tial distributions of finite clusters of spins of arbitrary
size. The two are statistically the same though not
necessarily identical. For the special case of perio-
dic crystals, the requirement of indistinguishability
reduces to the requirement of invariance to within a
translation.

Figure 3 shows two quasiperiodic examples, ana-
logous to the two periodic examples of Figure 2.
Figure 3a shows an octagonal crystal with magnetic
point group GM¼ 8mm10. One can see that time
inversion rearranges the spin clusters in the crystal,
but they all still appear in the crystal with the same
spatial distribution. This is because any finite spin
cluster and its time-reversed image appear in the
crystal with the same spatial distribution. Figure 3b
shows a decagonal crystal with magnetic point group
GM ¼ 100m0m. In this case, time inversion does not
leave the crystal indistinguishable. It must be com-
bined either with odd powers of the tenfold rotation,
or with mirrors of the vertical type.
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(a) (b)

Figure 3 Quasiperiodic antiferromagnets. (a) An octagonal quasicrystal with magnetic point group GM ¼ 8mm10 and magnetic space

group pp8mm, first appeared in an article by Niizeki (1990) Journal of Physics A: Mathematical and General 23: 5011. (b) A decagonal

quasicrystal with magnetic point group GM ¼ 100m0m and magnetic space group p100m0m based on the tiling of Li, Dubois, and Kuo

(1994) Philosophical Magazine Letters 69: 93.

(a) (b)

Figure 2 Periodic antiferromagnets. (a) A square crystal with magnetic point group GM ¼ 4mm10 and magnetic space group pp4mm

(also denoted pc4mm), (b) A hexagonal crystal with magnetic point group GM ¼ 60mm0 and magnetic space group p60mm0.
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Magnetic Space Groups

The full symmetry of a magnetically ordered crystal,
described by a scalar spin density field S(r), is given by
its magnetic space group GM. It was mentioned earlier
that the magnetic point group GM is the set of primed
or unprimed rotations that leave a periodic crystal
invariant to within a translation, or more generally,
leave a quasiperiodic crystal indistinguishable. One
still needs to specify the distinct sets of translations tg
or tg0 that can accompany the rotations g or g0 in a
periodic crystal to leave it invariant, or provide the
more general characterization of the nature of the
indistinguishability in the case of quasicrystals.

Periodic Crystals

As in the case of point groups, one can take any space
group G of a periodic crystal and form its magnetic
superfamily, consisting of one trivial group GM ¼ G,
one gray group GM ¼ G10, and possibly nontrivial
magnetic groups of the form GM ¼ Hþ ðg0 tg0

�� ÞH,
where H is a subgroup of index 2 of G. Only the
latter, nontrivial groups are relevant as magnetic
space groups consisting of operations that leave the
magnetically ordered crystal ‘‘invariant.’’ These non-
trivial magnetic space groups are divided into two
types depending on their magnetic point groups GM:

1. Class-equivalent magnetic space groups. The
magnetic point group GM is of type 1, and there-
fore all rotations in G appear with and without
time inversion. In this case the point groups of G
and H are the same, but the Bravais lattice of H
contains exactly half of the translations that are in
the Bravais lattice of G.

2. Translation-equivalent magnetic space groups.
The magnetic point group GM is of type 2. Here
the Bravais lattices of G and H are the same, but
the point group H of H is a subgroup of index 2
of the point group G of G.

Enumeration of translation-equivalent magnetic
space group types is very simple. Given a space group
G, all that one needs to do is to consider all
subgroups H of index 2 of the point group G of G,
as explained earlier. The only additional considera-
tion is that with an underlying Bravais lattice, there
may be more than one way to orient the subgroup H
relative to the lattice. For example, consider the
magnetic point group m0m20 which, as noted earlier,
is equivalent to mm020. If the lattice is an A-centered
orthorhombic lattice, then the x- and y-axes are no
longer equivalent, and one needs to consider both
options as distinct groups. It can be said that Am0m20

and Amm020 belong to the same ‘‘magnetic geometric

crystal class’’ (i.e., have the same magnetic point
group), but to two distinct ‘‘magnetic arithmetic crys-
tal classes.’’ Translation-equivalent magnetic space
groups are denoted by taking the International sym-
bol for G, and adding a prime to those elements in the
symbol that do not belong to H and are therefore
followed by time inversion.

Enumeration of class-equivalent magnetic space
group types can proceed in two alternative ways.
Given a space group G, one may consider all distinct
sublattices of index 2 of the Bravais lattice of G.
Alternatively, given a space group H, one may con-
sider all distinct superlattices of index 2 of the
Bravais lattice of H. It is also to be noted that if one
prefers to look at the reciprocal lattices in Fourier
space, instead of the lattices of real-space transla-
tions, the roles of superlattice and sublattice are
exchanged. Although the lattice of G contains twice
as many points as the lattice of H, the reciprocal
lattice of G contains exactly half of the points of the
reciprocal lattice of H.

Because of the different enumeration methods,
there are conflicting notations in the literature for
class-equivalent magnetic space groups. The OG no-
tation follows the first approach (sublattices of G),
taking the International symbol for the space group
G with a subscript on the Bravais class symbol deno-
ting the Bravais lattice of H. The Belov notation
follows the second approach (superlattices of H),
taking the International symbol for the space group
H with a subscript on the Bravais class symbol
denoting one or more of the primed translations te0 in
the coset e0 te0jð ÞH. The Lifshitz notation, which fol-
lows a third approach (sublattices of H in Fourier
space), resembles that of Belov but generalizes more
easily to quasiperiodic crystals.

There is an additional discrepancy in the different
notations which has been the cause of some confu-
sion over the years. It is due to the fact that when
e0AGM, ordinary mirrors or rotations when un-
primed may become glide planes or screw axes when
primed, and vice versa. The only consistent way to
avoid this confusion is to use only unprimed elements
for the symbols of class-equivalent magnetic space
group types. This is the approach adopted by both
the Belov and the Lifshitz notations, but unfortu-
nately not by the OG notation, having introduced
errors into their list of magnetic space group types. In
any case, there is no need to leave the 10 at the end of
the symbol, as it is clear from the existence of a sub-
script on the lattice symbol that the magnetic point
group GM contains e0.

Consider, for example, all the class-equivalent
magnetic space group types with point group 432.
In the cubic system there are two lattice–sublattice
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pairs: (1) The simple cubic lattice P has a face-cen-
tered sublattice F of index 2, and (2) The b.c.c. lattice
I has a simple cubic sublattice P of index 2. Recall
that the reciprocal of F is a b.c.c. lattice in Fourier
space, denoted by I�, and the reciprocal of I is an
f.c.c. lattice, denoted by F�. In the Belov notation one
has Fs432, Fs4j32, PI432, and PI4j32 with j ¼ 1; 2; 3:
The subscript s is for ‘‘simple’’. In the Lifshitz nota-
tion, using Fourier space lattices, these groups be-
come I�P432, I�P4j32, PF�432, and PF�4j32. In the OG
notation these groups should become PF432, PF4j32,
IP432, and IP4j32. Instead, they list PF432, PF4232,
IP432, IP4132; IP40320, and IP40

1320, using primes
inconsistently and clearly missing two groups. It
is therefore recommended that one refrains from
using primes when denoting class-equivalent magne-
tic space groups.

The reader is referred to the ‘‘Further reading’’
section for complete lists of magnetic space group
types. However, some statistics are summarized.
Starting from the 17 space group types in two dimen-
sions, also known as the 17 plane groups, one can
form a total of 80 magnetic space group types as
follows: 17 trivial groups, 17 gray groups, and 46
nontrivial groups of which 18 are class-equivalent
and 28 are translation equivalent. Starting from the
230 space group types in three dimensions, one can
form a total of 1651 magnetic space group types as
follows: 230 trivial groups, 230 gray groups, and
1191 nontrivial groups of which 517 are class-
equivalent and 674 are translation equivalent. These
numbers have no particular significance other than
the fact that they are surprisingly large.

Quasiperiodic Crystals

Lattices and Bravais classes Magnetically-ordered
quasiperiodic crystals, in general, possess no lattices
of real space translations that leave them invariant,
but they do have reciprocal lattices (or Fourier mod-
ules) L that can be inferred directly from their neu-
tron diffraction diagrams. To be a bit more specific,
consider spin density fields with well-defined Fourier
transforms

SðrÞ ¼
X
kAL

SðkÞeik . r ½1�

in which the set L contains, at most, a countable
infinity of plane waves. In fact, the ‘‘reciprocal lat-
tice’’ L of a magnetic crystal can be defined as the set
of all integral linear combinations of wave vectors k
determined from its neutron diffraction diagram, as
one expects to see a magnetic Bragg peak at every
linear combination of observed peaks, unless it is
forbidden by symmetry, as explained in the next
section. The ‘‘rank’’ D of L is the smallest number of

vectors needed to generate L by integral linear com-
binations. If D is finite the crystal is quasiperiodic. If,
in particular, D is equal to the number d of spatial
dimensions, and L extends in all d directions, the
crystal is periodic. In this special case, the magnetic
lattice L is reciprocal to a lattice of translations in real
space that leave the magnetic crystal invariant. The
reciprocal lattices L of magnetic crystals are classified
into Bravais classes, just like those of ordinary non-
magnetic crystals.

Phase functions and space group types The precise
mathematical statement of indistinguishability, used
earlier to define the magnetic point group, is the
requirement that any symmetry operation of the
magnetic crystal leaves invariant all spatially aver-
aged nth-order autocorrelation functions of its spin-
density field,

C nð Þðr1;y; rnÞ

¼ lim
V-N

1

V

Z
V

drSðr1 � rÞ?Sðrn � rÞ ½2�

One can prove that two quasiperiodic spin density
fields S(r) and ŜðrÞ are indistinguishable in this way,
if their Fourier coefficients, defined in eqn [1], are
related by

ŜðkÞ ¼ e2piwðkÞSðkÞ ½3�

where w is a real-valued linear function (modulo
integers) on L, called a ‘‘gauge function’’. By this it is
meant that for every pair of wave vectors k1 and k2 in
the magnetic lattice L,

wðk1 þ k2Þ � wðk1Þ þ wðk2Þ ½4�

where ‘‘�’’ means equal to within adding an integer.
Thus, for each element g or g0 in the magnetic point
group GM of the crystal, that by definition leaves the
crystal indistinguishable, there exists such a gauge
function FgðkÞ or Fg0 ðkÞ, called a ‘‘phase function’’,
satisfying

SðgkÞ ¼
e2piFgðkÞSðkÞ; gAGM

�e2piFg0 ðkÞSðkÞ; g0AGM

(
½5�

Since for any g,hAG, Sð½gh�kÞ ¼ Sðg½hk�Þ, the cor-
responding phase functions for elements in GM,
whether primed or not, must satisfy the ‘‘group com-
patibility condition’’,

Fg�hwðkÞ � Fg�ðhkÞ þ FhwðkÞ ½6�

where the asterisk and the dagger denote optional
primes. A ‘‘magnetic space group,’’ describing the
symmetry of a magnetic crystal, whether periodic or
aperiodic, is thus given by a lattice L, a magnetic
point group GM, and a set of phase functions FgðkÞ
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and Fg0 ðkÞ, satisfying the group compatibility condi-
tion [6].

Magnetic space groups are classified in this for-
malism into magnetic space group types by organ-
izing sets of phase functions satisfying the group
compatibility condition [6] into equivalence classes.
Two such sets, F and #F, are equivalent if: (1) they
describe indistinguishable spin density fields related
as in [3] by a gauge function w; or (2) they correspond
to alternative descriptions of the same crystal that
differ by their choices of absolute length scales and
spatial orientations. In case (1), F and #F are related
by a ‘‘gauge transformation,’’

#Fg�ðkÞ � Fg�ðkÞ þ wðgk� kÞ ½7�

where, again, the asterisk denotes an optional prime.
In the special case that the crystal is periodic

ðD ¼ dÞ, it is possible to replace each gauge function
by a corresponding d-dimensional translation t, sat-
isfying 2pwðkÞ ¼ k � t, thereby reducing the require-
ment of indistinguishability to that of invariance to
within a translation. Only then does the point group
condition [5] become

SðgrÞ ¼
Sðr � tgÞ; gAGM

�Sðr � tg0 Þ; g0AGM

(
½8�

the gauge transformation [7] becomes a mere shift of
the origin, and the whole description reduces to that
given in the section ‘‘Periodic crystals.’’ The reader is

referred to references in the ‘‘Further reading’’ section
for details regarding the enumeration of magnetic
space groups of quasiperiodic crystals and for com-
plete lists of such groups.

Extinctions in Neutron Diffraction of
Anti-Ferromagnetic Crystals

It was said earlier that every wave vector k in the
lattice L of a magnetic crystal is a candidate for a
diffraction peak unless symmetry forbids it. One can
now understand exactly how this happens. Given
a wave vector kAL, all magnetic point-group opera-
tions g or g0 for which gk ¼ k are examined. For
such elements, the point-group condition [5] can be
rewritten as

SðkÞ ¼
e2piFgðkÞSðkÞ; gAGM

�e2piFg0 ðkÞSðkÞ; g0AGM

(
½9�

requiring S(k) to vanish unless FgðkÞ � 0, or
Fg0 ðkÞ � 1=2, or unless both conditions are satisfied
when both g and g0 are in GM. It should be noted that
the phase values in eqn [9], determining the extinc-
tion of S(k), are independent of the choice of gauge
[7], and are therefore uniquely determined by the
magnetic space-group type of the crystal.

Particularly striking are the extinctions when the
magnetic point group is of type 1, containing time
inversion e0. The relation ðe0Þ2 ¼ e implies – through

(a) (b)

Figure 4 Extinctions of magnetic Bragg peaks in crystals with magnetic point groups of type 1, containing time inversion e 0. Both

figures show the positions of expected magnetic Bragg peaks indexed by integers ranging from –4 to 4. Filled circles indicate observed

peaks and open circles indicate positions of extinct peaks. The origin and the D vectors used to generate the patterns are indicated by an

additional large circle. (a) corresponds to the square crystal in Figure 2a with magnetic space group pp4mm, and (b) corresponds to the

octagonal crystal in Figure 3a with magnetic space group pp8mm.
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the group compatibility condition [6] and the fact
that FeðkÞ � 0 – that Fe0 ðkÞ � 0 or 1=2. It then fol-
lows from the linearity of the phase function that on
exactly half of the wave vectors in L Fe0 ðkÞ � 1=2,
and on the remaining half, which form a sublattice
L0 of index 2 in L, Fe0 ðkÞ � 0. Thus, in magnetic
crystals with magnetic point groups of type 1 at least
half of the diffraction peaks are missing. Figure 4
shows the positions of the expected magnetic Bragg
peaks corresponding to the square and octagonal
magnetic structures shown in Figures 2a and 3a,
illustrating this phenomenon.

Generalizations of Magnetic Groups

There are two natural generalizations of magnetic
groups. One is to color groups with more than two
colors, and the other is to spin groups where the
spins are viewed as classical axial vectors free to
rotate continuously in any direction.

An n-color point group GC is a subgroup of
OðdÞ � Sn, where Sn is the permutation group of n
colors. Elements of the color point group are pairs
ðg; gÞ where g is a d-dimensional (proper or improp-
er) rotation and g is a permutation of the n colors. As
before, for ðg; gÞ to be in the color point group of a
finite object it must leave it invariant, and for ðg; gÞ to
be in the color point group of a crystal it must leave it
indistinguishable, which in the special case of a
periodic crystal reduces to invariance to within a
translation. To each element ðg; gÞAGC corresponds
a phase function Fg

gðkÞ, satisfying a generalized vers-
ion of the group compatibility condition [6]. The
color point group contains an important subgroup of
elements of the form ðe; gÞ containing all the color
permutations that leave the crystal indistinguishable
without requiring any rotation g.

A spin point group GS is a subgroup of OðdÞ�
SOðdsÞ � 10, where SO(ds) is the group of ds-dimen-
sional proper rotations operating on the spins, and 10

is the time inversion group as before. Note that the
dimension of the spins need not be equal to the di-
mension of space (e.g., one may consider a planar
arrangement of 3D spins). Also note that because the
spins are axial vectors there is no loss of generality by
restricting their rotations to being proper. Elements
of the spin point group are pairs ðg; gÞ, where g is a
d-dimensional (proper or improper) rotation and g
is a spin-space rotation possibly followed by time

inversion. Here as well, elements of the form ðe; gÞ
play a central role in the theory, especially in deter-
mining the symmetry constraints imposed by the
corresponding phase functions Fg

eðkÞ on the patterns
of magnetic Bragg peaks, observed in elastic neutron
diffraction experiments.
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Introduction

Magnetism is a science with more than two millennia
of recorded history. The attraction of ferrous objects
to a permanent magnet across a distance has been a
source of curiosity since the iron age. Feeble perma-
nent magnets are widespread in Nature in the form
of rocks known as lodestones, which are rich in the
mineral magnetite (Fe3O4). Outcrops of these rocks
can be magnetized by the huge currents in lightning
strikes and such natural magnets were known and
studied in ancient Greece, Egypt, China, and Meso-
america. Investigations of magnetic phenomena led
to the invention of steel magnets – needles and
horseshoes – then to electromagnetics, and eventual-
ly to the panoply of hard and soft materials that un-
derpin the modern magnetics industry. Furthermore,
magnetism has played a key role in clarifying basic
concepts in condensed matter physics over the course
of the twentieth century.

Early History

Aristotle attributed the first reflections on the nature
of magnetic attraction to Thales, who was born in
Milet in Asia Minor in 624 BC. Thales, an animist,
credited the magnet with a soul on account of its
ability to create movement. This idea was to persist
in Europe until the seventeenth century. The magnet
itself is believed to be named after Magnesia, a city in
Lydia, which was a source of lodestone. In the fifth
century BC, Empedokles postulated the existence of
four elements, earth, water, air, and fire, and related
magnetism to air with special effluvia somehow pas-
sing through pores in magnetic material, a theory
echoed much later by Descartes. In the first century
BC, Roman poet Lucretius mentions magnetic induc-
tion, and the ability of magnets both to attract and
repel. However, the Greek approach of developing
philosophy into which natural observations were
supposed to fit was not conducive to open-minded
exploration of the natural world.

A more productive approach was followed in Chi-
na, where magnetism was linked to geomancy. The
art of adapting the residences of the living and the
tombs of the dead to harmonize with local currents of
the cosmic breath demanded a knowledge of direc-
tion. A south-pointer consisting of a carved lodestone

spoon free to rotate on a polished baseplate (Figure 1)
was in use in the first century BC, and may have been
known hundreds of years earlier. An important dis-
covery, attributed to Zheng Gongliang in 1064, was
that iron could acquire a thermoremanent magne-
tization when rapidly cooled from red heat in the
Earth’s magnetic field. A short step led to the sus-
pended compass, which was described by Shen Kua
around 1088 together with declination, the deviation
of a magnetic needle from a North–South axis. Float-
ing compasses were also developed around this time.
The compass appeared in Europe about a hundred
years later, being referred to by Alexander Neckham
in 1190. Compasses (Figure 2) were an enabling
technology for the great voyages of discovery of the
fifteenth century, leading the Ming admiral Cheng Ho
to the coasts of Africa in 1433, and Christopher Col-
umbus to America in 1492. Columbus rediscovered
declination, and landed on the continent where the
Olmecs may already have displayed a knowledge of
magnetism in massive stone carvings of human figures
and sea turtles dating from the second millennium BC.

The first true experimentalist in Europe was the
French crusader monk Petrus Peregrinus. In his paper
‘‘Epistola de Magnete,’’ he recounted experiments

SN

N

S

Figure 1 Baseplate and lodestone spoon of the south-pointer

used in China from the first century BC. (Courtesy of Needham J

(1962) Science and Civilization in China, vol. 4, part 1. Camb-

ridge: Cambridge University Press.)
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with floating pieces of lodestone and carved lode-
stone spheres called ‘‘terellae,’’ which he had per-
formed in Italy during the 1269 siege of Lucera. He
discovered the poles of a magnet, related magnetic
attraction to the celestial sphere, and included a pro-
posal for a magnetic perpetual motion device, a
common theme throughout the ages. However, credit
for the inauguration of the experimental method in
a recognizably modern form belongs to William
Gilbert. Physician to the English queen Elizabeth I,
Gilbert conducted a series of experiments on ‘‘ter-
ellae,’’ and concluded that the Earth itself was a great
magnet. The magnet itself did not align with the ce-
lestial sphere, but with the Earth’s poles. He induced
magnetism in iron by cooling in the Earth’s field, and
destroyed the magnetism by heating or hammering.
He was at pains to dispel the accretion of superstition
that clung to the magnet, preferring to rely on his
own evidence. Gilbert’s investigations are described
in his masterwork ‘‘De Magnete’’ published in 1600.
This was arguably the first scientific text.

From Navigation to Experimentation

Gilbert’s theories dominated the seventeenth cen-
tury until Edmund Halley’s 1692 shell model for
the Earth’s magnetic structure, which greatly influ-
enced compass technology and navigation. Magnetic
research of the time was driven principally by naval
interests. An early observation of a connection be-
tween electricity and magnetism was made in 1681,
when a ship bound for Boston was struck by

lightning. It was evident from the stars that ‘‘the
compasses were changed; the north point was turn’d
clear south,’’ and with the compass so reversed, the
ship was sailed to Boston.

The eighteenth century was marked by the profes-
sionalization of the scientist or ‘‘natural philosopher’’
as they were then known. Developments in magne
tism were associated with improvements in naviga
tion and the prestige of the great voyages of dis-
covery. Accordingly, the natural philosopher with his
mantle of theory was afforded social status, access to
public funding, and credibility beyond that of arti-
sans on the one hand, and ‘‘quacks’’ such as the col-
orful Anton Mesmer with his theories of ‘‘animal
magnetism’’ on the other. Halley conducted magnetic
surveys, producing charts of inclination and declina-
tion for seafarers (Figure 3). The English entrepre-
neur Gowin Knight, representative of this new breed
of natural philosopher, greatly improved the quality
of magnetic materials and compasses, coupling sci-
entific endeavor with commercial enterprise.

The major technical breakthrough of the eighteenth
century was the 1755 discovery of the horseshoe as
the ideal magnet shape by the Swiss artisan Johann
Dietrich. His invention, an ingenious practical solu-
tion to the problem of self-demagnetization in steel
bar magnets, was enthusiastically promoted by Daniel
Bernouilli.

This period also saw rapid developments in the
harnessing of electricity, from the 1660 invention of
the Leyden jar, culminating in Volta’s 1800 invention
of the Voltaic cell. A formal link between electricity
and magnetism was not established until 1820 how-
ever, when during a public demonstration by Danish
scientist Hans Christian Oersted, a suspended com-
pass needle was seen to be deflected as he switched on
an electric current. His report launched an experi-
mental frenzy. Frenchman, François Arago immedi-
ately performed an experiment establishing that a
current-carrying conductor behaved like a magnet. A
week after Arago’s report, André-Marie Ampère pre-
sented his paper to the French Academy suggesting
that ferromagnetism in a body was caused by internal
currents flowing perpendicular to the axis and that, by
analogy, steel needles magnetized in a solenoid would
show stronger magnetization. Together with Arago,
he successfully demonstrated this theory in November
1820. Ten days later, the British scientist Humphrey
Davy reported similar results. The electromagnet was
invented by William Sturgeon in 1825, and 5 years
later Joseph Henry used a powerful electromagnet in
the USA to transmit the first electric telegraph.

Michael Faraday, however, revolutionized the nine-
teenth-century experimental science. He developed
the concept of ‘‘magnetic field,’’ working entirely by

Figure 2 Fifteenth-century Portugese mariner’s compass.

(Courtesy of Boorstin D (1992) Les Découvreurs. Paris: Editions

Robert Laffont.)
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observation and experimentation, with no depend-
ence on formal theory. Faraday classified materials
as being either paramagnetic (substances such as
iron which were easily magnetized and drawn toward
stronger magnetic fields) or diamagnetic (materials
which were not penetrated by magnetic fields and
which were pushed away by the field). Working
with an electromagnet, he discovered the phenome-
non of ‘‘electromagnetic induction’’ which states that

a flow of electricity can be induced by a changing
magnetic field. His conviction that a magnetic field
should have an effect on light led to his 1845 dis-
covery of the Faraday effect which states that the
plane of polarization of light is rotated upon passing
through a medium in a direction parallel to its
magnetization.

Figure 4 illustrates a collection of magnets from
seventeenth to twentieth centuries.

Figure 3 A section of Halley’s world chart of magnetic variation published in 1700.
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A classical theory simultaneously emerged to ac-
count for magnetism and its relationship with electric-
ity. Around 1824, Poisson developed a mathematical
theory of ‘‘magnetostatics.’’ Letters from Ampère to
Fresnel and Faraday, found after his death, show that
by 1822 he had considered the possibility, that the
currents causing ferromagnetism were ‘‘molecular’’
rather than macroscopic in form. Weber formally pre-
sented the idea that molecules of iron were capable of
movement around their centers, suggesting that they
lay in different directions in an unmagnetized material,
but aligned in one same direction in the presence of an
applied magnetic field. This was the beginning of an
explanation of hysteresis, the central phenomenon of
magnetism, demonstrated experimentally by Ewing
using a board of small, pivoting magnets. Ewing’s ac-
hievements as a youthful professor at the University of
Tokyo in the 1890s established the strong Japanese
tradition of research on magnetic materials that still
thrives today.

James Clerk Maxwell, the Scottish theoretician,
‘‘resolved to read no mathematics on the subject till
he had first read through Faraday’s ‘Experimental
Researches in Electricity.’ ’’ Maxwell’s unprecedented
equations formally defined the relationship between
electricity and magnetism; that an oscillating electric
charge produces an electromagnetic field. His theory
considered electromagnetic waves traveling, through
an all-pervading aether, at speeds close to that
of light. In 1888, Heinrich Hertz showed that
Maxwell’s electromagnetic waves were, in fact, iden-
tical to those of light, radio, etc.

The century closed with Pierre Curie’s 1895 dis-
covery of the Curie point (the critical temperature

above which materials lose their ferromagnetic
behavior) and with the all-important discovery of
the electron.

Units

By the middle of the nineteenth century, it became
necessary to devise a standard set of units for elec-
trical and magnetic quantities. The burgeoning
telegraph industry, for example, needed a standard
of electrical resistance to control the quality of elec-
trical cables. Separate electrostatic and electromag-
netic ‘‘cgs’’ unit systems based on the centimeter,
gram, and second had come into existence. Maxwell
and Jenkin proposed combining them in a coherent
set of units in 1863. Their Gaussian (cgs) system was
internationally adopted in 1881. Written according
to this system, Maxwell’s equations relating electric
and magnetic fields contain factors of c, the velocity
of light (2.99792458� 108 m s� 1). Maxwell also in-
troduced the idea of dimensional analysis, based on
three basic quantities of mass, length, and time. The
magnetic field H and the induction B were measured
in units of Oersted and Gauss, respectively, in the cgs
system.

Another basic unit, of electric current, was adopted
in the Système International d’Unités (SI) in 1948.
The number of basic units and dimensions in any
system is an arbitrary choice; SI uses four: the meter,
kilogram, second, and ampere. It has been adopted
worldwide for the teaching of science and engin-
eering, employing the familiar electrical units of volt,
ampere, and ohm. Maxwell’s equations written in
terms of two electric and two magnetic fields contain
no factors of c or 4p in the SI system. The magnetic
field H, like the magnetization M, has units of A m�1.
The induction B is measured in tesla ð1 T � 1 kg s2

A�2Þ. Magnetic moments are measured in units of
A m2, clearly indicating the origin of magnetism in
electric currents, and the consequent absence of
magnetic ‘‘poles’’ as real physical entities. The velo-
city of light is defined as exactly 299 792 458 m s�1.
The two constants, the permeability, m0, and per-
mittivity, e0, of free space are related by m0e0 ¼ c2, m0

is defined to be 4p� 10�7 kg s2A�2. At the present
time, Gaussian cgs units remain in widespread use in
magnetism, despite the manifest advantages of SI.

Fundamental Understanding – The
Electron

The discovery of the electron in the closing years
of the nineteenth century was a giant step toward
a fundamental understanding of magnetism. The

Figure 4 Four centuries of magnets shown clockwise from the

left: eighteenth-century horseshoe magnet; nineteenth-century

electromagnet; seventeenth-century lodestone; and twentieth-

century Nd2Fe14B.
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elementary charged particle with mass me ¼ 9:11 �
10�31 kg and charge e ¼ �1:60 � 10�19 C had been
named by the Irish scientist George Johnstone Stoney
in 1891, several years before Jean Perrin identified
negatively charged particles in a cathode ray tube,
and Joseph John Thompson had measured their
charge to mass ratio e=me by deflecting them in a
magnetic field. In 1900 George Francis Fitzgerald
suggested that magnetism might be due to rotation of
these electrons. Electrons turned out to be the essen-
tial magnetic constituent of atoms and solids, as well
as the carriers of electric current.

Thirty years were to elapse before contradictions
at the heart of early twentieth century magnetism
could be resolved. In these revolutionary years, clas-
sical physics and the lingering wisps of aether were
blown away, and new principles of quantum mecha-
nics and relativity were established. If, following
Ampère, all magnetism is traceable to circulating
electric currents, why does iron with a magnetiza-
tion M ¼ 1:76 � 106 A m�1 not spontaneously melt?
How can such a current be sustained indefinitely?
In 1907, Pierre Weiss postulated the existence of an
internal ‘‘molecular field’’ H i proportional to the
magnetization, H i ¼ nWM; to account for the abrupt
disappearance of ferromagnetism at the Curie point,
TC and paramagnetism at higher temperatures. He
was at a loss, however, to explain why no trace of his
enormous field ðnWE1000Þ was detectable in the
vicinity of a piece of fully magnetized ferromagnetic
material. In the unmagnetized state, Weiss had
correctly postulated the existence of domains magne-
tized in different directions to give no resultant mo-
ment. The ‘‘anomalous’’ Zeeman splitting of spectral
lines in a magnetic field was a mystery. Bohr in 1911
and Van Leeuwen in 1919 had proved that at any
finite temperature and in any magnetic or electric
field, the net magnetization of any collection of clas-
sical electrons vanishes identically. Classical electron
physics was incompatible with any kind of magne-
tism whatsoever!

By 1930, quantum mechanics and relativity had
come to the rescue, and a new understanding of mag-
netism emerged in terms of the physics of Einstein,
Bohr, Pauli, Dirac, Schrödinger, and Heisenberg. The
source of magnetism in condensed matter was iden-
tified as being the ‘‘angular momentum’’ of elemen-
tary particles such as the electron. The perpetual
currents in atoms were quantized in stationary states
that did not decay, with angular momentum which
was a multiple of Planck’s constant _ ¼ 1:055�
10�34 J s. Weiss’s ‘‘molecular field’’ was not a magne-
tic field at all, but a manifestation of electrostatic
Coulomb interactions constrained by Pauli’s exclusion
principle, which forbade the occupancy of a quantum

state by two electrons with the same spin. Spin, the
intrinsic angular momentum of an electron, had been
proposed by Compton in 1921; Goudsmit and Uhlen-
beck demonstrated 4 years later that its value was
_=2. The corresponding electronic magnetic moment
was one Bohr magneton, mB ¼ e_=2me or 9:24�
10�24 A m�2, twice as large as anticipated for orbit-
al angular momentum. The problem of the electron’s
magnetism was finally resolved by Dirac in 1928
when he succeeded in writing Schrödinger’s equation
in a relativistically invariant form, obtaining the elec-
tron spin in terms of the 2 � 2 matrices previously
proposed by Pauli. Together with Heisenberg, Dirac
formulated the Hamiltonian �2JSi � Sj to describe
the coupling between the vector spins Si and Sj

of two many-electron atoms i and j. The value of
the exchange integral J was directly proportional to
Weiss’s molecular field coefficient nW.

Spin waves were found by Bloch and Slater in
1930 to be the elementary excitations of an array of
atoms coupled by Heisenberg exchange interactions.
The band theory of ferromagnetic metals developed
by Slater and Stoner in the 1930s accounted for the
nonintegral spin moments found in Fe, Co, and Ni,
and their alloys.

The sixth Solvay conference, held in Brussels in
October 1930 (Figure 5), was consecrated to magnet-
ism. It followed 4 years of brilliant discovery in the-
oretical physics, which set out the modern electronic
theory of matter. Yet, the immediate effect on the
practical development of magnetism was slight.
Dirac there made the perceptive remark ‘‘The under-
lying physical laws necessary for the mathematical
theory of a large part of physics and the whole of
chemistry are completely known, and the difficulty is
only that the exact application of these laws leads to
equations much too complicated to be soluble.’’

Magnetic Phenomenology

A less fundamental theoretical approach was needed.
Louis Néel pursued a phenomenological approach to
magnetism, oblivious to the triumphs of quantum
mechanics. His extension of the Weiss theory to two
oppositely aligned sublattices led to the idea of
antiferromagnetism in 1932. This hidden magnetic
order awaited the development of neutron scattering
in the 1950s before it could be directly revealed. Néel
later explained the ferromagnetism of oxides such as
magnetite (Fe3O4), the main constituent of lode-
stone, in terms of two unequal, antiferromagnetically
coupled sublattices. The spinel structure of magnetite
has an ‘‘A’’ sublattice of iron sites in tetrahedral
oxygen coordination, and twice as many sites in
octahedral coordination forming a ‘‘B’’ sublattice.
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The ‘‘B’’ sites are occupied by a mixture of Fe2þ and
Fe3þ , and the ‘‘A’’ sites by oppositely aligned Fe3þ .
This yields a spin moment of 4mB per formula – a
quantitative explanation of the magnetism of arche-
typical magnets in terms of lattice geometry and
electron spin.

For many practical purposes, it is possible to ignore
the atomic and electronic basis of magnetism, and
simply regard the magnetization of a solid as a con-
tinuous vector. The hysteresis loop M(H) (Figure 6) is
a record of the resultant of the metastable structure of
domains and domain walls arising from the thermal
and magnetic history of a particular sample. Evidence
for discontinuous jumps in the Weiss domains as
the magnetization was saturated was picked up by
Barkhausen in 1919, and in 1931 the domains were
visualized by Bitter. In 1932, Bloch introduced the
idea of a domain wall as a region, where the magnet-
ization rotates continuously from one direction to
another. The exchange energy cost, written in the
continuum approximation as AðrMÞ2, where ApJ,
is balanced by the gain in magnetostatic energy
ð1=2Þ

R
m0H2 dV associated with the magnetic field

created by the ferromagnet throughout space, where
V is the volume. Another term is needed to restrict the

wall width; this is the anisotropy energy, which can
arise intrinsically from spin–orbit coupling, a rela-
tivistic effect, or extrinsically from the sample shape.
The sum of these free energy terms, together with the
Zeeman energy in an external field, is minimized to
yield the domain structure. This theory of ‘‘micro-
magnetism’’ was formulated by Brown in 1940.

Domain walls in solids tend to be pinned by local
crystal imperfections or microstructures, leading to

Figure 5 The 1930 Solvay Conference on Magnetism. (Courtesy of Université Libre de Bruxelles.) Back row: Herzen, Henriot,

Verschaffelt, Manneback, Cotton, Errera, Stern, Piccard, Gerlach, Darwin, Dirac, Bauer, Kapitza, Brioullin, Kramers, Debye, Pauli,

Dorfman, van Vleck, Fermi, Heisenberg. Front Row: de Donder, Zeeman, Weiss, Sommerfeld, Curie, Langevin, Einstein, Richardson,

Cabrera, Bohr, de Haas.
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Figure 6 The hysteresis loop of M against H for a typical per-

manent magnet. Ms is the saturation magnetization, Mr the re-

manent magnetization at zero applied field, and Hc the coercive

field required to reduce the magnetization to zero.
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the metastable states represented on the hysteresis
loop. The control of these has been due to as much
metallurgical art as physical science. An important
step was the development of a series of Co–Fe–Al–Ni
alloys, the ‘‘alnicos’’ begun by Mishima in 1932.
The mastery of coercivity gained over the course of
the twentieth century (Figure 7) was spectacular.

Burgeoning applications of magnetism were a direct
consequence. Microscopic quantum theory only
began to contribute to this process in the 1970s af-
ter the advent of rare-earth permanent magnets such
as SmCo5 and Nd2Fe14B, when an understanding of
the intrinsic, magnetocrystalline anisotropy helped in
the design of new permanent magnet materials.

A fertile approach to the problem of hysteresis was
to focus on magnetization reversal in single-domain
particles. Stoner and Wolhfarth proposed an influ-
ential model for this in 1948. Meanwhile Néel, see-
king to understand the remanent magnetism of baked
clay, proposed a model of thermally driven ‘‘super-
paramagnetic’’ fluctuations of the magnetization of
submicron-sized ferromagnetic particles the follow-
ing year. The fluctuation time is dependent expo-
nentially on the ratio of the energy barrier against
magnetization reversal to the thermal energy. As
a result, a component of magnetization became
blocked on cooling in the Earth’s magnetic field.
Application of this idea of thermoremanent magnet-
ization to cooling igneous rocks delivered a direct
and convincing argument for continental drift, as
rocks cooling at different times experienced fields
of different polarity (Figure 8). This all led to the
subfield of palaeomagnetism, and establishment of
the theory of global plate tectonics, which had far-
reaching consequences for Earth science.

Modern Developments

Magnetism since 1945 has been an area of rich and
productive discovery, not least because of the enor-
mous increase in numbers of scientists and engineers
working in the field. Magnet ownership for citizens
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of the developed world has skyrocketed from one or
two magnets in 1945 to 100–200 sixty years later, or
something in the order of a billion if one counts the
individual magnetic bits on a hard disk in a personal
computer! Countless citizens of the developing world
share magnetism’s bounty in the form of a cassette
tape recorder.

Modern achievements can be classified as: (1) those
contributing to a basic understanding of condensed
matter, (2) those associated with new experimental
probes, and (3) those leading to new materials and
industrial technologies.

Theory

From a fundamental point of view, magnetism has
proved a fruitful field for cultivating condensed mat-
ter theory. After yielding the first mean-field theory in
the guise of Weiss’s molecular field, magnetism has
provided more sophisticated theories of phase tran-
sitions, and the data to support them. A fixed point
was Onsager’s 1944 solution of the two� dimen-
sional Ising model, where spins are regarded as sca-
lars which take values 71. The behavior of more
complex and realistic systems such as the three-
dimensional Heisenberg model was solved numeri-
cally using the renormalization group technique in
the 1970s. The ability to tailor model magnetic sys-
tems having an effective spatial dimension of one or
two with structures of chains or planes of magnetic
ions and an effective spin dimension limited by an-
isotropy, has laid the foundation of the modern the-
ory of phase transitions. The effect of disorder on
antiferromagnetic interactions was studied in-
tensively in spin glasses in the 1980s. The ground
states of double chains and ladders continue to turn
up surprises.

Correlations among the electrons in a metal, and
their coupling to the crystal lattice, have generated a
wealth of ground states and phenomena in solids
such as superconductivity, heavy-fermion behavior,
quantum Hall effect. A fecund line of enquiry was
‘‘Does a single impurity in a solid bear a magnetic
moment?’’ This led to the definition, and eventually
to the solution of the Kondo problem in 1980, which
drew attention to the relation between magnetism
and electronic transport in metals, which has been an
immensely productive interface in terms of practical
devices based on magnetoresistance. Long-range
exchange interactions associated with the ripples of
spin polarization created by a magnetic impurity in a
metal led to an understanding of complex magnetic
order in the rare-earth metals. Numerical methods,
such as that based on spin-dependent density-func-
tional theory, were successfully applied in the 1990s

after the arrival of the cheap, powerful computers
needed to calculate the magnetic ground-state prop-
erties of correlated electron systems.

Experimental Methods

The discovery of magnetic resonance, the sharp ab-
sorption of microwave or radio frequency radiation
by Zeeman-split levels of an atom or nucleus in
a magnetic field, was a landmark in modern magne-
tism. Significant mainly for the insight provided into
solids and liquids at an atomic scale, electron
paramagnetic resonance (EPR) and nuclear magne-
tic resonance (NMR) spectroscopies were comple-
mented by that provided by the Mössbauer effect in
1958. Hyperfine interactions of nuclei and electrons
provided a point probe of electric and magnetic fields
at the center of the atom. In a magnetically ordered
state, precession of the magnetic sublattices in a field
leads to ferromagnetic resonance (FMR).

Of the new experimental probes of magnetism,
neutron scattering was the most influential and gene-
rally useful. A beam of thermal neutrons from a
nuclear reactor was first exploited for neutron dif-
fraction by Shull and Wohlan in 1951, who used the
magnetic scattering to reveal the antiferromagnetic
order in MnO. Countless magnetic structures have
been measured since, using the specially constructed
facilities at Chalk River, Harwell, Brookhaven, Gre-
noble, and elsewhere. Excitations could be charac-
terized by inelastic scattering of thermal neutrons,
with the help of the three-axis spectrometer devel-
oped by Brockhouse. Complete spin–wave dispersion
relations were used to provide a wealth of informa-
tion on anisotropy and exchange.

Other beams produced at large-scale facilities that
proved useful for probing magnetism were muons and
synchrotron radiation. The intense, tunable ultravio-
let and X-ray radiation from synchrotrons allowed
the measurement of magnetic dichroism from deep
atomic levels, and permitted the separate determina-
tion of spin and orbital contributions to the magnetic
moment.

Increasing availability of commercial superconduc-
ting magnets from the late 1960s has led to diagnostic
imaging of tissue based on NMR. Thousands of these
scanners in hospitals across the world provide images
of hearts, brains, and every sort of tumor. Super-
conducting magnets can now provide fields of over
20 T for NMR and general laboratory use. Coupled
with SQUID sensors, ultrasensitive magnetome-
ters capable of measuring magnetic moments of
10� 11 A m�2 are widely available. Larger fields of
up to 30 T require expensive special installations
with water-cooled Bitter magnets consuming many
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megawatts of electrical power. Resistive/superconduc-
ting hybrids in Tallahassee, Grenoble, and Tokyo can
generate steady fields in excess of 40 T. Still higher
fields mean short pulses; the higher the field, the
shorter the pulse.

Materials and Technology

A search for practical new magnetic materials led to
the discovery of hard and soft ferrites in the early
1950s. The hard ferrites were the first materials
whose coercive field exceeded their magnetization,
making it possible for a magnet to have any desired
shape, thereby breaking the centuries-old shape bar-
rier by rendering bar and horseshoe magnets obsolete
(Figure 4). The soft ferrites were indispensable for
radiofrequency and microwave components. Rare-
earth intermetallic compounds investigated from
1960 onward provided high-performance rare-earth
permanent magnets, notably Nd2Fe14B developed by
Sagawa. Miniature electromagnetic drives that are
incorporated in myriad consumer goods have been a
consequence.

For many physical studies, magnetic materials were
needed in special forms, especially single crystals or
thin films. Crystal growers were assiduously cultivated
by neutron scatterers and other condensed matter
physicists. With large crystals, tensor properties such
as susceptibility, magnetostriction, and magnetotrans-
port could be measured in detail. After 1970, thin-film
growth facilities (sputtering, pulsed-laser deposition,
molecular beam epitaxy) began to appear in ultra-
high magnetism laboratories. Ultrahigh vacuum facil-
itated the study of surface magnetism at an atomic
level, but much of the motivation was to investigate
magnetooptics or magnetoresistance of metals. Thin
films also contributed massively to magnetic storage.
In recent years, nanoscale magnetic composites have
extended the range of magnetic properties available in
hard and soft magnets.

Magnetic recording dates from the late nineteenth
century, when Poulsen recorded his voice on steel
wire. It developed into analog tape recording in
Germany in the 1930s. The first digital disk record-
ing device made its appearance in the USA, launched
by IBM, in 1956. A single bit then occupied
B0.3 mm2 on the disk surface and cost about 1 c/.
Fifty years later the same bit occupied 0.006mm2 and
cost 0.000 000 005 c/. This relentless miniaturization
and perfection of rotating-disk technology for
magnetic recording is a fascinating chapter in the
history of technology (Figure 9). It was facilitated
by a series of advances in thin film magnetic record-
ing media with uniform crystallite size in the range
10–100 nm, and multilayer thin film read/write heads
which could create and detect local magnetic fields.
The read head had to pick up weak stray fields just
above the disk surface. Inductive heads with coils
were successively replaced by heads based on an-
isotropic magnetoresistance, and in 1997 by giant
magnetoresistive heads. Giant magnetoresistance had
been discovered by Fert and co-workers in an Fe–Cr
multilayer in 1988. Reduced to its bare essentials, a
sandwich of two ferromagnetic layers with
a nonmagnetic metallic spacer known as a ‘‘spin
valve,’’ was needed to show the effect. Hundreds
of millions were being produced annually by 2003.
A variant that has been developed as a nonvola-
tile magnetic storage element is the magnetic tunnel
junction used in magnetic random-access memory
(MRAM). These magnetoresistive sensors and sto-
rage devices represented the first generation of spin
electronic devices.

Future Prospects

Past record is no guarantee of future performance, so
one must be wary of extrapolating the history of
any science or technology very far into the future.
Magnetism, like much of physics itself, has often
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Figure 9 Exponential growth of magnetic recording density over the last 50 years.
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been dismissed as ‘‘finished’’ in the past, only to con-
found the doomsayers with some new twist or un-
expected development. The current focus on spin
electronics and nanoscale magnetism will surely
be sustained for some time to come, if only by
momentum. A successful second generation of
spin electronics may depend on the emergence of
room temperature magnetic semiconductors, or at
least effective spin injection into regular semicon-
ductors.

Industrial applications of magnetism are based on
the properties of about a dozen commercially pro-
duced magnetic materials. The discovery of just one
more could animate the subject for a decade. It seems
unlikely, though, that much advance will be achieved
on the magnetic values on the hysteresis loop. There
has been no advance in saturation magnetization in a
century over that of Fe35Co65, but coercivity can be
controlled, albeit with much care and effort, to al-
most any desired value. No Curie temperature has
ever exceeded that of cobalt, which has been known
since 1912. The new material will probably com-
mend itself by a useful combination of magnetic and
nonmagnetic (electrical, optical, mechanical, etc.)
properties.

Magnetism has served the miniaturization of in-
formation technology and electromagnetic drives
well, and may continue to do so in future.
New frontiers in cell biology have to be explored.
There have been half a dozen paradigm shifts – com-
pletely new ways of seeing the magnet and its field –
during the 3000-year encounter of magnetism with
human curiosity. Who can say there will never be
another?

See also: Diamagnetism; Ferromagnetism; Magnetic Do-
mains; Magnetic Materials and Applications; Paramagnet-
ism.

PACS: 01.65.þg; 01.75.þm; 07.55.Db; 75;
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Nomenclature

B magnetic induction
c speed of light (2.99792458� 108 m s� 1)
e charge on an electron (1.602� 10� 19 C)
_ Planck’s constant (1.055� 10� 34 J s)
H magnetic field
J exchange integral
me mass of an electron (9.109� 10� 31 kg)
M magnetization
nW Weiss molecular field coefficient
S spin vector
TC Curie temperature
e0 electric permittivity of free space

(8.854� 10� 12 C2N� 1 m� 2)
m0 magnetic permeability of free space

(4p� 10� 7 Wb A� 1 m� 1)
mB Bohr magneton (9.274� 10� 24 J T� 1)
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Introduction

The word ‘‘magnetocaloric’’ is derived from Greek
Magnes (lithos) (literally, stone of Magnesia, ancient
city in Asia Minor), that is, magnesian (stone) or

‘‘magnetite’’ that has been known for thousands of
years to attract articles made from iron, and Latin
‘‘calor’’ for heat, which evolved into French ‘‘ca-
lorique’’ – the name of the invisible and indestruct-
ible fluid that, according to a theory prevailing in
1700s, was thought to be responsible for virtually
everything related to heat. This two-part word de-
scribes one of the most fundamental physical prop-
erties of magnetic materials: that is, when a solid is
exposed to a varying magnetic field, its temperature
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may be measurably increased or decreased with both
the sign and the magnitude of the temperature
difference between the final and the initial states
of the material dependent on numerous intrinsic and
extrinsic factors. The chemical composition, crystal
structure, and magnetic state of a compound are
among the most important intrinsic material para-
meters. The temperature, surrounding pressure, and
sign of the magnetic field change are examples of
extrinsic variables that affect these magnetic-field-
induced temperature changes and, therefore, play a
role in defining the magnetocaloric effect (MCE).

Inherent to every magnetic solid, the magnetoca-
loric effect has exceptional fundamental importance
because it covers length, energy, and timescales span-
ning over many orders of magnitude: from quantum
mechanics to micromagnetics, from statistical to
macroscopic thermodynamics, and from spin dynam-
ics to bulk heat flow and thermal conductivity. Map-
ping out this vast landscape is an enormously
challenging task, yet even partial successes along the
way facilitate a better understanding of how to design
novel magnetic solids; in other words, they help in
creating an environment in which a material could be
tailored to exhibit a certain combination of magnetic
and thermal properties. In addition to its basic signi-
ficance, the magnetocaloric effect is the foundation of
near-room-temperature magnetic refrigeration, which
is poised for commercialization in the foreseeable fu-
ture and may soon become an energy-efficient and
environmentally friendly alternative to vapor-com-
pression refrigeration technology. Practical applica-
tions of the magnetocaloric effect, therefore, have the
potential to reduce the global energy consumption,
and eliminate or minimize the need for ozone deple-
ting, greenhouse, and hazardous chemicals.

Discovery and First Application of
the Magnetocaloric Effect

MCE was originally discovered in iron by E Warburg,
who reported the phenomenon in 1881. The nature
of the MCE was explained and its usefulness to reach
temperatures below 1 K by adiabatically demagnet-
izing a paramagnetic substance was suggested inde-
pendently in the mid-1920s by P Debye and W F
Giauque. Namely, after cooling a paramagnetic mate-
rial in a large magnetic field to as low a temperature
as possible by conventional means, such as pumping
on liquid helium, the material was to be thermally
isolated from its surroundings, the magnetic field
removed, and the sample was predicted to cool well
below 1 K due to the magnetocaloric effect.

Together with his student D P MacDougall, W F
Giauque was the first to verify this prediction

experimentally. As Giauque and MacDougall wrote
in their 12 April 1933 letter to the editor of
the Physical Review, ‘‘On March 19, starting at a
temperature of about 3.4 K, the material cooled
to 0.53 K. On April 8, starting at B2 K, a temper-
ature of 0.34 K was reached. On April 9, starting at
B1.5 K, a temperature of 0.25 K was attained.’’ They
achieved these breakthroughs by using 61 g of
hydrated gadolinium sulfate, Gd2(SO4)3 � 8H2O,
and by reducing the magnetic field from 0.8 to 0 T.
Giauque and MacDougal conclude their short (about
200 words) letter that was published in 1 May 1933
issue of the Physical Review with the following
statement: ‘‘It is apparent that it will be possible to
obtain much lower temperatures, especially when
successive demagnetizations are utilized.’’ This tech-
nique is known as adiabatic demagnetization refri-
geration and it is successfully employed today in
ultra-low-temperature research – for example, nu-
clear adiabatic demagnetization has been and is
being used to reach micro-kelvin temperatures.

Fundamentals of the Magnetocaloric
Effect

The MCE occurs due to the coupling of a magnetic
sublattice with an external magnetic field, which af-
fects the magnetic part of the total entropy of a solid.
Similar to isothermal compression of a gas during
which positional disorder and, therefore, the corre-
sponding component of the entropy of a system are
suppressed, isothermal magnetizing of a paramagnet
near the absolute zero temperature or a ferromagnet
near its spontaneous magnetic ordering temperature
– the Curie temperature, TC – greatly reduces disor-
der of a spin system, thus substantially lowering the
magnetic part of the total entropy. In a reversible
process, which resembles the expansion of a gas at
constant temperature, isothermal demagnetization
restores the zero field magnetic entropy of a system.
The MCE, therefore, can be measured as an exten-
sive thermodynamic quantity – the isothermal mag-
netic entropy change, DSM, which is illustrated in
Figure 1 as a difference between the two entropy
functions taken at the same temperature and is mar-
ked by a vertical arrow.

When a gas is compressed adiabatically, its total
entropy remains constant whereas velocities of the
constituent molecules, and therefore, the tempera-
ture of the gas both increase. Likewise, the sum of
the lattice and electronic entropies of a solid must be
changed by –DSM as a result of adiabatically magne-
tizing (or demagnetizing) the material, thus resulting
in an increase (decrease) of the lattice vibrations
and the adiabatic temperature change, DTad, which is
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an intensive thermodynamic quantity also used to
measure and express the MCE. In Figure 1, DTad is
illustrated as a difference between the two entropy
functions taken at the same entropy and is indicated
using a horizontal arrow. It is worth noting that in
the case of a gas, it is a ‘‘change of pressure’’ that
results either in the adiabatic temperature rise or
drop, or the isothermal entropy change, while in the
case of a magnetic solid it is a ‘‘change of the magne-
tic field’’ that brings about the MCE. Needless to say,
no matter how strong the magnetic field around the
sample, the MCE will remain zero as long as the field
is kept constant.

For a given material at a constant pressure, the two
quantitative characteristics of the magnetocaloric ef-
fect are functions of the absolute temperature (T) and
the magnetic field change (DB ¼ Bf2Bi), where Bf

and Bi are the final and initial magnetic fields, re-
spectively, experienced by the material. The MCE
can be easily computed provided the behavior of the
total entropy (S) of a compound is known as a func-
tion of temperature in both the initial and final
magnetic fields, e.g., see Figure 1:

DSMðT;DBÞDB¼Bf�Bi

¼ SðT;BÞB¼Bf
� SðT;BÞB¼Bi

½1�

DTadðT;DBÞDB¼Bf�Bi

¼ TðS;BÞB¼Bf
� TðS;BÞB¼Bi

½2�

Equation [2], in which the entropy is the inde-
pendent variable and the temperature is the depend-
ent variable, is straightforwardly employed in direct
measurements of DTad. Thus, the temperature of a
sample is measured in both Bi and Bf, that is, before

and after the magnetic field has been altered. The
difference between the two temperatures yields the
intensive MCE value, which is usually reported as a
function of temperature for Bi ¼ 0.

At equilibrium, both DSM and DTad are correlated
with the magnetization (M), magnetic flux density
(B), heat capacity at constant pressure (C), and ab-
solute temperature by one of the following funda-
mental Maxwell equations:

DSMðT;DBÞDB¼Bf�Bi
¼
Z Bf

Bi

@MðT;BÞ
@T

� �
B

dB ½3�

DTadðT;DBÞDB¼Bf�Bi

¼ �
Z Bf

Bi

T

CðT;BÞ �
@MðT;BÞ

@T

� �
B

dB ½4�

As immediately follows from eqns [1]–[4], mate-
rials whose total entropy is strongly influenced by a
magnetic field and where the magnetization varies
rapidly with temperature, are expected to exhibit an
enhanced MCE. The latter peaks when |(@M(T, B)/
@T)B| is the greatest, that is, around the TC in a
conventional ferromagnet or near the absolute zero
temperature in a paramagnet. Usually, the MCE of a
simple ferromagnet is gradually lowered both below
and above the TC, as is clearly seen in Figure 2.

Equations [3] and [4] are easily derived from gen-
eral thermodynamics, yet both fail to describe the
MCE in the vicinity of a truly discontinuous first-
order phase transition when either or both
|[@M(T, B)/@T]B| and [T/C(T, B)]B do not exist even
if the phase volume change is negligibly small. (By
definition, partial first derivatives of Gibbs free
energy with respect to intensive thermodynamic
variables, for example, T, P, or B, vary discontinu-
ously at the first-order phase transition. As a result,
the bulk magnetization is expected to undergo a dis-
continuous change at constant temperature; and the
heat capacity is expected to be infinite during a first-
order phase transformation. Thus, in theory, [@M(T,
B)/@T]B and [T/C(T, B)]B do not exist at the temper-
ature of the first-order transition. In reality, these
changes occur over a few-kelvin-wide temperature
range and both functions can be measured experi-
mentally.) Equations [1] and [2], on the other hand,
define the MCE regardless of the thermodynamic
nature of the phase transformation that occurs, if
any, in a material.

For a first-order phase transition, it is also possible
to employ an approximation, which is based on the
Clausius–Clapeyron equation:

dB

dT

� �
eq

¼ DS

DM

� �
T

½5�
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In eqn [5], the left-hand-side derivative is taken
under equilibrium conditions, that is, when Gibbs
free energies of the two phases are identical to one
another. For the right-hand side, DS ¼ S2 � S1 and
DM ¼ M2 � M1, where the subscripts 1 and 2 cor-
respond to the states of the material in the initial and
final magnetic fields, respectively. Obviously, eqn [5]
is only applicable when Bf is strong enough to com-
plete the transformation from a state 1 to state 2 and
when the quantity dB/dT at equilibrium is known. In
other words, the B–T phase diagram for the system
must be well established. By using the Clausius–
Clapeyron equation, only an estimate of the exten-
sive MCE, DSM¼ DS, is possible.

Magnetic Order and the Magnetocaloric
Effect

It is easy to see (Eqns [3] and [4]) that both DSM and
DTad are proportional to the derivative of bulk
magnetization with respect to temperature at con-
stant magnetic field. The DTad is also proportional to
the absolute temperature and inversely proportional
to the heat capacity at constant magnetic field. It is
predictable, therefore, that any material should have
the largest MCE when its magnetization is changing
most rapidly with temperature. This, for example,
occurs in the vicinity of a Curie temperature of a
ferromagnet. (From eqn [4] it is not obvious that
DTad(T)DB is at its maximum at the Curie tempera-
ture because heat capacity of a material ordering
ferromagnetically also peaks around TC. It can be

shown, however, that the maximum of DTad(T)DB

does indeed occur in the immediate vicinity of TC,
especially when Bi¼ 0 and DB-0. By directly me-
asuring DTad(T)DB in low magnetic fields, it is, there-
fore, possible to determine the Curie temperature of
a ferromagnet.) The MCE will decrease below TC,
where the magnetization approaches saturation and
becomes weakly dependent on temperature, and
above the Curie temperature when the magnetizat-
ion shows only a paramagnetic response, that is, it is
proportional to T� 1, while its derivative maintains a
proportionality to T�2.

Conventional ferromagnets, therefore, typically
display ‘‘caret-like MCE.’’ This kind of behavior is
easily recognizable in Figure 2, and it is also shown
in Figure 3a for a Gd5Si2.5Ge1.5 compound. The
latter orders ferromagnetically via a second-order
phase transformation at 312 K. As the DB increases,
the magnitude of the MCE of a conventional ferro-
magnet also increases. The rate of change of the
MCE with magnetic field, that is, the instantaneous
derivative of the MCE with respect to DB is, how-
ever, the largest at the lowest Bf. The intensive meas-
ure of the MCE can vary from a fraction of 1 K T� 1

to several K T� 1. Elemental Gd, for example, ex-
hibits a d[DT(T, DB)]/d(DB) of B3 K T� 1 around
TC when Bf is on the order of 1 T. The deriva-
tive falls to B1.8K T� 1 when Bf approaches 10 T.
It is worth noting that away from absolute zero,
d[DT(T, DB)]/d(DB) in conventional ferromagnetic
materials is only weakly dependent on temperature
(see Figure 3a).
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Anomalous behaviors of the MCE are closely
related to anomalous changes in the magnetic struc-
tures of solids causing unusual behaviors of the two
functions, [@M(T, B)/@T]B and [T/C(T, B)]B, which
are carried over to both DSM(T)DB and DTad(T)DB

(see eqns [3] and [4]). One of the most commonly
observed MCE anomalies is when a material un-
dergoes two or more successive magnetic transitions
in close proximity to one another. Then, instead of a
conventional caret-like shape, a skewed caret, some-
times approaching a flat and an almost constant
value as a function of temperature, that is, a ‘‘table-
like MCE’’ can be observed. An example of such
behavior is shown in Figure 3b for Gd0.54Er0.46AlNi.
Both DSM(T)DB (Figure 3b) and DTad(T)DH (not
shown) of this material are almost constant between

the two successive magnetic phase transition temper-
atures, which are B20 K apart. Anomalous MCE
behaviors may also be due to low-lying crystalline
electric fields and strong quadrupolar and/or
magnetoelastic interactions. Furthermore, the MCE
can be adjusted over a broad range of behaviors by
mixing two or more individual compounds or phas-
es, each with a simple caret-like MCE, into a com-
posite where the resulting isothermal magnetic
entropy change will be a weighted sum of the cor-
responding values of the individual components.

Generally, a more complicated magnetic behavior
results in an anomalous and a more complicated
behavior of the MCE. For instance, upon cooling in a
zero magnetic field, elemental Dy orders antifer-
romagnetically at B180 K with a helical magnetic
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structure, and then transforms from the helical an-
tiferromagnetic state to a ferromagnet at B90 K.
When the magnetic field is between 0 and B2 T, a
few additional magnetic structures emerge in pure
Dy between 90 and 180 K. Thus, when the magnetic
field is low, the MCE of Dy shows a sharp step-like
increase at B90 K due to a first-order ferromagnetic–
antiferromagnetic transition, and then goes through
a minimum immediately followed by a weak maxi-
mum at B180 K for DB¼ 1 T (see Figure 4). The
minimum exists because the application of a magne-
tic field to an antiferromagnet increases the magnetic
entropy, thus inverting the sign of the MCE (in a
ferromagnet the increasing field decreases magnetic
entropy). When Bf is increased to 2 T, the magnetic
field is strong enough to quench the first-order fer-
romagnetic–antiferromagnetic phase transition and
it induces a noncollinear magnetic structure which
yields a broad MCE maximum at B127 K. Since a
2 T magnetic field is not strong enough to destroy
this noncollinear structure, the slightly negative DTad

is still observed at B174 K. The latter is followed by
a weak caret-type peak at B181 K (Figure 4). Upon
increasing the magnetic field to 5 T, it becomes strong
enough to suppress all of the magnetic structures
except the ferromagnetic phase and the MCE of Dy
for DB¼ 5 T has a single, somewhat skewed, caret-
type peak at B181 K.

Most magnetic materials on cooling undergo a
second-order phase transition from a paramagnet to
a ferromagnet with a conventional MCE behavior
(Figures 2 and 3a), or from a paramagnet to an an-
tiferromagnet with a skewed caret-like MCE if the
magnetic field is large enough to destroy the antifer-
romagnetism and cause it to change to a ferromagne-
tic structure (Figure 4). A few materials, however,
form a ferromagnetically ordered phase through a

first-order magnetic phase transition, which may also
be coupled with a change of the crystal lattice. One
such example is illustrated in Figure 3c. Here, since
the phase transition in Gd5Si2Ge2 is of the first order,
the |[@M(T, B)/@T]B| is larger than usual (but not in-
finite and undefined as could happen if the transition
occurs infinitely fast at constant temperature, pres-
sure, and magnetic field), and therefore, the MCE is
also larger than usual (see eqns [3] and [4]). Tech-
nically, this behavior is known as the ‘‘giant MCE.’’
If one compares the behavior of the giant MCE in
Gd5Si2Ge2 with that of the other two materials
shown in Figures 3a and 3b the most obvious differ-
ence is that at large magnetic fields the MCE versus
temperature is extended considerably toward the
high-temperature side of the peak, but the increase in
the magnitude of the MCE with increasing field is
affected to a much lesser extent than that in second-
order phase transition compounds.

The MCE in first-order phase transition materials
undergoing coupled magnetostructural transforma-
tions may be further enhanced by the added differ-
ence of the entropies of the two crystallographic
modifications of the material, DSst¼7(SHF –SLF),
where HF and LF designate the high field and the low
field phases, respectively:

DSMðT;DBÞDB¼Bf�Bi

¼
Z Bf

Bi

@MðT;BÞ
@T

� �
B

dB þ DSst ½6�

It is worth noting that unlike the first factor of the
right-hand side of eqn [6], which represents the
conventional contribution to the isothermal magnetic
entropy change (see eqn [3]), DSst is magnetic field
independent provided the change from Bi to Bf is large
enough to complete the structural transformation.

Although the last factor in eqn [6] is a hidden pa-
rameter in conventional measurements of the MCE,
an estimate based on comparing the MCE exhibited
by the closely related materials with and without
magnetic field-induced structural transformations in-
dicates that DSst may account for more than a half of
the total magnetic entropy change in magnetic fields
below 5 T. Advanced magnetocaloric materials
should, therefore, exist in solid systems where exten-
sive structural changes are coupled with ferromagne-
tic ordering, and therefore, can be triggered by a
magnetic field. Considering eqn [6], the strongest
MCE should be found in novel compounds enginee-
red in order to maximize the entropy of a structural
transformation, DSst. An extensive listing of DSM

and DTad values can be found in the reviews by
Gschneidner and Pecharsky, and Tishin and Spichkin –
see the ‘‘Further reading’’ section.
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Active Magnetic Regenerator Cycle and
Near-Room-Temperature Magnetic
Refrigeration

Adiabatic demagnetization refrigeration, described at
the beginning of this article, is a discontinuous proc-
ess for all practical reasons because it may take as
much as a few hours to repeat the refrigeration cycle
and reach the target temperature. The history of con-
tinuous magnetic refrigeration can be traced to the
work of S C Collins and F J Zimmerman, and C V
Heer, C B Barnes and J C Daunt, who in the early
1950s built and tested two magnetic refrigerators
operating between B1 and 0.2 K by periodically
magnetizing and demagnetizing iron ammonium
alum. The apparatus built by Heer, Barnes, and
Daunt operated at 1/120 Hz frequency (2 min per cy-
cle) and on average extracted 12.3mJ s� 1 from the
cold reservoir at 0.2 K.

It was not, however, until 1976 when G V Brown
reported a near-room-temperature continuously op-
erating magnetic refrigerator, that it became clear
that magnetic refrigeration may be successfully uti-
lized at significantly higher temperatures and achieve
much larger temperature spans than the maximum
observed MCE. Brown was able to attain a 47 K no-
load temperature difference between the hot end
(319 K) and cold end (272 K) of his unit by regen-
erating a column of fluid using Gd metal and a
magnetic field change from 0 to 7 T and from 7 to
0 T. The achieved temperature difference was more
than three times the MCE of Gd for DB¼ 7 T (see

Figure 2, where for a slightly greater DB¼ 7.5 T, the
maximum DTad of Gd is around 16 K at TC¼ 294 K;
the MCE is B13 K and B11 K at 319 K and 272 K,
respectively).

Following the early work of Brown, the concept of
active magnetic regenerator (AMR) refrigeration was
introduced by W A Steyert in 1978 and developed by
J A Barclay and W A Steyert in the early 1980s. It
was subsequently brought to life in the later 1990s,
when various magnetic refrigeration units were built
in the US, Europe, and Japan. In the AMR cycle,
shown schematically in Figure 5, a porous bed of a
magnetic refrigerant material acts as both the refri-
gerant that produces refrigeration (i.e., temperature
lift) and the regenerator for the heat transfer fluid.
Assume that the bed is at a steady state with the hot
heat exchanger at 181C and the cold heat exchanger
at 21C. In Figure 5a, the initial temperature profile
for the bed is in its demagnetized state in zero
magnetic field (dashed line). When a magnetic field is
applied to the refrigerant, each particle in the bed
warms because of the MCE to form the final
magnetized bed temperature profile (solid line). The
amount each particle warms is equal to DTad reduced
by the effect of the heat capacity of the heat transfer
fluid in the pores between the particles. Next, the 21C
fluid flows through the bed from the cold end to the
hot end (Figure 5b). The bed is cooled by the fluid,
lowering the temperature profile across the bed (from
the dashed line to the solid line), and the fluid in turn
is warmed by the bed, emerging at a temperature
close to the temperature of the bed at the warm end.
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This temperature is higher than 181C, so heat is
removed from the fluid at the hot heat sink as the
fluid flows through the hot heat exchanger. After the
fluid flow is stopped, the magnetic field is removed,
cooling the bed by the MCE (from the dashed line to
the solid line in Figure 5c). The refrigeration cycle is
completed by forcing the 181C fluid to flow from the
hot to the cold end of the bed (Figure 5d). The fluid is
cooled by the bed, emerging at a temperature below
21C and removes heat from the cold sink as the fluid
passes through the cold heat exchanger. After com-
pletion of this last step, the cycle is repeated beginn-
ing from step (a) (Figure 5).

The AMR cycle outlined above has several positive
features useful for practical application in magnetic
refrigeration devices. First, the temperature span of a
single stage can greatly exceed that of the MCE of
the magnetic refrigerant because the MCEs of the
individual particles collectively change the entire
temperature profile across the bed. Second, because
the bed acts as its own regenerator, heat need not be
transferred between two separate solid assemblies,
but rather between the solid particles in a single bed
via the action of a fluid. Third, the individual par-
ticles in the bed do not encounter the entire temper-
ature span of the stage, and hence the bed may be
made into layers, each containing a magnetic mate-
rial with properties optimized for a particular
temperature range.

The AMR refrigeration cycle has been successfully
realized in a laboratory prototype magnetic refrigera-
tor, which was recently designed and constructed by
the Astronautics Corporation of America. The device
is shown together with its schematic diagram in
Figure 6. The refrigerator operates near room tem-
perature in a magnetic field between 0 and B1.5 T
created by a permanent magnet. As the wheel spins, it
brings one of its sections containing the magnetic re-
frigerant (the regenerator bed) into the high magnetic
field volume, where the bed is heated due to the MCE
(see Figure 6a). As long as this section of the wheel
moves between the poles of the permanent magnet, it
remains in the magnetized state and the heat exchange
fluid (water) flows from the cold heat exchanger
through the bed and into the hot heat exchanger. This
corresponds to the second step of the AMR cycle
shown in Figure 5b. While the wheel continues to
spin, the same section exits from the high magnetic
field volume. As the bed cools due to the MCE, the
heat exchange fluid flow is reversed and it now flows
from the hot heat exchanger through the bed toward
the cold heat exchanger, thus completing steps (c) and
(d) of the AMR cycle illustrated in Figure 5.

This permanent magnet-based rotating bed magne-
tic refrigerator was recently awarded US patent no.

6 526 759. The unit can operate at frequencies ex-
ceeding 1 Hz and it has achieved a maximum cooling
power of 95 W and a maximum temperature span of
201C. As tested by engineers at the Astronautics
Corporation of America, the Carnot efficiency of this
laboratory prototype system compares favorably
with conventional vapor-cycle refrigeration devices,
thus making magnetic refrigeration the first energy-
efficient solid-state refrigeration technology.

The Future of the Magnetocaloric Effect

Considering practical applications of the MCE, its
extent is one of the most critical parameters defining

Magnetic field

Magnetic
material

(magnetized)

Load

Cold heat
exchanger

Wheel

Rotation

Magnetic
material
(demagnetized)

Hot heat
exchanger

HHEX

CHEX

Magnet

Wheel

(a)

(b)

Figure 6 (a) The principal schematic diagram of the device and

(b) laboratory prototype magnetic refrigerator designed and con-

structed by the Astronautics Corporation of America in 2001. A

B1.5 T magnetic field around the wheel filled with Gd spheres is

produced by a permanent magnet. The refrigerator operates at

ambient conditions with a maximum temperature span of B201C

and maximum cooling power of 95 W. ((b) Courtesy of the As-

tronautics Corporation of America, 4115 N. Teutonia Avenue,

Milwaukee, WI 53209.)
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the performance of a magnetic refrigerator – the
stronger the MCE the higher the efficiency of the
device, all other things being equal. As is often
the case with emerging technologies, numerous appli-
cations of magnetic refrigeration may stem from a
reliable foundation formed by advanced magnetoca-
loric materials. For example, the availability of low-
cost high-performance solids exhibiting enhanced
MCE between B250 and B350 K is an important
requirement in order to facilitate commercialization
of magnetic refrigeration for a variety of consumer
uses – from home appliances to climate control in
motor vehicles. In another example, when suitable
magnetocaloric compounds supporting continuous
magnetic cooling from B300 to B20 K are develo-
ped, the energy penalty incurred during hydrogen
liquefaction using the conventional gas-compression
approach may no longer be a limiting factor preven-
ting the widespread use of liquid hydrogen fuel in
transportation. It is conceivable that many other
areas where conventional refrigeration is inapplicable
because of scaling difficulties and/or where thermo-
electric refrigeration demands too much energy, mag-
netic refrigeration will eventually emerge as the
cooling technology of choice.

To amplify the MCE, conventional wisdom calls
for increasing the magnetic field change in addition
to maximizing both the derivative, |(@M(T, B)/@T)B|,
and the region of magnetic fields and temperatures
where the magnetization remains highly sensitive to
temperature (see eqns [1]–[5]). Considering the cur-
rent state-of-the-art of permanent magnet alloys and
magnet design, it is quite unlikely that magnetic
fields in excess of about 2 T at a reasonable cost will
become common in the foreseeable future. That is
why maximizing the MCE by manipulating chemical
and phase compositions, atomic, microscopic, and
magnetic structures of a material appears to be the
most realistic option in order to reach the strongest
possible MCEs in readily available magnetic fields.
Although it remains a formidable challenge for basic
science, a better understanding of the MCE, inclu-
ding the ability to control a variety of chemical,
structural, and physical degrees of freedom that de-
fine the properties of solids will lead to improved
existing materials and should eventually result in
novel compounds exhibiting large MCE.

An especially promising area of research is the
study of the extensive measure of the MCE, that is,
the isothermal magnetic-field-induced entropy change
that can be strongly enhanced by the added entropy
of a structural transition (see eqn [6]). Provided the

magnetic field completes the polymorphic transfor-
mation, this additional entropy is magnetic field in-
dependent, and therefore, may account for more than
half of the observed MCE, especially in relatively
weak magnetic fields. The design of novel materials
exhibiting potent MCEs in weak magnetic fields is,
therefore, possible by ensuring that (i) a structural
transition can be triggered and completed (or nearly
completed) by a weak magnetic field; (ii) the trans-
formation has low thermal and magnetic field
hystereses, that is, is reversible, and (iii) the differ-
ence between the entropies of different polymorphic
modifications is maximized.
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Introduction

Joule first observed magnetostriction effect on an
iron bar; further experiments performed on Fe–Ni
alloys allowed Ch E Guillaume to discover the Invar
effect. Since then, a vast discipline in condensed mat-
ter studies has emerged. Magnetism and symmetry
together lead to a variety of phenomena which,
during the twentieth century, have been a key for the
understanding of the theories of solids. The earliest
magnetostriction theories were based on a pheno-
menological model proposed by R Becker and W
Döring in 1939. The most complete and quantum-
mechanical theory of magnetostriction was developed
by E R Callen and B Callen. As a general phenom-
enon in magnetism, in the magnetostriction phenom-
enology one has two extreme situations in which
theories can closely predict and explain the behavior
of the solids, that is, local-moment and itinerant ap-
proaches. The first considers the magnetic electrons
identified with a given atom or ion which makes
possible a theoretical treatment within the framework
of the mean field crystal electric field (CEF) theory.
The itinerant approach should be considered within
the framework of a many-body problem and encom-
passes band-structure calculations. Clear examples
of local-moment systems are the rare-earth inter
metallics; in these compounds the anisotropic and
magnetostriction properties are driven by the 4f elec-
tron of the rare-earth (RE) ion. The strong spin–or-
bital coupling gives rise in TERFENOL to the largest
magnetostriction effects ever observed at room tem-
perature. On the other hand, the 3d alloys represent
archetypical systems in which the itinerancy and
the strong CEF interaction form the basis of the
magnetoelastic effects. In these systems the possible
unquenched orbital moment can produce relevant
anisotropic and magnetostriction effects.

Current theories rely mainly on these two approa-
ches; nevertheless, there exists a wide phenomenology
(not very well understood but fascinating) that will be
briefly described in this section. These are related to
the magnetic fluctuations of the magnetic moment,
which in general, produces large magnetovolume
effects. Carrier localization is another source of
magnetostriction, as discovered recently in magne-
tic oxides with colossal magnetoresistance (CMR);
orbital instabilities also cause large anisotropic

magnetostriction in related oxides, such as the co-
baltites. Isotopic effect has also been recently reported
in transition metal oxides in which electron–phonon
interaction plays a key role in the magnetic and
magnetotransport properties. There exists another
source of large magnetoelastic effect when magnetic
and structural transitions occur; thermal effects pro-
duce large spontaneous magnetostriction. These tran-
sitions can also be induced by applying a magnetic
field and causing large magnetostructural effects of
magnetoelastic nature. Other related effects are also
important, such as the change of the elastic module
due to the change of magnetization – the so-called DE
effect. The inverse magnetostriction effect, that is, a
change in the magnetization originated by an induced
lattice deformation, is another example.

Shape memory alloys are also very interesting
when, associated with the thermoelastic difussionless
transformation, a magnetic transition takes place. In
this case, twin boundaries can be displaced by a
magnetic field producing large magnetostriction.

Spontaneous Magnetostriction

In the absence of applied magnetic field, only certain
solids exhibit magnetostriction effect: the ferrimagne-
tic or ferromagnetic materials. The existence of long-
range magnetic order produces a lattice deformation
of magnetoelastic type due to the spin–lattice coup-
ling. Nevertheless, as the overall magnetization is
zero, due to the existence of magnetic domains, the
magnetostriction is also zero and each domain is
magnetostrictively deformed. This is because the ran-
dom distribution of deformations is, on average, can-
celed out. Spontaneous magnetostriction is observed
when the thermal expansion of the lattice does not
follow the Gruneisen law:

oph ¼ ðDV=VÞph ¼
Z

kgCvðTÞ dT ½1�

This law accounts for phonons as contributing to the
thermal expansion of the lattice. Below the ordering
temperature, ferromagnets experience an additional
contribution to the thermal expansion of magneto-
elastic origin and isotropic omag which can be ob-
tained from the experiment as

omag ¼ ðDV=VÞExperimental � ðDV=VÞGruneisen ½2�

This contribution is associated with the establish-
ment of a long-range magnetic order, and can be
strongly enhanced due to the existence of magnetic
moment instabilities (longitudinal fluctuation of the
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magnetization) or structural transitions associated
with the magnetic transition.

The first case can give rise to zero or negative
thermal expansion coefficient – this is called Invar
effect. Alloys such as FeNi, where this effect is
relevant, are used in applications such as mechanical
precision systems and in large cryogenic containers.
Many rich intermetallic alloys present this behavior
and an example is given in Figure 1a. In many struc-
tural transitions the magnetoelastic energy is quite
large and a simultaneous structural and magnetic
transition may occur; in these cases, a volume con-
tribution also exists, and in general, large entropic
content is involved in such transitions (e.g., in com-
pounds with large magnetocaloric effect). Figure 1b
shows the large volume anomaly observed in the
magnetocaloric alloy Gd5Ge2Si2.

Anisotropic Magnetostriction

As in magnetism, all materials have magnetostric-
tion under an applied magnetic field. Usually,

magnetostriction associated with diamagnetism and
paramagnetism is quite small and is not discussed in
this article. Ferromagnetic and ferrimagnetic com-
pounds show magnetostrictive deformation when a
magnetic field is applied. As already mentioned, the
domains are deformed due to the magnetoelastic coup-
ling; under the application of a magnetic field, the wall
domain displacement favors an overall deformation of
the lattice. To account for the anisotropic nature of the
resulting strain, the deformation is measured along and
perpendicular to the applied magnetic field. The strains
are called parallel (l8) and perpendicular (l>) magne-
tostriction, respectively. The anisotropic magnetostrict-
ion (lt) is defined as lt ¼ l8 � l>. In crystalline
materials, the strain depends on the direction of the
measurements (bi) and also the direction of the magne-
tization (ai). As an example, for a cubic crystal

Dl=l½ax; ay; az�½bx; by; bz�
¼ 3

2l1 0 0ða2
xb

2
x þ a2

yb
2
y þ a2

zb
2
z � 1

3Þ
þ 3l1 1 1ðaxaybxby þ axazbxbz þ ayazbybzÞ ½3�
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If the deformation is measured along the [1 0 0] axis
ðbx ¼ 1; by ¼ bz ¼ 0Þ, this expression becomes

Dl=l ¼ 3
2 l1 0 0ða2

x � 1
3Þ ½4�

As a consequence, l1 00 represents the change in length
along the [1 0 0] axis when the easy magnetization di-
rection is the [1 0 0] axis ðax ¼ 1Þ, that is, Dl=l ¼ l1 0 0.
The anisotropic magnetostriction is then

lt ¼ðDl=lÞ½1 1 1�½1 1 1� � ðDl=lÞ½1 1 1�½1 0 1�
¼ 3

2l1 1 1 ½5�

Similarly, if the easy magnetization direction is along
the [1 1 1] axis and the deformation is measured
along this direction (i.e., ðax ¼ ay ¼ az ¼ 1=

ffiffiffi
3

p
; bx ¼

�bz ¼ 1=
ffiffiffi
2

p
; by ¼ 0Þ,

lt ¼ðDl=lÞ½1 1 1�½1 1 1� � ðDl=lÞ½1 1 1�½1 0 1�
¼ 3

2l1 1 1 ½6�

where l1 00 and l1 11 are related to the strain along the
[1 0 0] and [1 1 1] directions when the magnetization is,
respectively, along these directions:

lt ¼ 3
2l1 0 0 and lt ¼ 3

2l1 1 1 ½7�

In an isotropic solid, there exists only one magneto-
strictive strain parameter ls, such that the deformation
along any direction is given by

Dl=l ¼ 3
2lsðcos2 y� 1

3Þ ½8�

where y is the angle between the magnetization and the
measurement deformation direction. Expression [8] is
obtained for a cubic solid if l1 0 0 ¼ l1 1 1 ¼ ls in [3].

Single-Ion Theory of Magnetostriction

H B Callen and E Callen applied quantum mechanics
and symmetry considerations to magnetostriction;
with this formalism, it is possible to calculate (using
microscopic models) the magnetostrictive deforma-
tions in a single crystal and, by appropriated averages,
obtain information of the intrinsic magnetoelastic
parameter from measurements performed in poly-
crystalline materials. As an example, the procedure is
considered assuming cubic symmetry and the easy
magnetization direction along the [1 0 0] axis.

The equation similar to expression [3], but written
in terms of irreducible strains eGi , is written as

l½a1a2a3�½b1b2b3� ¼ 1
3e

a þ 1
6e

g
1ð2b

2
3 � b2

2 � b2
1Þ

þ 1
2e

g
2ðb

2
1 � b2

2Þ þ 2ee1b2b3

þ 2ee2b1b3 þ 2ee3b1b2 ½9�

The definition of the eGi strains in terms of the usual
Cartesian ones is given in Table 1. From eqns [2] and
[6], the tetragonal strain for the [0 0 1] direction of

the magnetization is

h1 ¼
ffiffi
3
2

q
eg1 þ 1ffiffi

2
p eg2 ½10�

Now, the CEF Hamiltonian referred to a frame of
fourfold axes, and where the spontaneous magnet-
ization is along the z-axis, parallel to [0 0 1], is

Hc ¼ B̃0
4 Õ0

4 þ
ffiffiffiffi
10
7

q
%O0

4

� �
þ B̃0

6 Õ0
6 þ

ffiffiffiffiffiffi
14

p
%O0

6

 �
½11�

where the B̃0
4 are the CEF parameters and Om

n the
Stevens DEF operators written in the Buckmaster
notation (tabulated by Hutchings). The Zeeman and
exchange interactions can be written as

HZ þ Hex ¼ �gmBðH þ l/mSÞJ ½12�

where /mS is the thermal statistical average of the
magnetic moment, J the RE angular momentum and
l the mean-field exchange constant.

In the presence of magnetoelastic coupling, the
corresponding Hamiltonian, up to second order
terms, is

Hms ¼ � Ma
0e

a � Mg
2 eg1Õ0

2 þ
ffiffiffi
2

p
eg2 %O2

2

 �
� Me

2ðiee1 %O1
2 � iee2Ô1

2 þ ee3Ô2
2Þ ½13�

where MG
i are the magnetoelastic coupling parame-

ters. The elastic energy is given by

Eel ¼ 1
2C

aðeaÞ2 þ 1
2C

g ðeg1Þ
2 þ ðeg2Þ

2
h i

þ 1
2C

e ðee1Þ
2 þ ðee2Þ

2 þ ðee3Þ
2

h i
½14�

where CG are irreducible symmetric elastic constants.
The equilibrium strains ðeg2Þ are formed by minim-
izing the average energy /HmsSþ Eel with respect to
the strains, and are given by

%%eg1 ¼Mg
2

Cg/Õ0
2S; %%eg2 ¼ Mg

2ffiffiffi
2

p
Cg

/ %O0
2S

%%ee2 ¼Me
2

Ce ð�i/Ô1
2SÞ; etc: ½15�

The statistical average values /?S are evaluated
using the energy levels and wave functions which

Table 1 Equivalence between the irreducible eG1 and the Car-

tesian eij for a cubic crystal

Irreducibles Cartesians

ea exx þ eyy þ ezz
eg1 ð1=2Þð2ezz � exx � eyy Þ
eg2

ffiffiffi
3

p
=2

� �
ðexx � eyy Þ

ee1 exy
ee2 exz
ee3 eyz
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diagonalize the unperturbed Hamiltonian Hc þ HZþ
Hex. This theoretical approach allows calculating
the field and thermal dependence of the magneto-
striction on single crystals. As an example, Figure 2
shows the experimental results of the irreducible
deformations obtained from magnetostriction meas-
urements in an HoAl2 single crystal. The magneto-
elastic coefficient is obtained from the fit of these
results.

Magnetostriction in Oxides

Magnetic oxides are characterized by strong locali-
zation of the magnetic electrons on the ionic sites,
which are separated by oxygen ions. The magnetic
interactions in magnetic oxides are of indirect origin,
such as the superexchange between ions of the
same ionic valence or double exchange, in which the
existence of mixed valence is necessary. Magneto-
striction in magnetic oxides has been widely studied.
It could be noted that the results obtained in fer-
rimagnetic oxides (e.g., ferrites and garnets) show
only weak anisotropic magnetostriction due to the
quenching of the orbital moment by the strong
crystal electric field interaction. Exceptions to this
low value of the magnetostriction were found in
titanium, chromium, and cobalt ferrites. De Lach-
eisserie has summarized the magnetostriction in these
compounds. There exist other sources of large spon-
taneous magnetovolume effect occurring in antifer-
romagnetic oxides, such as V2O3 and Fe3O4. In these

compounds, these effects occur either due to the
existence of a Mott transition, in the case of the
vanadium oxides, or to the existence of the charge
ordering (Verwey transition in the case of magnetite).
These effects are not related to orbital degrees
of freedom. Another source of magnetostriction
has been found in compounds with cooperative
Jahn–Teller effect transition. In this case, the removal
of the orbital degeneracy brings about a lowering of
the symmetry, giving rise to structural transitions.
This is a thermal effect in which tunneling between
energetically equivalent distortions becomes unstable
as temperature changes, resulting in a new ground
state where the distortions are long-range ordered
(cooperative Jahn–Teller effect). Under certain condi-
tions, it is possible to induce the transition by the
application of a magnetic field. This source of
magnetovolume effect does not have its origin in the
spin–orbit coupling but in the electron–phonon inter-
action. Nevertheless, the bibliography on this topic
is scarce. In fact, the magnetostriction in mangani-
tes was completely ignored until the recent discovery
of the CMR phenomena. The upsurge of interest
in mixed-valent manganites R1�xMxMnO3 ðR ¼
rare earth; M ¼ Ca; Sr; BaÞ has attracted the inter-
est of the scientific community. Ibarra and co-workers
discovered a large and unusual magnetostriction in
the paramagnetic phase of the CMR compound
La0.6Y0.07Ca0.33MnO3. In this compound, the magne-
tic ions are Mn3þ and Mn4þ. In both ions, the rela-
tivistic spin–orbit coupling is irrelevant, given the lack
of orbital moment in Mn4þ ðt3

2gÞ and in Mn3þ ðt4
2gÞ

due to the Jahn–Teller distortion. This compound has
a paraferromagnetic transition at Tc ¼ 260 K. Asso-
ciated with this transition, there exists a metal–insu-
lator transition with an abrupt change of resistance.
The metallic phase has a low resistance, which is in-
trinsically related to the high mobility of the carriers
in the ferromagnetic phase due to the nature of the
double-exchange interaction. In the paramagnetic
phase, the resistance increases as the temperature
decreases, showing a semiconductor or polaronic
behavior (see Figure 3a). Under the application of
a magnetic field, the transition can be induced. This
is the origin of the intrinsic CMR in this compound.
As in the Invar compounds, there exists a volume
anomaly at this transition, with an extra contribution
over the phonon contribution to the thermal expan-
sion as shown clearly in Figure 3b. In this case,
such an effect is due to the carrier localization. As the
Curie temperature is approached from the para-
magnetic phase, the carriers are magnetic polarons
(namely, the charge and a magnetic cloud). The ther-
mal expansion effect is related to the formation
of these magnetic clusters called ‘‘magnetic polarons.’’
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Figure 2 Thermal dependence of the rhombohedral irreducible

strain, e.g., in HoAl2 single crystal. The dots are experimental

results and the line is the theoretical fitting using the single-ion

model described in the text.
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The thermal dependence of the intensity of the small-
angle neutron scattering (SANS) also showed a similar
dependence, as shown in Figure 3c. Under the appli-
cation of a magnetic field, the same dependence
is kept for both magnitudes with a large change in
the volume of the sample. This field dependence
at one temperature is shown in Figure 4, where a
large volume magnetostriction is observed. This large
magnetostriction in magnetic oxides is a result of
a growing magnetic cluster and percolation raising
the ferromagnetic state and, as a consequence, the
shrinkage of the lattice.

In the above-mentioned compounds, the anisotrop-
ic magnetostriction is negligible because the observed
deformation is not related to an orbital effect.

There exists a family of magnetic oxides as the
mixed valence cobaltites La1�xSrxCoO3 in which an
orbital instability gives rise to a large magnetostrict-
ion. Unlike the manganites, the cobaltites display a
large anisotropic magnetostriction while the volume

(isotropic) magnetostriction is negligible. The Co3þ

ion in LaCoO3, due to the comparable value
of the crystal electric field (DCEF) and intra-atomic
exchange interaction (Jex), can adopt different

H = 0 T

H = 5 T
H = 12 T

Paramagnetic
insulator

Ferromagnetic
conductor

7

6

5

4

� 
(Ω

 c
m

−1
)

3

2

1

0
0 100 200 300

T (K)(a)

400
(b)

0

∆V
/V

 (
un

it 
sc

al
e 

= 
10

−3
)

100 200 300
T (K)

400

H = 5 T

H = 0 T
H = 12 T

Phonon

La0.6Y0.07Ca0.33MnO3

(c)

∆V
/V

(H
)−

∆V
/V

ph
on

on
 (

10
−6

)

H = 5 T

H = 0 T

S
A

N
S

 in
te

ns
ity

at
 q

 =
 0

.1
 A

−1
 (

a.
u.

)

La0.6Y0.07Ca0.33MnO3

100 150 200

T (K)

250 300

Figure 3 (a) Thermal dependence of the resistivity in the (LaY)2/3Ca1/3MnO3 magnetic oxide. Under an applied magnetic field the

resistivity drastically decreases giving rise to the colossal magnetoresistance effect. (b) Thermal expansion of (LaY)2/3Ca1/3MnO3. The

line is the phonon contribution calculated by using the Gruneisen law. (c) Anomalous thermal expansion compared with the SANS

contribution in (LaY)2/3Ca1/3MnO3.

10 2 3 4 5

H (T)

T =160 K

T =180 K

T = 210 K

V
ol

um
e 

de
fo

rm
at

io
n,

 �
 (

10
−6

)

−1200

−1000

−800

−600

−400

−200

0

200

Figure 4 Volume magnetostriction (isotropic) in the

paramagnetic phase of the (LaY)2/3Ca1/3MnO3.

Magnetoelasticity 249



spin/electronic configurations with difference in ener-
gies that can be thermally excited. This situation can
be schematized as in Figure 5. At low temperatures,
this compound is diamagnetic and it is paramagnetic
above 90 K. Within the paramagnetic phase, a tran-
sition from a low-spin (LS) to an intermediate-spin
(IS) state takes place at 90 K. Under hole doping in
La1�xSrxCoO3, mixed-valent Co3þ and Co4þ ions
appear. The interplay of double-exchange and super-
exchange interaction in these compounds gives rise
to complex magnetic structures. In the composition
0:25pxp0:5, the compounds show cluster glass
behavior: short-range ferromagnetically correlated
clusters embedded in a nonmagnetic matrix; no
spontaneous thermally induced transition have been
found between different spin states. In these com-
pounds, the volume magnetostriction is negligible.
However, the anisotropic magnetostriction is large
(see Figure 6). This is a unique effect considering
that the system is magnetically disordered and it is
explained within the framework of a field-induced

spin-state transition. Under the application of a
magnetic field, there exists a change from the LS
state to an IS state that is closer in energy. As shown
in Figure 5 the IS Co3þ is a Jahn–Teller ion. Under
Jahn–Teller distortion, the doubly degenerated eg

splits into two singlets ðL ¼ 0Þ, and the triplet t2g

into a singlet and a doublet ðL ¼ 1Þ. The singlet
t2g states are occupied by two electrons with opposite
spins and the doublet levels by three electrons. Due
to the degeneracy of this level with nonzero angular
moment, a strong intra-atomic spin–orbit coupling is
created, which couples to the lattice strain giving rise
to a large anisotropic magnetostriction. These results
constitute a nice example of CMR arising from an
orbital instability as a consequence of a transition
from the LS to the IS state.

Isotopic Effect on Magnetostriction

In the polaronic regime of the manganites, the car-
riers have an effective bandwidth Weff given by

WeffpWe�gEb=_o ½16�

Here, W is the bare conduction bandwidth, Eb the
binding energy of the polaron, o the characteristic
frequency of the optical phonon, and g a dimension-
less parameter ð0ogp1Þ which depends on the ratio
Eb/W in such a way that as Eb/W decreases, Weff

increases. In the strong Hund coupling limit (high-
spin state, JHcWeff), TcpWeff. In this way the sta-
bility of the long-range ferromagnetic metallic state
can be related to the phonon vibrational modes, that
is, the lattice. Zhao and co-workers found an extra-
ordinary effect in mixed-valent La1�xCaxMnO3. In
La0.8Ca0.2MnO3, the isotopic exchange of the natu-
ral 16O isotope by 18O gives rise to a decrease of 10 K
in Tc. These results can be explained by considering
the isotopic mass effect on the phonon frequency
ðopM�1=2Þ. Therefore, an increase in the oxygen
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mass will decrease o and consequently will decrease
Weff. The result is, as expected, a less stable fer-
romagnetic metallic state, that is, one with a lower
Tc. Figure 7 shows the results of thermal expansion
in isotope exchange manganite La2/3Ca1/2MnO3. At
a certain temperature (see arrows in Figure 7a) the
same compound can be either metallic ferromagnetic
(16O) or insulator paramagnetic (18O). This gives
rise to a large spontaneous isotopic magnetovolume
effect within the temperature range in which the
oxygen isotopic exchange is able to destabilize the
ferromagnetic metallic phase. Figure 7b displays
the isotopic contribution to the thermal expansion.
The isotopic effect can be more drastic if manganites
in the composition range close to a border line
separating ferromagnetic metallic and antiferro-
magnetic charge/orbital states are considered. In this
case, the subtle balance between the electronic
correlations can be strongly affected by a variation
of the intensity of the electron–phonon interaction
which can be driven by oxygen isotope exchange.

This is the case in (La0.5Nd0.5)2/3Ca1/3MnO3. The
compound with 18O isotope is an insulator over the
whole temperature range, whereas the 16O sample
exhibits a metal–insulator transition at 150 K. This
transition is strongly affected by external pressure or
an applied magnetic field which can induce the in-
sulator–metal transition. The volume thermal expan-
sion results are shown in Figure 8. The solid line is
the calculated phonon contribution using the Grunei-
sen law ðyD ¼ 500 KÞ. The thermal expansion of the
18O sample follows the insulator behavior down
to the lowest temperatures, in good agreement with
electrical resistivity measurements. In contrast, the
16O sample shows a different behavior. Above 150 K,
the thermal expansion follows the behavior of an
insulator, but below this temperature the behavior
obtained partly corresponds to an insulator or a
metal state. This suggests the existence of static phase
segregation in which insulating antiferromagnetic
charge/orbital region co-exists with ferromagnetic
metallic regions. As is shown in Figure 9, large
magnetostriction is present at values of a critical
field at which a transition from the insulator into the
metallic state takes place. For the 18O sample at 5 K
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the saturation magnetostriction is o ¼ 1:6�10�3.
However, in the 16O the value obtained at the same
temperature is o ¼ 0:8 � 10�3. This constitutes a
relevant observation in the field of magnetostriction
in which the oxygen isotopic exchange gives rise to a
magnetovolume effect of 0:8 � 10�3.

See also: Magnetic Interactions; Magnetic Materials and
Applications; Magnetic Order; Magnetism, History of.

PACS: 75.80.þq
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Nomenclature

cG irreducible elastic constant (J)
g Landi factor

Hc CEF Hamiltonian (T)
Hex exchange Hamiltonian (T)
HZ Zeeman Hamiltonian (T)
On Stevens operators
Weff effective polaronic bandwidth (J)
ai magnetization direction
bi measurement direction of the strain
DCEF crystal electric field splitting (J)
egi irreducible strains
%%egi equilibrium strains
eijm Cartesian strains
l mean field exchange constant (T)
lijk strain along the (i, j, k)
lt anisotropic magnetosriction
l8 parallel magnetostriction
l> perpendicular magnetostriction
/mS statistical average of magnetic moment

(J T� 1)
mB Bohr magneton (J T� 1)
o volume magnetostriction
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Introduction

Magnetoresistance is the change of resistance with a
magnetic field. The experimental use of magnetore-
sistance techniques to determine the Fermi surfaces of
various metals has a long and successful history. This
is partly due to the relative ease with which resistance
measurements can be made, and also because there
are many variables which can be adjusted. These in-
clude temperature, magnetic field strength, and the
orientation with respect to the crystal axes of both the
magnetic field and the current density. As described
below, the presence of open and closed orbits can be
easily distinguished by the field dependence of the
magnetoresistance while the area of the Fermi surface
pockets can be measured by the frequency of field-
dependent magnetoresistance oscillations. The angle
dependence of the magnetoresistance also reveals in-
tricate features of the electron band structure.

Free Electron Gas Model – Single Carrier

In order to gain insight into the phenomenon of mag-
netoresistance, it is valuable to start with a very simple
model. Consider a gas of charge carriers in a metal
(n per unit volume, each with charge q and effective
mass m�). The forces on the charge carriers due to the

applied electric and magnetic fields, E and B, imply
that the equation of motion for the ith carrier can be
written as m� ’vi ¼ qðEþ vi � BÞ, where vi is the car-
rier’s velocity. In the absence of a driving field, the
current density J ¼ q

P
i vi would relax according to

dJ

dt
¼ �J

t
½1�

where t is the relaxation time. The equation of motion
of the current density in the presence of electric and
magnetic fields can hence be written as

dJ

dt
¼ �J

t
þ nq2E

m� þ q

m� J � B ½2�

In the steady state, and in the absence of a magnetic
field, this simplifies to J ¼ s0E, where s0 ¼ nqm ¼
nq2t=m� is the conductivity and m is the mobility. In
the presence of a magnetic field, as well as in the
steady state, eqn [2] can be rearranged to give

E ¼ J

s0
þ B� J

nq
¼ rJ ½3�

where r is the resistivity tensor. The magnetic field,
therefore, induces a transverse electric field B� J=nq
which is perpendicular to both B and J (this is the Hall
effect). If the magnetic field is along the z-axis, the
resistivity tensor is given by

r ¼ 1

s0

1 �g 0

g 1 0

0 0 1

0
B@

1
CA ½4�
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where g ¼ oct ¼ mB is the mean angle turned between
collisions, and oc ¼ qB=m� is the cyclotron frequency.
This predicts a Hall resistivity jrxyj ¼ g=s0 ¼ 1=nq,
but the diagonal components of the resistivity tensor
are all equal to 1/s0 and do not depend on the magne-
tic field. This single-carrier free electron model has,
therefore, failed to predict any nonzero magneto-
resistance.

This can be understood by reference to Figure 1
which shows the steady-state balance between the
current density and the electric field. In an experi-
ment, the direction of J is normally determined by
the position of the electrical contacts. The magnetic
field only introduces an electric field perpendicular
to the current density (which is known as the Hall
field) but leaves the component of the electric field
parallel to J unchanged. It is this latter compo-
nent which determines the resistance, and hence
there is no magnetoresistance. The angle between
E and J is known as the Hall angle, y, and is rela-
ted to g by tan y ¼ g. It turns out also that even
the inclusion of some anisotropy in the effective
mass does not help in predicting a nonzero magneto-
resistance.

Free Electron Gas Model – Two Carriers

Nonzero magnetoresistance can be obtained by in-
troducing more than one type of carrier into the
model. In this case, an equation of motion can be
written for the current density due to each type of

carrier, so that

dJa
dt

¼ �Ja
ta

þ naq
2
aE

m�
a

þ qa

m�
a
Ja � B ½5�

where the subscript a labels the carrier. The total
current density J is given by the sum of the contri-
butions from each carrier, so that

J ¼
X
a

Ja ¼
X
a

��

 !
E ½6�

In particular, the resistivity tensor is given by r ¼
ð
P

a �aÞ�1. The effect of this can be demonstrated

easily using the case of two carriers which is shown in
Figure 2. Nonzero magnetoresistance results, since
the application of a magnetic field ensures that the
two current densities J1 and J2 are no longer parallel.
The magnetic field can now induce a Hall electric
field which has a component parallel to the total cur-
rent density. Hence, the component of J which is par-
allel to E can be dependent upon the magnetic field.

� B

E

J /	0

B × J /nq

Figure 1 The current density J and electric field E. The diagram

also shows the Hall angle y.

B×J 1
/n 1

q 1

B×J 1
/n 1
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, 2

B ×J2/n2q2

B ×J
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2q
2

B
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J

E Hall
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Figure 2 (a) The relationship between the current density J1,

J2, and electric field E for two carriers (with charges q1 and q2 and

number densities n1 and n2). The symbols s0,1 and s0,2 are the

zero-field conductivities of carriers 1 and 2 respectively. (b) The

total current density J ¼ J1 þ J2. The Hall field EHall ¼ B �
ðJ1=n1q1 þ J2=n2q2Þ has a component which is parallel to J.
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This effect can be demonstrated in a very simple
model consisting of two types of carriers, electrons
and holes, with equal mobilities but opposite
charges. Suppose the number density of electrons is
n� and of holes is nþ. The magnetoresistance can be
easily calculated (see Figure 3) for different values of
the parameter c given by c ¼ nþ=n�. For c ¼ 0, there
is no magnetoresistance because there is only one
type of carrier. As c increases, there is a magnetore-
sistance which is initially quadratic in B (and so
quadratic in g because gpB) but it saturates at high
field. The magnetic field at which r saturates in-
creases as c increases until c reaches unity (known as
‘‘perfect compensation’’ between the electrons and
holes), at which point this field becomes infinite and
the magnetoresistance never saturates.

Electron Orbits

The free electron model with two carriers successfully
predicts nonzero magnetoresistance, and such a mod-
el can be very useful in understanding real data in
simple metals and semiconductors. However, a free
electron model is very often too simplistic to describe
the band structures of many other real metals accu-
rately. The electronic band structure is quantified in
terms of the energy E(k) as a function of the wave
vector k of electrons, and this function determines the
shape and size of the Fermi surface. It should be noted

that magnetoresistance techniques can be used to
measure many of the parameters associated with the
Fermi surface. In order to understand how this comes
about, it is necessary to first consider the types of
orbit which may occur on the Fermi surface due to
the application of a magnetic field.

Electron motion on the Fermi surface can be
described semiclassically by the equation

_ ’k ¼ �ev� B ½7�

where k is the electron wave vector on the Fermi
surface, and

v ¼ 1

_

@EðkÞ
@k

½8�

is the real-space electron velocity (which is always
perpendicular to the Fermi surface, using this defini-
tion). Hence the electron motion is perpendicular to B
but remains on the Fermi surface. This is because in a
time dt, the change in k is dkpð@EðkÞ=@kÞ � B and
hence is both normal to B and in the plane of the
Fermi surface. The orbit of an electron in k-space is,
therefore, defined by the intersection between the
Fermi surface and a plane normal to B. The orbits that
result can, therefore, either be ‘‘closed orbits’’ or ‘‘open
orbits’’ and examples of both are shown in Figure 4.

Integration of the equation of motion yields

_½kðtÞ � kð0Þ� ¼ �e½RðtÞ � Rð0Þ� � B ½9�
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Figure 3 Calculated magnetoresistance (shown as resistivity r
normalized to the zero-field resistivity r0) for a simple two-carrier

model of electrons and holes for different values of the parameter

c ¼ nþ=n�.
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Figure 4 Example of (a) a closed orbit and (b) an open orbit.

The vectors on the orbits show the real-space velocity of the

electron, given by v ¼ _�1@Eðk Þ=@k , which is a vector normal to

the Fermi surface. With the magnetic field B oriented as in (a), a

closed orbit results. With B along the x-direction, an open orbit on

the same Fermi surface can result, as shown in (b). (Adapted

from Blundell S (2001) Magnetism in Condensed Matter. Oxford:

Oxford University Press.)
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where R(t) is the real-space position of the electron
wave packet. Thus, the projection of the electron
motion in real space on a plane normal to B is ro-
tated by p/2 with respect to the k-space trajectory
and scaled by a factor Z given by

Z ¼ _=eB ½10�

Thus as |B| increases, the real space orbits wind up
more and more tightly.

Boltzmann Transport Equation

For a given orientation of the magnetic field, the
conductivity sij can be calculated using the Boltz-
mann transport equation

sij ¼
e2

4p3

Z
d3k �@f0ðkÞ

@EðkÞ

� �
viðk; 0Þ

�
Z 0

�N

vjðk; tÞet=t dt ½11�

where f0ðkÞ ¼ ðexpð½EðkÞ � m�=kBTÞ � 1Þ�1 is the
Fermi function and m is the chemical potential. This
expression for the conductivity tensor (sometimes
known as the Chambers formula) is an integral
(which at absolute zero is taken over all states at the
Fermi surface) of the velocity–velocity correlation
function for each Fermi surface orbit. This can change
dramatically as the direction of the magnetic field is
changed, because this alters the paths of all the Fermi
surface orbits. The components of the conductivity
tensor can be very sensitive to whether the orbits are
open or closed, so that these two cases may be dis-
tinguished by differing magnetoresistance behavior.

High-Field Behavior

Figure 4a shows a closed orbit around a cylinder of
Fermi surface which lies along the z-direction. The
velocity v(k) is always normal to the Fermi surface so
that as the magnetic field B increases, the velocity–
velocity correlation function decreases as the com-
ponents of the velocity are very effectively averaged.
Ignoring for the moment the weak corrugation of the
Fermi surface along the z-direction, and taking B8z,
then in high fields ðgc1Þ, the conductivity tensor is
dominated by the closed orbits and is given by

sBs0

g�2 g�1 0

�g�1 g�2 0

0 0 1

0
B@

1
CA ½12�

using the Boltzmann transport equation. Thus in high
fields, sxxpB�2. The components of the resistivity
tensor can be obtained by inverting the conductivity

tensor (e.g., in this case rxx ¼ syy=ðsxxsyy � sxysyxÞÞ,
so that in a compensated metal (where there are an
equal number of electrons and holes, so that sxy ¼ 0)
such as bismuth, rxx; ryypB2 (this occurs in magne-
sium and zinc also, but at very high fields in these
materials, the quadratic increase is interrupted by a
magnetic breakdown). In an uncompensated metal,
sxypB�1 at high fields so that rxx and ryy saturate at
high fields.

For an open orbit along z (see Figure 4b), with B
along the x-direction, the component of velocity
along z is similarly averaged (so that rzzpB2) but the
component of velocity along y quickly reaches a
nonzero average value as B increases (so that ryy

quickly saturates). Suppose one is trying to pass a
current in the x-direction, but an open orbit is car-
rying current in the y-direction, giving a term syy ¼
ss0cg�2s0 where s is a constant. Then

sBs0

1 0 0

0 s g�1

0 �g�1 g�2

0
B@

1
CA ½13�

In this case, rxxpg2
pB2 and a quadratically inc-

reasing field dependence is found. Suppose, however,
that an open orbit carries current in the x-direction.
Then

aBs0

s g�1 0

�g�1 g�2 0

0 0 1

0
B@

1
CA ½14�

and rxx is found to saturate.

Angle-Dependent Magnetoresistance
Oscillations

As described above, the magnetoresistance can de-
pend quite dramatically on the direction of the ap-
plied magnetic field, and in some cases very large
angle-dependent magnetoresistance oscillations at
constant field can be found. Experimentally, angle-
dependent magnetoresistance oscillations are meas-
ured by rotating a sample in a fixed magnetic field
while monitoring the resistivity of the sample. Angle-
dependent magnetoresistance oscillations can be
observed at much higher temperatures and in much
lower applied fields than Shubnikov–de Haas oscil-
lations (described below in the following section).
This is because Shubnikov–de Haas oscillations arise
from the movement of Landau levels through the
Fermi energy and, therefore, require that the tem-
perature is low enough for the Fermi surface to
be sharply defined; this restriction does not apply so
stringently to angle-dependent magnetoresistance
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oscillations since they do not originate from the mo-
tion of energy levels through the Fermi surface.

Consider now the angle-dependent magnetoresist-
ance oscillations due to Fermi surface orbits around
the warped cylindrical Fermi surface pocket shown
in Figure 4a, this time including the corrugations
along the z-axis. The electron dispersion can, in this
case, be written as

EðkÞ ¼ Eðk8Þ � 2t> cosðkzdÞ ½15�

where t> is the interlayer transfer integral, and k8 ¼
ðkx; kyÞ and kz are, respectively, the components of
the wave vector, parallel and perpendicular to the
conducting planes. This dispersion is appropriate for
a highly anisotropic metal with a layered structure,
so that the conductivity is much larger with the cur-
rent in-plane than out-of-plane. If the magnetic field
is perpendicular to the planes, both neck and belly
orbits will occur around the Fermi surface. At certain
inclination angles (known as Yamaji angles) of the
magnetic field, all orbits will have identical area S.
The average velocity in the z-direction is proportion-
al to @S=@Kz (where Kz labels the kz position of the
orbit) and thus vanishes when S is not a function of
Kz. This leads to minima in the conductivity and
hence angle-dependent magnetoresistance oscillation
peaks at the Yamaji angles, connected with the vani-
shing of the electronic group velocity perpendicular
to the 2D layers. The angles yn at which the maxima
occur are given by kmax

8 d tanðynÞ ¼ pðn71=4Þþ
AðfÞ, where the signs ‘‘� ’’ and ‘‘þ ’’ correspond to
positive and negative yn, respectively, d is the effec-
tive interplane spacing, kmax

8 is the maximum Fermi
wave vector projection on the plane of rotation of the
field, AðfÞ is a function of f and n ¼ 71;72;y.
Here, positive n correspond to yn40 and negative n
to yno0. The gradient of a plot of tan yn against n
may thus be used to find one of the dimensions of the
Fermi surface and, if the process is repeated for
several planes of rotation of the field, the complete
Fermi surface may be mapped out. The function
AðfÞ is determined by the inclination of the plane of
warping; hence, this may also be found.

Analogous angle-dependent magnetoresistance os-
cillations can be found for open orbits. The mech-
anism is similar and easier to understand. If a
magnetic field is applied in the plane of a corrugated
sheet in the Fermi surface, electrons will be driven
along in straight lines perpendicular to the field but
in the plane of the sheet. For each Fourier component
of corrugation of this sheet, the velocity is more ef-
fectively averaged when electrons are not traveling
along the axis of the corrugation (Figure 5a) than
when they are (Figure 5b); thus, sharp resistance
minima are obtained when the orbits run along a

Fourier component of the corrugation (when the
magnetic field lies along a so-called ‘‘magic angle’’).

Other angle-dependent magnetoresistance effects are
also possible, including those relating to closed orbits
around small hillocks in the Fermi surface. In the
semiclassical picture, all the angle-dependent magneto-
resistance oscillations are caused by the degree to
which the velocity components of the electrons are
averaged over the series of orbits that appear at a cer-
tain inclination angle. Such an effect for a quasi-two-
dimensional system is shown in Figure 6. In strongly
correlated materials, it is also possible to see effects
which are more complex in origin and reflect many-
body effects associated with electron–electron correla-
tions or special regions of k-space where the scattering
rate takes a large value (Fermi surface hot spots).

Orbit Quantization

Magnetic fields also have a quantizing effect on
the electron motion if the orbit is closed. The

(a)

(b)

Figure 5 If a magnetic field lies in the plane of the quasi-one-

dimensional sheets, all orbits become straight lines when viewed

normal to that plane, along an axis which is also perpendicular to

the magnetic field direction. For a given Fourier component of the

corrugation, the velocity is more effectively averaged when elec-

trons (a) are not traveling along the axis of the corrugation than

(b) when they are. (Reproduced from Blundell SJ and Singleton J

(1996) Physical Review B 53: 5609–5619.)
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Bohr–Sommerfeld quantization rule
H
p � dq ¼ ðn þ

aÞh (where p and q are momentum and position,
respectively, n is an integer, and a is a geometri-
cal factor which can often be taken to be 1/2) can
be applied to this problem, and using _k ¼ pþ eA
yields I

ð_k� eAÞ � dR> ¼ ðn þ aÞh ½16�

where R> is the projection of R onto a plane normal
to B, and A is the magnetic vector potential. Using
Stokes’ theorem leads to

B �
I

R� dR> �
Z

S

B � dS ¼ ðn þ aÞh
e

½17�

and the magnetic flux through the real space orbit is
given by F ¼

R
S B � dS ¼ 1=2

H
R� dR>, this reduces

to

F ¼ ðn þ aÞF0 ½18�

where F0 ¼ h=e is the flux quantum. Since the area
of the corresponding orbit in k-space, S, is scaled up
from this by a factor Z ¼ _=eB, it is expected that

S ¼ ðn þ aÞ2peB=_ ½19�

so that S grows as |B| increases. When S matches Sext,
the extremal cross section of the Fermi surface, the
free energy reaches a maximum. If the field increases
further, the highest occupied Landau level becomes
depleted of electrons and the free energy decreases, as
does the density of states at the Fermi energy. These
oscillations in the free energy and density of states as
a function of magnetic field give rise to oscillations in
many properties related to either the free energy or
the density of states. These so-called ‘‘quantum os-
cillations’’ include not only the oscillations in the
magnetization (the de Haas–van Alphen effect) but
also those in the magnetoresistance (the Shubnikov–
de Haas effect). Maxima in the free energy occur
when Sext ¼ S, so are governed by a periodicity

D
1

B

� �
¼ 2pe

_Sext
½20�

or equivalently by a frequency F in reciprocal field
equal to F ¼ Sextð_=2peÞ. In fact, orbits around all
cross sections of the Fermi surface (in any plane per-
pendicular to B) give oscillatory contributions to the
free energy, but the contributions from adjacent ‘‘slic-
es’’ cancel out with each other so that the net effect is
as if the only contribution is from extremal cross sec-
tions. Hence, measurements of these oscillations allow
a precise determination of the extremal cross-sectional
area of closed sections of the Fermi surface. An
example of this is presented in Figure 7 which shows
Shubnikov–de Haas oscillations measured in the me-
tallic compound AuSb2. Two frequencies are clearly
visible in the data, each corresponding to a different
extremal cross-sectional area of the Fermi surface.

The form of the quantum oscillations can be des-
cribed by the so-called Lifshitz–Kosevich formula,
which is not described in detail here. Its precise form
depends on whether the Fermi surface is three dimen-
sional or two dimensional, it includes the contribu-
tion from harmonics of the fundamental frequencies,
and it contains various damping factors which are
discussed in the next section. This formula is valid for
de Haas–van Alphen oscillations but the situation
for Shubnikov–de Haas oscillations is more complex.
Moreover, Shubnikov–de Haas oscillations can be
harder to observe than de Haas–van Alphen oscilla-
tions in most metals because they can be swamped
by the conductivity of the major portions of the
Fermi surface. The Shubnikov–de Haas effect is
more dramatic in semimetals or high mobility doped
semiconductors where the Fermi surface is small

Figure 6 In a quasi-two-dimensional system, the Fermi surface may consist of a weakly warped cylinder. The figure shows how the

electron orbits around this Fermi surface change as the direction of the magnetic field is rotated away from a direction lying in the quasi-

two-dimensional layers. The direction of the applied magnetic field is shown by the arrow in each case. The electron orbits always lie on

the Fermi surface but in a plane perpendicular to the magnetic field direction.
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Figure 7 Shubnikov–de Haas oscillations for AuSb2 recorded

at 1.45 K with the current parallel to /1 1 0S and the magnetic

field parallel to /1 1 1S. The data show two frequencies.

(Reprinted with permission from Ahn J and Sellmyer DJ (1970)

Physical Review B 1: 1285–1297; & American Physical Society.)
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enough for the Shubnikov–de Haas effect to be read-
ily seen. Two-dimensional metallic systems (whose
Fermi surfaces typically contain weakly warped
cylinders and sheets) are also ideal for observing
Shubnikov–de Haas oscillations, since the entire Fer-
mi surface, or at least a very large fraction of it, typ-
ically contributes to the quantum oscillations.

Phase Smearing

Shubnikov–de Haas oscillations are strongly affected
by both temperature and scattering. These effects
lead to phase smearing of the oscillations and a con-
sequent reduction in the oscillation amplitude.

In the case of temperature, the blurring of the
boundary between occupied and unoccupied states
(governed by the Fermi function) leads to a damping
factor for the oscillation amplitude equal to

RT ¼ pl=sinhðplÞ ½21�

where l is given by

l ¼ 2pp
kBT

_oc

� �
¼ 2ppm�kBT

e_B
½22�

where the cyclotron frequency oc ¼ eB=m� and the
formula is quoted for the pth harmonic of the oscil-
lations. When lc1, this reduces to RTpexpð�plÞ,
and shows that the amplitude of the oscillations be-
comes strongly reduced when the temperature becomes
significantly larger than _oc=2ppkB. Measurements of
the temperature dependence of the oscillation ampli-
tude can be used to extract the effective mass m�.

The effect of scattering leads to a damping factor
(known as the Dingle factor) RD ¼ expð�pp=octqÞ,
where tq is the quantum lifetime of an electron in a
magnetic quantum state. This can be cast in a similar
form to RT by rewriting it as

RD ¼ expð�2p2pmkBTD=e_BÞ ½23�

where TD is known as the Dingle temperature, and is
given by

TD ¼ _

2pkBtq
½24�

This quantity can be extracted from the field de-
pendence of the oscillation amplitude. The quantum
lifetime tq is due to all scattering events, including
those which result from static spatial fluctuations in
the background potential of the sample. This can be
different to the relaxation time t considered earlier,
which controls the mobility and low-field magneto-
resistance. The relaxation time is weighted by a scat-
tering angle factor ð1 � cos yÞ, where y is the angular
deviation in a particular scattering event, and is

therefore much less influenced by small-angle
scattering events. Thus, 1=tqp

R
WðyÞ dy and

1=tp
R

WðyÞð1 � cos yÞ dy, where W(y) is the scat-
tering cross section for scattering through an angle y.

Landau levels (seperated in energy from each other
by _oc) are also spin split (by an amount gmBB) so
that the energy levels are given by

E ¼ n þ 1

2

� �
_eB

m� 7
1

2
gmBB ½25�

where n is the Landau level index and g is the electro-
nic g-factor. The effect of the spin splitting of Landau
levels in a magnetic field also leads to a phase smear-
ing, and in this case it is given by f ¼ 2pgmBB=_oc.
This results in a damping factor RS given by

RS ¼ cos
pf
2

¼ cos
ppgm�

2
½26�

The Shubnikov–de Haas oscillations are, therefore,
attenuated by a net damping factor RTRDRS.

Spin Zeros

An interesting effect can occur in the case of a quasi-
two-dimensional Fermi surface, such as those which
may occur in layered metals. If the magnetic field is
tilted by an angle y away from the direction normal
to the layers, then the energy levels are given by

E ¼ n þ 1

2

� �
_eB cos y

m� 7
1

2
gmBB ½27�

Increasing the angle y reduces the separation between
Landau levels by reducing the field perpendicular to
the highly conducting planes, B cos y. When B cos y
is such that the spin-up and spin-down sections of
different Landau levels are degenerate, then the sep-
aration between successive energy levels is equal to
_oc. At this angle the Shubnikov–de Haas oscilla-
tions having the fundamental frequency F will dom-
inate, taking their maximum amplitude. However,
when B cos y is such that the spin-up and spin-down
sections of different Landau levels are equally spaced
at 1=2ð Þ_oc, then the dominant oscillations will be
those with frequency 2F and the amplitude of the
fundamental oscillations will be at a minimum.
These two situations are known as spin-maxima
and spin-zeros, respectively. This effect can also be
observed using magnetoresistance measurements.

An Example of Field and Angle-Dependent
Magnetoresistance

The graph in Figure 8 shows magnetoresistance data
for a quasi-two-dimensional organic superconductor
known as k-(BEDT-TTF)2Cu(NCS)2. This material
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consists of alternating layers of the organic BEDT–
TTF molecules (stacked side-to-side so that the
molecular orbitals overlap) and layers of CuðNCSÞ�2
anions. Two of the BEDT–TTF molecules jointly do-
nate an electron to the anion, and the charge transfer
leaves behind a hole on the BEDT–TTF molecules.
This means that the bands formed by the overlap of
the BEDT–TTF molecular orbitals are partially filled,
leading to a metallic behavior. The transfer integrals,
which parametrize the ease of hopping of electrons
between BEDT–TTF molecules, are large within the
BEDT–TTF planes but small in the direction perpen-
dicular to the BEDT–TTF planes. This results in two-
dimensional electronic properties. In this salt, the
BEDT–TTF molecules associate into dimers, each of
which collectively donates one electron to the anions,
leaving behind a mobile hole. Because the dispersion
is nearly isotropic in the conducting planes, the Fermi
surface is approximately circular and has the same
area as the first Brillouin zone. The Fermi surface cuts
the Brillouin zone boundaries and at these points, a
gap opens up which splits the Fermi surface into
open and closed sections (see inset to Figure 8). The
closed section has an area corresponding to B15%
of the first Brillouin zone (this is known as the a
pocket) but magnetic breakdown at fields above
B20 T allow quasiparticles to bridge the energy gap
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Figure 8 Magnetoresistance of the organic superconductor

k-(BEDT-TTF)2Cu(NCS)2 measured for various angles between

the magnetic field and the conducting planes. The critical field for

superconductivity is found to increase as the field is tilted into the

conducting planes (right-hand trace). In some of the other traces,

clear Shubnikov–de Haas oscillations are visible, due to the

a-orbit. At high magnetic field, a second frequency is also visible

which is the b-orbit and occurs due to a magnetic breakdown (see

text). The inset shows the Fermi surface in the kx–ky plane and

shows both the a-orbits and the open orbits, which, following

magnetic breakdown, gives rise to the b-orbit. (Adapted from Nam

MS, Symington JA, Singleton J, Blundell SJ, Ardavan A, et al.

(1999) Journal of Physics: Condensed Matter 11: L477–L484.)
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Figure 9 Typical angle dependence of the magnetoresistance of the organic superconductor k-(BEDT-TTF)2Cu(NCS)2 at 0.49 K and

27 T (lower), and 42 T (upper). The data have been offset for clarity. Some representative features are indicated; Shubnikov–de Haas

oscillations due to closed orbits around small pockets in the Fermi surface (a-orbits) and the breakdown orbit (b-orbit); spin-zeros in the

Shubnikov–de Haas amplitudes (SZ); the onset of the superconducting transition (SC); angle-dependent magnetoresistance oscillations

(AMRO), whose positions are field independent; and the resistive peak in the presence of an exactly in-plane magnetic field (in-plane

peak). The inset diagram is included to illustrate the measurement geometry. (From Goddard P, Blundell SJ, Singleton J, McDonald RD,

Ardavan A, et al. (2004) Physical Review B 69: 174509.)
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between the two sections of the Fermi surface and
make the large b-orbit, around the circular Fermi
surface (see Figure 8).

The angle-dependent magnetoresistance shown in
Figure 9 contains a large number of features and
demonstrates many of the effects described above.
The plots are not symmetrical about y ¼ 0�, reflect-
ing the monoclinic symmetry of the crystal structure.
In the upper plot, the field perpendicular to the layers
around y ¼ 0� is sufficient for the effects of magnetic
breakdown to be observed and the fast Shubnikov–
de Haas oscillations due to the b-orbit are clearly
seen, this time as a function of the angle (this occurs
because the oscillations depend on the component of
the magnetic field, B cos y). The slower oscillations
due to the a-orbit are seen in both plots and persist to
higher angles. The amplitudes of these oscillations
are modulated and they disappear at certain angles
corresponding to spin-zeros. The positions of the
features at y-angles greater than B7701 are seen to
be independent of the magnitude of the magnetic
field, which reveals that they are angle-dependent
magnetoresistance oscillations. Only orbits which
are extremal contribute to the Shubnikov–de Haas
signal, but all orbits, whether extremal or not, give
rise to this angle-dependent background magneto-
resistance.

In the 42 T data shown in Figure 9, a small peak is
observed when the field lies very close to the in-plane
direction, yE90�. This is the in-plane peak feature
(labeled SQUIT, for ‘‘suppression of quasiparticle in-
terlayer transport’’), which is due to the efficient
averaging effect of closed orbits produced on the side
of a corrugated cylinder in the Fermi surface when
the magnetic field lies in the conducting planes (see
Figure 6). The peak suggests a coherent nature to the
interlayer transport. For highly anisotropic materials,
the angular width of the in-plane peak (in radians) is
approximately 2vmax

> =v8, where vmax
> is the maximum

of the out-of-plane component of the quasiparticle
velocity and v8 is the in-plane component parallel to
the plane of rotation.

Close to y ¼ 90� in the lower plot, the in-plane
peak is obscured by the large dip that indicates the
onset of a superconducting transition. This occurs
because there is a considerable anisotropy in the up-
per critical field of this material, and a field of 27 T is
not sufficient to suppress the superconducting state
when applied in a nearly in-plane direction.

These types of magnetoresistance techniques have
now been applied to many systems, including super-
conducting cuprates, organic metals, and correlated
oxides, as well as elemental metals.

See also: Fermi Surface Measurements.

PACS: 72.15.Gd; 71.18.þ y; 74.70.Kn
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Introduction

Manganites were discovered in 1950 (Jonner and van
Santen). The materials are named after the manganese

ion which is a key ingredient of the compounds due to

its mixed-valence state. Unlike the usual ferromagne-

tics, the transition of manganites to ferromagnetic

state is accompanied by a drastic increase in con-

ductivity. Such transition from an insulating to a me-

tallic and magnetic state is a remarkable fundamental

feature of these materials. Another fundamental

property is the colossal magnetoresistance effect
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(CMR); one can observe a thousandfold (!) change in
the resistance in the presence of a moderate applied
magnetic field.

The chemical composition of the manganites is
A1–x Rx MnO3; usually A�La, Pr, Nd and R�Sr, Ca,
Ba. The compound La1–xSrxMnO3 is the most
studied material.

Structure

The parent (undoped) compound LaMnO3 has a
perovskite structure which is a distorted cubic lattice.
The ideal crystal unit is shown in Figure 1. It is
essential that the Mn ions are caged into oxygen
octahedron, so that it is surrounded by six oxygen
ions (Figure 2). Each oxygen ion is shared by
neighboring octahedra. The fivefold orbital degene-
racy is split by the crystal field into two well-sepa-
rated terms, t2g and e2g (Figure 3). The t2g-level
contains three electrons forming the so-called ‘‘t-
core.’’ The last d-electron (e2g-electron) is in a loosely
bound state. The e2g-electron plays a crucial role in
conduction and in other properties of manganites as
well as in determining its magnetic order.

Doping: Phase Diagram

The phase diagram of manganites is very rich and
contains many different phases. The parent com-
pound, LaMnO3, is an insulator and its transition to
the conducting state is provided by doping. The
doping is realized through a chemical substitution,
for example La3þ-Sr2þ , that is, by placing a
divalent ion into the local La3þ position. Such sub-
stitution leads to the change in the valence of the
manganese ion valence: Mn3þ-Mn4þ. That is why
manganites are often called ‘‘mixed-valence magnetic
oxides.’’ The four-valent state of the Mn means that

the ion loses its e2g-electron. The missing electron
can be described as a hole which is spread over the
unit cell, being shared by eight Mn ions (see Figure 1)

As a result, one obtains a crystal La1–xSrxMnO3,
where a number of La centers are randomly substi-
tuted by the Sr-ions. Even in the presence of some
holes, the crystal, at first, continues to behave as an
insulator. This is due to the fact that each hole is
localized and the localization corresponds to the for-
mation of local polarons. Such insulating state is
preserved with an increase in doping up to some
critical value x¼ xcE0.16–0.17. At x¼ xc, the mate-
rial makes a transition into the conducting (metallic)
state which persists with further doping up to
xE0.5–0.6, depending on the chosen composition.

It is remarkable that the transition at x¼ xc is also
accompanied by the appearance of the ferromagnetic
state. As was noted above, the correlation between
conductivity and magnetism is the most fundamental
feature of manganites. The conductivity of the best
samples of the Sr-doped films at low T is of order

a = b = c = 0.388 nm

La

O

Mn

Figure 1 The ideal structure of the parent compound, La MnO3.
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x

y

Figure 2 MnO6 octahedron.

Figure 3 Electronic structures of the Mn3þ and Mn4þ ions.
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s ¼ 1042105 O�1 cm�1, and this corresponds to a
typical metallic regime.

Continuous increase in doping leads to the tran-
sition from the metallic to insulating state. For many
compounds one can observe a peculiar charge-
ordered state. The right end of the phase diagram
(e.g., SrMnO3) describes the compound which does
not have the e2g-electrons. Naturally, this material is
an insulator.

If the compound is in the metallic ferromagnetic
state (e.g., it corresponds to 0.2oxo0.5 for La1–x

CaxMnO3), and temperature is increased (at fixed x),
then at TC (TC is the Curie temperature) one can
observe transition to the low-conducting paramagne-
tic state which contains local distortions. The con-
ductivity in this state has a hopping polaronic nature.

Main Interactions: Hamiltonian

The loosely bound e2g-electron is the key player in
the physics of manganites. Its Hamiltonian can be
written in the form:

Ĥ ¼ Ĥt þ ĤH þ ĤJT ½1�

where

Ĥt ¼
X
i;d

t̂i;iþd ½2�

ĤH ¼ �JH

X
i

#s � Si ½3�

ĤJT ¼
X

i

g#tiQi ½4�

Here t̂ is the two-by-two hopping matrix, #s is the
Pauli spin matrix, Si is the spin of the t-core, #t is the
pseudospin matrix, and Qi is the normal mode.

The first term on the right side of eqn [1] describes
the hopping of the e2g-electron. The second term is
the Hund’s interaction which polarized the carrier’s
spin, and the last term corresponds to the Jahn–Teller
effect which reflects the double degeneracy of the e2g-
term. The strength of the Hund’s interaction is of the
order JHE1 eV; this is the largest scale of the energy.
It is also essential that, because of the Hund’s inter-
action, the conducting e2g-electrons are spin-polar-
ized. As for the hopping and the Jahn–Teller terms,
they are of order tEgE0.1 eV, so that tEg {JH.

The nature of the ferromagnetic spin alignment in
manganites is different from that for usual ferro-
magnets. The concept, so-called ‘‘double exchange’’
mechanism was introduced in 1951 by Zener. Quali-
tatively, the nature of the mechanism is as follows. If
one of the Mn3þ ions becomes four-valent (e.g., as
a result of the La3þ-Sr2þsubstitution, implying

Mn3þ-Mn4þ), a hole appears on this site. It allows
for another e2g-electron localized initially at the
neighboring Mn3þ ions to jump on the new vacant
place (this can be described as the hole moving in the
opposite direction). But the e2g-electron is spin-polar-
ized because of the Hund’s interaction with its t-core.
Relative orientation of spins of the e2g-electron and
the ‘‘vacant’’ t-core drastically affects the hopping.
For example, if the direction of the spin of the core
for the Mn4þ ion is opposite to that one for the
e2g-electron of the neighboring Mg3þ ion, then the
hopping is spin forbidden. At the same time, such
hopping as any increase in a degree of delocalization
is energetically favorable. As a result, the ground state
of the ferromagnetically ordered system (all spins are
polarized along one direction) energetically is below
the state which is not ordered. That is why the t-cores
become ferromagnetically ordered, and this, in its
turn, favors ‘‘jumping’’ of the e2g-electrons, and,
therefore, conductivity. Such mechanism (it is called
‘‘double exchange’’) leads to ferromagnetism and to
a strong correlation between ferromagnetism and
conductivity.

Metallic Phase: CMR Phenomenon

Consider the sample in the metallic ferromagnetic
state with a fixed carrier concentration, (e.g., x¼ 0.3)
and then increase the temperature. Such ferromagne-
tic state persists up to the Curie temperature. For
example, for the La0.7Sr0.3MnO3 to the value of
TCD170 K. Above this temperature the compound
makes the transition into paramagnetic state. In ad-
dition, resistivity drastically increases (almost insu-
lating state).

The conductivity of the metallic manganites is
provided by the delocalized e2g-electrons. It is essen-
tial that these electrons are in the double-degenerate
state. This leads to the two-band picture. Presence of
the two energy bands allows to explain the absence
of the electron–hole symmetry for the phase diagram.
In addition, this feature is important for analysis of
various properties of manganites. For example, op-
tical properties are, mainly, due to the interband
transitions.

The value of the Fermi energy in the metallic
manganites is small relative to ordinary metals. Its
value depends on the doping level and is of the order
of EFE0.2 eV. As for conductivity, its value depends
strongly on the quality of the samples. As was men-
tioned above, for the best samples it reaches the value
sE105 O�1 cm�1:

The charge transfer in the conducting ferromagne-
tic manganites is provided by spin-polarized elec-
trons. Because of such spin specifics a total number
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of carriers in the band of the metallic manganites is
twice less than in usual metals. That is why the con-
ducting state in manganites is called ‘‘half-metallic.’’

The magnetoresistance is a very important param-
eter of manganites. It is defined as

DR=RH ¼ ½RðT;HÞ � RðT; 0Þ�=RðT;HÞ ½5�

The magnetoresistance has a sharp peak near the
Curie temperature for the manganite, and the change
in resistivity caused by an applied magnetic field can
be huge. Such phenomenon which is dubbed as the
colossal magnetoresistance effect (CMR) has been in-
itially observed in the ferromagnetic metallic films
by Jin et al. in 1994. It turns out that for La0.67Ca0.33-
MnO3 films DR/RHE� 1.3x103(!); HE5 T.

The CMR phenomenon is discussed now. Below TC

the sample is characterized by usual metallic con-
ductivity. Contrary to it, above TC it has a large re-
sistivity (low conducting state with hopping polaronic
transport). The presence of an external magnetic field
allows to establish ferromagnetic ordering at temper-
atures higher than TC (H¼ 0). The magnetic order
provides metallic conductivity, because of the double
exchange mechanism, and this leads to a large shift
DRH¼R(T, H)�R(T, 0). The shift is negative, in ac-
cordance with the experimental observation and cor-
responds to the transition from a low conducting
(almost insulating) to a metallic state.

Insulating State

The undoped material LaMnO3 is an insulator and
its magnetic ordering corresponds to the so-called
A-structure. This structure is characterized by the
presence of the ferromagnetically ordered layers with
an opposite direction of the magnetization for the
neighboring layers. In other words, ferromagnetism
in layers is combined with the antiferromagnetic or-
dering in the direction perpendicular to the layers.
The value of the Neel’s temperature is relatively low
(E102 K).

The insulating behavior can be explained in the
framework of the band picture. However, this picture
should be modified in accordance with the Hamil-
tonian (eqn [1]). Unlike ordinary metals, the band
is filled by spin-polarized electrons. Moreover, the
degeneracy of the e2g-state leads to the two-band
situation. In addition, one should take into account
the Jahn–Teller distortion. Because the O ion is
shared by neighboring manganese octahedra, the
cooperative Jahn–Teller effect is dealt with. If one
includes all these factors, the energy bands appear to
be filled, and the compound is the band insulator.

Doping leads to creation of holes, but it does not
mean that the sample becomes a conductor. Initially

holes are localized by Coulomb forces and form po-
larons. Such process is a favorable one for the layered
system, because in the 2D case there is no energy
barrier for the polaron formation. The transition to
the metallic ferromagnetic state occurs at finite do-
ping level x¼ xc.

Percolative Transition

The doping leads to the situation when at some crit-
ical concentration of the dopant, xc, one can observe
the transition from insulating to metallic state. This
transition can be described in terms of the percola-
tion theory. Indeed, doping leads to the formation of
the compound A1–xBxMnO3. A position of atom B,
which is a substitution for a parent atom, is com-
pletely random, and the statistical distribution of
dopants leads to the percolation picture. As a result
of initial doping metallic clusters are formed. These
clusters are created inside the insulating matrix and
eventually form the percolation ‘‘path.’’ In accord-
ance with the Zener’s double-exchange mechanism,
there is ferromagnetic order inside the clusters. The
transition to the metallic ferromagnetic state corre-
sponds to formation of the infinite cluster and, cor-
respondingly, to an appearance of the macroscopic
phase. The transition occurs at x¼ xcE0.17, and this
value is, indeed, an invariant of the percolation the-
ory. Therefore, the metal–insulator transition in
manganites is a percolation phenomenon (Figure 4).

The percolative nature of the metal–insulator tran-
sition implies the inhomogeneity of the system, that
is, one is dealing with a coexistence of two phases:
metallic and insulating. This is the ‘‘phase-separa-
tion’’ phenomenon. This concept for the doped ox-
ides was introduced by Gor’kov and Sokol in 1987.
Manganites as well as the high-temperature super-
conducting cuprates are examples of such systems.
Macroscopic properties at xoxc are determined by
the insulating matrix, but the sample contains me-
tallic ferromagnetic inclusions. In a similar way, the
sample at x4xc, being in the ferromagnetic metallic
phase, contains insulating regions.

The percolative transition occurs also in the me-
tallic sample with a fixed-level doping (e.g., xE0.3)
at T¼TC. The fast increase in conductivity s(T) at
ToTC is described by the expression

sðToTCÞpðTC � TÞg ½6�

where g is a critical index.
The percolative nature of the transition at T¼TC

also implies the intrinsic inhomogeneities of the sam-
ple, that is, the phase separation. This means that,
even below TC, the sample, being in the metallic
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ferromagnetic state, contains inclusions of the low-
conducting paramagnetic phase.

The concept of intrinsic inhomogeneity as well as
the percolation picture has a strong experimental
support. Various experimental techniques, such as

scanning tunneling microscopy (STM), neutron scat-
tering, X-rays absorption fine structure spectroscopy,
and heat capacity data allow us to prove the picture
of phase separation. For example, one can measure
electronic contribution (pT) to heat capacity at
xoxc. The inelastic neutron scattering as well as the
X-rays spectroscopy display the presence of two dif-
ferent bond lengths corresponding to mixed phases.
An intensive study of manganites continues. Search
for new materials, synthesis of high-quality samples,
and a detailed theoretical and experimental analysis
of all regions of the phase diagram will lead to new
insights and interesting potential applications.

See also: Magnetic Materials and Applications; Magnetic
Order.
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Introduction

Transport processes concern a wide range of phe-
nomena in hydrodynamics, thermodynamics, physical
chemistry, electric conduction, magnetohydrodynam-
ics, etc. They typically occur in physical systems
(gases, liquids, or solids) made of many particles (at-
oms or molecules) in the presence of inhomogeneities.
Such a situation can result from nonequilibrium con-
ditions (e.g., the presence of a macroscopic gradient
of density, velocity, and temperature), or simply from
fluctuations around an equilibrium state.

The kinetic theory of transport phenomena pro-
vides a unified description of these apparently unlike

situations. It is based on the assumption that even in
nonequilibrium conditions, gradients are small en-
ough to guarantee that local equilibrium conditions
still hold. In particular, the kinetic approach describes
the natural tendency of the particles to transmit their
properties from one region to another of the fluid
by colliding with the other particles and eventually
establishing global or local equilibrium conditions.

The main success of the kinetic theory is the iden-
tification of the basic mechanism underlying all the
above-mentioned processes: the transport of a micro-
scopic quantity (e.g., the mass, momentum, or energy
of a particle) over a distance equal to the mean free
path %c of the particles, that is, the average free dis-
placement of a particle after a collision with another
particle. By this definition, it is implicitly assumed that
the system is a fluid, where each particle is supposed
to interact with each other by collisions and propagate
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freely between successive collisions. Simple consider-
ations yield the following definition

%c ¼ 1ffiffiffi
2

p
sn

½1�

where n is the volumetric density of particles, which
depends on the thermodynamic conditions of the sys-
tem, and s is the total cross section of collisions be-
tween particles (e.g., for the ideal case of spheric
particles of radius R, s ¼ 4pR2). For instance, in a
gas at room temperature and pressure %c is typically
Oð10�5Þcm, three orders of magnitude larger than the
typical size of a particle, Oð10�8Þcm. It is worth
stressing that, reference is made to the simple case of a
homogeneous isotropic system, where %c is the same at
any point and in any direction in space.

In the section ‘‘Transport in the presence of a gra-
dient,’’ the general case of nonequilibrium conditions
are analyzed and the definition of transport coeffi-
cients is provided. In the section ‘‘Brownian motion,’’
the process of mass transport due to fluctuations
close to equilibrium is described, by relying upon the
basic example of Brownian motion.

Transport in the Presence of a Gradient

Without prejudice of generality, a system is considered
where a uniform gradient of the quantity Að~xÞ is estab-
lished along the z-axis, and Aðx; y; zÞ ¼ Aðx0; y0; zÞ ¼
AðzÞ for any x, x0, y, and y0. In particular, it is assumed
that A(z) is a microscopic quantity, which slowly varies
at constant rate along the coordinate z of an arbitrary
Cartesian reference frame. Consider also a unit surface
S1 located at height z and perpendicular to the z-axis.
Moving from the surface S1 a particle will run a dis-
tance 7%c moving either upward or downward along
the z-axis, respectively. Assuming that local equilibri-
um is established by collisions, the particle variable
will change its original value A(z) into Aðz7%cÞ. The
net transport of the quantity A(z) through S1 amounts
to the number of crossings of S1 from each side in the
unit time. Consistently with the assumption of local
equilibrium, the same average velocity %v is attributed
to all particles crossing S1. Isotropy and homogeneity
of the system also imply that 1/3 of the particles move
on average along the z-axis, half of them upward and
half downward. Accordingly, S1 is crossed along z in
the unit time interval by 1=6n%v particles in each di-
rection. The net amount of A(z) transported through
S1 in the unit time is given by

FðAÞ ¼ 1
6 n%v½Aðz � %cÞ � Aðz þ %cÞ� ½2�

Since %c is very small compared with the macroscopic
length of the fluid, one can use the approximation

Aðz7%cÞCAðzÞ7%c@A=@z and rewrite eqn [2] as

FðAÞ ¼ �1

3
n%v%c

@A

@z
½3�

The minus sign on the right-hand side of this equation
indicates that A is transported in the direction opposite
to the orientation of the gradient. This calculation can
be performed more carefully by introducing explicitly
the Maxwell distribution function of particle velocities
at equilibrium. Nonetheless, one recovers the same
result.

The simplest case is the presence of a density gra-
dient along the z-axis, that is, AðzÞ ¼ nðzÞ. It induces
a mutual transport of particles, which diffuse through
the system and

FðnÞ ¼ �1

3
n%v%c

@n

@z
¼ D

@n

@z
½4�

where the quantity D ¼ 1=3n%v%c defines the diffusion
coefficient of particles inside the fluid.

This definition can be easily extended to the case
of a mixture of two different species of particles,
labeled by the indices 1 and 2, which diffuse into
each other. One can define the mutual diffusion co-
efficient as

D1;2 ¼ n1 %v1 %c1 þ n2 %v2 %c2

3ðn1 þ n2Þ
½5�

The other cases of physical interest correspond to
the situations where a gradient of velocity or tem-
perature are present. In the former case, it is assumed
that the fluid flows with constant macroscopic velo-
city v(z) parallel to the (x,y) plane. In such a situ-
ation, there is a net transport of kinetic momentum
mv(z) (m is the mass of a particle), yielding a strain
stress FðmvðzÞÞ between the fluid layers on the (x, y)
plane:

FðmvðzÞÞ ¼ �1

3
nm%v%c

@vðzÞ
@z

¼ Z
@vðzÞ
@z

½6�

where the quantity Z ¼ 1=3nm%v%c defines the viscosity
of the fluid. By substituting eqn [1] into the previous
expression, one finds Z ¼ m%v=3

ffiffiffi
2

p
s. This implies

that the viscosity of an ideal fluid is independent
of its density, that is, of the pressure. This counter-
intuitive conclusion was first derived by J C Maxwell
and its experimental verification sensibly contributed
to establish in the scientific community a strong con-
sensus on the ‘‘atomistic’’ approach of kinetic theory.
It is worth stressing that such a conclusion does not
hold when dealing with very dense fluids.

It remains to consider the case when A(z) is the
average kinetic energy of particles %eðzÞ. At equilib-
rium, the energy equipartition condition yields the
relation n%eðzÞ ¼ rCVTðzÞ, where r ¼ mn is the mass
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density of particles, CV is the specific heat at constant
volume, and T(z) is the temperature at height z. The
net flux of kinetic energy Fð%eÞ can be read as the heat
transported through the fluid along the z-axis

Fð%eÞ ¼ �1

3
rCV %v%c

@TðzÞ
@z

¼ k
@TðzÞ
@z

½7�

where the quantity k ¼ 1=3rCV %v%c ¼ mCV %v=3
ffiffiffi
2

p
s

defines the heat conductivity. Also k is found to be
independent of 2n.

One can conclude that the transport coefficients,
that is, the diffusion constant D, the viscosity Z, and
the heat conductivity k, are closely related to each
other and depend on a few basic properties of the
particles, such as their mass m, their average velocity

%v, and their mean free path %c. By comparing eqns [6]
and [7] one finds the remarkable relation

k
Z
¼ aCV ½8�

According to the results herein reported, the value of
the proportionality constant is a ¼ 1. In real systems
this constant takes different values, which depend on
specific features of particle interaction (e.g., a ¼
5=2 for realistic models of monoatomic gases). The

conceptual relevance of this relation is that it con-
cerns quantities that originate from quite different
conditions of matter. In fact, on the left-hand side is
the ratio of two transport coefficients associated with
macroscopic nonequilibrium conditions, while on
the right-hand side is a typical equilibrium quantity,
the specific heat at constant volume. After what has
been discussed in this section, this observation is far
from mysterious: by assuming that even in the pres-
ence of a macroscopic gradient of physical quantities,
equilibrium conditions set in locally, the kinetic the-
ory provides a unified theoretical approach for trans-
port and equilibrium observables.

Brownian Motion

The basic example of transport properties emerging
from fluctuations close to equilibrium is Brownian
motion. This phenomenon had been observed by R
Brown in 1828: small pollen particles in solution
with a liquid exhibited an erratic motion, whose
irregularity increased with decreasing particle size
(typically, 10–3 cm). The long scientific debate about
the origin of Brownian motion lasted over almost
one century and raised strong objections to the
atomistic approach of the kinetic theory (see the
section, ‘‘Introduction’’). In particular, the motion of
the pollen particles could not be apparently consist-
ent with an explanation based on collisions with
the molecules of the liquid, subject to thermal

fluctuations. In fact, pollen particles have exceed-
ingly larger mass and size with respect to molecules.
An easy calculation, based on orders of magnitude,
yields the conclusion that the amount of velocity
acquired by a pollen particle in a collision with a
molecule is typically 10–6 m s–1, so that the corre-
sponding instantaneous displacement could not be
practically observed, ‘‘a fortiori,’’ with the optical
devices available to R Brown in 1828. The kinetic
approach implies also that the number of collisions
per second of the Brownian particle with liquid mol-
ecules is gigantic and random. Thermal equilibrium
conditions and the isotropy of the liquid make equal-
ly probable the sign of the small velocity variations of
the pollen particle. On observable timescales, the ef-
fect of the many collisions should average to zero and
the pollen particle should not acquire any net dis-
placement from its initial position in the fluid. This
way of reasoning is actually wrong, as Albert
Einstein argued in his theory of Brownian motion.
Einstein’s methodological approach, based on the
combination of simple models with basic physical
principles, was very effective: he first assumed that
the Brownian macroscopic particles should be con-
sidered as ‘‘big mass molecules,’’ so that the systems
composed by the Brownian particles and the solvent,
where they were suspended, could be considered a
mixture of two fluids at thermal equilibrium. This
implies the validity of Vant’Hoff law

PðxÞ ¼ kBTnðxÞ ½9�

where P is the osmotic pressure between the fluids,
T is the equilibrium temperature of the solution, n
is the volumetric density of Brownian particles
(the ‘‘solute’’ of the binary mixture) and kB is the
Boltzmann constant ðkB ¼ 1:380658 10�23 JK�1Þ.
According to the classical kinetic theory one should
not be allowed to write an equation of state like [9]
for a collection of the macroscopic Brownian parti-
cles. They should be better described by the laws of
dynamics, rather than by those of thermodynamics.
Einstein’s other point of view can be justified by
considering that, despite their macroscopic dimen-
sion, the Brownian particles are not subject to stand-
ard macroscopic forces: they experience microscopic
forces originated by thermal fluctuations of the fluid
molecules and in this sense they can be assimilated in
any respect to soluted particles. The macroscopic
nature of the Brownian particles should be recovered
in the timescales associated with the collision and
dissipation processes inside the fluid. Einstein gues-
sed that Brownian motion looks random on a much
larger timescale than the one needed for dissipating
the energy acquired by Brownian particles through
collisions with molecules. In practice, this amounts
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to the assumption that the dissipation mechanism
should be described by the macroscopic Stokes’ law

F ¼ m
dv

dt
¼ �6pZRv ½10�

where F is the friction force proportional to the
velocity v of the Brownian particle of radius R and Z
is the viscosity of the solvent. Accordingly, the energy
dissipation process of Brownian particles has to oc-
cur on the timescale

td ¼ m

6pZR
½11�

For RC10�4 cm and for a standard solvent (e.g.,
water) one has td ¼ Oð10�7Þs.

On a timescale much larger than td the Brownian
particles are expected to exhibit a diffusive motion,
as a consequence of the many random collisions
with the solvent molecules. On the other hand, the
kinetic theory associates diffusion with transport of
matter in the presence of a density gradient (see the
section ‘‘Introduction’’). Einstein then assumed that
some ideal external force should be responsible for
creating such a gradient yielding a flux of Brownian
particles

JB ¼ D=n ½12�

At a microscopic level the flux of Brownian particles
JB is defined as the product of their velocity v times
their density n. For tctd, the velocity v is given by
eqn [10] and one can also write

JB ¼ Fn

6pZR
½13�

The numerator on the right-hand side of this equation
is the definition of the pressure gradient, which, ac-
cording to Vant’Hoff law [9], is proportional to the
density gradient. In formulas

Fn ¼ =P ¼ kBT=n ½14�

By substituting eqn [14] into eqn [13] and comparing
with eqn [12], one obtains the remarkable relation

D ¼ kBT

6pZR
½15�

Perrin showed that this formula provides very good
quantitative agreement with experimental data.

In summary, Einstein’s approach derives from the
assumption that for totd it still makes sense attribu-
ting a velocity to the Brownian particle (see eqn
[10]), while for t4td the particle is assumed to dif-
fuse, as it would in the presence of an ideal density
gradient (eqn [12]). It is worth stressing that the last
hypothesis is purely phenomenological, since direct

inspection of the movement of Brownian particles
revealed its diffusive nature. Einstein’s theory of
Brownian motion is based on the matching between
different dynamical regimes.

The Langevin Approach

A mechanical approach taking explicitly into account
both dynamical regimes was later proposed by P
Langevin. For the first time deterministic and stoc-
hastic forces were introduced into the same equation.
The deterministic component is the friction term �gv,
acting on the Brownian particle: g is the friction co-
efficient, which amounts to g ¼ 6pZR in the Stokes
regime and v is the three-dimensional velocity vector
of the Brownian particles, whose components are
denoted by vi, i ¼ 1; 2;3. The stochastic component
associated with the effect of collisions with the solvent
molecules is a random, time-dependent force nðtÞ,
whose components are analogously denoted by xi,
i ¼ 1; 2; 3. Symmetry arguments indicate that each
one of these components can be assumed to be inde-
pendent, isotropic, uncorrelated in time (at least for
t4td) and Gaussian, since it results from the combi-
nation of a very large number of collisions, which can
be considered approximately as independent events.
Accordingly, the average of the stochastic force is null
and its time-correlation function can be approximated
by a Dirac delta for t4td. In the formulas:

/xiðtÞS ¼ 0 ½16�

/xðtÞixjðt0ÞS ¼ Gdijdðt � t0Þ ½17�

where the brackets / S indicate the statistical
average, G is a suitable dimensional constant and dij

is a Kronecker delta. Langevin equation is a Newton
equation containing the stochastic force n. For each
component of the three-dimensional velocity vector it
reads

m
dvi

dt
¼ �gvi þ xiðtÞ ½18�

This equation can be formally integrated, yielding the
solution

viðtÞ ¼ exp � g
m

t
 �

� v0i þ
Z t

0

dt
1

m
exp

g
m
t

 �
xiðtÞ

� �
½19�

where v0i is the ith component of the initial velocity.
Accordingly, vi(t) is a stochastic solution which as-
sumes properties similar to xi(t) (see eqns [16] and
[17]), namely

/viðtÞS ¼ v0i exp � g
m

t
 �

½20�
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and

/v2
i ðtÞS ¼ exp �2g

m
t

� �

� v2
0i þ

Z t

0

dt
1

m2
exp

2g
m
t

� �
G

� �
½21�

¼ G
2mg

1 � exp �2g
m

t

� �� �
þ v2

0i exp �2g
m

t

� �
½22�

As time t grows the average velocity vanishes expo-
nentially with the rate m=g, while the average squared
velocity approaches the value

lim
t-N

/v2
i ðtÞS ¼ G

2mg
½23�

In order to bridge this purely mechanical approach
with Einstein’s theory, establishing a relation with
thermodynamics remains. This is naturally obtained
by attributing a thermal origin to the fluctuations of
the stochastic force. In particular, if one assumes that
the Brownian particles and the solvent are at thermal
equilibrium with temperature T, the energy equip-
artition principle establishes that the average kinetic
energy per degree of freedom in the limit of very
large times is proportional to the temperature

lim
t-N

1
2 mv2

i ðtÞ
� �

¼ 1
2 kBT ½24�

By comparison with eqn [23] one obtains the re-
markable relation

G ¼ 2gkBT ½25�

where the amplitude of velocity fluctuations is found
to depend on the frictional coefficient of the fluid,
thus yielding the basic example of a fluctuation–
dissipation relation.

On the other hand, this relation cannot be directly
tested by experimental observations, that is, records
of the erratic trajectories of Brownian particles sam-
pled at time intervals much larger than td. The very
predictive content of the Langevin equation can be
extracted by computing the average displacement
vector r, whose components are related to those of v
by the straightforward relation riðtÞ ¼

R t
0 dtviðtÞ; i ¼

1; 2; 3. The information of interest is contained in
the expression of the squared average displacement
/r2

i ðtÞS. Simple calculations yield the result

/r2
i ðtÞS ¼ v2

0it
2; t{

m

g
½26�

/r2
i ðtÞS ¼ 2kBT

g
t; tc

m

g
½27�

It is important to observe that this mechanical ap-
proach is able to account at the same time for the

‘‘ballistic’’ regime, expected for times smaller than
the relaxation time td ¼ m=g, and also for the as-
ymptotic diffusive regime. The diffusion constant is
expressed by the relation

D ¼ kBT

g
½28�

which is found to be equivalent to eqn [15] in the
Stokes friction regime, where g ¼ 6pZR.

The Fokker–Planck Approach

The statistical content of the Langevin approach
emerges explicitly from the properties attributed to
the random force in eqn [17]. The statistical average
/ S can be interpreted as the result of the average
over many different trajectories of the Brownian par-
ticle obtained by different realizations of the stochas-
tic force components xi in eqn [18]. By taking
inspiration from Boltzmann kinetic theory one can
get rid of mechanical trajectories and describe from
the very beginning the evolution of Brownian particles
by a suitable distribution function f ðx; tÞ : f ðx; tÞdx
represents the probability of finding the Brownian
particle at a position in between x and xþ dx at time
t. One can introduce the transition rate Wðx0; xÞ, such
that Wðx0; xÞdx0Dt represents the probability that in
the interval of time Dt the Brownian particle ‘‘jumps’’
from the neighborhood of x to x0. In this approach,
any reference to instantaneous collisions with the
solvent molecules is lost, and one has to assume that
Dtctd. As proposed by Fokker and Planck, one can
write the evolution equation for f ðx; tÞ: as a ‘‘master
equation,’’ that is, a balance equation where the
variation in time of f ðx; tÞ emerges as the result of
two competing terms: a gain factor, due to jumps of
particles from any position x0 to x, and a loss factor,
due to jumps from x to any x0. In formula

@f ðx; tÞ
@t

¼
Z þN

�N

dx0½f ðx0; tÞWðx; x0Þ

� f ðx; tÞWðx0; xÞ� ½29�

In this equation, it has been implicitly assumed that
volumes are preserved in position space by the
Brownian process, in particular dx0 ¼ dx. On the
other hand, large displacements of the Brownian par-
ticles are highly improbable and one can reasonably
assume that the rate function Wðx0; xÞ ¼ Wðx0; vÞ is
significantly different from zero only for very small
values of jvj ¼ jx0 � xj. This allows to introduce a
formal Taylor series expansion in eqn [29] around
v ¼ 0. By considering terms only up to the second
order, one obtains the Fokker–Planck equation

@f ðx; tÞ
@t

¼ �=½l1f ðx; tÞ� þ 1

2
D½l2f ðx; tÞ� ½30�
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where

l1 ¼
Z þN

�N

dvWðx0; vÞv ¼ dx
dt

� �
¼ /vS ½31�

l2 ¼
Z þN

�N

dvWðx0; vÞjvj2 ¼ jdxj2

dt

* +
½32�

The first term on the right-hand side of eqn [30] rep-
resents the contribution of viscous friction, while the
second term is the diffusive contribution. Notice that
l1 and m2 are both average quantities: the former
amounts to the average speed of a Brownian particle,
which in general results from the balance of external
forces acting on the Brownian particle with the vis-
cous friction force produced by the solvent; the latter
amounts to the average squared displacement per unit
time, which, in a homogeneous isotropic medium,
corresponds to the definition of the diffusion constant
D. Accordingly, in the absence of external forces the
viscous term can be neglected and eqn [30] reduces to
the standard form of a macroscopic diffusion equation

@f ðx; tÞ
@t

¼ DDf ðx; tÞ ½33�

The solution of this equation is

f ðx; tÞ ¼ 1

4pDtð Þ3=2
exp � jx� x0j2

4Dt

 !
½34�

where x0 is the initial position of the Brownian par-
ticle. The average squared displacement is given by the
expression

/jxj2S ¼
Z þN

�N

dxjxj2f ðx; tÞ ¼ jx0j2 þ 6Dt ½35�

This statistical treatment of Brownian motion can
be easily generalized in the presence of external forc-
es acting on the Brownian particle. For the sake of
simplicity, the case of an elastic force acting on the
Brownian particle F ¼ �lx, where l is the elastic
constant, is illustrated. The mobility of Brownian
particles is denoted as n (e.g., in the Stokes regime
n�1 ¼ 6pZR). The average viscous force is then given
by �/vS=n and it must be balanced by the elastic
force, that is /vS=nþ lx ¼ 0. This relation implies

l1 ¼ �lnx ½36�

Since eqn [35] still holds, one also obtains

m2 ¼ /jxj2S=t ¼ 6D ½37�

where, without prejudice of generality, one can set
x0 ¼ 0. Equation [30] then reduces to

@f ðx; tÞ
@t

¼ ln= � xf ðx; tÞ þ 3nkBTDf ðx; tÞ ½38�

where the generalized Einstein’s relation D ¼ nkBT
has been used. The solution of eqn [38] reads

f ðx; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l
2pkBTð1 � e�2lntÞ

s

� exp � lðx� x0e�lntÞ2

2kBTð1 � e�2lntÞ

 !
½39�

One can easily obtain

/xS ¼ x0e�lnt ½40�

/jxj2S ¼ jx0j2e�2lnt þ kBT

l
ð1 � e�2lntÞ ½41�

In the limit t - N these relations reduce to

/xS ¼ 0 ½42�

/jxj2S ¼ kBT

l
½43�

It can be concluded that asymptotically the distribu-
tion of Brownian particles is a Gaussian centered
around the origin (which has been chosen as the
equilibrium position of the elastic force), with var-
iance kBT/l.

See also: Irreversible Thermodynamics and Basic Trans-
port Theory in Solids.

PACS: 83.10.Mj; 52.25.Fi; 05.40.� a; 05.40.Jc
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Introduction

The concept of anelasticity was conceived by Zener in
1948 and published in his monograph, ‘‘Elasticity and
anelasticity of metals.’’ The ideal elastic behavior is
defined by three conditions: (1) the strain response to
each level of applied stress has a unique equilibrium
value, (2) the equilibrium response is achieved instan-
taneously, and (3) the response is linear. If only the
second condition is not met, a time dependence
with the response appears and the behavior known as
anelasticity is produced. Consequently, anelasticity
implies that, in addition to an elastic response, there
also exists a time-dependent nonelastic response. In
this sense, anelasticity differs from the related topics
of ‘‘internal friction’’ or ‘‘mechanical spectroscopy,’’
which does not possess such a unifying theoretical
base. The more general behavior by additionally
lifting the condition (1) of complete recoverability is
known as linear viscoelasticity, which thus includes
anelasticity as a special case. The purpose here is to
show how anelasticity is described and how internal
friction measurements are interpreted to get an insight
into microscopic mechanisms, which are responsible
for the mechanical behavior of solids. The first part
comprises the formal theory using two different view-
points: rheological approach and thermodynamics.
In the second part, mechanical spectroscopy is descri-
bed and different applications, that have been used
to study the behavior of point defects, dislocation
dynamics and grain boundary sliding, are discussed.

Rheology

Rheology solves the problem of the deformation of
solids by postulating, for every kind of material, an
equation between the stress s, the deformation e, and
their time derivatives. Moreover, in the development
of the rheological equations, it is useful to build
mechanical models, which simulate qualitatively the
behavior described by these equations. To describe
the anelastic behavior, the models can be expres-
sed with two ideal bodies (1) the Hooke solid that
is conveniently represented by a spring, with the
law e ¼ Js, where J is the compliance or the inverse
of the Young modulus E; (2) the Newtonian liquid is
represented by a dashpot with the law s ¼ Z’e, where

Z is the viscosity. To describe anelastic behavior, these
two elements can be coupled either in parallel (Voigt
model) or in series (Maxwell model). It is convenient
to write the viscosity Z of the dashpot as t/dJ, where t
is a relaxation time. The model of a spring in series
with a Voigt unit (Figure 1a) can easily be calculated
to obtain the differential stress–strain equation:

e ¼ e1 þ e2

e2 ¼ JUs

)
) e1 ¼ e� JUs

and

s ¼ e1

dJ
þ Z’e1 ) s ¼ 1

dJ
ðe� JUsÞ þ

t
dJ

ð’e� JUsÞ

Finally, one obtains

JRsþ tJU ’s ¼ eþ t’e with JR ¼ JU þ dJ ½1a�

JR and JU are called the relaxed compliance and the
unrelaxed compliance, respectively. This equation is
the more general form of the so-called ‘‘standard an-
elastic solid.’’ In order to define the relaxation pa-
rameters, the following experiment can be performed:
a mechanical stress s0 is abruptly applied at time t ¼
0 (Figure 2) and held constant, while the strain e is
recorded as a function of time. Equation [1a] then has
the following solution:

e ¼ s0ðJR � dJe�t=tÞ

Thus, the strain relaxation behavior of the standard
anelastic solid is such that under a unit-applied stress,
the strain increases from an instantaneous value JUs

�1

�2

�1

�2

�j

	1 	2

m

�j


JU

(a) (b)

Figure 1 Rheological models: (a) standard anelastic solid: a

Voigt unit (a spring and a dashpot in parallel) in series with a

spring, (b) model with a mass, which may display resonance or

relaxation behavior.
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to a final equilibrium value JRs, with a relaxation
time t. It is convenient to define a dimensionless
quantity D, called the relaxation strength

D ¼ dJ

JU
and then JR ¼ JUð1 þ DÞ

The standard anelastic model can be generalized by
introducing a second, third, y Voigt unit in series
with the first one. The differential stress–strain equa-
tion can be calculated to obtain a linear equation
with constant coefficients

a0sþ a1 ’sþ a2 .sþ?þ an
dns
dtn

¼ b0eþ b1’eþ b2.eþ?þ bn
dne
dtn

This higher-order equation can also represent a
resonance behavior depending on the value of the
constant. Effectively, by adding a mass to the Voigt
unit (Figure 1b), the stress–strain equation becomes

JRsþ tJU ’sþ dJmJU .s ¼ eþ t’eþ dJm.e ½1b�

This equation is also a linear differential equation
of second order in e and s. Nevertheless, depending
on the relative value of m and t2/dJ, this model rep-
resents a relaxation or resonant behavior. In the res-
onant case, the resonant frequency is given by o0

with o2
0 ¼ 1=dJm (Figure 3). It is important to men-

tion that, in solids, there is no example where a res-
onant behavior has been observed.

Thermodynamics

In this section, the basis behind the classical thermo-
dynamic approach of anelasticity is described. The
underlying idea behind such a description is that
pseudo-equilibrium can be established within the sol-
id. Thermodynamic functions, as for example, the
free energy, are not only a function of the classical
external state variables (stress s, strain e, temperature

T, and entropy s), but also a function of some internal
variables. Such internal variables are related to mi-
croscopic mechanisms in the material and may be, for
example, either a short-or a long-range order param-
eter, the proportion of point defects having a typical
orientation, or the swept area of dislocations. In the
following, only the simplest case for which the state
of a solid is completely defined by the temperature,
the state of stress and only one internal variable x
is considered. Consequently, the free energy g is
given by

g ¼ gðs;T; xÞ and dg ¼ �eds� sdT � Adx

where e, s, and the affinity A are conjugate variables
to s, T, and x, respectively. The complete equilibrium
at constant stress and temperature is given by dg ¼ 0,
therefore A ¼ 0. By taking as a reference state the
following values of the variable, T ¼ T0 for the tem-
perature (assuming that this value stays constant), s ¼
0 for the stress, and x ¼ 0 for the internal variable, the
Gibbs function g may be expanded as a Taylor series
to quadratic terms in the variables s and x

gðs; x;T0Þ ¼ gð0; 0;T0Þ �
1

2
JUs2 � ksxþ 1

2
bx2

where JU is the unrelaxed compliance. The conjugate
variables are then given by

e ¼ JUsþ kx
½2�

A ¼ ks� bx

(c)

(b)

(a)

(c)

(b)

(a)

�J	

�J	

JU	

t

�

Figure 2 Creep and elastic after effect for (a) ideal elastic solid,

(b) anelastic solid, and (c) linear viscoelastic solid.
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In this way, the value of e is zero for s ¼ 0 and x ¼ 0.
The term ean ¼ kx is the anelastic strain in which k
corresponds to the coupling between the internal
variable x and the mechanical strain. When s is as-
sumed to be constant, but different from zero, one has
to set A ¼ 0 for complete equilibrium, and the equi-
librium value %x is given by

%x ¼ k
b
s ¼ as

½3�

A ¼ �bðx� %xÞ

One may then consider A as a driving force toward a
complete equilibrium state. From the thermodynam-
ics of irreversible processes, it is expected that the rate
’x, for small departures from equilibrium, depends
linearly upon affinity,

’x ¼ MA and consequently;

’x ¼ �1

t
ðx� %xÞ or t’xþ x ¼ as

½4�

where t ¼ 1=Mb a relaxation time. Eliminating x and
’x in eqns [2] and [4], a differential stress–strain re-
lation is obtained:

eþ t’e ¼ JRsþ tJU ’s; JR ¼ JU þ ka ¼ JU þ dJ

This equation is equivalent to eqn [1] of the standard
anelastic solid.

Mechanical Spectroscopy

In the first part, the relaxation parameters were meas-
ured using quasistatic experiments (Figure 2). Never-
theless, it is generally more convenient to use dynamic
methods. In that case, an alternative stress s ¼ s0eiot

is imposed on the system, and the phase lag d between
the strain e ¼ e0eiðot�dÞ and the applied stress is meas-
ured. The complex compliance is then given by

J�ðoÞ ¼ J1ðoÞ � iJ2ðoÞ and consequently tgd ¼ J2

J1

It is easy to show that, in the linear case, the ratio of
the energy DW, dissipated in the form of heat during
one cycle, to the maximum stored elastic energy W is
related to the loss angle d by

IF ¼ Q�1 ¼ 1

2p
DW

W
¼ tgd

where Q� 1, the inverse of the quality factor of a
resonant system, is commonly called the internal
friction (IF, sometimes called damping) of a material.
It generally and strongly depends on the frequency as
well as on the temperature.

In order to calculate tgd or the IF due to a relax-
ation mechanism, alternative stress, s ¼ s0eiot and
strain e ¼ e0eiðot�dÞ are introduced in the equation of
the standard anelastic solid (1), and one then obtains

eþ iote ¼ JRsþ iotJUs

The ratio between the stress and the strain gives
the complex compliance J� ¼ JU þ dJ=ð1 þ o2t2Þ �
idJðotÞ=ð1 þ o2t2Þ ¼ J1 �iJ2. Assuming dJ{JU, the
IF is then given by classical Debye equations,

tgd ¼ J2

J1
¼ D

ot
1 þ o2t2

and
dJ1

JU
¼ D

1

1 þ o2t2
½5�

where D ¼ dJ=JU. The second equation corresponds
to the so-called modulus defect. In Figure 3, the IF is
plotted as a function of the frequency for both cases
of a relaxation and a resonant behavior. In the case of
a relaxation behavior, a maximum is observed for
ot ¼ 1. For thermally activated mechanisms, an
Arrhenius law is often valid, with

t ¼ t0 expðE=kTÞ

where t0 is the limit relaxation time (inverse of the
attempt frequency), k the Boltzmann constant, and E
the activation energy of the mechanism. The impor-
tance of such a relation is that the quantity t may be
varied over a wide range simply by changing the
temperature. For the case of a Debye peak, the con-
dition that ln ot ¼ 0 at the peak maximum gives

ln o ¼ ln o0 �
E

kTP
; where o0t0 ¼ 1 ½6�

If a series of peaks is measured at a number of
different frequencies, a straight-line plot can be made
(Arrhenius plot) of lno as a function of 1/TP whose
slope is then E/k.

Experimental Methods

In order to measure the IF, different methods can be
used, depending on the frequency range. In the very
low frequency range (10� 5–10 Hz), a forced vibration
is imposed on the system, and the phase lag between
stress and strain is directly measured either as a func-
tion of the frequency or as a function of the temper-
ature (Figure 4). Between 10� 1 and 10þ5 Hz, methods
based on resonant systems vibrating at a natural fre-
quency are used. The damping of the free vibration
system is then given by Q�1 ¼ ð1=npÞ ln ðAi=Aiþn),
where Ai and Aiþn are the ith and the (iþ n)th ampli-
tude of the free vibration respectively (Figure 5). This
method is more suited to measure very low damping,
but it is difficult to carry out measurements as a func-
tion of the frequency.
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In the MHz range, wave propagation methods are
used (Figure 6). Bonding an appropriate transducer
to one end of the sample generates a pulse or a wave
packet, whose length is small compared to the spec-
imen length. The velocity v and attenuation aðU ¼
U0 exp � axÞ of such a pulse is determined by the
echo technique: the time to return to the starting
point after suffering a reflection of the free end, and
the decrease in amplitude after successive reflections.
The attenuation a is directly related to the IF by
Q�1 ¼ al=p, where l is the wavelength.

Microscopic Approach

The physical origin of the anelastic relaxation proc-
ess is discussed in terms of atomic models. The cases
of point defects, dislocations, and grain boundaries
are considered successively. For these three cases, it is
successively shown how to find the corresponding

eqns [2]–[4] in order to obtain the anelastic behavior
given by eqn [1].

Point Defect Relaxations

Point defects in the crystal lattice produce a local
elastic distortion that is called an elastic dipole (by
analogy with electric dipole), and as a result of this
elastic dipole, there is an interaction between the
defect and the stress applied to the crystal. It will
be more easy to directly consider the particular case
of the anelastic relaxation produced by interstitial
solutes (e.g., C,N,Oy) in dilute solution in body-
centered cubic (b.c.c.) metals.

These interstitial impurities are responsible for an
IF relaxation peak called Snoek relaxation. These
impurities occupy the octahedral sites of the b.c.c.
host lattice, as presented in Figure 7. So they create
an elastic dipole with a tetragonal symmetry that
has a single fourfold symmetry axes lying along the
major axes of the octahedron. The interstitial sites
may be subdivided into three groups, since the tet-
ragonal axis may lie along each one of the cube axes

Magnet

Coils

P

Furnace

Sample

Mirror

Figure 4 Inverted torsion pendulum: force vibration is imposed

to the system and the phase lag d is directly measured; frequency

range: 10�5 –10 Hz; temperature range: 4–1800 K.

Excitation ExcitationFree decay

t

Ai +n

Ai

Figure 5 Free decay of natural vibrations, Q�1 ¼ ð1=npÞ
ln ðAi=AiþnÞ.

Transducer Specimen

Pulse time t Pulse time (t+∆t )

Figure 6 Ultrasonic attenuation measured by the echo tech-

nique.
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x1, x2, x3. It is then possible to mark the defects that
have their tetragonal axis parallel to x1, with the
orientation index p ¼ 1 and for x2 and x3, p ¼ 2 and
p ¼ 3, respectively. If the total concentration of
defects is N0, then N0 ¼

P3
p¼1 Np, where Np is the

number of defects per volume unit with their tet-
ragonal axis in the p direction. At the equilibrium,
without applying an external stress all of the sites are
equivalent (N1 ¼ N2 ¼ N3 ¼ N0=3), and the extra
deformation, due to the defects is the same in the
three directions. When an external stress is applied in
one direction, one type of defects is favored, conse-
quently N1aN2aN3. To simplify, consider only one
uniaxial stress parallel to x1 (i.e., s ¼ s11); the cor-
responding strain e ¼ e11 is given by

e ¼ JUsþ dlðN1 � N0=3Þ

where dl ¼ @e=@N1ð ÞNconst, that is, the variation of
the strain due to the migration of one defect from the
position 2 or 3 to 1 and vice versa. The comparison
with eqn [2] leads to k ¼ dl and x ¼ N1 � N0=3.
Moreover, thermodynamics of an irreversible process
shows that

’N1ðTÞ ¼ �1

t
ðN1ðtÞ � %N1Þ

which is similar to eqn [4]. In order to obtain eqn [3],
Boltzmann statistics are used and the equilibrium
value %N at each stress s and temperature T is calcu-
lated. It is found that

%x ¼ %N1 � N0=3 ¼ as with a ¼ 2N0

9kT
dl

Finally dJ ¼ ak ¼ ð2N0=9kTÞðdlÞ2 and the relaxa-
tion strength is given by D ¼ dJ=JU ¼ 2N0=ð9JUkTÞ
ðdlÞ2. Consequently, the relaxation strength is

proportional to the concentration of interstitial sol-
utes, and the determination of D is an easy way to
measure, with a very high accuracy, the concentra-
tion of carbon, nitrogen, or oxygen in solid solution
of b.c.c. metals. Nowick and Berry also show that
t ¼ a2=36D, where a is the side of the cube and D
the diffusion coefficient of the impurities (D ¼
1=2nDa2exp �E=kTð Þ, where nD is the Debye fre-
quency E1013 Hz). Therefore, t ¼ t0eE=kT , with E,
the migration energy of the impurities and t0E
10�14 s the pre-exponential factor. In conclusion, the
IF and the modulus defect are given by the Debye eqn
[5] with

D ¼ dJ

JU
¼ 2N0

9JUkT
ðdlÞ2

t ¼ t0eE=kTE1014eE=kT

½7�

Figure 8 presents an experimental result obtained in
a force pendulum. The damping is plotted as a func-
tion of the frequency for different temperatures. The
height of the peak is proportional to the concentra-
tion of the impurities and allows one to measure this
concentration precisely. Plotting ln np (np being the
frequency of the maximum) as a function of the
temperature (Figure 9), the slope of the line gives E/
k, that is, the migration energy of the impurity and
the pre-exponential factor t0, which exactly corre-
sponds to the predicted value of 10� 14 s (Table 1).

When the Snoek peak is investigated for single
crystals with different orientations, significant an-
isotropy of the relaxation strength is observed. From
this type of measurements, it is possible to deduce the
symmetry of the elastic dipole and to describe the
position of the defect in the crystal lattice.

IF peaks observed in substitutional solid solutions
are called Zener peaks and have been extensively
studied for many different metallic structures (f.c.c.,

3 1

x3

x1

x2

a

2

Figure 7 Octahedral sites in the b.c.c. lattice. Without external

stress, all these sites are equivalent to each other.
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Figure 8 Snoek peak observed in Nb containing 0.15 at.% of

oxygen.
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h.c.p., and b.c.c.) as well as ceramics. However, in
that case, the symmetry of the dipole due to one de-
fect is similar to the symmetry of the crystal, and no
stress-induced ordering mechanism is possible.
Therefore, the key point in the theory is the propos-
al that the relaxation is due to a stress-induced re-
orientation of solute atom ‘‘pairs’’ present in the solid
solution in a nearest-neighbor configuration. As a
consequence, the relaxation strength D becomes pro-
portional to the square of the concentration of de-
fects, while the activation energy always corresponds
to the migration energy of the substitutional atoms.

Dislocation Relaxation

It is well known that dislocation displacement gives
rise to shear strain, and correspondingly, that the

application of a shear stress produces dislocation mo-
tion. Consequently, a dislocation displacement meets
the conditions for an internal variable that can result
in an anelastic behavior. Nevertheless, this motion
should be sufficiently restricted to be reversible. Such a
restriction occurs when dislocations move in a poten-
tial is due to either internal stresses or obstacles (e.g.,
point defects) which impede a long-range dislocation
motion. Equation [2] can easily be rewritten as

e ¼ JUsþ Lbu ½8�
The second term, the anelastic strain, is due to the

dislocation motion and is given by the Orowan
equation where u, the internal variable, is the mean
distance traveled by the dislocations (Figure 10), b
the Burgers vector of the dislocations, and L the
density of mobile dislocations.

To calculate the time dependence of the mean dis-
placement u, it is necessary to write the motion
equation of the dislocation. In case of small values of
the external stress s, it is assumed that dislocations
move in a potential valley that gives rise to a rest-
oring force Ku, so that the equation of movement
becomes

mü ¼ sb � Ku � B ’u ½9�

where m is the inertial mass per unit length of dis-
location, sb the magnitude of the force applied on
the dislocation through a stress s (Peach–Koehler
force), and B a damping or drag term. The B term
characterizes all the mechanisms that are able to
control the motion of dislocations, for example, the
interaction with phonons at high velocity (or high
frequency), the motion through the Peierls valleys,
the dragging of point defects, etc. Eliminating u be-
tween eqns [8] and [9] gives an equation of the form
[1b], and consequently, the IF has the shape obtained
in Figure 3. The experimental results (Figure 11)
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Figure 9 Arrhenius plot in case of oxygen Snoek peak

(Figure 8).

Table 1 Snoek relaxation parameters in b.c.c. metals

System E ðeVÞ t�1
0 1014 s�1
� �

TP ðKÞ

Fe–N 0.82 4.2 300

Fe–C 0.87 5.3 314

Nb–O 1.15 3.7 422

Nb–N 1.57 8.2 562S

Ta–O 1.10 1.17 420

Ta–N 1.66 2.7 615

Tp values at f¼ 1 Hz.

The activation energy corresponds to the migration energy of the

defects.

A = area

lu = A

u

l

Figure 10 Dislocation segment of length l pinned at points

bows into an arc. Definition of the internal variable u.
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prove that the dislocation motion is overdamped,
that is, the inertial term mü is negligible in eqn [9]
and consequently,

B ’u þ Ku ¼ bs ½10�

Eliminating u between eqns [8] and [10], one
obtains

Lb2

K
þ JU

� �
sþ B

K
JU ’s ¼ eþ B

K
’e

an equation similar to that of the standard anelastic
solid [1a], and consequently the IF as well as the
modulus defects are always given by the Debye
equation [5] with

D ¼ Lb2

KJU
and t ¼ B

K
½11�

Moreover assuming that the restoring force Ku is
due to the line tension g of the dislocations with
gE0:5b2=JU, it can be shown that, for a dislocation
of length l vibrating like a string, K ¼ 12g=l2 and
consequently

D ¼ Ll2

6
and t ¼ Bl2

12g
½12�

It has been shown that the relaxation, due to the
interaction between phonon and dislocation, is re-
sponsible for the relaxation peak appearing in the
MHz range (Figure 11). Moreover, in the low-fre-
quency range of the Debye relaxation [5]

Q�1 ¼ DotpLl4 while
dJ

JU
¼ DpLl2 ½13�

During neutron or electron irradiation, point defects
(interstitial or vacancies), that can diffuse to the dis-
location and pin them, are created. This pinning point
modifies the dislocation length l, which decreases.

Consequently, a strong decrease of the damping and
of the modulus defect (Young modulus increases)
that verifies the dependence predicted by eqn [13]
(Figure 12) is observed. From the evolution of these
two values, it is possible to follow the evolution of
the dislocation network (l and L).

At much lower frequency, in the KHz and Hz
range, other relaxation phenomenon due to the mo-
tion of dislocation are observed. For instance, mobile
point defects are able to influence the damping term
B. Dragging of mobile point defects exerts a retar-
ding force, which leads to

t ¼B

K
¼

s kT
Gb3

6nD
� l

b
exp

EM
PD

kT

� �

¼ t0 exp
EM

PD

kT

� �

where s is the number of point defects that migrate
with a migration energy EM

PD, and a Debye frequency
nD. Then a relaxation peak, as a function of the
temperature, is observed. Hasiguti peaks in f.c.c.
metals (Figure 13) have been attributed to the
dragging of intrinsic point defects induced either by
cold-work or irradiation. The Snoek–Köster peaks,
observed after cold-work of b.c.c. metals, are due to
the dragging of interstitial impurities (H, C, O, N).

At low temperature, dislocations that lie in a close-
packed direction of the lattice are more stable. Con-
sequently, the potential energy of such a dislocation
is a periodic function and the glide plane is similar to
a corrugated iron. This periodic potential is called
the Peierls potential. To minimize its energy, a dis-
location, which lies in an arbitrary direction, devel-
ops a kinked structure (Figure 14), and the motion of
dislocations is then controlled by the creation and
motion of these kinks.

Several relaxation processes also characterize the
kink dynamics. Considering the kink motion, the re-
laxation time becomes t ¼ t0 exp HM

K =kT
� �

, where
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Figure 11 Dislocation relaxation measured in the MHz range

for gold.
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Figure 12 Effect of fast neutron irradiation on Young’s modulus

and internal friction of silver. Measurements in the KHz range.
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HM
K is the kink migration enthalpy. On the other

hand, there exists a mechanism whereby the ther-
mally activated kink pair formation controls the dis-
location motion, which has been extensively studied.
In this case, t takes the form t ¼ t0 exp HKPF=kT

� �
,

where HKPF is the kink pair formation enthalpy. The
kink dynamics has been extensively studied in f.c.c.
(Bordoni relaxation), b.c.c. (a and g relaxation),
(Figure 15) and h.c.p. metals. From the measurement
of the activation energy of these different relaxation

peaks, it is possible to deduce a value of the Peierls
energy or Peierls stress (Table 2).

The kink dynamics is now extensively studied in
semiconductors, covalent crystals as well as in cera-
mics where it controls the mechanical properties of
these materials. The experiments are difficult because
it is necessary to create enough dislocations, that
is, to extensively cold-work the specimen without
breaking it!

Grain Boundary Relaxations in Metals

An important relaxation peak at 2851C at a frequen-
cy of 0.8 Hz in polycrystalline aluminum has been
observed (Figure 16). This peak, called Kê peak, was
not observed in single crystals and consequently, was
attributed to grain-boundary sliding (GBS).

A simple model can be developed to explain the
main characteristic of a relaxation peak due to
the GBS, either in a polycrystal or in a bamboo
structure. If a specimen with a bamboo structure is
subjected to an applied stress s, the boundary will
shear plastically at constant rate ’e. The strain is then
given by the sum of the elastic part and a plastic part
due to the grain boundary sliding, that is

e ¼ JUsþ bsu

where s is the grain-boundary density (cm2/cm3), u
the shear displacement taking place along the grain
boundary, and b a constant. The stress is given by

s ¼ ku þ Z
gd

’u

where the first term is due to the elastic deformation
occurring in the two adjacent crystals, and the sec-
ond term to the friction process due to the grain-
boundary viscosity Z. d is the grain-boundary width.
b and g are geometrical parameters not too far from
unity. Eliminating u between these two equations,
one effectively obtains the equation of the standard
anelastic solid with t ¼ Z=gdk, the relaxation time,
and JR ¼ JU þ bs=k, the relaxed compliance. Conse-
quently, the damping and the relaxation strength are
respectively given by the Debye eqns [5]

with D ¼ bs

kJU
and t ¼ Z

gdk

From the relaxation time, Kê deduced a value of
the grain-boundary viscosity and this was considered
as a very important experimental data deduced from
IF measurements. In the case of a bamboo structure,
k is a constant, the relaxation peak has a relaxation
strength D that is proportional to the grain-boundary
density s, and a relaxation time that is independent of
s. In the case of a polycrystal, the counter stress ku is
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Figure 13 Hasiguti peaks observed in cold-worked gold.

Curves a–g correspond to different annealing temperatures be-

tween 200 and 300 K.
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Figure 14 (a) Kinked structure of a dislocation and (b) the

mechanism of kink pair formation.
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due to the elastic deformation of the grains between
corners, and consequently, k is proportional to s and
the relaxation strength does not depend on the grain
size. Both effects have been observed. Assuming that
the viscosity Z is correlated with grain-boundary
atomic self-diffusion,

Z ¼ kT

Da
with

D ¼ DGB ¼ 1

2
na2 ¼ 1

2
nD exp

�EGB

kT

� �
a2

where DGB is the self-diffusion coefficient in the grain
boundaries, a the atomic parameter, nD the Debye
frequency, and EGB the self-diffusion activation
energy in the boundary, that is, approximately 0.5–
0.7 EL (EL ¼ the self-diffusion energy in the lattice).
Assuming that k and s are proportional, it is con-
cluded that D should be independent of the grain size
and than t should be proportional to the grain size.
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Figure 15 Relaxation peak observed in deformed Nb around room temperature. This dislocation peak (g peak) is interpreted by a kink

pair formation mechanism on screw dislocation.

Table 2 a, a0, and g are relaxation peaks observed in b.c.c. metals

Material Ta ðKÞ Ea ðeVÞ 2HK ðedgeÞ ðeVÞ Ta0 ðKÞ Ea0 ðeVÞ HM
K ðscrewÞ T g Eg ðeVÞ 2HK ðscrewÞ

Nb 40 0.075 0.08 40 0.07 0.07 250 0.59 0.56

Ta 31 0.057 0.062 22 0.034 0.034 350 0.71 0.74

From the relaxation parameters, the kink formation energy (HK) and the kink migration energy HM
K

� �
can be deduced for edge and screw

dislocations.
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Effectively, the relaxation time t is given by eqn [2]:

t ¼ Z
gdk

¼ 2

gb
� JUkT

na3
� D

s

with a3=JU ¼ 4 eV, kT ¼ 4:31 � 10�2 at 500 K,
DD0:5 and sEd�1, one obtains

tGB
0 ¼ 10�15 d

d

Assuming a polycrystal of aluminum with grain
size d in the range of 0.02–0.08 cm d

d ¼ 0:4�
�

106 � 1:6 � 106Þ, the limit relaxation time is approx-
imately given by t0E4 � 10�10–1:6 � 10�9. With
this limit relaxation time and the values ESD given
in the literature for self-diffusion activation energy
(EGB ¼ 0:6ESD), one finds the expected temperatures
of the grain-boundary peaks that correspond approx-
imately to the measured values (Table 3).

Hysteretic and Nonlinear Effects

In addition to the relaxation phenomenon described
above, which were attributed to anelastic effects, dis-
location motion as well as the domain boundary mo-
tion in ferromagnetic or martensitic materials lead to
internal friction with a hysteretic nature or vibration-
amplitude-dependent damping, which strictly falls
outside the scope of anelasticity. Often it is possible to
consider a damping curve as composed of two parts,

the first part being independent of amplitude, and the
second part being dependent on amplitude. For
example, it was earlier observed that the damping
of high-purity annealed metals increases and becomes
strongly strain amplitude dependent above strain
amplitudes B10�7. Such a nonlinear effect cannot be
described as an anelastic mechanism. A mechanism
for this effect involves breaking away from pinning
points distributed along the length of dislocations.
Nevertheless, depending on the temperature, disloca-
tions can break away from pinning points (hysteretic
effect at low temperature) or drag the pinning points
(relaxation effect at high temperature); consequently,
the separation between these different effects (anelas-
tic, hysteretic, or strain amplitude dependent) is not
evident.

In this article, it is shown that the measurement of
internal friction is a very powerful method to study
the dynamic behavior of point defects, dislocations,
and grain boundaries in crystalline materials. Cur-
rently, it is intensively applied to study the rheologic
behavior of glasses, polymers, as well as various new
materials.

See also: Dislocations; Ferromagnetism; Lattice Dynam-
ics: Structural Instability and Soft Modes; Mass Transport;
Mechanical Properties: Creep; Mechanical Properties:
Elastic Behavior; Point Defects.

PACS: 61.72; 61.80; 61.82; 62.20.� x; 62.30.þd;
62.40.þ i; 62.80; 64.10; 81.40
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Introduction

When a crystalline solid is subjected to a very high
stress, it breaks catastrophically; but when it is

subjected to a relatively low stress, which is insuffi-

cient to cause failure, it gradually deforms plastically

over a period of time in the process known as ‘‘creep.’’
Creep occurs in all crystalline materials from met-

als to ceramics to intermetallics to rocks. It occurs in

single crystals, polycrystalline materials, composites,

and in all materials where the presence of an atomic

lattice can deform plastically through the movement

Table 3 Expected temperature of the grain boundary peak

(f ¼ 1 Hz) assuming t0 ¼ 10�10 for Al, Cu, Ni, and Fe

Metal ESD ðeVÞ EGB ðeVÞ Tp ðKÞ

Al (d ¼ 0:02 cm) 1.48 0.89 520

Al (d ¼ 0:08 cm) 559

Cu 2.04 1.22 749

Ni 2.9 1.74 952

Fe 2.45 1.47 805

These peaks have been effectively observed at the expected

temperature.
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of crystalline defects. It is an important process in a
very wide range of situations – from the deformation
occurring in gas turbine blades and nuclear reactors
to the formation of mountains and the flow within
the mantle of the Earth and other planetary bodies.

Creep is a diffusion-controlled process so that the
creep rate is dependent upon the rate of diffusion.
This means in practice that, although creep occurs at
all temperatures above absolute zero, creep generally
becomes important, and the creep rates become rea-
sonably rapid, only in situations where the temper-
ature is at or above approximately one-half of the
absolute melting temperature of the material. Al-
though this requirement may appear somewhat
limiting, nevertheless creep occurs in many simple
situations. For example, it occurs in the creep of ice
flows and glaciers or in the creep of parts made from
metallic lead where the low melting temperature of
600 K means that flow occurs easily even at ambient
temperatures. Examples of the creep of lead can be
seen by examining the distortions of old lead tiles or
piping on the medieval cathedrals of Europe. Thus,
creep is an important flow process that has an ex-
ceptionally wide range of applicability.

The Variation of Strain Rate with Time

A typical creep curve for a crystalline solid is shown
schematically in Figure 1 in a plot of the strain, e,
against the time, t. It is apparent that there is an
initial instantaneous strain, eo, which occurs imme-
diately upon application of the load and this is fol-
lowed by three distinct regions of creep: the primary
region (I), the secondary or steady-state region (II)
and the tertiary region leading to ultimate fracture
(III). In broad terms, the primary stage is a region
of hardening in which a substructure develops in
the material whereas the secondary region represents
a period in which there is a balance between the
processes of hardening and recovery so that the creep

rate remains constant. The tertiary stage is a region
in which the strain rate accelerates due to the accu-
mulation of creep damage within the material: ex-
amples of creep damage are the occurrence of
necking in tensile testing or the development of in-
ternal cracks or cavities. In practical situations, it is
imperative to avoid the occurrence of region III since
it inevitably leads to a failure of the material.

The steady-state or secondary region is often dom-
inant in the creep behavior of materials in practical
situations, and it is important, therefore, to develop an
understanding at the atomistic level of the flow proc-
esses occurring in this region. The results from labo-
ratory experiments generally show that the steady-state
creep rate, ’e, varies with the applied stress, s, through a
power-law relationship of the form

’e ¼ A1sn ½1�

where A1 is a constant and n is termed the stress
exponent for creep. However, when creep tests are
conducted at exceptionally high applied stresses,
experiments show the creep rate varies exponentially
with the applied stress through a relationship of the
form

’e ¼ A2 expðBsÞ ½2�

where A2 and B are appropriate constants. The point
of transition, from power-law creep and eqn [1] at
lower stresses to an exponential form of creep and
eqn [2] at high stresses, is generally termed power-law
breakdown.

Equation [1] is relatively simple because it relates
the steady-state strain rate only to the magnitude of
the applied stress. In practice, however, the measured
creep rates depend also upon the testing conditions,
such as the temperature, and upon microstructural
conditions, such as the grain size of the material. It is
usually possible to express eqn [1] in a more rigorous
form by expressing the steady-state creep rate
through a relationship of the form

’e ¼ ADGb

kT

b

d

� �p s
G

 �n
½3�

where A is now a dimensionless constant, D is the
diffusion coefficient, G is the shear modulus of the
material, b is the Burgers vector, k is Boltzmann’s
constant, T is the absolute temperature, d is the grain
size, and p is the exponent of the inverse grain size.
The diffusion coefficient can be expressed explicitly
in the form

D ¼ D0 exp � Q

RT

� �
½4�

where D0 is a frequency factor, Q is the activation
energy for the rate-controlling diffusive process, and
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Figure 1 Typical creep curve of strain vs. time.
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R is the gas constant. Thus, it follows from an in-
spection of eqn [3] that, for any selected material, the
steady-state creep rate is defined exclusively by the
values of only four terms: A, Q, p, and n. This con-
clusion follows since all of the other terms in eqn [3]
are either constants (such as b and k) or they depend
on the precise testing conditions (such as G and T).

Equation [3] provides a general representation of
the creep process, and all specific creep mechanisms
have relationships of this form. Thus, an important
objective in creep investigations is to measure
the values of n, p, and Q for a material under any
selected testing conditions, and then to interpret
these results in terms of theoretical creep mechanisms
that have been developed at the atomistic level.

The strains occurring in high-temperature creep
can be broadly identified in terms of three different
types of behavior. First, and probably dominant in
most practical situations, plastic flow occurs within
the grains of polycrystalline materials through proc-
esses, such as the intragranular glide and climb of
dislocations. All of these intragranular processes may
give a total strain which can be designated as eg. A
strain may also develop through the processes of
diffusion creep where strain accumulates through the
flow of vacancies moving in response to the applied
stress. The strain due to the flow of vacancies in dif-
fusion creep is designated edc. Finally, there may be
an additional strain due to the occurrence of grain
boundary sliding in polycrystalline materials, where
the grains slide or move over each other in response
to the applied stress with the movement taking place
at, or very close to, the grain boundaries. The strain
from this process is egbs. Thus, the total strain accu-
mulated in the flow process, et, is given by the sum-
mation of these three separate strains through a
relationship of the form

e ¼ eg þ egbs þ edc ½5�

In practice, care must be taken in differentiating
between egbs and edc, since diffusion creep requires
accommodation through the movement of adjacent
grains in the process termed Lifshitz sliding and grain
boundary sliding, generally termed Rachinger slid-
ing, which requires accommodation in the form of
some limited intragranular deformation in order to
maintain coherency at the grain boundaries.

The Development of Substructure in
Creep

The primary stage of creep shown in Figure 1 is rela-
ted to the development of a substructure. For exam-
ple, when creep occurs through the intragranular

climb of dislocations, a substructure is formed con-
sisting of an array of subgrain boundaries where the
angles of misorientation are low (typically B21) and
arrays of dislocations within the subgrains. If creep
occurs through the flow of vacancies, as in diffusion
creep, no substructure develops and there is an in-
stantaneous region of steady-state creep immediately
following the application of the load.

In intragranular dislocation creep, the two impor-
tant and measurable substructural quantities are the
average subgrain size, l, and the average density of
dislocations within the subgrains, r. It is now well
established, from a very large number of experimen-
tal measurements, that the values of l and r are both
dependent upon the magnitude of the applied stress.

If measurements are taken of the subgrain size, it is
found that the value of l varies inversely with the
applied stress through a relationship of the form

l
b
¼ z

s
G

 ��1
½6�

where z is a constant having a value close to B20.
Similarly, if measurements are taken to determine the
dislocation densities within the subgrains, where the
dislocations contained within the subgrain walls are
ignored, it is found that r varies with stress raised to
a power of 2 through a relationship of the form

br1=2 ¼ j
s
G

 �
½7�

where j has a value close to B1.
It is important to note that the relationships given

by eqns [6] and [7] apply to both metals and ceram-
ics, and it is reasonable to anticipate that they apply
to all crystalline materials. The general trends of
these two relationships are depicted schematically in
Figures 2 and 3, where the shaded regions incorpo-
rate a large number of individual measurements taken
on either metals or ceramics.

Creep in Pure Metals and Solid-Solution
Alloys

There is a good understanding of the creep of pure
polycrystalline metals. Two mechanisms tend to be
dominant with the rate-controlling process depend-
ent upon the level of the applied stress. At very low
stresses, diffusion creep becomes rate-controlling
and this can occur either through the diffusion of
vacancies through the crystalline lattice in Nabarro–
Herring diffusion creep or through the diffusion of
vacancies along the grain boundaries in Coble diffu-
sion creep. Both of these mechanisms require a stress
exponent of n ¼ 1 in eqn [3], but the processes are
different because Nabarro–Herring creep requires
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p ¼ 2 and D ¼ Dl, where Dl is the diffusion coeffi-
cient for lattice self-diffusion, and Coble creep requi-
res p ¼ 3 and D ¼ Dgb, where Dgb is the diffusion
coefficient for grain boundary diffusion. It is appar-
ent, however, that both of these forms of diffusion
creep give a stress exponent of 1, and thus they tend
to become dominant at very low stresses. There is

also an additional process, termed Harper–Dorn
creep, which appears to be a dislocation mechanism
occurring at low stresses with n ¼ 1. The region at
low stresses with n ¼ 1 is generally designated the
region of Newtonian viscous flow. Over a very wide
range of intermediate stresses, creep occurs by the
intragranular movement of dislocations, the climb
process is rate-controlling, and the stress exponent is
close to nE5 although the precise value of n depends
upon the stacking-fault energy of the metal. For pure
aluminum, for example, the value of n is B4.4. In
experiments on high-temperature creep of pure met-
als, the region with nE5 extends over a wide range
of stresses with transitions to n ¼ 1 at low stresses in
diffusion creep, and an exponential dependence on
stress at very high stresses in the region of power-law
breakdown given by eqn [2]. For simplicity, the
region with nE5 where dislocation climb is the rate-
controlling process, is generally designated class M
or pure metal behavior.

The situation for metallic solid-solution alloys is
often more complex. In solid-solution alloys, diffu-
sion creep occurs as in pure metals but there may be
a significant difference in the region of intragranular
dislocation creep at intermediate stresses. Intragran-
ular creep occurs through the movement of disloca-
tions within the grains, where these dislocations
move by both the glide and climb processes. In pure
metals, the glide process occurs very quickly so that
climb is always the rate-controlling step; but in solid-
solution alloys, the glide process may be relatively
slow because solute atom atmospheres may form
around the moving dislocations and the glide process
then involves the dragging of these solute atmos-
pheres. Thus, in the solid-solution alloys there may
be experimental conditions where the rate of glide,
’eg, is slower than the rate of climb, ’ec. Since dislo-
cations move through both glide and climb, the for-
mation and dragging of solute atmospheres provide a
potential for introducing different transitions into the
creep behavior.

An example is illustrated schematically in Figure 4
where the creep strain rate, ’e, is plotted logarithmic-
ally against the applied stress, s. At very low stresses,
creep occurs by diffusion creep, and n ¼ 1 in either
Nabarro–Herring or Coble creep. As the stress level
is increased, there is an initial region where nE5 as
in pure metals but at a well-defined stress given by s1

there is a transition to n ¼ 3. At an even higher stress
defined as s2, there is an increase in the creep rate
and thereafter, at s3, the creep rate again reverts to
the line for nE5. Finally, at even higher stresses,
there is evidence for an increase in the creep rate in
the region of power-law breakdown. All of the
regions depicted in Figure 4 are well documented
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experimentally and basically this result represents the
standard behavior of pure metals (class M) but with
an additional process superimposed between s1 and
s3 which applies only to solid-solution alloys: this
process is termed class A behavior since it occurs
only in alloys.

The region with n ¼ 3 in Figure 4 represents a
transition from climb-controlled behavior with nE5
at the lower stresses to glide-controlled behavior and
the dragging of solute atmospheres with n ¼ 3 at the
higher stresses. The transition from nE5 to n ¼ 3 is
well represented by a simple relationship, which
denotes the stress delineating the transition to a
glide-controlled regime: this stress is given, in nor-
malized form, by the following expression:

s
G
4C

kT

eGb3

� �
1

c

� �1=2 D̃

Dl

� �1=2
Gb

G

� �3=2

½8�

where e is the solute–solvent size difference, c is the
concentration of the solute, D̃ is the coefficient for
interdiffusion of the solute atoms in the matrix, Dl is
the coefficient for lattice self-diffusion, G is the stack-
ing-fault energy, and C is a constant having a value
which has been estimated as B3 � 10�7.

The validity of eqn [8] is illustrated in Figure 5
where the term on the right-hand side of eqn [8] is
plotted against the normalized stress, s=G, and the
line at 451 represents the theoretical transition from
climb-control or class M with nE5 on the left to
glide-control or class A with n ¼ 3 on the right. The
two solid points on the horizontal lines for the Al–
3.3%Mg and Al–5.6%Mg alloys show the transition
points derived experimentally and used to determine
the value of CE3 � 10�7. The remaining alloys
shown in Figure 5 are plotted according to the ranges
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Figure 4 Strain rate vs. stress for a typical solid-solution alloy

showing the different transitions in creep behavior.
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Figure 5 Representation of eqn [8] showing the transition from dislocation climb (on left) to glide (on right).
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of normalized stress used experimentally, and all of
these alloys lie in the correct positions relative to the
published experimental data.

A second transition occurs in Figure 4 at the point
designated s2 where the stress exponent increases
above n ¼ 3 but the behavior remains within the
region associated with class A. This transition occurs
because at high-stress levels, the dislocations break
away from their solute atmospheres so that n43.
The theoretical breakaway stress, sb, is given by

sb ¼ aW2
mc

b3kT
½9�

where Wm is the binding energy between the solute
atom and the dislocation, and a is a dimensionless
constant having a value of B0:2. Thus, it follows
from eqn [9] that glide is rate-controlling and n ¼ 3
at stresses below sb, but the solute atmospheres no
longer impede the dislocation mobility so that n43
at applied stresses above sb. Using eqn [9], the tran-
sition marking the breakaway is given in normalized
form by the expression

s
G
4

W2
mc

5Gb3kT
½10�

where eqn [10] delineates the upper limit of the n ¼ 3
region. Equation [10] is plotted schematically in

Figure 6 where the line at 451 represents the break-
away condition and the horizontal lines delineate
experimental results plotted over the appropriate
ranges of normalized stress. Each horizontal line in
Figure 6 shows a solid point denoting the approxi-
mate experimental transition from a well-defined
region with n ¼ 3 to a region where there appears to
be a breakdown and n43. It is apparent from in-
spection of Figure 6 that, despite some minor scatter,
these solid points tend to be in excellent agreement
with the predictions of eqn [10].

It is important to note that eqn [10] predicts a
breakaway condition that depends upon the solute
concentration since the normalized stress is a linear
function of c. The effect of a change in the value of c
is illustrated schematically in Figure 7, where the data
are again presented in the logarithmic form of ’e ver-
sus s. This plot shows the transitions, with increasing
stress, from n ¼ 1 at low stresses for diffusion creep
or Harper–Dorn creep to nE5 in a climb-controlled
region, and then to n ¼ 3 where glide is rate-control-
ling, and to n43 when the dislocations break away
from their atmospheres. Ultimately, the behavior
reverts to nE5 at even higher stresses when the con-
centration c1 is small, but there is no additional
region with nE5 at high stresses when the concen-
tration is high as in the alloy with a concentration of
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Figure 6 Representation of eqn [10] showing the breakaway of dislocations from the solute atom atmospheres.
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c2. At the very highest stresses, there is a conventional
power-law breakdown and a transition to eqn [2].

See also: Mass Transport; Mechanical Properties: Fati-
gue; Mechanical Properties: Tensile Properties.

PACS: 62.20 Hg
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Introduction

When we say that something is elastic we usually
think that it is something that springs back to its
original shape after we stretch, bend, twist, or com-
press it. The elastic properties of materials are those
that govern the change in shape and the tendency of
the material to return the bonds between atoms or
molecules back to their original condition. Of course,
we can exceed the level at which the material
can completely recover its original shape resulting
in permanent deformation (plastic deformation) or
fracture. Even if plastic deformation or fracture in-
tercedes, the shape change that the material which is

elastic has undergone will reverse, returning the ma-
terial back to its unstretched state.

The model for the elastic response of materials
most commonly used is that of a spring. The res-
ponse of a spring is well known for a linear rela-
tionship between force and displacement even to
relatively large extensions or strains. When we apply
this model to solid materials the mechanical response
is approximately linear to very small strain levels.
Although this nearly linear response may have been
known for quite a long period in man’s history, it was
not until the seventeenth century that Robert Hooke
defined the essential relation showing the propor-
tionality between a tensile stress and the resulting
tensile strain. That the changes in shape in all
dimensions held similarly near linear responses be-
came understood subsequently through the work of
Thomas Young, S D Poisson, and others. Figure 1
shows the linear relationships between normal stress,
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Figure 7 Schematic illustration of the effect of the solute con-

centration, c, on the transitions in behavior in solid-solution alloys.
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s (force divided by the cross-sectional area perpen-
dicular to it) and normal strain, e (the displacement
normalized to the length over which it is measured).

By the twentieth century, it became apparent that
the simple relations developed to describe elastic prop-
erties could vary with the direction of loading
in single crystals, oriented polycrystals, and oriented
molecules. This directionality is often called anisotrop-
ic elasticity. If a material does not possess this direc-
tional variation in properties, it is called isotropic.
With isotropic elasticity, only two of the material
properties called elastic constants are necessary to fully
describe the elastic response of a material. More re-
cently, researchers have increasingly probed the larger
strain response of materials that can be decidedly

nonlinear. Many biomaterials demonstrate this extend-
ed range of elasticity that is often called hyperelasticity.

Defining Elastic Constant

Isotropic Materials

Elastic constants are the constants describing mecha-
nical response of a material when it is elastic. The
isotropic elastic constants for some common mate-
rials are given in Table 1. If the engineering approx-
imation that this mechanical response is linear is
made, one can define a set of constants that relate
any applied stress to the corresponding strain. When
the material can also safely be treated as isotropic,
the number of independent elastic constants required
to completely describe the elastic response of a ma-
terial is two. Any further elastic constants can then
be defined in terms of the other two.

For a simple tension or compression test, the eas-
iest elastic constant to define is Young’s modulus, E.
Young’s modulus is the elastic constant defined as the
proportionality constant between stress and strain:

E ¼ s
e

½1�

Young’s modulus has the same units as stress, which
is normally expressed in terms of pascals (Pa),
equivalent to newtons per square meter, or pounds
per square inch (psi). Strain is, of course, a dimen-
sionless proportionality between a change in length
and an original length. The Young’s modulus is the
slope of the linear elastic response for a number of
materials as shown in Figure 1.

Another elastic constant that can be obtained in a
tension or compression test wherein the strain along
the loading direction and orthogonal to it is called
Poisson’s ratio, n. Poisson’s ratio is the ratio between
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Figure 1 The stress vs. strain behavior for a number of materials

measured from tensile loading experiments on commercial mate-

rials. The elastic constant called Young’s modulus is the slope of

each of these curves. (Adapted from Bowman KJ (2004) An Intro-

duction to Mechanical Behavior of Materials. Wiley; & Wiley. This

material is used by permission of John Wiley and Sons, Inc.)

Table 1 Approximate elastic properties of various materials (and dilute alloys) at room temperature

Material Young’s modulus, E ðGPaÞ Shear modulus, m ðGPaÞ Poisson’s ratio, n

Aluminum and aluminum alloys 69–72 24–26 0.35

Copper and copper alloys 125–135 47–50 0.34

Irons and steels 205–215 80–84 0.29

Stainless steels 190–200 75–78 0.33

Titanium and titanium alloys 115 42–44 0.32

Aluminum oxide 380–390 155–165 0.25

Silicon carbide 440–460 195–200 0.14

Glass 70–90 28–32 0.27

Polyethylene (PE) 0.2–2 a 0.4

Polymethylmethacrylate (PMMA) 2–3 a 0.4

Polystyrene (PS) 2–4 a 0.35

Boneb 5–30 3–8 0.25–0.5

Tendonb 0.8–1.5

a These values are typically about one-third of Young’s modulus.
b Bone and tendon are not only strongly anisotropic, but the stiffness also varies with type, position, and moisture content.

Adapted from Bowman KJ (2004) An Introduction to Mechanical Behavior of Materials. Wiley; & Wiley. This material is used by

permission of John Wiley and Sons, Inc.
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width or diameter strain, e1, of a tension or com-
pression specimen and the strain along the tension or
compression axis, e3. This dimensionless proportion-
ality constant can be written as

n ¼ �e1

e3
½2�

So far, the possibility of stresses occurring in mul-
tiple directions have not been considered. To do so,
one needs to extend the idea of assigning a coordi-
nate system to the stress state as shown in Figure 2a.
If such a multiaxial loading condition is considered,
the relations between a set of normal stresses and the
corresponding strains as given by Hooke’s law can be
written as

e1 ¼ s1 � nðs2 þ s3Þ
E

e2 ¼ s2 � nðs1 þ s3Þ
E

e3 ¼ s3 � nðs2 þ s1Þ
E

½3�

This relation enables a set of normal stresses to be
translated into corresponding strains using just the
Young’s modulus and Poisson’s ratio.

A type of stress called a shear stress, t, can also be
defined which can produce a shear strain, g. For
shear stresses, the force is applied across the area and
it results in a shearing of the material. Just as for
normal stresses, shear loading can result in a me-
chanical response that is elastic and nearly linear, but
the shape change is called a shear strain as shown in
Figure 2b. The specific case in Figure 2b shows t4,
which consists of a shear displacement in the y-di-
rection on the z-face and in the negative y-direction
on the negative z-face. To have a stable distortion, a
similar pair of forces would need to be applied on the
y-faces to cancel the rotational moment imposed by
t4. The elastic constant that describes the linear re-
lation between t and g is called the shear modulus, m.

So, one can write

m ¼ t
g

½4�

For isotropic materials, the relation between these
three elastic constants is

E ¼ 2mð1 þ nÞ ½5�

Values for all three elastic constants are given for a
number of materials at room temperature in Table 1.
The values are given as ranges to represent variations
expected from alloying.

Because elastic constants are related to bonding,
they generally scale with melting temperature and the
type of bonding. The strength and the type of bond
determines the relationship between an applied force
and changes in the distance between atoms. The
spacing between atoms or molecules in a material
that is not under stress comes about from a balance
between attractive and repulsive forces that prevent
the atoms or molecules from getting too close, and
attractive forces that bring the atoms together. The
sum of these two opposite forces is called the inter-
atomic potential. Application of a stress to the
material changes the balance point. Because the rela-
tionship between force and displacement is nearly
linear, the elastic properties of materials can be
described using linear relationships. As materials in-
crease in temperature, they undergo increased ther-
mal vibration that leads to thermal expansion. This
increase in lattice constants also leads to a reduction
in elastic constants with increasing temperature as in-
dicated by Figure 3.
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Anisotropy

When a material is anisotropic, the elastic constants
vary with the direction along which the material is
mechanically loaded. Even single-crystal materials
have significant elastic anisotropies such that, the
Young’s modulus in one-crystal direction can be
much different from that along another crystal direc-
tion. For example, in copper, elastically stretching the
crystals along the cube axes of its unit cell requires
one third as much stress as along the body-diagonal
of the unit cell to produce the same strain. In iron
single-crystals, the ratio between the smallest and
largest Young’s moduli is over two.

Because many engineering applications use materi-
als that are comprised of many crystals or polycrys-
talline, the impact of directional processing (rolling,
vapor deposition, extrusion, etc.) on producing elastic
anisotropy was only recognized fairly recently.
Developing ways to describe the relationship between
oriented polycrystalline materials and the intrinsic
single crystal properties has been an important area
of research. Many newer applications of materials,
including single crystals of superalloys used at high
temperatures in jet turbines and the single crystals
used in silicon computer chips, employ materials that
have strongly anisotropic elastic properties.

Fiber-reinforced polymer composite materials pos-
ses directional properties that correspond to the
arrangement of the fibers, which are normally stiffer
than the polymer matrix material. Although models
for fiber composite materials have existed for many
years, their predictive capacity is often limited. The
effects of the interfacial bonding, fiber arrangement
and size scales, and their influence on anisotropic
elasticity are not particularly well understood.

The importance of including elastic anisotropy in
predictions of performance has also entered in eval-
uation of elastic constants of natural composite
materials such as bone. Like nearly all natural mate-
rials, directional growth processes lead to elastic ani-
sotropy. This elastic anisotropy depends on the type of
bone, location on the bone, and the age of the bone.
All three of these factors affect the ratio between the
collagen and mineral contents of bone. The elastic
properties and corresponding anisotropy have been
increasingly recognized in the increasing fragility of
bone with age and bone diseases, such as osteoporosis.

Defective growth patterns that occur in os-
teoporosis, bone diseases such as cancer or Paget’s
disease, can lead to bones with reduced elastic prop-
erties and strength. The mineral crystal content of
bones is critical to maintaining stiff and strong
bones. Bone mineral density (BMD) is measured to
evaluate the condition of bone in aging patients, and

provides a very potent indicator of decreasing elas-
ticity and greater likelihood of bone fracture. One of
the recently recognized limitations of bone density
measurements is that it does not take into account
the detailed structure of the bone mineral content,
which can strongly affect the elastic properties of the
bone. The morphology and preferred orientation of
the bone mineral content results in strong elastic an-
isotropy such that the Young’s modulus of a bone
along its length can be nearly twice that in the radial
direction. This anisotropy also plays a role in the
lifetime of joint replacements. Many knee and hip
replacements are principally constructed of metals or
ceramics that have much higher elastic stiffnesses and
lower degrees of anisotropy than does bone (see
Table 1). The mismatch in elastic properties can lead
to failure of the hip replacement.

Specification or the anisotropic elastic constants
are usually facilitated through writing tensor rela-
tions between stress and strain. When the elastic
constants are specified such that individual stresses
are reported in terms of strains, the coefficients are
called stiffnesses, cij, such that

si ¼ cijej ½6�

In eqn [6] the strain term on the right-hand side is the
sum of all possible values of j.

When the elastic constants are written such that the
individual strains are reported in terms of stresses, the
coefficients are called compliances, sij such that

ei ¼ sijsj ½7�

In eqn [7], the stress term on the right-hand side is the
sum of all possible values of j. The Young’s modulus is
the inverse of the compliance since a single applied
stress can be related to the strain in the same direction,
for example, for a stress applied in the x-direction.

e1 ¼ s11s1

Measuring Elastic Constants

For isotropic materials, direct measurements of elas-
tic constants as shown in Figure 1 is an effective ap-
proach to evaluate elastic constants such as Young’s
modulus and Poisson’s ratio. Using tension and com-
pression tests to measure anisotropic elastic con-
stants requires testing of multiple specimens at a
number of orientations. Easier approaches use other
characteristics of the material that are related to
elastic properties.

Probably, the easiest approach for measuring the
anisotropic elastic constants of materials is to use
measurements of sound velocity in a material. By
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transmitting ultrasound pulses and measuring the
time it takes for the pulse to propagate through the
material, a quick and easy assessment of the elastic
properties can often be made. When waves are
propagated through a material, they interact with the
mass of the atoms and the strength of the bonds be-
tween the atoms. The number of independent elastic
constants required to fully describe the elasticity of
materials is directly related to the symmetry of the
crystals. For cubic crystals, three independent elastic
constants are required to describe the elastic con-
stants. For crystals and bulk materials with or-
thogonal symmetry (such that the character of the
materials can be described by an orthogonal coordi-
nate system), at least nine independent elastic con-
stants must be determined.

Two types of waves are readily propagated
through the bulk of materials, normal waves and
shear waves. When normal waves are propagated
through a material in the x-direction, the velocity is
related to the normal stiffness as

n1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
c11=r

p
½8�

where r is the density and c11 is the normal stiffness.
The normal stiffness c11 relates a stress to a strain in
the same direction when the material is constrained
such that, all other strains are held to zero.

For shear waves the velocity is related to the shear
stiffness by the relation

n4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
c44=r

p
½9�

A recent development has been finding the aniso-
tropic elastic constants using the resonant frequencies
of crystals. The technique can be accomplished on a
single specimen by oscillating the sample over a wide
range of frequencies and finding the resonant values.

Increasing interest in nanoscale materials has led
to the development of techniques to evaluate the
elastic constants of thin films and particles of mate-
rials on size scales approaching a nanometer. Carbon
nanotubes, which are derived from research on car-
bon C60 or ‘‘bucky balls,’’ consist of several hundreds
of carbon atoms and have diameters in the order of
1 nm. Many early predictions of their elastic prop-
erties overpredicted the Young’s modulus. The planar
structure of graphite leads to a very high Young’s
modulus within the planes of 1000 GPa and a
Young’s modulus across the planes that is more than
a hundred times lower. The elastic constants of car-
bon nanotubes are also strongly anisotropic with
values along the tube axis of several hundred GPa
and values in the radial direction of less than 10 GPa.

Similar challenges in assessing the elastic proper-
ties are apparent in thin films as nanoindentation and

scanning microscopy processes usually produce load
versus displacement relations that are nonlinear due
to loading geometry. When the loading behavior is
modeled, it is often difficult to directly compare the
elastic constants recovered to those for bulk materi-
als. This can lead to scientists erroneously deciding
that the thin film possesses an elastic behavior dif-
ferent from what is observed in the bulk. Thin film
effects and other scaling impacts on elastic properties
should always be evaluated carefully.

The Fundamental Nature of Elastic
Constants

The details of the relationship between bonding and
the elastic properties of materials has become more
interesting as measurement techniques have impro-
ved and computer modeling has become more
sophisticated. It has long been understood that elas-
tic constants decrease almost monotonically as
materials undergo greater thermal vibration at higher
temperatures (see Figure 3). Once the melting tem-
perature is reached the material loses its ability to
support a load and the elastic constants fall to zero.

The balance between attractive forces and repulsive
forces is often modeled with relatively simple expres-
sions that can fail to accurately predict thermal
expansion and elasticity and their temperature depen-
dences. Although the approximate temperature de-
pendence shown in Figure 3 is useful for engineering
calculations, in careful measurements, the elastic con-
stants change rapidly as phase transformations are
approached. It is apparent that the thermodynamic
changes that occur at a phase transformation are
signaled by strongly nonlinear changes in properties
as the phase transformations are approached. The
effects of alloying elements on elastic properties in
solid solutions have also been shown to depend on the
electronic structures of the materials, relative atomic
radii, and other details of the components.

Many of the most advanced models for elastic res-
ponse rely on constructing computer models that
simulate the atomic arrangement in the material with
assigned bonds between each of the atoms. Then
virtual experiments can be conducted on a computer
to simulate either the direct elastic response or the
response of the lattice to wave propagation.

Extremes of Elasticity: Hyperelasticity

Materials with more than one type of fundamental
bond, for example, ceramic and polymeric glasses,
and materials tested under conditions at which they
can sustain very high stress levels without failure, can
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become decidedly nonlinear in their response. Un-
derstanding this nonlinearity and its effects of mate-
rial performance has resulted in the study of what
is called hyperelasticity. Hyperelastic responses are
particularly observable in compressive loading with
superposed hydrostatic stresses and complex local-
ized stress states such as plane strain fracture and
indentation loading. Many models for mechanical
processes that rely on assumptions of linear elasticity
may require substantial modification to describe the
effects of hyperelasticity.

See also: Crystal Tensors: Applications; Mechanical Prop-
erties: Anelasticity; Mechanical Properties: Creep; Me-
chanical Properties: Fatigue; Mechanical Properties:
Plastic Behavior; Mechanical Properties: Strengthening
Mechanisms in Metals; Mechanical Properties: Tensile
Properties; Recovery, Recrystallization, and Grain Growth;
Thin Films, Mechanical Behavior of.

PACS: 62.20.� x; 62.20.Dc; 81.40.Jj
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Introduction

Fatigue is a deleterious damage mechanism that oc-
curs in advanced engineering structural components
subjected to alternating loadings. Fatigue damage is
driven by initiation and propagation stages. Different
types of fatigue mechanisms have been identified in
structural components, based primarily on loading
conditions and prevailing loading environment. Most
of these fatigue mechanisms manifest as fretting,
dwell, thermomechanical, and multi-axial.

The result of fatigue failures is high casualty num-
bers and major financial losses. In fact, over 80%
of mechanical failures in engineering structures and
components are attributed to fatigue failures. At-
tempts to eliminate or reduce the incidence of fatigue
failures have been the principal driving force behind
the tremendous amount of research investments into

the investigation of the initiation and propagation
stages of fatigue.

Research in fatigue began over a century and a half
ago following a series of industrial and railway ac-
cidents and the desire to reduce incidence of such
failures. Much of the research was driven by the
desire to understand the premature failures of com-
ponents subjected to cyclic loading conditions at
stress levels that were substantially below the perti-
nent design loads under monotonic loading.

The first systematic study of fatigue failures is
usually attributed to the German engineer A Wöhler
(1858–1871). In his preliminary studies, Wöhler con-
cluded that when subject to cyclic loading condi-
tions, the strengths of steel railway axles were lower
than their static strengths. He concluded that the
fatigue life was determined by the load range and not
by the maximum load, as previously thought.

Ewing and Rosenhain, and Ewing and Humfrey
conducted the first mechanistic studies of fatigue. In
their studies conducted on Swedish iron, they identi-
fied the stages of fatigue crack initiation and propaga-
tion. In a series of investigations, they inferred, from
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published optical micrographs of the surfaces of cy-
clically damaged specimens, that slip bands developed
in the grains of polycrystalline materials subjected to
alternating loads. They inferred that these slip bands
increased with fatigue deformation, leading ultimately
to crack formation.

Empirical models for characterizing fatigue dam-
age evolution were developed by many researchers
over the years to provide tools for the modeling of
fatigue behavior. For instance, Basquin developed
stress-based laws to characterize stress–life (S–N)
curves of metals. He showed that a log–log plot of
stress versus cycles exhibited a linear relationship
over a large range of stresses.

Coffin and Manson, working independently in the
early 1950s, noted that plastic strains were primarily
responsible for cyclic damage. They proposed an
empirical relationship between the number of load
reversals to fatigue failure and the plastic strain
amplitude. This formulation, known also as the Cof-
fin–Manson relationship, is the most widely used
approach for strain-based characterization of fatigue
damage. Coffin and Manson also found that the
plastic strain–life data can be linearized on a log–log
scale. These relationships were combined to relate
total strain range to life-to-failure. This relationship
is called the strain–life relation. In the strain–life
approach, the transition fatigue life represents the
life at which the elastic and plastic strain ranges are
equivalent.

The mathematical framework for the quantitative
modeling of fatigue failure came later, and was pri-
marily driven early by the stress analyses work of
Inglis and later by the energy concepts of Griffith.
This was followed by the work of Irwin. Irwin
showed that the amplitude of the stress singularity
ahead of a crack could be expressed in terms of
the stress intensity factor, K. This formulation was
developed based on the representation of the crack-
tip stresses by the stress functions proposed originally
by Westergaard, and the elasticity solutions of Love.

Paris and co-workers observed that the increment
of fatigue crack advance per stress cycle, da/dN, can
be related to the range of the stress intensity factor,
DK, under constant amplitude cyclic loading. This
observation set the stage for the direct application of
linear elastic fracture mechanics to fatigue problems.
In this approach, fatigue damage is characterized by
fatigue cracks under conditions of small-scale plastic
deformation at the crack tip. When gross plasticity
occurs at the crack tip, the problem is considered to
be one amenable to elastic–plastic or plastic analysis.

Elber provided further insights into the application
of linear elastic fracture mechanics (LEFM) to
fatigue. In studies of fatigue crack growth that were

conducted by him as a graduate student in Australia,
he noted that fatigue cracks could remain closed,
even under cyclic tensile loads. He showed that the
effective value of DK given by eqns [1] and [2]

DKeff ¼ Kmax � Kcl ½1�

DKeff ¼ Kmax � Kop ½2�

controls the fatigue crack growth rate, da/dN. Note
that Kcl and Kop are the respective crack-closure and
crack-opening stress intensity factors.

Further progress in fatigue investigations led to the
breakdown of the similitude concept, in which
cracked components in different dimensions were
assumed to exhibit the same amount of crack grow-
th, when subjected to the same far-field stress inten-
sity factor range, DK. Following the pioneering work
of Pearson, small cracks were found to exhibit
anomalous crack growth behavior, with relatively
fast growth rates occurring at DK level below the
long crack fatigue threshold.

Mechanisms of Fatigue

Fatigue Crack Initiation

In most engineering structures and components,
regions of high stress concentration are preferred
crack initiation sites. The formation of microcracks
around notches, scratches, inclusions, and along or
across grain boundaries represent the onset of fatigue
damage evolution. In metallic structures, microcrac-
king is often driven by slip processes. Ewing and
Humfrey referred to these slip bands as persistent slip
bands (PSBs), in apparent reference to the fact that
these bands were restored after electropolishing and
then refatiguing. Fatigue crack initiation can occur
by any one of the following identified processes:

1. From regions of localized strain hardening or sof-
tening resulting from slip step accumulation oc-
curring at the surfaces of structures subjected to
high plane strain amplitudes.

2. Formation of intrusions and extrusions on the
surfaces of engineering structures resulting from
sequential slip at the intersection of slip planes.

3. Microcrack formation along crystallographic planes
of maximum shear stress by mode II mechanisms.

4. The coalescence of microcracks to form macro-
cracks, which are amenable to LEFM character-
ization.

Fatigue Crack Propagation

Fatigue crack propagation generally occurs in two
stages, namely stage I and II. In stage I, crack
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propagation rate is characterized by low stress in-
tensity factors. The crack growth behavior at this
stage is associated with a threshold stress intensity
value, DKth, below which fatigue crack growth is
negligible. Fatigue crack growth in the threshold is
affected by stress ratio, frequency of loading, and
prevailing environmental conditions.

Stage II fatigue crack growth is characterized by
high DK and long crack lengths. In this region, crack
growth rates are extremely high and most fatigue life
is usually expended prior to this stage. On a plot of
log da/dN versus logDK, the stage II region is linear
(Figure 1). The Paris–Erdogan formulation is gene-
rally used to characterize fatigue crack growth with-
in this regime. In variable-amplitude loading, the
Forman and Walker fatigue crack propagation mod-
els are used.

Empirical Approaches

Stress-Based

The stress–life method, based on Wohler’s S–N dia-
gram, was the first quantitative approach. The
stress–life approach is used in applications where
the applied stress is essentially within the elastic
range, and the material has a long cyclic life.

In general, the stress–life approach is used in
situations where the fatigue life is in excess of 103

cycles. In addition, the stress–life approach excludes
the true stress–strain behavior and assumes that only
elastic strains are effective within the loaded struc-
ture. This assumption introduces significant compu-
tational errors, since plastic strains resulting from
plastic deformation are a recognized crack initiation
protocol. Thus, computational results using the

stress–life approach are only informative when the
degree of plastic straining is negligible, as in high
cycle fatigue (HCF), where plastic strains are rela-
tively small.

Stress–life data are usually represented by S–N
curves, in which the stress range or stress amplitudes
are plotted against the log of the number of cycles to
failure, N. The S–N data for body-centered cubic
materials generally exhibit an endurance limit, that
is, a stress below which the specimens appear to have
infinite life. In the case of face-centered cubic and
hexagonal-closed-packed metals, a fatigue limit is
often defined as a stress corresponding to a specified
fatigue life, for example, 107 cycles.

Strain–Based

The strain–life method is one of the two classes of
empirical approaches for the characterization of
fatigue life in structural components. The other ap-
proach is the stress–life approach that was discussed
in the preceding section. The strain–life model is
based on the observation that in many structural
components, the response of the material in critical
locations, such as notches, is strain or deformation
dependent.

Thus, the principal assumption for calculating
fatigue life of a component under constant amplitude
cyclic loading is that the strain range, De, controls
fatigue life. In the strain–life approach, the plastic
strain is used directly to quantify the structural res-
ponse to fatigue. However, in the stress–life appro-
ach, the plastic strain is not accounted for. The
strain-based approach stipulates that at long fatigue
lives, beyond the transition life, Nt, the elastic strain
dominates the fatigue life, while the plastic strain is
negligible with increasing life. In this case, fatigue
strength (s

0

f=E) dominates fatigue.
In the case of short fatigue lives, the plastic strain

is dominant and fatigue ductility (e0f) is the control-
ling fatigue parameter. In general, most engineering
structures are designed such that the nominal loads
remain elastic. However, due to stress concentrations
around notches, localized plasticity is often encoun-
tered in engineering structures and components.

One key attribute of the strain–life approach is
that it disregards the presence of precracks. Fatigue-
life prediction using the strain–life approach requires
the following essential inputs: (1) cyclic stress–strain
response and strain–life data, (2) stress–strain history
obtained from critical locations such as notches, (3)
damage counting techniques such as cycle counting,
(4) mean stress effect models, and (5) damage sum-
mation techniques such as Miner’s rule. In the strain–
life approach (see Figure 2), the relationship between

lo
g 

da
/d

N

Stage I

Stage II

Stage III

log ∆K

Figure 1 Schematics of the three distinct regimes of fatigue

crack propagation.
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the total strain amplitude and the number of load
reversals to failure is given as

De
2

¼
s0f
E
ð2NfÞb þ e0fð2NfÞc ½3�

where e0f is the fatigue ductility, c is the fatigue duc-
tility exponent, s0f is the fatigue strength coefficient,
De is the strain amplitude range, 2Nf is the number
of load reversals to failure, and b is the Basquin’s
exponent.

Variable-Amplitude Fatigue

Under service conditions, most engineering structures
and components are exposed to a host of load spectra.
For instance, an aircraft under turbulent conditions
may be exposed to unique load spectra, compared to
the conditions that are inherent to normal operating
scenarios. It is, therefore, important to design for a
wide range of loading conditions that can occur under
unintended and uncontrollable service conditions.

The extensive literature on fatigue crack growth
shows that experimental test data often differ con-
siderably from predictions of crack growth under
variable-amplitude loading conditions. Under con-
stant-amplitude loading, the crack growth increment,
Da, is dependent only on the present crack size and
the applied load. However, under variable-amplitude
loading, the increment of fatigue crack growth is also
dependent on the preceding cyclic loading history. In
most cases, the interactions that occur under variable-
amplitude loading adversely affect the fatigue lives of
engineering components and structures.

LEFM Approaches

Fundamentals of Fracture Mechanics

The concept of linear elastic fractures has been applied
to the design of engineering structures for nearly five
decades. LEFM assumes that the material is isotropic
and linearly elastic. Based on these assumptions, the
stress field near the crack tip is often calculated using
the theory of elasticity and Westergaard stress func-
tion. Within the framework of LEFM, crack growth
occurs when the crack-tip stress intensity factor, K,
exceeds the material fracture toughness, KIc. LEFM
formulations are usually derived for either the plane
stress or plane strain conditions associated with the
three basic modes of loadings on a cracked body,
namely, crack opening, sliding, and tearing.

The formulation of LEFM assumes that under ap-
plied loading conditions, crack tips produce a 1=

ffiffi
r

p

singularity. The stress fields near a crack tip of an
isotropic linear elastic material can be expressed as a
product of 1=

ffiffi
r

p
and a function of y with a scaling

factor K. The stress intensity factor plane strain for-
mulations for mode I stress fields in Cartesian coor-
dinates are
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In practical applications, the magnitude of the maxi-
mum stress near the crack tip and whether it exceeds
the fracture toughness of a given material is usually
of interest to design engineers. Hence, the stress
intensity factor, K, which is a function of the loading
and geometry, is expressed in terms of the
‘‘applied stresses,’’ s at a location expressed in polar
coordinate by r-0 and y ¼ 0 (where r and q are
cylindrical coordinates of a point with respect to a
crack tip). The solution of crack problems using the
fracture toughness approach requires: (1) the deter-
mination of the crack geometry, (2) the calculation of
the stress intensity factor, K, (3) the determination of
the fracture toughness, KC of the material (usually
obtained from a material handbook), and (4) ens-
uring that the failure criteria KXKC is satisfied.

Fracture Mechanics and Fatigue

Paris and co-workers proposed that the increment of
fatigue crack advance per stress cycle, da/dN, could
be related to the range of the stress intensity factor,
DK, under constant-amplitude cyclic loading. They

log 2Nf

(2Nf)t

c
1

b
1
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lo
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Figure 2 Schematics of the plot of elastic and plastic strain

amplitude vs. life showing total strain amplitude.
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formulated the relationship given by

da

dN
¼ f ðDK;KmaxÞ ½5�

where

DK ¼ Kmax � Kmin ¼ CðYDs
ffiffiffiffiffiffi
pa

p
Þm ½6�

where Kmax and Kmin are the maximum and mini-
mum stress intensity factors, respectively.

Paris and Erdogan, in their subsequent work, estab-
lished that the fatigue crack advance per stress cycle
could be related to the stress intensity range as follows:

da

dN
¼ CðDKÞm ½7�

where C and m are material constants.
In practical applications, two independent fracture

mechanics parameters are required to characterize
the state of stress at the evolving crack tip. A com-
bination of any two of the following can be used:
Kmax, Kmin, DK, and R.

Using eqn [3] and assuming a constant Y, both
sides of eqn [7] can be integrated:Z af

a0

da

am=2
¼ CYmðDsÞmpm=2

Z Nf

0

dN ½8�

For m42:

Nf ¼
2

ðm � 2ÞCYmðDsÞmpm=2

1

ða0Þðm�2Þ=2
� 1

ðafÞðm�2Þ=2

" #
½9�

For m¼ 2:

Nf ¼
1

CY2ðDsÞ2p
ln

af

a0
½10�

The constants C and m are material parameters that
are usually determined experimentally. Typically, m
values are in the range of 2–4 for most metals. For
intermetallics, m is generally between 6 and 20.
However, for ceramics, m can be as high as 100. For
cases where Y depends on crack length, the above
integrations are usually performed numerically. It is
also important to note that the crack growth rate in
the Paris regime is weakly sensitive to load ratio and
is driven by DK.

The initial crack, a0, can be determined using non-
destructive die penetrants inspection, ultrasonics, or
X-ray techniques. If no cracks are detected, one can
assume a crack length to be at the resolution of the
detection system. The critical crack length can be de-
termined from the failure criterion when Kmax-KC.

Fatigue Crack Growth Laws

Numerous fatigue propagation (see Figure 1) models
have been developed in an attempt to characterize
fatigue damage evolution in engineering materials.
However, none of these models capture all aspects of
the mechanisms of fatigue crack propagation. For in-
stance, the extent of crack growth over a range of
stress levels cannot be determined a priori from these
models. However, these models do highlight the proc-
esses associated with the crack-tip opening during
crack propagation.

Forsyth and Ryder proposed that fatigue crack ex-
tensions were the result of sporadic bursts of brittle
and ductile fracture and that the contribution of each
mechanism to crack propagation was a function of the
ductility of the pertinent material. They also proposed
that cracking occurs by necking, which obstructs the
material until void coalescence occurs. These voids are
usually created during forward cycling.

Fatigue crack propagation models include models by
Paris, Forman, Walker, and Elber. The application of
these models to practical engineering situations depends
on the material type and loading conditions. Paris–
Erdogan and Forman’s models are used for constant-
amplitude loading, while Walker and Elber models are
used for variable-amplitude loading. These variable-
amplitude loading models incorporate crack-growth
retardation or acceleration, and threshold effects.

Paris’ model In the mid-DK regime, the law shows
that the crack advance per stress cycle is related to
the stress intensity range. This is given by

da

dN
¼ AðDKÞm ½11�

where A and m are material constants determined
experimentally.

Forman’s model The Forman’s equation is a form
of the Paris’ law that takes the effect of the applied
stress ratio into consideration. It provides an empir-
ical model for fatigue life estimation with mean stress
effects. The Forman equation is given by

da

dN
¼ cðDKÞn

Kfð1 � RÞ � DK
½12�

where c is a pre-exponential constant, n is the power
law exponent, Kf is a material constant, R is the stress
ratio, and DK is the stress intensity factor range.

Walker’s model The Walker’s equation also ac-
counts for stress ratio effects. The Walker and For-
man’s relationships are equivalent to Paris’ law when
R¼ 0, and the crack growth rate depends solely
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on the DK:

da

dN
¼ c½Kmaxð1 � RÞm�n ½13�

where Kmax is the maximum stress intensity factor, R
is the stress ratio, c is a pre-exponential constant, m is
the power-law exponent, and n is a material constant.

Multiparameter law The multiparameter law pro-
poses a fatigue life prediction approach using the
combined effect of multiple variables on fatigue crack
growth. The formulation is based on the multiple
regression analysis and involves the representation of
crack growth rate, da/dN, as a multiple variable sta-
tistical expression. Examples of such variables in-
clude stress intensity factor range, DK, crack-closure
stress intensity factor, Kcl, and stress ratio, R.

Elber’s model (crack-closure model) Elber formulat-
ed a crack-closure technique by modifying Paris’
equation to include the dependence of the crack
growth rate on the stress ratio. According to Elber, the
plastic zone evolves around the crack tip, when the
yield stress of the material is exceeded. Subsequently, a
wake of plastically deformed material is developed
and is encapsulated by the surrounding elastic medi-
um as the crack grows. When the loaded component
is being unloaded, the plastically deformed material
causes crack surfaces to contact at zero tensile loads.

Elber concluded that crack closure retards fatigue
crack growth rate by reducing the stress intensity
range, DK. He introduced the effective stress intensity
range, DKeff, for use in Paris’ law given by eqn [14].
The resulting modified Paris’ law is given by eqn [16]:

DKeff ¼ Kmax � Kop ¼ UDK ½14�
where

U ¼ DKeff

DK
½15�

da

dN
¼ D½DKeff�P ½16�

where Kmax is the maximum stress intensity, Kop is the
stress intensity at which the crack opens, U is the so-
called Elber closure ratio, and D is a pre-exponential
constant.

Fatigue Fracture Modes

The surface morphologies of fatigue cracks are clas-
sified as follows:

* Transgranular cleavage. This occurs along defined
planes in crystal structures. Cleavage formation is
the result of high stress along the three axes where
significant deformation occurs at low temperatures.
Cleavage morphology is characterized by cleavage

steps, feather markings, herringbone structure, and
microtwins. Such morphologies are often observed
in the near-threshold region.

* Fatigue striations. These occur generally in the
mid-DK and high-DK regimes. In general, the stri-
ation spacings correspond to the crack growth
rate under HCF conditions. However, under low
cycle fatigne (LCF) conditions striations are some-
times not definable and hence cannot be correlated
with crack growth rates.

* Combined striations and static fracture modes. At
high-DK levels, a combination of fatigue striations
and static fracture modes is observed, with the
incidence of static modes increasing with increa-
sing DK. The static modes often include secondary
cracks and ductile dimples that are akin to those
observed under monotonic loading. More detailed
reports on fatigue fracture modes can be found in
the ‘‘Further Reading’’ section.

The Short Crack Problem

Studies of fatigue behavior of short cracks (Figure 3)
have attracted considerable attention since the total
fatigue life of many components may be dominated
by the short crack regime. These studies have altered
the fatigue limit concept, from a damage limit to a
critical propagation limit.

As a result of the successful application of the
concepts of LEFM to the growth of long cracks,
significant attempts have been made to apply similar
methods to modeling the behavior of short cracks.
The extent of localized plasticity, however, violates
the assumptions of LEFM. This so-called short crack
problem was first observed by Pearson. It has been
attributed to the synergistic interactions between the
effects of microstructure and localized plasticity.

lo
g 

da
/d

N

log ∆K

Short cracks
Long cracks

LEFM

Figure 3 Schematic of typical fatigue crack growth behavior of

short and long cracks.
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A classification scheme for short cracks was pro-
posed by Ritchie and Lankford by comparing their
lengths to appropriate plasticity and microstructural
length scales. For instance, mechanically small cracks
have lengths that are comparable to their estimated
plastic zone sizes; microstructurally short cracks are
those that have lengths comparable to the micro-
structural dimensions of the pertinent continua.
Physically, short cracks refer to those cracks that
have dimension of p1 mm.

Three common phenomena have been advanced to
explain why small/short cracks can grow at higher
growth rates than long cracks. These include: (1)
limited crack-closure effects when the small crack
has little or no wake (‘‘physically small’’), (2) in-
homogeneous sampling of the microstructure when
the cracks are smaller than relevant microstructural
dimensions (‘‘microstructurally small’’), and (3) sim-
ilarity between small crack lengths and the plastic
zone size.

Summary and Concluding Remarks

The study of fatigue in mechanical components spans
over a century and a half of effort, and is still an
ongoing process. A basic understanding of fatigue
damage stages currently finds applications in various
fields such as biomedical, aerospace, and automotive.
With the development of new materials and man-
ufacturing processes, the quest to develop mechanis-
tically based life prediction protocols should become
more intense. The short crack problem, which defies
the conventional LEFM approach to fatigue model-
ing, needs further research to develop models that
include short crack effects. Recent advances in
MEMS technology will provide nano- and micro-
scopic damage information required to develop cons-
titutive-based life prediction protocols.
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Deformation Fundamentals

Crystallographic Slip

Metals are crystalline except for very special condi-
tions. Metals and alloys generally crystallize in a face-
centered cubic (f.c.c.), body-centered cubic (b.c.c.),
and hexagonal close-packed (h.c.p.) crystal structure.
There is unambiguous evidence that metals retain
their crystal structure during plastic deformation.

This conservation principle of crystal plasticity has
serious consequences for the deformation process and
material properties. In a noncrystalline material, a
macroscopic shape change can be accommodated on
an atomistic level by a respective atomic rearrangem-
ent. If a macroscopic deformation of a crystal is also
copied on an atomistic level, the crystal structure
would change (Figure 1a); this is however contrary to
observation. The crystal structure can be conserved, if
the shape change on an atomistic level is accommo-
dated by a displacement along crystallographic planes
in multiples of translation vectors of the crystal lattice
(Figure 1b). This phenomenon is referred to as
crystallographic glide (or crystallographic slip). As
a result, crystal plasticity proceeds by a structure
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conserving simple shear deformation. In principle,
there are an infinite number of planes and translation
vectors to accomplish an imposed shape change. Due
to energetic reasons, crystallographic glide is confined
only to a few crystallographic planes (slip planes) and
directions (slip directions), normally the most densely
packed planes and directions in a crystal. A slip plane
and a slip direction constitute a slip system and
the most prominent slip systems of the three major
crystal structures of metals are given in Table 1. The
mechanism of crystallographic glide is related to the
motion of crystal dislocations. The glide plane of a
dislocation and the direction of its Burgers vector
correspond to the slip plane and slip direction, res-
pectively. On an atomistic level, therefore, plastic
deformation of a metal requires the generation and
motion of crystal dislocations.

Dislocations are crystal defects and, therefore,
cause a distortion of the atomic arrangement, which

manifests itself into a long-range stress field. Via their
stress field, dislocations interact with each other. This
constitutes a glide resistance, which is macroscopi-
cally felt as a yield stress and eventually causes im-
mobilization of moving dislocations. The traveling
distance (slip length) of a moving dislocation is nor-
mally much smaller than the macroscopic dimension
of the deformed body; therefore, dislocations are
stored in the crystal and the dislocation density
grows with progressing deformation which in turn
increases dislocation interaction and thus the flow
stress. The relation between flow stress s and dislo-
cation density r can be represented by the Taylor
equation

s ¼ aMGb
ffiffiffi
r

p ½1�

where the dislocation density r(m� 2) is defined as
the total dislocation line length per unit volume –
typically 1010m� 2 for annealed and 1016m� 2 for
heavily deformed metals, b is the Burgers vector (slip
vector), G is the shear modulus, and M is the Taylor
factor which relates the applied stress to the shear
stress in the glide system and depends on cry-
stallographic texture (see below). Typically, MB3,
and the geometrical constant aB0.5.

Any change in the glide resistance of the moving
dislocations will affect the flow stress. This is the
reason for work hardening (increasing dislocation
density), other strengthening mechanisms (grain size,
solute atoms, particles, precipitates, etc.), and sof-
tening by recovery and recrystallization (decreasing
dislocation density). It is important to note that
the macroscopic deformation behavior can be related
to the microscopic properties of the crystal disloca-
tions. The force K on a dislocation due to a stress s
applied to a crystal is given by the Peach–Koehler
equation

K ¼ sb� s ½2a�

or the magnitude of the force K in the slip system due
to the resolved shear stress t

K ¼ tb ½2b�

The imposed strain rate is reflected by the dislo-
cation velocity through the Orowan equation

’e ¼ rmbv ½3�

where rm is the density of the mobile dislocations
moving with an average velocity n. The velocity, of
course, depends on the applied stress s. One can
imagine the dislocations as rigid rods, moving with
velocity n due to a force K, and this process is ex-
perienced macroscopically as a plastic deformation
with strain rate ’e at a flow stress s.

(c)

Matrix

Matrix

Twin

(111) Twinning
plane

(111) Twinning
plane

(b)

(a)

Figure 1 Plastic deformation of crystals (dotted lines¼ unit

cell): (a) with change of crystal structure; (b) by crystallographic

glide; and (c) by deformation twinning.
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Twinning

While crystallographic glide by dislocation slip is the
dominating deformation mechanism in metals, defor-
mation twinning is also observed to accommodate a
plastic strain, particularly at low temperatures in
metals and many intermetallics. A deformation twin
has an atomic arrangement that is the mirror image of
the parent crystal. Due to the mirror symmetry, the
crystallographic structure is conserved, but the crystal
has a different shape (Figure 1c). The generation of a
twin corresponds to a simple shear deformation by a
displacement parallel to the twinning plane (mirror
plane). In contrast to the dislocation glide, the shear
strain g is constant for a given crystal structure, for
example, g ¼

ffiffiffi
2

p
=2 for cubic crystals. Twinning

plane and displacement direction constitute a twin
system in analogy to a slip system (Table 1).

Since for a given shear strain, the atomic displace-
ment increases with growing distance from the twin-
ning plane (Figure 1c), twins are usually thin, and
their formation requires high stresses which are avail-
able only at low temperatures because the material
strength increases with decreasing temperature. De-
formation twinning is liable to occur if the flow stress
is high and the twin boundary energy (approximately
half of the stacking fault energy (SFE)) is low. The
f.c.c. metals and alloys with low SFE undergo defor-
mation twinning, such as silver at room temperature
or copper at liquid nitrogen temperature. As the SFE
decreases upon alloying, most alloys are prone to
twinning during low-temperature deformation, for
example, copper alloys, such as a brass (Cu–Zn)
where twinning constitutes the major low-tempera-
ture deformation mechanism. Deformation twinning
is most prominent in materials where dislocation slip
cannot fully accommodate the imposed strain, for

example, in h.c.p. metals and alloys with c/a41.63
owing to their low number of crystallographic slip
systems. For an arbitrary deformation, a crystal needs
to activate five independent slip systems to satisfy the
five independent elements of the strain tensor. (A slip
system of a set is independent, if its deformation can-
not be accomplished by the other systems of the set.)

In h.c.p. metals with c/a41.63 (e.g., zinc), there is
only slip on the basal plane and therefore, there are
only two independent slip systems. This is sufficient to
deform single crystals to very large strains. However,
the individual grains of a polycrystal have to deform
compatibly with the adjacent grains to avoid occur-
rence of holes or overlap. This can be accomplished
only if the individual grains can undergo an arbitrary
shape change at their boundaries, for which five
independent slip systems are required. Therefore,
polycrystals of zinc, for example, have to activate
mechanical twinning for deformation. Owing to
the high stresses and the less perfect adaptation to
the shape change of neighboring grains in a polycrys-
tal by twinning, the strain to fracture is smaller than
in material deforming only by dislocation slip. Also,
due to crystallographic effects, h.c.p. metals and
alloys with 1.63pc/ap1.73 cannot deform to a large
degree by twinning, since twinning ceases to comply
with the imposed shape change due to crystal reori-
entation and the fact that only one sense of twinning
shear is crystallographically possible (the opposite
shear � g does not generate a twin orientation). This
is the reason why polycrystalline h.c.p. magnesium
(c=a ¼ 1:63) and its alloys are not ductile at ambient
temperature. Note that hexagonal metals such as
titanium, beryllium, or zirconium are very ductile
even at low temperatures since their ratio c/ao1.63,
which favors nonbasal slip and thus, provides suffi-
cient independent slip systems.

Table 1a Slip systems of the major metallic crystal structures

Crystal structure Slip plane Slip direction Number of nonparallel planes Slip directions per plane Number of slip systems

f.c.c. {1 1 1} /1 �1 0S 4 3 12¼ (4�3)

{1 1 0} /�1 1 1S 6 2 12¼ (6�2)

b.c.c. {1 1 2} /1 1 %1S 12 1 12¼ (12�1)

{1 2 3} /1 1 �1S 24 1 24¼ (24�1)

{0 0 0 1} /1 1 �2 0S 1 3 3¼ (1� 3)

h.c.p. f1 0 �1 0g /1 1 �2 0S 3 1 3¼ (3� 1)

f1 0 %1 1g /1 1 �2 0S 6 1 6¼ (6� 1)

Table 1b Twinning systems of the major metallic crystal structures

Crystal structure Twinning plane Shear direction Displacement plane Prototype

f.c.c. {1 1 1} /1 1 2S /1 1 0S Ag, Cu

b.c.c. {1 1 2} /1 1 1S /1 1 0S a-Fe

h.c.p. /1 0 � 1 1S Cd, Zn
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Deformation Microstructure

When gliding dislocations become immobile, they
are stored in the crystal. The spatial distribution of
these stored dislocations can occur at random or in
distinct patterns. Most metals and alloys reveal
nonstatistical dislocation distributions. Typically, dis-
locations arrange in cellular patterns, that is, in
high dislocation density (cell) walls, which enclose
volumes (cells) of considerably lower dislocation
densities. For most commercial cold forming proc-
esses – such as rolling, the cellular arrangements are
superimposed by deformation inhomogeneities,
which typically have a band-like shape and can as-
sume macroscopic dimensions to be recognized by
the bare eye. In rolled materials, besides microscopic
microbands, which appear like distinctly framed
elongated dislocation cells under the microscope,
there are two major types of deformation inhomo-
geneities namely, deformation bands and shear bands
which can best be recognized in micrographs of
the lateral surface. Deformation bands are elongated
microstructural features that extend parallel to the
rolling direction and that gradually accommodate a
large misorientation to the matrix. Shear bands are
deformation inhomogeneities, which extend under
an angle of 30–351 to the rolling direction. Copper-
type shear bands comprise clusters of elongated cells,
which are confined to grain dimensions. In contrast,
brass-type shear bands have (macroscopic) dimen-
sions comparable to the sample thickness. Their in-
ternal structure is composed of very small granular
features, typically globular grains of nanometer size.
The origin and structure of shear bands are far from
being understood, but they are generally assumed to
be due to local softening (like texture softening) or
enforced macroscopic shear in case of obstructed
dislocation glide. Brass-type shear bands occur typ-
ically in alloys with low SFE (e.g., alpha brass).
Copper-type shear bands are formed during cold
rolling of f.c.c. metals and alloys with higher SFE.

Hardening Behavior

The mechanical properties of a material are typically
measured in a uniaxial tension test, where the force is
recorded to elongate a cylindrical specimen at con-
stant speed. The force F divided by the initial cross
section q0 defines the engineering stress, and the
length change Dl divided by the original length l0
defines the engineering strain. If force and elongation
are normalized by the instantaneous cross section q
or length of the specimen l, they are referred to as
true stress and true strain, respectively. The harden-
ing curve is the dependence of the true stress on true

strain. The true stress at a given strain is called the
flow stress.

The storage of dislocations during deformation
leads to an increased glide resistance for moving dis-
locations which is experienced as an increased flow
stress with increasing strain (Figure 2a). The rise of
stress s with strain e, is referred to as strain hard-
ening or work hardening, and the slope of the hard-
ening curve ds/de is the work-hardening coefficient
or hardening rate. It is conventionally measured in
uniaxial tension or compression tests. While the
hardening curves of different materials or at defor-
mation conditions vary considerably, there is a char-
acteristic shape of the engineering stress–strain curve,
namely after yielding a curve with a single maxi-
mum, although the strength level and hardening rate
can be very different.

Of particular interest for forming processes is the
hardening behavior for large strain deformation, for
example, sheet rolling. A typical true stress–strain
behavior for large strain deformation exhibits, after
yielding, some transient with high but decrea-
sing hardening rate until a low but constant rate is
attained (Figure 2b), that is, the stress increases lin-
early with strain, and eventually a steady state (con-
stant flow stress) is attained. Correspondingly, the
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large strain-hardening curve exhibits five distinct
stages:

1. Right after yielding, transition to athermal hard-
ening (observed only in single crystals oriented for
single slip);

2. Athermal hardening with constant high hardening
rate ds/deEG/30 (extended range only in single
crystals at low temperatures);

3. Dynamic recovery range, hardening rate decrea-
sing linearly with stress;

4. Large strain hardening with constant low harden-
ing rate; and

5. Transition to steady state or unstable microstruc-
ture, usually not attained during cold deformation.

The important stages of the flow curves of com-
mercial metals and alloys for industrial forming
processes are stages 3 and 4. Their extent and level
depends on material composition and processing
and, thus, is history dependent! The hardening
behavior reflects the glide resistance of the mov-
ing dislocations and, therefore, depends on the dis-
location structure S, which is strongly dependent on
processing history, that is, at strain rate ’e and tem-
perature T:

s ¼ sð’e;T; SÞ ½4�

For this particular reason, the macroscopic strain
is not a state parameter and, therefore, a prediction
of flow stress as an empirical function of strain s(e) is
physically wrong although, due to simplicity, it has
been a longstanding engineering practice.

Texture

A simple shear deformation is always accompanied
by a rigid-body rotation, because the displacement
gradient tensor is not symmetrical. Since plastic
deformation in metallic materials proceeds by simple
shear mechanisms (dislocation glide, mechanical
twinning), the grains in a polycrystal change their
crystallographic orientation during deformation –
except for a few orientations which are stable under
the imposed deformation conditions – and rotate to-
ward the stable orientations. For a given forming
process, such as rolling, wire drawing, or extrusion
typical orientation distributions, that is, crystallogra-
phic textures develop, depending on deformation
mechanism. An orientation distribution is most ad-
equately represented in orientation space, where each
orientation is represented by one point. The orien-
tation distribution after large strain deformation
is confined to a small volume in orientation space.
For instance, the rolling texture of f.c.c. materials
appears like a tube in orientation space (Figure 3)
and can essentially be understood as consisting of
only a few (ideal) orientations with some scatter.
Crystallographic textures cause anisotropic mechan-
ical properties, which make themselves felt during
thermomechanical processing, metal forming, and
in-service behavior.

Softening: Recovery and Recrystallization

During plastic deformation, dislocations are intro-
duced to accommodate the imposed shape change.
Dislocations, however, are crystal defects which are
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not stable in thermodynamic equilibrium; thus, the
crystal strives to remove them. At low temperatures,
the dislocation arrangement is in mechanical equilib-
rium and, therefore, stable. At elevated temperatures,
however, thermally activated processes destabilize
the dislocation structure and substantially change or
even remove the deformation-induced microstructure
which drastically affects microstructure, texture, and
mechanical properties (Figure 4). There are two ma-
jor restoration processes: recovery and recrystalliza-
tion. They are termed static processes if they occur
subsequent to deformation during annealing, or are
referred to as dynamic recovery and dynamic recrys-
tallization if they proceed during deformation.
Dynamic recovery is also strain induced and is, there-
fore, an integral part of the strain-hardening process
at any temperature. Dynamic recrystallization is an
important phenomenon during hot working (see be-
low) and liable to occur for T40.5Tm (Tm – melting
temperature). While recovery essentially consists of
a dislocation rearrangement in the as-deformed struc-
ture, a completely new microstructure is formed
atom by atom during recrystallization. Recrystalliza-
tion proceeds by nucleation of virtually dislocation-
free grains, which grow at the expense of the deformed
matrix. The moving grain boundaries of the expanding
nuclei are capable of absorbing the deformation-
induced dislocations so that finally an almost dis-
location-free granular structure is generated. Typical
dislocation densities of recrystallized polycrystals are
1010 m�2 compared to up to 1016 m� 2 for heavily
deformed materials.

Recovery and recrystallization have different kine-
tics and different impact on properties. Invariably

either process causes a softening of the material, and
fully recovered and fully recrystallized materials have
comparable yield stresses. The texture development
is very different, however. The deformation texture
is essentially retained during recovery or slightly
increased in sharpness. During recrystallization, a
completely new and different texture is generated.
The recrystallization texture can be very sharp, like
the cube texture in rolled and annealed aluminum,
which gives rise to strong anisotropy during subse-
quent forming of the sheet. Typically, specific types
of deformation textures, as shown in Figure 3 for
rolling, transform to specific recrystallization tex-
tures in f.c.c. and b.c.c. materials. However, small
changes in chemical composition or processing his-
tory can totally alter the recrystallization texture,
even if the deformation texture appears unchanged.
Advanced codes for recrystallization structure and
texture prediction with high spatial and temporal
resolution (e.g., cellular automata or Monte Carlo
simulation approaches) are now available which can
be interfaced to FEM or superimposed to real defor-
mation microstructures to account for spatial variat-
ion of the microstructure.

At temperatures above 0.5Tm, recrystallization can
also occur concurrently with deformation. This is re-
ferred to as dynamic recrystallization and makes itself
felt by either a single-peak or multiple-peak flow
stress behavior. A typical flow curve of a dynamically
recrystallizing material and its associated microstruc-
ture are shown in Figure 5. Dynamic recrystallization
typically occurs during the hot working of low SFE
materials. Important examples are austenitic steels
and copper alloys. It limits the flow stress and there-
fore, keeps hot working forces low and at the same
time, it improves ductility (strain to fracture). The
dynamically recrystallized grain size depends only on
the flow stress and thus can be controlled by the
strain rate and deformation temperature.

Modeling

For engineering practice, the mechanical behavior of
materials must be known (e.g., the hardening curve).
Most commonly, it is measured and fit to empirical
functions. These functions, however, do not have any
predictive power and cannot be used beyond the
tested limits. For predictions of mechanical proper-
ties with the change of materials chemistry or proc-
essing conditions, microstructural models have to be
used, since microstructure defines the state variables
of materials properties.

Advanced work-hardening models are based on the
dislocation theory. These models can either be statis-
tical dislocation density-based models or dislocation
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dynamic models (Figure 6a). Statistical models follow
a common scheme, namely, the formulation of a
structure evolution equation (dr/de) and a kinetic
equation of state ðs ¼ f ðr;T; ’eÞÞ to relate the struc-
ture with the glide resistance. These relations are

formulated as differential equations and hence can
account for the transient microstructure evolution.
The total change of dislocation density dr in a strain
increment de reflects the structure evolution due to
production of dislocations drþ and dynamic recov-
ery (e.g., annihilation, dipole formation, lock forma-
tion) dr� :

dr ¼ drþ � dr� ¼ ðf1 � f2Þ de ½5�

The functions f1 and f2 have to be determined from
the dislocation theory. They depend on the particular
processes considered, and their actual values vary
with the dislocation structure. The major problem is
a proper incorporation of dislocation patterning
in the theory. It is a common conception that the dis-
locations are arranged in a cell structure (Figure 6b),
but different approaches have been proposed for the
dominant stress and strain rate controlling processes.
Due to the nonhomogeneous dislocation distribution,
the flow stress will be a volume (V) weighted average
of the flow stress in cell walls sw and cell interiors si

s ¼ swVw þ siVi ½6�

In a dislocation dynamics model, the dislocations
are modeled as line defects in a continuum and rep-
resented by their stress field. Since the continuum
theory of dislocations is well established, the equa-
tions of motion can be formulated and the dislocation
arrangement can be calculated from eqns [2] and [3].
However, the fundamental approach and the appli-
cability to arbitrary deformation conditions have to
be paid for by a substantial investment in computer
power and computation time.

Owing to the long-range stress fields and the self-
interaction of curved dislocations in three-dimensional
dislocation dynamics, the problem becomes intracta-
ble for today’s and tomorrow’s high-power compu-
ters. Simulations with two-dimensional geometry are
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possible and have been performed but can only be
applied to problems of two-dimensional geometry
such as thin films. For bulk deformation, two-dimen-
sional dislocation dynamics are of limited use.

Applications

Plasticity is the main prerequisite for metal forming,
for example, rolling, forging, wire drawing, to pro-
duce semi-finished products and for the final shaping
of parts, for example, by sheet forming. The excellent
formability of metals is one of the reasons for their
extensive industrial use. During the classical proc-
essing route of a metallic part, from the liquid state
to the finished product, the material undergoes mul-
tiple deformation and heat treatment cycles. For ex-
ample, consider the fabrication of an aluminum (or
steel) can from a sheet (Figure 7).

After casting and homogenization the material is
hot rolled, cold rolled, and annealed before the final
part is produced from the sheet by deep drawing.
While the material undergoes a shape change and
experiences work hardening during rolling, it softens
during interstand times and during back annealing.
Since the microstructure changes during each proc-
essing step and as the microstructure determines the
properties of the final part, processing has to be fine-
tuned to meet terminal material specifications. These
processes and the respective microstructural evolution
can now be simulated by advanced computer codes.

See also: Dislocations; Orientation Texture; Recovery,
Recrystallization, and Grain Growth.

PACS: 81.40.Lm; 81.40.Ef; 62.20.Fe
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Nomenclature

b Burgers vector
F external force
G shear modulus
K Peach–Koehler force (scalar)
K Peach–Koehler force (vector)
l instantaneous length of the specimen
l0 original length of the specimen
M Taylor factor
q instantaneous cross section of the spec-

imen
q0 initial cross section of the specimen
s dislocation line vector
S dislocation structure
T temperature
Tm melting point
Vi volume fraction of the cell interiors
Vw volume fraction of the cell walls
a geometric constant
g shear strain
Dl change in length of the specimen
e strain
’e strain rate
n average velocity of a dislocation
r dislocation density
rm mobile dislocation density
s stress
si flow stress in the cell interiors
sw flow stress in the cell walls
t shear stress

Break-down

Casting Homogenization Hot rolling Cold rolling Annealing Forming

Figure 7 Production chain for sheet-forming process.
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Introduction

The strength of metallic materials depends in con-
siderable detail upon the structure at many length
scales, from the fundamental atomic interactions at
B10� 10 m to interaction among macroscopic struc-
tural components as large as B10–3 m. The mecha-
nisms responsible for strengthening metals have been
the subject of considerable study for many decades,
and are relatively well understood for traditional
microstructural length scales. At low temperatures,
the strength of crystalline metals is in large part
governed by the interaction of dislocations with one
another and with other features of the microstruc-
ture. Therefore, the main focus of this article is on
these interactions, and the general scaling laws that
relate these microscopic processes with macroscopic
measurements of strength. In metals with micro-
structural components large enough to be regarded
as continua, additional strength can be derived by
sharing of the applied load between phases, which is
discussed briefly. Finally, the limitations of these vari-
ous strengthening mechanisms are discussed for cases
where the temperature is high or the characteristic
microstructural length scale is very fine.

Low-Temperature Dislocation-Based
Strengthening Mechanisms

In crystalline metals, strength and other mechanical
properties are governed by the prevalence and mo-
bility of defects in the crystal structure. At low tem-
peratures (i.e., below about one-third of the melting
point), the most important defects in this regard are
dislocations, which can be regarded as the ‘‘carriers’’
of plastic strain. Hence, the primary goal of most
forms of metal strengthening is to regulate the
movement of dislocations, which is generally accom-
plished through the introduction of obstacles. The
four main strengthening mechanisms at ambient
temperature, that is, work hardening, solid solution
strengthening, particle hardening, and grain-bound-
ary strengthening, are all variations upon this theme.
Each of these mechanisms has been studied and
modeled in considerable detail, and the reader is
referred to the ‘‘Further reading’’ section for more
exhaustive discussions. Here these concepts are

explored within the framework of a relatively gen-
eral scaling law that predicts the shear strength in-
crement Dt gained by incorporating obstacles of
spacing L in the structure:

Dtp
1

L
½1�

This additional stress is required to allow dislocations
to bypass the obstacles, and the proportionality con-
stant depends in large part upon whether dislocations
can cut through the obstacles (‘‘soft’’ obstacles), or
must bypass them by bowing (‘‘hard’’ obstacles).

In what follows, how eqn [1] applies for the im-
portant mechanisms listed above is discussed broadly,
assuming pure metals or dilute alloys, and neglecting
details such as the crystallography of defects or the
underlying crystal structure of the base metal. Fur-
thermore, the homogeneous nucleation of disloca-
tions is not considered to contribute to strength, since
most engineering metals and alloys already contain an
appreciable density of dislocations (B1010–1014 m–2)
prior to plastic flow.

Work Hardening

The principle underlying work hardening is that plas-
tic flow induces structural changes which make sub-
sequent plastic flow ever more difficult; the more it
is deformed, the stronger a metal becomes. During
plastic flow of a polycrystalline metal, work is dissi-
pated by the motion and interaction of dislocations.
Strain energy is stored through a net increase in dis-
location line length through processes such as bowing
around various obstacles and pinning points, and the
sequential emission of new dislocations from, for
example, Frank–Read sources.

As dislocations entangle, they can form sessile
kinks or jogs which act as pinning points along the
dislocation line, such that the obstacle spacing L is
proportional to r–1/2, with r the dislocation density.
When this scaling is introduced into eqn [1], it yields
the classical parabolic-hardening law used widely for
polycrystalline metals:

Dt ¼ amb
ffiffiffi
r

p ½2�

where the constants a, m, and b have now been in-
troduced. In this formulation m is the shear modulus,
b is the magnitude of the Burger’s vector, and a is a
temperature-dependent proportionality constant
B0.2–1 in the athermal limit.

Equation [2] has been experimentally validated for
many metals; an example of data compiled for copper
is shown in Figure 1. Perhaps counter-intuitively, the
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nature of the dislocation distribution does not affect
the general relevance of eqn [2]. For example, in some
materials dislocations self-assemble into inhomo-
geneous spatial configurations. In such cases, it is
possible to parametrize, for example, the average dis-
location cell size, and use it to produce additional
scaling laws; these ultimately reduce to either eqn [2]
or other very similar relationships.

Although eqn [2] is surprisingly general in its ap-
plicability, it is important to note that Dt from work
hardening is fundamentally limited by the maximum
value of r that can be sustained in a given metal.
With large amounts of plastic strain, the dislocation
density can increase by orders of magnitude before
saturating at a temperature- and material-dependent
value as high as 1016 m–2. This saturation is a con-
sequence of ‘‘dynamic recovery,’’ wherein the pro-
duction of new dislocation line length is offset by
annihilation processes which become more active
with increasing dislocation density. Nonetheless,
strain hardening can increase a metal’s strength by
orders of magnitude compared with the stress re-
quired to move an isolated dislocation.

A topic of current research interest is the effect of
nonuniform deformation on strain-hardening beha-
vior, in which plastic strain gradients are necessitated
by the test or microstructural geometry. Plastic strain
gradients require the presence of ‘‘geometrically nec-
essary’’ dislocations to accommodate them, so it has

been speculated that higher total dislocation densities
will result whenever such gradients exist. These
effects become increasingly important at fine length
scales, for example, in very small specimens or thin
films, nanoindentation experiments, or for metals
with fine scale microstructural features; in these
cases, the strain gradients resulting from nonuniform
deformation are steeper owing to the reduced dimen-
sionality. In general, strain gradient effects are be-
lieved to occur in metals at length scales below
B100 mm.

Solid Solution Strengthening

For pure metals, the addition of a low concentration
of a second component in solution can provide soft
barriers to the motion of dislocations through the
crystal. Solutes interact with dislocations through
two main effects. First, solute atoms change the local
values of elastic constants, which in turn change the
line energy of a dislocation. Solute atoms which stiff-
en the matrix repel dislocations, while those which
make the matrix more compliant attract them. Sec-
ond, solute atoms added to a pure metal create dis-
tortions in the crystalline lattice, and the associated
stress fields can interact with dislocations; again the
interaction can be either attractive or repulsive, de-
pending upon the size mismatch of the solute atoms
with respect to the matrix and their position with
respect to the dislocation core. Whether the solu-
tes repel or attract dislocations, the net result is
strengthening, as additional stress is required to force
a dislocation to approach or depart, respectively, the
vicinity of a solute atom.

Within a slip plane, the density of solute atoms is
given by their concentration, c, and the spacing be-
tween solutes goes as b� c–1/2. Therefore, eqn [1]
takes a parabolic form with respect to concentration:

Dt ¼ bmb

ffiffiffi
c

p

b
½3�

where the proportionality constant b depends upon
how strongly the solute atoms interact with disloca-
tions. In the case of substitutional alloying additions,
the stress field around solute atoms is approximately
spherical, which leads to rather mild interactions and
values of b much less than unity. For some crystal
symmetries, the strain field associated with an inter-
stitial solute can be nonspherical, providing much
harder obstacles to dislocation motion, and values of
b near unity. A common important example in this
regard is the interstitial sites in a body-centered cubic
lattice, where the distortion accompanying a solute is
tetragonal. Models are available to predict b with
reasonable accuracy in each of these cases. Figure 2
shows some classical data sets for substitutional and
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Figure 1 Data relating the shear strength of copper (normal-

ized by the shear modulus m) to the square root of dislocation
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interstitial alloying, where the parabolic form of eqn
[3] is validated and the relative strengths of the two
obstacle types are apparent.

Particle Strengthening

In the same vein as solid solution atoms, fine dis-
persed particles can also serve as dislocation pinning
points. When second-phase particles are present by
virtue of nucleation and growth processes, the metal
is said to be ‘‘precipitation strengthened,’’ whereas the
extrinsic incorporation of fine particles is generally
referred to as ‘‘dispersion strengthening.’’ In the sim-
plest case these particles can be assumed to be ‘‘hard’’
obstacles to dislocation motion, and their strengthen-
ing effect is based upon the spacing of the particles, L.
Unlike solute atoms or dislocation locks, particles
have finite sizes that can be of similar order to
the interparticle spacing, l. Therefore, the effective
obstacle spacing is given by LE(l� 2r), where r
is the average radius of the particles. For small
particles, the spacing of obstacles in the slip plane
of a dislocation goes roughly as vf

1/2r–1, so the fami-
liar parabolic strengthening law is recovered using
eqn [1]:

Dt ¼ gmb

ffiffiffiffi
vf

p

r
½4�

The proportionality constant g is close to unity for
hard particles, for example, for dispersed ceramic
particulates or very large precipitated particles in a
metallic matrix.

In many cases the particulate obstacles are, at least
in principle, capable of being sheared by the passage
of a dislocation. In these cases, the obstacles are said

to be ‘‘soft,’’ and the energy penalty associated with
shearing them is the source of strengthening. Some
notable examples by which such soft obstacles can
promote strengthening are as follows:

1. Coherent particles with a lattice parameter mis-
match to the matrix phase create strain fields
that interact with dislocations in a manner similar
to that described above for solid solution
strengthening.

2. The shearing of particles creates additional inter-
facial area and thereby increases the total interfa-
cial energy of the system.

3. In ‘‘order strengthening,’’ an incident dislocation
creates an antiphase boundary (with an attendant
interfacial energy term) in a chemically ordered
particle.

4. The difference in elastic modulus between particle
and matrix changes the dislocation energy as it
traverses the particle, providing an obstacle to ei-
ther its entrance or exit from the particle.

All of these ‘‘soft’’ obstacle strengthening mecha-
nisms, as well as some more obscure ones, tend to
obey the scaling law of eqn [4], with different scaling
parameters g that can also be functions of the particle
size r. However, it should be noted that some derivat-
ions for case (2) can yield a linear volume fraction
dependence.

Apart from the volume fraction dependence of
particle strengthening described in detail above, the
absolute magnitude of the average particle dimension
also has a measurable impact on the strength re-
quired to pass a dislocation. Larger average particle
sizes promote strengthening by creating ‘‘harder’’
obstacles, because a passing dislocation must tra-
verse a larger area of precipitate, requiring more
energy via mechanisms (2) and (3) above, while the
stress field of a coherent particle also increases with
size and enhances strength via mechanism (1).
However, a larger average particle size necessitates
a proportionally wider interparticle spacing if their
volume fraction is held constant; this effect leads to
a weakening via eqn [1]. Therefore, for a constant
vf, increasing the average particle size gives rise to
a ‘‘cutting-to-bowing’’ transition, with the material
strength first increasing and then decreasing with
average particle size. These two regimes correspond
to shearing of soft obstacles for small particle sizes
(cutting), and pinning of dislocations at hard obsta-
cles for larger particle sizes (bowing). An example
of such a transition is shown for the technologi-
cally relevant nickel–aluminum system in Figure 3, in
which the particles are precipitates of the Ni3Al
phase.
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Figure 2 Classic examples of the concentration dependence of

the solid solution strength increment Dt. Solutes with symmetric

strain fields such as the substitutional case of Cu dissolved in Al

( ) generally have a modest strengthening effect, while asym-

metric strain fields associated with, for example, interstitial C in

Fe ( ) or N in Nb ( ) produce more significant strengthening.

(Data are from Wert CA (1950) Journal of Metals 188: 1242–

1244, Evans PRV (1962) Journal of the Less-Common Metals

4: 78–91, and Koppenaal TJ and Fine ME (1962) Transactions of

the Metallurgical Society of AIME 224: 347–353.)
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Grain-Boundary Strengthening

Because the adjacent crystals at a grain boundary have
a misorientation between both the slip plane traces
and the slip directions, dislocations cannot, in general,
transmit through grain boundaries without an addi-
tional increment of applied strain energy. For more
extreme misorientations, the stress required for trans-
mission can be higher than that required to activate a
new dislocation source in the adjacent grain. In either
case, dislocations on a common slip plane in the first
grain tend to pile up at the grain boundary, until the
stress at the head of the pileup becomes large enough
to activate slip in the second grain. In this manner,
grain boundaries present very ‘‘hard’’ obstacles to dis-
location motion, but they are not point obstacles in
the same vein as solute atoms or particles. Therefore,
the scaling law of eqn [1] does not simply apply to the
case of boundary strengthening, although a similar
parabolic hardening law does emerge from analysis of
the slip transmission problem:

Dt ¼ k
1ffiffiffi
d

p ½5�

where d is the average grain size of the metal and k is
a material-specific constant with units of (length)1/2;
eqn [5] is commonly referred to as the Hall–Petch
relationship.

In Figure 4 the hardness, which is linearly propor-
tional to strength, is plotted for pure Ni as a function
of the reciprocal square root of grain size. The data
from multiple authors indicate that the strength in-
creases linearly with d–1/2, and eqn [5] holds over
orders of magnitude in grain size, from hundreds of
microns in standard engineering materials down into
the increasingly important nanocrystalline regime.
As evidenced by the conformity of the data from
various authors working on different specimens, eqn
[5] is quite robust. Potentially complicating issues
such as distributions of grain size or grain-boundary
misorientation tend to be subsidiary to the scaling
law of eqn [5], and are subsumed in the constant k.
Far stronger variations are observed from one ma-
terial to another, most particularly depending on the
number of slip systems available.

A current topic of particular interest in the area of
grain-boundary strengthening is the validity of the
Hall–Petch relationship at grain sizes in the nano-
meter range, where extreme strength has been repor-
ted. However, at a grain size of zero, the Hall–Petch
relationship would predict an unphysical infinite
strength, so it has been widely speculated that eqn [5]
will break down at nanometer length scales. Recent
experimental and computational work has suppor-
ted this speculation, including the experimental data
for nickel shown in Figure 4 below B12 nm. This
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Figure 3 The strengthening of Ni due to the presence of a

constant volume fraction dispersion of fine Ni3Al precipitates with
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sing the precipitate size promotes strengthening, but beyond this
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breakdown is associated with the activation of de-
formation mechanisms normally associated with
high temperature, as will be discussed in more detail
in a later section.

Low-Temperature Continuum-Level
Strengthening

On a coarser structural scale, it is possible to streng-
then a base metal by adding a second phase that can
bear a disproportionate fraction of the load. This is
often desirable when the base metal has properties
critical to the application, such as low density, high
ductility, conductivity, or corrosion resistance, but
lacks sufficient mechanical strength. The concept of
load sharing is the basis of many technological struc-
tural materials from reinforced concrete to advanced
polymeric composites. In the area of metallurgy, load
sharing operates in microstructures with second pha-
ses formed in situ, such as steels containing coarse
iron carbide or martensite phases, as well as in metal–
matrix composites such as SiC-reinforced aluminum.

The load-sharing mechanism arises completely
due to mismatch between the mechanical properties
of the constituent phases, and, from a mechanistic
perspective, can be regarded as independent of mi-
croscale mechanisms; dislocation interactions with
coarse second phases are less important than the
global transfer of load that results from such interac-
tions. Accordingly, continuum mechanical approach-
es are generally used to derive the strengthening effect
from load transfer. If the two phases or components
of the microstructure are initially deformed only elas-
tically, then the only variable controlling the strength
of the dual-phase structure is the fraction of the ap-
plied stress that is carried by each. The total applied
stress s partitions such that the average stress carried
by each phase (s1 and s2 for phase ‘‘1’’ and ‘‘2,’’ res-
pectively) obeys

s ¼ s1ð1 � vfÞ þ s2vf ½6�

where vf is the volume fraction of phase 2. Although
this rule is generally true for any dual-phase structure
when the stresses are averaged over the volume of the
material, eqn [6] is not always useful to predict, for
example, yield strength. This is because the local
values of stress may be significantly concentrated,
leading to local yielding in one of the phases. Despite
this limitation, eqn [6] illustrates the basic principle of
load transfer, where a stronger phase can relieve the
stress borne by the weaker, giving a strength inter-
mediate between the two components. Accurate
predictions of yield and fracture strengths for dual-
phase materials are dependent on the details of the

composite geometry, for which a vast literature exists.
The reader is referred to the ‘‘Further reading’’ section
for more detailed treatments of specific cases.

Limitations of Strengthening Mechanisms
due to Thermal Activation

The strengthening mechanisms described above can
all be understood on an athermal basis, and are best
applied in the limit where diffusional rearrangement
of matter is slow. When dislocation motion and dif-
fusion have similar timescales, for example, at high
temperatures, the above scaling laws no longer strictly
apply. In these cases, new physics are required to ac-
curately predict the strength and rheology of metals.
Although it is beyond the scope of this article to treat
diffusive deformation mechanisms in detail, it is im-
portant to appreciate the limitations on the mecha-
nisms described above for cases in which (1) bulk
diffusion and (2) interfacial or grain-boundary diffu-
sion are active at the deformation temperature.

Bulk Diffusion Effects

For many of the strengthening mechanisms described
above, the motion of dislocations (particularly those
of edge character) is considered to be restricted to a
plane. However, the climb of edge dislocations out of
their slip plane can occur by the absorption or emis-
sion of vacancies at the dislocation core. In many
cases, this enables an additional means for obstacle
bypass, albeit one that is rate-limited by the diffusive
flow of vacancies to (or from) the dislocation core.
The supply of vacancies needed to enable dislocation
climb can flow either through the bulk, which gene-
rally requires temperatures above about two-thirds
of the melting temperature, Tm, or along the core of
the dislocation itself, which can be significant at
somewhat lower temperatures above about Tm/3.

For solid-solution strengthened materials, diffu-
sion can also lead to mobility of the obstacles
themselves. In cases where there is an attractive
interaction between solute atoms and dislocations,
there is a tendency for these features to move in tan-
dem. For example, at temperatures where the solute
mobility is high, the motion of dislocations becomes
a viscous process as the solute atoms follow the
moving dislocation. At somewhat lower tempera-
tures, the phenomenon known as ‘‘strain-aging’’ can
occur, whereby plastic deformation initially detaches
dislocations from solute pinning points, but exten-
ded time or thermal exposure can allow solutes to
redistribute and again pin the dislocations. For
substitutional solid solutions, the solute can be
regarded as essentially immobile at temperatures
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below approximately Tm/2, while for interstitial solid
solutions this limit can be considerably lower, down
even to ambient temperature.

In multiphase microstructures, high temperatures
or long durations can also lead to evolution of the
size and spacing of precipitated obstacles. During
this so-called ‘‘coarsening’’ process, the volume frac-
tion of precipitate phase remains constant while the
average precipitate size increases linearly with the
cube root of time. As described above, a limited
amount of such particle growth can be beneficial, but
the maximum strength associated with the cutting-
to-bowing transition generally occurs at very fine
precipitate sizes, such that microstructural coarsen-
ing usually leads to weakening. This issue is some-
times suppressed in practice through the addition of
slow diffusing elements that decelerate coarsening.
Finally, coarsening is not usually an issue for disper-
sion-strengthened materials, which employ particles
with low solubility and/or diffusivity in the matrix.

Intercrystalline Diffusion Effects

Additional time-dependent deformation mechanisms
are associated with the diffusive rearrangement of
atoms in intercrystalline regions such as grain and
phase boundaries or triple junctions. For example, it
is possible for strain to be accommodated solely by
the diffusional flow of atoms along grain boundaries,
from interfaces under net compression to those in net
tension. For fine microstructures, grains can even
become mobile relative to one another through the
operation of viscous ‘‘grain-boundary sliding’’ and
stress-induced grain rotations. Although these mech-
anisms do not directly influence all of the dislocation-
based strengthening mechanisms described earlier,
they can negate the expected scaling laws set forth
above when they operate at a lower stress level
than the athermal mechanisms. For example, the
Hall–Petch scaling law that describes grain-boundary
strengthening is known to fail at high temperatures,
where finer grains actually promote weakening due
to the dominance of diffusive deformation mecha-
nisms. For these reasons it is common to develop
coarse microstructures or even single crystals for
high-temperature structural metals. Continuum-level
load sharing can also be frustrated by interfacial dif-
fusion and sliding between phases in a composite
structure, increasing the fraction of load borne by the
weaker matrix phase.

Because interfaces tend to have excess free vol-
ume, they also represent ‘‘short-circuit’’ diffusion
paths that are more easily activated, and therefore

intercrystalline diffusion can become significant at
even lower temperatures than bulk diffusion. Addi-
tionally, since the net amount of matter that can be
transported along interfaces scales with the interface
density, these processes are also accelerated in micro-
structures of fine scale. For example, it is presumed
that the high density of crystalline interfaces in nano-
crystalline materials leads to diffusional deformation
mechanisms even at room temperature, again lea-
ding to the breakdown of the Hall–Petch boundary
strengthening law.

See also: Dislocations; Mechanical Properties: Creep;
Mechanical Properties: Tensile Properties; Phases and
Phase Equilibrium; Point Defects.

PACS: 62.20.Fe; 61.72.� y
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Nomenclature

b Burger’s vector magnitude (length)
c concentration of solute (atomic fraction)
d grain size (length)
L spacing between obstacles (length)
r average particle radius (length)
Tm melting temperature (K)
vf volume fraction of particles
a dimensionless constant for work hard-

ening
b dimensionless constant for solid solu-

tion strengthening
g dimensionless constant for particle

strengthening
Dt additional strength increment (force/area)
k constant for grain-boundary strengthen-

ing (length1/2)
l interparticle spacing (length)
m shear modulus (force/area)
r dislocation density (length–2)
s stress (force/area)
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Introduction

Tensile test is one of the most simple and important
tests that can be done on a material to obtain its
mechanical characteristics. It is commonly used with
metals and polymers, and its importance is beginning
to be appreciated even for brittle materials such as
ceramics and glasses. The correct interpretation of the
various types of tensile test requires a detailed know-
ledge of the procedure as well as the test machine. Two
types of machines are used: (1) an endless screw-driven
machine that has a constant speed of rotation or (2) a
servo-hydraulic machine. The variables involved in a
tensile test are stress, strain, and time. Generally, one
of these variables is kept constant during the test. In a
tensile test, one gets a uniform stress field over a rela-
tively large effective volume of test material. These are
important for evaluating inherent flaw distributions
and the resultant strength distributions.

Tensile Test

In all tensile tests, a long specimen is subjected to a
tensile force along its length. The material, in res-
ponse to the applied force, undergoes some defor-
mation. Commonly, the specimens are flat or round
in cross section. The end of a sample is anchored to
a fixed part of the machine while the other end is
secured to the crosshead that can move at a constant
speed. As the specimen is elongated, the applied force
is measured by means of a load cell which is put
in series with the specimen. It is very important to
realize that all of the displacement of the crosshead is
not transmitted to the gauge length section of the
specimen. A part of the displacement is transmitted
to the load cell, grips, coupling between specimen
and the grips, and the machine frame. Thus, it
is preferable to measure the specimen elongation
‘‘directly’’ by means of an extensometer. The output
of such a test is thus a force–elongation record which
can be transformed into engineering stress–engin-
eering strain or true stress–true strain curves. The
ends of the specimen are fixed in grips and a tensile
force is applied by the machine such that the reduced
section or gauge length is, at a given instant, under a
constant force. The longitudinal deformation over
the gauge length can be measured by means of an
extensometer or strain gauge. Many testing systems,
either screw-driven or closed-loop servo-hydraulic

machines, with a variety of accessories are available.
Modern machines come with a variety of options
such as on-board programs to test different materi-
als, Windows-based software, etc. Figure 1 shows a
schematic of a screw-driven machine.

The variables involved in a tensile test are stress,
strain, and time. Stress is the load divided by the area
while strain is the amount of deformation divided by
the length over which the deformation takes place.
True stress and true strain quantities can be defined.
Engineering stress is the load divided by the original
area of cross section of the sample while true stress is
the load divided by the instantaneous area of cross
section. Engineering strain is defined as

e ¼ ðl � loÞ=lo

where lo is the original gauge length and l is the dis-
tance between gauge marks after the force is applied.
There is another type of strain, viz., true strain (also
called natural or logarithmic strain) e that describes
deformation incrementally and is defined as

e ¼
Z

dl=l ¼ lnðl=loÞ

It can be readily shown that for small values of
engineering strain, e¼ e. Engineering strain can be
written as

e ¼ ðl � loÞ=lo ¼ l=lo � 1; l=lo ¼ 1þ e

Or, true strain, e ¼ lnðl=loÞ ¼ lnð1þ eÞ.
If the series expansion of ln (1þ e) is examined, it is

found that at low strains, indeed, e¼ e. Commonly,
one obtains a load–displacement curve by pulling on
the sample at a constant rate of displacement or con-
stant rate of force. Such a constant strain rate tensile
test is very convenient to evaluate the strength and
ductility of a material in a reasonable time. Figure 2
shows the tensile stress versus strain curve for an
aluminum sample: a typical stress–strain curve for a
ductile metal. The initial response of a material to a
force is linear elastic. This is also called Hookean
behavior because the material obeys Hooke’s law in
this region. Hooke’s law says that E¼ s/e, where E is
Young’s modulus, s is the stress, and e is the strain. In
this linear region, the deformation is called elastic
which means that it is reversible. When the force is
removed, the material returns to its original dimen-
sions. At some point during a tension test, a strain is
reached where the deformation is no longer recover-
able on unloading, that is, there is permanent or plastic
deformation. The stress at which this irreversible de-
formation starts is called the yield stress or yield point.
Frequently, it is difficult to determine exactly the yield
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point. In order to avoid any ambiguity, an offset yield
strength is defined. For example, 0.2% yield strength is
strength obtained by drawing a line parallel to the
elastic portion with an offset of 0.2% on the strain
axis. Sometimes the stress–strain curve beyond the
yield stress is called flow curve. For a perfectly plastic
material, after attaining the yield stress, the stress will
remain constant. In real material, as shown in Figure 2
for aluminum, the flow stress increases with increasing
strain. This is called ‘‘strain hardening’’ or ‘‘work hard-
ening.’’ The internal structure of material is changing
during deformation, resulting in an increase in material

strength. Concomitantly, the cross-sectional area of the
specimen is decreasing and so the specimen is able to
support a lower load. The maximum in the engineering
stress–strain curve corresponds to the point state where
the increase in load-carrying ability due to strain hard-
ening is balanced by the decrease in load-carrying abil-
ity due to a decrease in the cross-sectional area. In a
tensile test, this maximum in stress is called the ulti-
mate tensile strength (UTS). Beyond UTS, the stress
drops off. The extent of the stress–strain curve beyond
the yield point is a measure of a material’s ductility.
When a material responds to a stress which is higher
than its yield stress by deforming, it has some ductility.
Low-ductility materials will break instead of deforming
plastically. Materials showing such a behavior are
called ductile materials. In ductile materials, the defor-
mation after the maximum point is not uniform. At
UTS, a unique phenomenon associated with tensile
testing intervenes. It is called necking. Necking refers to
a localized region where plastic deformation is con-
centrated in the sample. When necking occurs, the
cross-sectional area is smaller than the rest of the gauge
length, so the stress to continue deformation is smaller.
The two phenomena, ductility and necking, are ex-
plored in the following two sections.

Ductility

A material is considered to be ductile if it is capable
of undergoing a large amount of plastic deformation
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before failure. The subject is of great importance
in engineering because the phenomenon of ductility
allows a material to redistribute localized stresses.
A material that is unable to deform plastically before
failure is called a brittle material. The ductility of
a material can be measured easily in the tensile
test. There are two quantities that can be obtained
as measures of ductility. The first is the strain-to-
fracture, ef, which is defined as a percentage, as
follows:

ef ¼
lf � lo
lo

100

where lf is the length at fracture and lo is the original
gauge length.

The other quantity is the reduction in area at frac-
ture (RA). This is also given as a percentage and is
defined as

RA ¼ Ao � Af

Ao
100

where Af is the final cross-sectional area at fracture
and Ao is the original area of cross section.

In a ductile material, after the beginning of
necking, the load continues to fall until fracture
occurs. All the deformation in this final stage (i.e.,
after the outset of the necking phenomenon) is con-
centrated in the region of the neck and its neighbor-
hood. Thus, one may regard the total elongation of a
tensile sample to consist of two components, viz.,

1. uniform elongation until the onset of necking,
and

2. localized elongation after the onset of necking.

The localized strain and the uniform strain can be
related by the following expression:

lf � lo ¼ aþ eulo

where lo is the original specimen length, lf is the final
specimen length, a is the local strain after the onset
of necking, and eu is the uniform strain. Clearly, the
quantity eulo represents uniform elongation. The
quantities a and eu are constants that depend on
the conditions of the test.

For the strain-to-fracture,

ef ¼
lf � lo
lo

¼ a

lo
þ eu

This equation implies that ef is not an absolute
material property for a given strain rate and temper-
ature. It varies with the original gauge length, lo. The
uniform elongation, eu, however, does not depend
on lo. Thus, the uniform elongation, eu, is a better
indicator of the ductility of a material.

Necking or Plastic Instability

Necking or plastic instability is a phenomenon that is
unique to tensile testing. In ductile metals, necking
starts at the maximum load in tension. A nonstrain-
hardening, perfectly plastic material would become
unstable in tension and start necking right in the
beginning of the plastic yielding. Real metals,
however, do show the phenomenon of strain harden-
ing, that is, their capacity to bear load increases
with strain. This effect is opposed by the gradual de-
crease in the cross-sectional area of the specimen with
straining. Necking or localized plastic deformation
starts at the maximum load, the point at which the
increase in stress due to the decrease in cross-sectional
area surpasses the increased load-bearing capacity
due to strain hardening. This plastic instability con-
dition is defined by dP¼ 0, that is, a small change in
load equals zero. The applied load in a tensile test can
be written as

P ¼ sA

where s is the true stress and A is the instantaneous
area of cross section. At necking,

dP ¼ sdAþ Ads ¼ 0

or

� dA

A
¼ ds

s
½1�

From the condition of volume constancy during plas-
tic deformation (i.e., the volume before plastic defor-
mation is the same as that after the plastic
deformation),

de ¼ dl

l
¼ �dA

A
½2�

From eqns [1] and [2], at necking, one obtains

ds
de

¼ s ½3�

Thus, one can obtain the necking point corresponding
to the maximum load. It is the point at which the
strain-hardening rate equals the value of true stress.

Necking conditions in terms of engineering
strain At necking, eqn [3] is valid. Then, denoting
engineering strain by e, one can write

ds
de

¼ ds
de

de

de
¼ ds

de

dl=lo
dl=l

¼ ds
de

l

lo
½4�

Now

l

lo
¼ l þ Dl

lo
¼ 1þ e ½5�
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Thus, from eqns [4] and [5], one obtains

ds
de

¼ ds
de

ð1þ eÞ ½6�

From eqns [3] and [6], one gets

ds
de

¼ s
1þ e

½7�

Equation [7] gives what is called the ‘‘construction of
Considére’’ for determining the maximum load
point, that is, onset of necking. One can obtain the
necking point corresponding to the maximum load
starting from the true stress–true strain curve by fin-
ding the point on this curve at which the slope is
unity or by finding the point at which the strain-
hardening rate equals the value of stress.

Flow Curve of Metals

In shaping or processing of materials, large plastic
strains are involved. Under such conditions, it be-
comes important to use true stress and true strain
rather than engineering stress and engineering strain.
For many metals, the flow curve, true stress–true
plastic strain, can be expressed as

s ¼ Ken

where n is called the strain-hardening exponent and
K is the strength coefficient. A log–log plot of this
relationship gives slope n, and K¼ s at e¼ 1. The
strain-hardening exponent n can vary between 0
(ideally plastic) and 1 (elastic). For most metals,
0.1ono0.5. Note that the strain-hardening rate is
not the same as the strain-hardening exponent. In
fact,

n ¼ dðlog sÞ
dðlog eÞ ¼ dðln sÞ

dðln eÞ ¼ ds
s

e
de

or

ds
de

¼ n
s
e

At necking, ds=de ¼ s, and e¼ eu, the true uniform
strain. Therefore,

n ¼ eu

This important result shows that the true strain at the
onset of necking is numerically equal to the strain-
hardening exponent n. Thus, the higher the value of
n, the greater the strain that the material can take
before necking will intervene. This information can
be very useful in material processing because it tells
how much a material will deform plastically in a
uniform manner before the onset of necking.

Tensile Behavior of Polymers

In metals and ceramics, one can distinguish between
elastic and plastic strains rather easily. In polymers,
the elastic and plastic strains are more difficult
to distinguish and the stress depends both on the
strain and the strain rate, more so than in metals. In
metals and ceramics, for moderately high tempera-
tures, the slope of the elastic part, that is, Young’s
modulus, is fairly constant. Strain rate also has a
small effect. In metals, elastic deformation involves
stretching of the atomic bonds; hence, it is not very
time dependent. In polymers, chains can undergo
uncoiling even in the elastic region, that is,
elastomeric or rubbery materials can show non-
linear, elastic behavior. In thermoplastic polymers,
when necking begins, the stress to continue defor-
mation drops as in metals. However, unlike metals,
the neck does not get smaller but grows along the
sample; the chains become aligned and, eventually,
the stress to continue the deformation increases as
secondary bonds form between the chains. Figure 3
shows schematically tensile stress–strain curves for a
variety of polymeric materials. Thermoset polymers
such as epoxy show a brittle behavior. Thermoplastic
polymers such as polyamide (nylon) or polyethylene
show ductile behavior, while elastomers or rubbers
show nonlinear, elastic deformation.

Machine–Specimen Interaction

An experimental tensile stress–strain curve is obtai-
ned by causing the specimen to interact with a testing
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Figure 3 Stress–strain curves for a variety of polymeric mate-

rials. Thermoset polymers such as epoxy show a brittle behavior.

Thermoplastic polymers such as polyamide (nylon) or polyethyl-

ene show ductile behavior, while elastomers or rubbers show

nonlinear, elastic deformation.
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machine. The specimen is connected to a crosshead
by means of joints, couplings, grips, etc. The cross-
head moves at a constant speed, v, to deform the
specimen. However, not all of the crosshead movem-
ent is translated into the deformation of the gauge
length of the specimen. A part of the crosshead mo-
tion goes into the ‘‘elastic’’ strain of the deforming
fixture and the specimen (the gauge length and the
extra-gauge length portion), and the rest of the
crosshead motion goes into the ‘‘plastic’’ deformation
of the specimen. Figure 4 shows a schematic of the
specimen–machine linkage.

One can represent the elastic strain of the deforming
fixture and sample by the deformation of a spring. The
elastic deformation of the spring, Dxel, is given as

Dxel ¼ F=K

where F is the applied force and K is the effective
spring constant. Let Dlp be the plastic deformation of
the sample, then, the total crosshead displacement is
given as

Dltotal ¼ vt ¼ Dxel þ Dlp ¼ F=Kþ Dlp

where t is the total time of the crosshead motion and v
is the crosshead velocity. Also,

Dltotal ¼ vt ¼ Dxsp þ Dxm ¼ F=Km þ Dxsp ½8�

where Dxsp is the total displacement of the specimen
gauge length, that is, elasticþ plastic, and Dxm is
the elastic displacement of the machine and is equal
to F/Km, Km being the machine constant. The term
‘‘machine’’ represents everything outside the specimen
gauge length. Equation [8] can be written as

Dxsp ¼ vt � F=Km

A testing machine having a high stiffness, Km, is called
a hard machine, while one having a low Km is called a
soft machine. An expression for the energy stored in
the machine can be written as

U ¼ Kmx
2

2
¼ P2

2Km

In the ‘‘elastic regime,’’ one can write

Dltotal ¼machine displacement

þ specimen displacement

A load–extension curve of a sample, obtained via
crosshead displacement and not via an extensometer,
would give force versus Dltotal. The slope of this curve
in the elastic regime is E� (the apparent Young’s
modulus):

Dltotal ¼ vt ¼ F=Km þ slo=E

F

A
¼ s ¼ E� Dltotal

lo

1

E� ¼
1

s
Dltotal
lo

Now, an expression for Dltotal involving the real
Young’s modulus, E, can be written as follows:

Dltotal
lo

¼ F

Klo
þ s
E

or

1

s
Dltotal
lo

¼ F

Klo

1

s
þ 1

E

1

E� ¼
A

Klo
þ 1

E
½9�

Equation [9] is the equation of a straight line
(y¼mxþ c), and it relates the real and the apparent
Young’s moduli. Note that as

lo-N; A=Klo-0; E�-E

A plot 1=E� versus 1/lo, obtained by testing specimens
of different gauge length, yields the true Young’s mod-
ulus of the material.

Tensile Testing of Brittle Materials

In the elastic deformation of brittle materials, very
small strains are involved. Any nonaxial loading or
initial curvature can result in substantial error be-
cause the extensometer will give signals due to ben-
ding as well as tensile strains in the specimen. Use of
two strain gauges mounted on the opposite sides of
the specimen can help. Under this condition, the
average change in length recorded by the two gauges

s = crosshead
Speed = dl /dt

Constant speed
crosshead

Specimen

F =k x

x

lo

Load cell spring
plus machine
compliance

dl

Figure 4 Machine–specimen interaction.
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will be independent of bending. Thus, axial align-
ment becomes extremely important for tensile testing
of brittle materials such as alumina or silicon car-
bide. Any nonaxiality will lead to bending of the
specimen as shown in Figure 5. With ductile metals,
nontriaxiality is not a serious problem because the
specimen will straighten after the plastic deformation
begins.

Tensile testing is widely used to obtain mechanical
characteristics of nonbrittle solids such as metals.
Brittle materials such as ceramics and glasses are fre-
quently tested in flexure (three-point or four-point).
Although flexure tests are easy to perform, results
generally do not reflect randomly occurring defects in
highly stressed parts, for example, in a turbocharger
rotor. In a bend test, only a small material volume
of the test piece experiences the maximum load. In
a tensile test, on the other hand, the whole gauge
length of the specimen is subjected to a uniform
stress. This is the reason that the strength values ob-
tained from a bend test are considerably higher than
those from a tensile test. In a tensile test, one gets a
uniform stress field and a relatively large effective
volume of the test material. These are important for
evaluating inherent flaw distributions and the result-
ant strength distributions. One major problem in
tensile testing of ceramic and ceramic composites is
the bending moments that might be introduced

during specimen alignment, gripping, and testing.
Such accidental bending moments are sometimes re-
ferred to as ‘‘parasitic’’ bending moments. Figure 5
shows the aligned and misaligned states of a specimen
in the grips. Various grip designs have been developed
to take care of this problem of parasitic bending mo-
ments. One such development involves a hydraulic,
self-aligning grip system that results in a condition of
‘‘near-zero bending moment’’ during a tensile test.
The specimen grip is self-aligning and has a built-in
flexible coupling consisting of eight tiny hydraulic
pistons. These pistons reduce bending in the specimen
to near zero, o1% bending in the gauge length. With
proper attention to the gripping of the sample, tensile
tests on ceramics can be performed at temperatures
up to 13001C without much problem.

Gripping Devices

In tensile testing of any specimen, one of the impor-
tant items is the type of gripping device to be used to
transmit the applied load to the test specimen. This is
especially true for tensile testing of brittle materials,
which must not be nicked, damaged, or bent during
gripping. Any misaligned or nonuniform loading or
point and/or line contacts can produce Hertzian-type
stresses leading to crack initiation and fracture of the
specimen in the gripped region.

Equal
strain

Aligned

Equal
strain

+ + −

+ + −

− −+ +

Positive
strain

Negative
strain

Misaligned

Figure 5 Aligned and misaligned grips. The misaligned grip results in parasitic bending strains in addition to the tensile strain.

(Courtesy of MTS Systems Corp.)
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Gripping devices are classified as having active or
passive grip interfaces. ‘‘Active grip interfaces’’ re-
quire a continuous application of a mechanical, hy-
draulic, or pneumatic force to transmit the load
applied by the test machine to the test specimen.
Generally, these types of grip interfaces require the
load to be applied normal to the surface of the
gripped section of the specimen. Transmission of
the uniaxial load applied by the test machine is then
accomplished via friction between the specimen and
the grip faces. Thus, important aspects of active grip
interfaces are uniform contact between the gripped
section of the specimen and the grip faces, and the
constant coefficient of friction over the grip/specimen
interface. For cylindrical specimens, a one-piece split-
collet design is commonly used. Generally, close di-
mensional tolerances are required for concentricity
of both the grip and specimen diameter. In addition,
the diameter of the gripped section of the specimen
and the unclamped, open diameter of the grip faces
must be within similarly close tolerances in order to
promote uniform contact at the specimen/grip inter-
face. For flat specimens, flat-face, wedge-grip faces
act as the grip interface. In this case too, close tol-
erances are required for the flatness and parallelism
as well as the wedge angle of the grip faces. In ad-
dition, the thickness, flatness, and parallelism of the

gripped section of the specimen must be within sim-
ilarly close tolerances in order to promote uniform
contact at the specimen/grip interface. ‘‘Passive grip
interfaces’’ transmit the applied load to the test spec-
imen through a direct mechanical link. Generally,
these mechanical links transmit the test loads to the
specimen via geometrical features of the specimens
such as a button-head.

See also: Mechanical Properties: Elastic Behavior; Me-
chanical Properties: Plastic Behavior; Mechanical Prop-
erties: Strengthening Mechanisms in Metals; Recovery,
Recrystallization, and Grain Growth.

PACS: 51.35.þ a; 62.20.� x; 68.35.Gy; 87.15.La
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Introduction

Membranes constitute Nature’s preferred architec-
ture for nano- and microencapsulation technology of
living matter. All cells are bounded by one or several
membranes and whereas cells of eubacteria and
archaebacteria are bounded by a single plasma mem-
brane, all eukaryotic cells have in addition internal
membranes encapsulating the nucleus and the var-
ious organelles. Hence, biological membranes are the
most abundant cellular structure in living matter.

Membrane assemblies are composed of lipids, pro-
teins, and carbohydrates as illustrated in Figure 1.
Lipids and many membrane-bound proteins are
amphiphilic molecules, and the aqueous membrane
system is therefore determined by self-assembly proc-
esses that are mainly controlled by the long-range

hydrophobic effect. The hydrophobic effect has a
substantial entropic component, and details of mem-
brane structure and dynamics are therefore very sen-
sitive to temperature.

The biophysics of membrane and protein assemblies
is conveniently studied in model systems consisting of

Figure 1 Schematic illustration of the plasma membrane of a

eukaryotic cell with a lipid bilayer core incorporated with proteins.

On the outside is a carbohydrate coat and on the inside a pol-

ymeric cytoskeleton.
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bilayers of lipid molecules in which proteins as well as
other molecules that interact with membranes are in-
corporated. Such bilayers can be in the form of free
liposomes (or vesicles) in water or in the form of pla-
nar bilayers on solid supports as shown in Figure 2.
Although lipid bilayer membranes are liquids under
physiological conditions, the membranes are highly
structured interfaces which belong to the class of lyo-
tropic smectic liquid crystals.

Proteins can be associated with lipid bilayers in
several different ways, some of which are illustrated
in Figure 3. In order to understand the interactions
between lipids and proteins and how membrane
function is controlled by these interactions, it is im-
portant first to understand the cooperative properties
of lipid bilayers and how these are manifested in
terms of the trans-bilayer and the lateral structure of
lipid bilayers.

Trans-Membrane Structure and
Curvature Stress

The forces that are operative and which stabilize a
lipid bilayer, once it is formed, have to be distributed
over the Bd¼ 5nm thick bilayer sheet. The major
force derives from the interfacial tension, g, which
operates between the hydrophilic and the hydrophobic

parts of the bilayer as shown in Figure 4. The tensile
force, which is B50mNm–1, is counterbalanced by
two repulsive forces, the lipid head-group repulsion
and the entropic chain pressure in the core of the
bilayer. Since these forces are centered in different
planes, a trans-bilayer lateral stress (or pressure) pro-
file, p(z) builds up with enormous pressure densities of
the order of 2g/d, that is, typically several hundred
atmospheres.

An important determinant of the lateral stress
profile is the effective shape of the lipid molecules.
Molecules with conical shape will exhibit propensity
for forming nonlamellar and curved structures. Each
monolayer of the lipid bilayer can hence display a
spontaneous curvature which leads to a curvature
stress field in a bilayer as illustrated in Figure 5. Un-
der appropriate conditions, the bilayer cannot sup-
port the resulting strain and hence nonlamellar lipid
phases are formed.

Lateral Membrane Structure

Membranes are structured laterally on different
length and time scales. The structuring is determined

+   Water

Supported bilayer Liposome

Figure 2 Spontaneous formation of lipid bilayer membranes

when lipid molecules are mixed with water.

+ + + +−

(a)
(d)

(e)
(c)

(b) (f)

Figure 3 Schematic illustration of different modes of interaction between proteins and lipid membranes: (a) an integral membrane

protein that spans the bilayer; (b) electrostatic surface binding; (c) nonspecific binding by weak physical surface forces; (d) anchoring via

a lipid extended conformation; (e) anchoring by an acyl-chain anchor attached to the protein; and (f) amphiphilic protein that partially

penetrates the bilayer.
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Figure 4 Left: lipid bilayer with indication of the forces that act

within the layer. g is the interfacial tension between the hydro-

philic and hydrophobic parts. Right: corresponding lateral pres-

sure profile, p(z). The effects of hydrophobic mismatch and

curvature stress on the profile are indicated.
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by the collective properties of the assembly and not
only by the chemical properties of the individual lip-
ids and proteins. Cooperative phenomena and phase
equilibria in membranes are manifested in terms of
differentiated regions or domains sometimes called
rafts which persist on length scales from nanometer
to micrometer. There is accumulating evidence that
lipid domains support various membrane functions.
Figure 6 shows examples of lipid domains in mem-
branes of pulmonary surfactants in a supported lipid
membrane studied by atomic force microscopy and
in giant liposomes studied by fluorescence micros-
copy. Both images refer to membranes with integral
membrane proteins and it is seen that lateral struc-
ture may arise on different length scales.

The physical interactions between the molecules in
a lipid membrane determine a so-called persistence
(or coherence) length, xL, which is a measure of
the effective range over which the interactions operate
and lead to structure and fluctuations in structure.
The actual value of the persistence length is not only
determined by the molecular interactions but it is also

dependent on thermodynamic conditions and compo-
sition. The persistence length is a measure of the lipid
cooperativity (or fluctuations) which in turn is the
underlying source of the domain formation. Roughly,
the persistence length is the average size of the do-
mains. The range over which different proteins can
‘‘feel’’ each other through the lipid bilayer is also set
by xL. Hence, the small (nanometer) scale structure of
membranes is intimately related to lipid–protein in-
teractions. The extension, xP, of the annulus of lipid
molecules around a protein which is perturbed by the
protein is proportional to xL. Hence the lateral organ-
ization of proteins in a lipid bilayer can to some ex-
tent be modulated by altering the persistence length,
for example, by changing temperature or by adding
specific substances, such as drugs, that will change xL.

Lipid–Protein Interactions

All integral membrane proteins have a similar struc-
tural motif with a hydrophobic domain, a-helical or
b-sheet, that traverses the hydrophobic core of the
lipid-bilayer membrane as illustrated in Figure 7. The
number of membrane-spanning parts of the amino
acid sequence ranges from a single one to more than
12. The hydrophobic domain contains some of the
evolutionary most conserved sequences found in pro-
teins. This suggests that the trans-bilayer coupling
between lipids and proteins may be an ancient mech-
anism that has generic as well as fundamental impli-
cations for membrane protein interactions and hence
for biological function.

The physical constraint imposed on integral mem-
brane proteins by the lipid bilayer thickness suggests
that a mechanical hydrophobic matching principle
may be operative. Hydrophobic matching means that
the hydrophobic length, dP, of the trans-membrane
domain is matched to the hydrophobic thickness, dL,
of the lipid bilayer as illustrated in Figure 8. In order
to compensate for a possible mismatch, the soft lipid
bilayer yields, and the lipid molecules closest to the
protein stretch out or compress in order to cover the
hydrophobic core of the protein. This leads to a per-
turbed region around the protein over a range xP.

The radial structure of the perturbed region of the
lipids can be estimated by considering a single protein
in a membrane and neglecting the entropy of mixing
of lipids and proteins. The free energy of the system
can be written in terms of a free-energy density g as

G ¼
Z

ddr g dLðrÞ;
d

dr
fdLðrÞg

� �

where r is the radial distance from the protein. Within
the Gaussian approximation for g, minimization ofG
in the case of a relaxed boundary condition leads to

5 µm

10 µm

Figure 6 Examples of lateral membrane structure. Lipid do-

mains in native pulmonary surfactant membranes consisting of

lipids and proteins. Left: Atomic force microscopy image of a

supported bilayer on mica. (Courtesy of Adam C Simonsen.)

Right: Fluorescence microscopy image of a giant unilamellar

liposome. (Courtesy of Luis Bagatolli.)

Negative PositiveZero

Figure 5 Illustration of the destabilization of a lipid bilayer

composed of lipids with conical shapes leading to a curvature

stress field, which leads to a tendency for the two monolayers to

curve.
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the profile

dL ¼ dP þ ðdo
L � dLÞexpð�r=xPÞ

where doL is the hydrophobic thickness of the unper-
turbed lipid bilayer. A typical size of xP lies in the
range of one to a few nanometers.

Hydrophobic mismatch and the possibly imposed
local curvature stress may therefore be a controlling
mechanism for the way proteins interact with lipids
in membranes. This mechanism could also be the
basis for lipid sorting at the lipid–protein interface as
illustrated in Figure 8a in the case of a membrane

that is too thin to accommodate the protein. For a
lipid bilayer with a single lipid species, this perturbed
interface region in Figure 8a is characterized by a
larger average lipid-bilayer thickness and a higher
conformational chain order. Since lipid bilayers and
membranes under physiological conditions are liq-
uids, the perturbed region is a statistical entity in the
sense that lipids diffuse in and out of the region.
Hydrophobic matching provides a physical mecha-
nism for protein organization in membranes. This
is illustrated in Figure 8b in the case of two proteins.
In that case, if the distance between the proteins
becomes comparable to the persistence length, the
annuli of the proteins overlap which tends to lower
the free energy and hence facilitates an effective lipid-
mediated attractive protein–protein interaction. An
example of a two-dimensional crystalline aggregate
formed by integral membrane proteins in a lipid
membrane is shown in Figure 9.

Physical Triggering of Proteins

Figure 10 shows how a conformational change in an
integral membrane may be triggered by hydrophobic
matching condition.

Figure 7 Schematic illustration of a trans-membrane protein

(bacteriorhodopsin) imbedded in a lipid bilayer.

(b)

(a)

Figure 8 Schematic illustration of integral membrane proteins

embedded in a lipid bilayer that is hydrophobically thinner than

the hydrophobic domain of the protein. (a) Hydrophobic matching

implies formation of a region of lipids around the protein that

conform to the hydrophobic matching condition either by stretch-

ing the acyl chains or by recruiting the better-matched lipid

species at the interface. (b) Hydrophobic matching implies a

lipid-mediated mechanism for protein attraction and aggregation

in the plane of the membrane.

(a)

(b)

Figure 9 Two-dimensional crystalline array of the integral

membrane protein bacteriorhodopsin in a lipid-bilayer membrane.

The figure illustrates how a single bacteriorhodopsin molecule (a)

sitting in a two-dimensional crystal can be pulled on by the tip of

an atomic force microscope leaving a hole in the crystal inside the

circle in (b). (Courtesy of Daniel Müller.)
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It may well be that it is not the hydrophobic thick-
ness as such that provides the direct mechanic coup-
ling between the lipid bilayer and the protein, but
rather some other membrane property which is relat-
ed to the hydrophobic thickness. The lateral pressure
profile shown in Figure 4 is the most obvious candi-
date. Changes in this profile can lead to conformat-
ional changes in the protein as illustrated in Figure 11,
provided the protein has a noncylindrical shape, for
example, as the hourglass form of a helix bundle.

The work

W ¼ �
Z
z

pðzÞ½At � Ar�dz

that is involved in such a change can be large enough
to induce a conformational change in the protein. This
mechanism suggests a way of manipulating membrane
proteins and their function by changing the hydro-
phobic thickness of a membrane or by changing the
lateral pressure profile, for example, by shifting the
balance of the pressure between the head-group and
acyl-chain part of the bilayer. A number of drugs
may have their action by acting directly on the lipids,
changing hydrophobic thickness or pressure profile,
and thereby indirectly couple to the protein and its
function. This mechanism has been suggested to be
operative in the case of general anesthetics.

Similarly, the curvature stress and the way it can be
released provide a mechanism for triggering of pro-
tein binding to membrane surfaces and for the open-
ing and closing of membrane channels as illustrated
in Figure 12b.

Lipid-Mediated Protein Function

There is a substantial amount of experimental evid-
ence that indirectly points to the presence of hydro-
phobic matching in reconstituted membrane–protein
systems and in real cell membranes. The degree of
matching influences the functioning of membrane
channels, pumps, and transporters, as well as how
integral membrane proteins are inserted into, secret-
ed through, and folded within the membrane. For
example, it has been found for a number of mem-
brane channels, ion pumps, and sugar transporters
that they, when incorporated into lipid bilayers of
different thickness, function optimally for a certain

Figure 10 Schematic illustration of triggering the function of an

integral membrane protein by changing the hydrophobic mis-

match. (Adapted from Sackmann E (1984) Physical basis for

trigger processes and membrane structures. In Chapman D (ed.)

Biological Membranes, vol. 5, pp. 105–143. London: Academic

Press, with permission.)
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Figure 11 Schematic illustration of the change in cross-sec-

tional area profile, A(z), of an integral membrane protein that

undergoes a shape change during a conformational transition

from state t to state s. The area profile change couples to the

lateral pressure profile, p(z), of a lipid bilayer shown in Figure 4.

(Courtesy of Robert S Cantor.)

(a)

(b)

Figure 12 Schematic illustrations of the influence of lipid-bilay-

er curvature stress on protein function. (a) From left to right, a

hypothetical situation of two relaxed lipid monolayers with intrin-

sic curvature leading to a lipid bilayer with built-in curvature stress

which may be partially released upon binding to a peripheral

protein via the extended chain-conformation mechanism. (b) The

effect of curvature stress on the opening of a membrane channel.

(Courtesy of Kinnunen PKJ and Andersen OS.)
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narrow range of thicknesses, where they presumably
are hydrophobically well matched. Thickness alter-
ations induced internally or by external stimuli may
therefore be seen as a way of triggering these proteins
to enhance or suppress their function as pictured
schematically in Figure 10. A couple of specific ex-
amples are described below.

The first example is the integral membrane protein
melibiose permease which is a cation/sugar symporter
from E. coli. This protein catalyzes cell accumulation
of a-galactosides such as melibiose. When incorpo-
rated into membranes of different hydrophobic thick-
ness, it is found that the function of melibiose
permease is at an optimum for a particular bilayer
thickness. Another example refers to Figure 13 which
shows how the activity of the integral membrane
protein Na,K–ATPase varies with membrane thick-
ness. The figure shows that the activity of this ion
pump is maximal for a certain type of lipid and hence
for a specific membrane thickness. If cholesterol is
added to the membrane, the maximum is seen to
move toward lipid membranes made of shorter lipids.
This can be rationalized via the hydrophobic mat-
ching principle, recalling that cholesterol tends to
thicken fluid membranes which in turn will compen-
sate for the shorter lipids.

This latter observation suggests a more general prin-
ciple to be operative by which cholesterol may be used
as a regulator of membrane function and the sorting
and targeting of proteins, possibly via hydrophobic
matching. The following serves as an illustration.

Proteins are synthesized at the ribosomes placed in the
endoplasmatic reticulum. From there they are trans-
ported via the Golgi to the various parts of the cell
where they belong, for example, in the plasma mem-
brane. This transport, which is referred to as the
secretory pathway, requires a sorting of the proteins
which is performed in the Golgi. Some proteins carry
specific tags that will actively target them to their des-
tination, others will passively flow through the cell.
The sorting along the secretory pathway may be per-
formed by means of a gradient in the hydrophobic
thickness of the membrane systems which the proteins
have to pass on their way to their target. Indeed, the
membrane contents of cholesterol and sphingomyelin,
which both tend to enlarge membrane thickness, are
found to increase going from the endoplasmatic reti-
culum, via the Golgi, to the plasma membrane.

A substantial part of the lipids found in natural
membranes, for example, phosphatidylethanolamine
lipids, have propensity for nonlamellar structures and
therefore lead to a curvature stress and an instability
which may be locally released in connection with
protein binding, protein insertion, membrane fusion,
and conformational changes in the cycle of protein
functions. As an example, protein kinase C is one of
the most important enzymes, which are involved in
the signal transduction system of the cell. Upon stim-
ulation of the cell by, for example, neurotransmitters,
hormones, and growth factors, protein kinase C
becomes activated upon binding to the plasma mem-
brane, leading to a complicated cascade of biochem-
ical signals that eventually influence cell growth, cell
differentiation, as well as exocytosis. A requirement
for binding to the membrane and hence for activation
of the enzyme is lipids with acidic head groups, such
as phosphatidylserine, and the presence of calcium
ions. Calcium ions require water for solvation, and in
the competition for water the membrane surface be-
comes dehydrated leading to a larger curvature stress.
This curvature stress could be released if some lipid
molecules assume an extended chain conformation as
illustrated in Figure 12a by flipping one of the acyl
chains to the outside of the membrane. This flip
would normally be energetically very costly because
of the hydrophobic effect. However, if the chain can
be accommodated in a putative hydrophobic crevice
in a protein it will both release the curvature stress
of the membrane and simultaneously facilitate the
membrane anchoring and hence the activation of the
enzyme. Protein kinase C has such a hydrophobic
crevice. A similar mechanism has been shown to
facilitate binding of cytochrome c to membranes.

The integral membrane protein rhodopsin is a
seven-helix trans-membrane protein. Rhodopsin is
the light-sensitive protein in the visual pigment of our
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Figure 13 Schematic illustration of the dependence of protein

function of the average hydrophobic length of the lipid molecules.

An optimum occurs at a given length corresponding to a speci-

fic bilayer thickness. After incorporation of cholesterol, which

acts as to thicken fluid lipid membranes, the optimum is shifted

toward shorter lipids, rendering the actual membrane thickness

at the optimum the same as without cholesterol. (Courtesy of

F Cornelius.)
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retina which, upon activation of light, initiates the
signaling pathway that eventually leads to vision. An
essential stage of this process involves a certain tran-
sition between two conformational states of rhodop-
sin, the so-called M-I and M-II states. The M-II state
is believed to correspond to a more elongated form of
rhodopsin than the M-I state. The transition there-
fore implies a change in hydrophobic mismatch.
Studies have shown that the M-II state requires the
presence of lipids that have propensity for forming
nonlamellar phases. The retinal rod outer segment
membranes, in which rhodopsin exhibits its function,
are known to have almost 50% of the polyunsatu-
rated fatty acid docosahexaenoic acid which, due to
the many double bonds, indeed supports curved
structures.

There is a particular class of membrane proteins,
the mechanosensitive channels, that have evolved to
facilitate ion conductance in response to a stress ex-
erted by the membrane. These proteins are nano-
machines, which work as transducers of mechanical
strain dissipated from the membrane. The most well-
studied example is the bacterial large conductance
mechanosensitive channel (MscL) from E. coli. Hy-
drophobic matching and curvature stress concepts
can be used to interpret the experimental data for
the conductance of MscL and how it varies when
nonlamellar lipid species are incorporated into the

membrane. MscL is a helix bundle protein and ex-
periments as well as molecular dynamics simulations
have supported a mechanism for channel opening that
involves an iris-like expansion of the conducting pore.

Finally, evidence is available for insertion of pep-
tides and proteins into lipid bilayers being controlled
by hydrophobic matching. Proteins are more readily
inserted and correctly folded into membranes to
which their hydrophobic domain is hydrophobically
matched. It is the same mechanism that may be in
operation as the molecular sieve in the secretory
pathway.

See also: Biomembranes; Ion Transport in Biological
Membranes.

PACS: 87.15.Kg; 87.16.Dg; 87.14.Cc; 87.14.Ee
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Introduction

The key attribute of nonvolatile memory devices
is their ability to retain the stored information for
several years both under ON and OFF power con-
ditions. Owing to this property, they have found
widespread use in a variety of professional systems,
such as computers, phone exchanges, measurement
setups, robotic and control systems, automotive and
medical electronics systems, as well as commodities
and consumer products, such as cell phones, personal
digital assistants (PDAs), digital video recorders and
still cameras, digital TV (DTV), set top boxes, GPS-
based navigation systems, toys, radio-frequency iden-
tification devices (RFIDs), and smart cards.

To date, the nonvolatile memory market has be-
come a sizeable fraction of the whole memory market,

and is largely dominated by the flash electrically
erasable and programmable read-only memory (EE-
PROM) devices. Owing to the pervasiveness of flash
memories, the problem of integration of flash arrays
within logic circuits has been thoroughly investigated,
and the problems associated with the harmonization
of technological processes which are not fully com-
patible have been successfully tackled, thus making it
possible to produce systems on chip with embedded
flash arrays.

This article is organized as follows: the next sec-
tion introduces the classification and illustrates the
general features of nonvolatile memories. In the sec-
tion ‘‘Read-Only Memory’’ (ROM), the ROM circuit
functions are illustrated. The section ‘‘Electrically-
Programmable Read Only Memory’’ (EPROM) ad-
dresses the structure and operation principles of the
EPROM cell, along with its main working issue,
namely: reliability. The following section is devoted
to the description of the structural and functional
properties of the EEPROM. In the next section, the
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architectural options and the functional properties of
the flash memory arrays are discussed along with
reliability issues. The final section addresses a number
of new memory concepts which are still within a
development stage, and have not emerged as real
products yet, such as the magnetic RAM (MRAM),
the ferroelectric RAM (FeRAM), and phase-change
memory.

Nonvolatile Memory Classification

Nonvolatile semiconductor memories are generally
classified according to their functional properties with
respect to the programming and erasing operations,
as shown in the flow chart depicted in Figure 1.

ROMs are programmed at the mask level during
the fabrication process by suitably interconnecting
logic gates in order to generate appropriate logic
functions of the input data. Therefore, the reading
operation is carried out by a logic computation using
combinational logic circuits, which can be manufac-
tured by a standard CMOS process. ROMs, how-
ever, suffer a lack of flexibility, which dramatically
restricts their application range.

EPROMs are based, instead, on a different phys-
ical principle, and store information by controlling
the threshold voltage of a special MOSFET structure
with two overlapping gates, the lower of which is
electrically floating. Injecting electrons into the float-
ing gate changes the conduction threshold of the cell.
A low threshold voltage characterizes a conductive
cell, and is associated with a logical ‘‘1,’’ while a high
threshold voltage represents a logical ‘‘0.’’ The nat-
ural threshold of a virgin cell is low since the floating
gate is electrically neutral; hence it automatically
stores a logical ‘‘1.’’ Writing (or programming) the
cell, by which its content is turned into a logical ‘‘0,’’
means injecting electrons into the floating gate. The
physical mechanism by which electrons can be in-
jected into the floating gate is typically channel hot-
electron injection over the Si–SiO2 energy barrier.

EPROMs can be electrically programmed on field
and be optically erased by exposing the cell array to
ultraviolet (UV) light. Erasing the memory, however,
requires a long exposure of the cell array (30min or
so) so that electrons confined within the floating gate
can be emitted by a photoelectric effect. This requires
a special package with a cover transparent to UV light.

EEPROMs can be electrically programmed and
erased on field, which makes them more flexible than
EPROMs. This, however, occurs at the expense of a
larger cell, which contains a selection transistor in
addition to the EEPROM device. For a given silicon
area, this larger cell size implies a smaller capacity
and a higher cost per bit.

Flash EEPROMs combine, instead, the EPROM’s
cell size with the EEPROM’s flexibility and are thus
largely preferred in new applications, such as cell
phones, PDAs, and smart cards. In flash memories,
all the cells of a sector are erased in parallel, which
justifies their ‘‘flash’’ name, and reprogrammed after-
wards. This makes the long erasure time (several
tenths of a second) acceptable at the system level.

Read-Only Memory

ROMs functionally behave as encoders, for they as-
sociate an M-bit output word, which is the memory
content, to an N-bit input word representing a phys-
ical address. The ROM output can always be
expressed as a sum of products of the input bits.
Therefore, the reading process occurs in two steps:
first, a decoder which generates the min-terms of the
N-input bits, raises one of the 2N word lines high;
next, an encoder generates the output word by OR-
ing the min-terms from the selection of the physical
address. The output word is thus computed by acti-
vating a combinational logic circuit; hence, the con-
tent of the memory is defined at the mask level during
the fabrication process, and no programming chan-
ges are possible afterwards.

In view of their functional task, the decoder is of-
ten called the AND plane and the encoder is referred
to as the OR plane of the ROM. Actually, the logic
gates used to generate both the OR and the AND
planes are often NOR gates because of speed con-
siderations (Figure 2). NAND gates can sometimes
be used for small ROMs with a density advantage,
but are unpractical for a number of input bits in
excess of 4 to 8.

Figure 2a illustrates the typical structure of the
AND plane for the simple case of a two-bit structure.
The p-channel MOSFETs with grounded gate act
as pull-up transistors of pseudo n-MOS logic gates.
The n-channel MOSFETs are connected in a NOR
configuration. Indicating the input bits with A and B

Semiconductor memories (SM)

Volatile memory (VM) Nonvolatile memory (NVM)

FlashEEPROMEPROMROM

NAND NOR

Figure 1 Nonvolatile memory classification according to

functional criteria.
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and their complements with A0 and B0, the output
nodes of the AND plane, referred to as WLnðn ¼
1;y; 4Þ turn out to be

WL1 ¼ ðA0 þ B0Þ0 ¼ AB

WL2 ¼ ðA0 þ BÞ0 ¼ AB0

WL3 ¼ ðAþ B0Þ0 ¼ A0B

WL4 ¼ ðAþ BÞ0 ¼ A0B0

where De Morgan’s theorem has been applied. Thus,
the min-terms of the two input bits are generated by
NOR operations.

The OR plane, again implemented by NOR gates
possibly followed by inverters, is shown in Figure 2b.
The latter realizes the following Boolean equations

O1¼ WL1 þWL3¼ ðWL2 þWL4Þ0

O2¼ WL2 þWL4¼ ðWL1 þWL3Þ0

O3¼ WL2 þWL3¼ ðWL1 þWL4Þ0

O4¼ WL1 þWL4¼ ðWL2 þWL3Þ0

Thus, the truth table implemented by the ROM in
Figure 2 is the following:

A B WL1 WL2 WL3 WL4 O1 O2 O3 O4

0 0 0 0 0 1 0 1 0 1
0 1 0 0 1 0 1 0 1 0
1 0 0 1 0 0 0 1 1 0
1 1 1 0 0 0 1 0 0 1

A similar procedure can be followed using a NAND
implementation of the above Boolean equations.

Electrically-Programmable Read
Only Memory

EPROMs rely on a cell structure with two overlap-
ping gates, as shown in Figure 3. The lower gate is
fully surrounded by silicon dioxide and is thus elec-
trically floating. The upper gate is instead accessible
and is referred to as control gate. Due to the need of
two polycrystalline silicon levels, the EPROM fabri-
cation technology is not fully compatible with the
standard CMOS technology.

Electrons traveling from source to drain under
large gate and drain voltages can possibly achieve an
energy exceeding the Si–SiO2 potential barrier, which
is B3.1 eV. If such an electron undergoes a redirec-
ting collision with a final momentum normal to the
silicon surface, it can overcome the potential barrier
and be injected into the oxide conduction band. If the
floating-gate voltage VFG exceeds the drain voltage
VD, the field in the oxide will favor electron injection
into the floating gate, where it gets trapped. As more
and more electrons are injected and trapped into the
floating gate, its potential VFG is lowered and the
threshold voltage of the control gate VTC increases.

The basic relationship connecting the floating-gate
voltage VFG with the charge injected into the floating
gate Qinj and the cell voltages is

VFG ¼ aGVCG þ aSVS þ aDVD

þ aBðVB þ FMSÞ þQinj=CT

where VCG is the control-gate voltage, VS is the
source voltage, VD is the drain voltage, VB is the bulk
voltage, and FMS is the work function difference
between the heavily doped nþ polycrystalline silicon
gate and the underlying p-doped silicon substrate.
Also, aG, aS, aD, and aB are coupling coefficients

VDD

VDD

A B BA

WL1

WL2

WL3

WL4

O1 O2 O3 O4

(a) (b)

Figure 2 NOR-based implementation of a ROM: (a) AND plane; (b) OR plane.
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expressed by the ratios of the gate, source, drain, and
bulk capacitances CGG, CGS, CGD, and CGB with re-
spect to the total capacitance of the floating gate
CT¼CGGþCGSþCGDþCGB. The above equation
shows that VFG is a linear combination of the exter-
nal voltages, with weighting factors given by the
coupling coefficients, and that a negative charge Qinj

lowers the floating-gate voltage.
When VFG equals the threshold voltage for current

conduction within the EPROM cell VTF, the control-
gate threshold voltage VTC, reads:

VTC ¼ð1=aGÞVTF � ðaS=aGÞVS � ðaD=aGÞVD

� ðaB=aGÞðVB þ FMSÞ �Qinj=CGG

It may be seen from the above equation that the
threshold voltage experienced by the control gate
increases if electrons are injected into the floating
gate. Strictly speaking, the gate-source, gate-drain,
and gate-bulk capacitances are nonlinear; thus, the
coupling factors are bias dependent. Quite often,
however, such factors may be treated as constants.
Furthermore, if VS¼VD¼VB¼ 0, the above equa-
tion may be simplified to give

VTC ¼ð1=aGÞVTF � ðaB=aGÞFMS

�Qinj=CGG

The channel hot-electron (CHE) injection method-
ology requires both a large gate and a large drain
voltage to be applied to the EPROM cell. Thus, a
large current flows while programming, with sub-
stantial power dissipation. This process is rather in-
efficient, since only a small fraction of the electrons
moving from the source to the drain is indeed in-
jected into the floating gate, and the required time to
program the cell may be as large as a few hundred
microseconds. After being injected into the floating
gate, electrons lose their kinetic energy by emitting
phonons, and become permanently trapped within a
deep (3.1 eV) potential well.

As already pointed out, native cells are conductive
when the control-gate voltage is at the high level;

hence they are naturally programmed with a logical
‘‘1.’’ Charge injection shifts the threshold voltage
above 5V, and the cell exhibits an off-state when
read out. Thus, the high-voltage threshold indicates a
logical ‘‘0.’’

The success of floating-gate EPROMs is largely
due to the small cell size and the resulting high bit
capacity, as well as to the on-field programming
ability. Erasing the content of the memory can only
occur by exposing the device to UV light for quite
some time. This need requires a special package with
a cover transparent to UV light. Electrons absorbing
a high-energy photon by photoelectric effect can
reach an energy exceeding the Si–SiO2 potential bar-
rier, and be ejected either into the control gate or into
the silicon substrate.

The memory cell only contains a floating-gate
device with its source connected to the ground, its
drain connected to the bit line, and its control gate
connected to the word line, as shown in Figure 4.

When the cell is addressed, the word line is raised
high, and the bit line is set by the sense amplifier to an
intermediate voltage of B1V. If a substantial current
flows across the cell, the latter is detected to contain a
logical ‘‘1.’’ Otherwise, it will contain a logical ‘‘0.’’

EPROM memories must typically ensure a data
retention of 10 years. This implies that the gate oxide
and the inter-poly dielectric, which is often made by
a silicon nitride (Si3N4) layer sandwiched by two sil-
icon dioxide layers and is referred to as ONO,
behave as ideal insulators. Besides, leakage currents
must be very small even under the influence of ex-
ternal voltages. When a cell is programmed, all cells
connected to the same word line are subject to a large
positive gate voltage.

Hence, electrons can possibly tunnel into the float-
ing gate from the channel, if the cell is in its conductive
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Figure 3 Cross section of a floating-gate EPROM cell.
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state, or into the control gate from the floating gate if
the cell is in the off-state. In the former case, the gate
disturbance tends to convert a logical ‘‘1’’ into a
logical ‘‘0’’ while, in the latter, the opposite occurs.
Likewise, all cells connected to the same bit line
experience a relatively large drain voltage and, due to
the low gate voltage, electron tunneling can occur
from the floating gate into the drain. In this case, the
disturbance generated by cell programming tends to
convert a logical ‘‘0’’ into a logical ‘‘1.’’

A read disturbance additionally occurs when a cell
is read out, despite the relatively smaller gate and
drain voltages. The high drain voltage heats up elec-
trons traveling from the source to the drain of the
addressed cell. Hence, some hot-electron injection in-
to the floating gate may occur in this case too. Due to
the unlimited number of readings of the cell content,
the drain disturbance must be carefully controlled. In
order to prevent this effect, the drain is usually kept
by the sense circuitry at a voltage B1V, well below
the energy threshold for hot-electron injection.

The cumulative effects of gate and drain distur-
bance during write and read operations tend to
reduce the high threshold voltage of the cells storing
a logical ‘‘0,’’ and to increase the low threshold
voltage of the cells storing a logical ‘‘1.’’ Thus, the
aging effect manifests itself with a closing window
between the high and low threshold voltages, as
shown in Figure 5.

Electrically Erasable and Programmable
Read-Only Memory

EEPROMs provide a further improvement over the
functionality of EPROMs by allowing the information

to be electrically written and erased at the bit level.
The basic cell differs from the EPROM cell in that the
floating gate extends over the drain region, where a
small oxide area is thinned down to 10–12nm to al-
low for electron tunneling into and out of the floating
gate. This device, shown in Figure 6, is referred to as
FLOTOX.

The physical mechanism used to program and erase
the EEPROM cell is electron tunneling across the thin
oxide region between the floating gate and the drain.
In order to let electrons tunnel into the floating gate,
the control gate must be biased at a large positive
voltage, while the drain is kept at zero voltage.

Likewise, cell erasing is carried out by applying
a large negative voltage to the control gate, while
keeping the drain at zero or positive voltage. In doing
so, a large oxide field close to 10MVcm� 1 is applied
to the tunnel oxide. The large field shapes the energy
barrier to become triangular and reduces the tunnel-
ing distance. Fowler–Nordheim tunneling then occurs
and either fills or depletes the floating gate of the
formerly injected charge, thus raising the threshold
voltage above VDD or lowering it down below zero.

The poor threshold voltage control of an erased
device, however, requires that the basic memory cell
contains an additional MOSFET, referred to as selec-
tion transistor, connected in series with the FLOTOX
device, as shown in Figure 7. The drain of the selec-
tion transistor is connected to the bit line BL, its gate
is connected to the select line SL, and the gate of the
FLOTOX device is connected to the word line WL.
When the cell is not addressed, the select line SL is at
zero voltage, which ensures that no leakage current
flows even when the floating-gate device has a nega-
tive threshold voltage.

When the memory cell is addressed, both the word
line WL and the selection line SL are raised at VDD,
thus allowing current to flow across the cell if
the FLOTOX device has a low threshold voltage.
Otherwise, no current flows, and the sense amplifier
will detect a logical ‘‘0.’’

In order to program the floating-gate device, the
word line is raised at the large positive voltage VPP

and the select line is raised at VDD, while keeping the
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bit line at ground potential. The VPP voltage is cho-
sen so that electron tunneling may occur into the
floating gate. When the cell must be erased, the word
line is negatively biased in order to generate the ap-
propriate voltage across the tunnel oxide; the selec-
tion line is positively biased, so that the bit line can
set the drain voltage of the floating-gate device at the
appropriate level. Due to the small tunneling cur-
rents, several hundred microseconds may be needed
to complete an erasure cycle.

The repeated electron tunneling across the thin
oxide is responsible for reliability problems due to
electron trapping within the oxide itself. This aging
process deteriorates the electron mobility due to
added Coulomb scattering and, most importantly,
deteriorates the oxide integrity with resulting data
retention problems.

Flash EEPROM

Flash EEPROMs are electrically erasable and pro-
grammable read-only memories. The basic flash cell is
structurally similar to the EPROMs and programming
can still be carried out by channel hot-electron injec-
tion into the floating gate. However, the cell can be
electrically erased by Fowler–Nordheim tunneling
through the gate oxide. As opposed to EEPROMs,
however, erasing is only carried out in parallel at the
sector level, and is followed by reprogramming each
individual cell in order to set its threshold voltage at
the appropriate high- or low-voltage levels. Therefore,
the flash cell does not require the selection transistor
for correct operation. An electron micrograph of a
flash cell referred to as ETOX is shown in Figure 8.

The cross section is cut along the bit line, which is
connected to the drain of the cell by a vertical
tungsten plug. The tungsten silicide word line is per-
pendicular to the cross section, and appears in the
micrograph as the light rectangular area overlapping
the control gate of the cell. The polycrystalline silicon
gates are self-aligned; the source and drain regions are
shared by two neighbor mirrored cells. The lateral
cell extension, measured between the source and
drain mid-axes, is B500nm in this technology.

Cell programming requires a supply voltage
VPPE10–12V to be applied to the control gate,
and a drain voltage VDE5–6V. The former high-
voltage supply is internally generated by a special
circuit referred to as ‘‘charge pump.’’ Electrons
traveling from the source to the drain can eventual-
ly reach an energy exceeding the Si–SiO2 potential
barrier, and be injected into the floating gate.

Electron tunneling from the floating gate may occur
either at the source side, if the latter extends laterally
below the floating gate, or uniformly across the chan-
nel. In order to let it happen, it is necessary
to set the control gate at a large negative voltage
VCGE� 12V, and the source at a large positive
voltage VSE5V, while keeping the drain floating. In
doing so, the oxide field becomes large enough to re-
duce the tunneling distance down to a few nanome-
ters. The negative voltage is again generated on a chip
by a charge pump. The use of negative voltages re-
quires a triple-well CMOS process to be worked out,
with the external p-well biased at the most negative
voltage, in order to prevent shorting of the p–n junc-
tions with the n-layer biased at negative voltages.

Flash Array Architecture

From the standpoint of the cell array organization,
nonvolatile memories can be based either on a NOR

WL
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Figure 7 Circuit schematics of the EEPROM cell array.

Figure 8 Scanning electron micrograph of the ETOX flash cell

in 0.18mm technology. (Courtesy of ST Microelectronics.)
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or a NAND architecture. The former has a shorter
access time, but the latter is denser and, thus, cheap-
er. A growing number of useful applications is not so
critical as far as speed is concerned, while cost is
always a critical issue: hence the NAND architecture
is gaining momentum in the market place of flash
memories.

The array organization of the NOR architecture is
shown in Figure 9a. Cells within the same row share
the word line, while cells within the same column
share the bit line. Successive rows are mirrored in
order to access the same common source line cross-
ing the array parallel to the word lines. The common
source lines of a sector are shorted and kept at
ground potential during a read, but are raised at a
positive voltage when an erasing operation takes
place for the whole array sector. Because of the com-
mon source configuration of the flash cells during a
read, this cell array organization is referred to as an
NOR architecture.

The array organization of the NAND architecture
is illustrated in Figure 9b. A number of cells, typi-
cally 8 or 16, are connected in series rather than in
parallel, which allows for a compact layout and a
higher cell density within the array. This is due to
the small number of contacts to the bit line and
the absence of the common source lines within the
array; hence, a reduced word-line pitch becomes
possible. In series with the flash cells, two select
transistors are present at the top and bottom of the
NAND column.

The information is stored as a charge within the
floating gate. In this case, however, a logical ‘‘1’’ is
associated with a negative threshold voltage, while a
logical ‘‘0’’ is represented by a positive threshold
voltage. Also, both programming and erasing are
carried out by Fowler–Nordheim tunneling into, and
out, of the floating gate.

The word lines are normally at VDD. In this con-
figuration, the unaddressed cells act as ON pass gates
regardless of their actual threshold, which is typically
much smaller. A read operation is carried out by
lowering the word line down to 0V, and detecting
either a current, or no-current flow, on the bit line. In
the former case, the threshold voltage of the ad-
dressed cell must be negative; in the latter case, in-
stead, the threshold voltage of the addressed cell is
positive. Reading a current through a series of several
cells and two select transistors is, however, a slow
operation: the random access time is, in fact, of the
order of several microseconds.

In order to program a cell, the control gate is
driven to a large positive voltage VPPE15V, while the
corresponding bit line is kept at 0V. This ground
potential is transferred to the source and drain of the
addressed cell via the selection transistor and the
series flash cells, with a negligible voltage drop due to
the small tunneling currents flowing into the floating
gate. To prevent program disturbances of the unse-
lected cells on the same word line, all the remaining
bit lines must be kept at VDD and the unselected word
lines at a voltage VmE10V, large enough to ensure a
good pass-gate function irrespective of the cell thresh-
old voltage, yet sufficiently small to prevent electron
tunneling into the floating gate of the unselected cells.

To erase a sector, electrons are injected from the
floating gates to their respective channels, again by
Fowler–Nordheim tunneling. This process is carried
out by grounding all the word lines, and forcing a
high voltage (up to 20V) to the p-well of the array. In
order to do so, all the peripheral circuits must be
isolated from the p-well by lowering to ground both
the select lines; otherwise the n–p junctions would
become forward biased and overload the charge
pumps. Compared with the NOR architecture, the
erase operation is much faster, since it does not
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Figure 9 Flash EEPROM cell array organization: (a) NOR architecture and (b) NAND architecture.
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require the program to be performed successive to
‘‘0.’’ It should be noticed that the erase operation is
made easier if the coupling coefficient aB is small, so
that the oxide field is maximized for a given p-well
voltage.

In flash NAND architectures, the required voltage
drops to ensure Fowler–Nordheim tunneling are not
shared between a negative and a positive voltage
generated by two distinct charge pumps. This re-
quires a large negative voltage to be generated on
chip, thus making the charge pump design more dif-
ficult. On the other hand, electron tunneling does not
require high currents; hence, power consumption is
reduced with respect to the NOR architecture.

Multi-Bit Memory Storage

The capacity of a flash EEPROM can be increased by
storing two bits per cell, if four different threshold
voltages, rather than two, can be accommodated
within the cell. For a reliable operation, it is request-
ed that the standard deviation associated with the
statistical distribution of the threshold voltages be
much smaller than the average separation between
their central values. This may be accomplished with
a tighter control of the injected charge within the
floating gate, and with a more sophisticated reading
procedure. More specifically, the threshold voltage
must be monitored while programming, and the
number and duration of writing pulses controlled by
a suitable logic.

The reading procedure requires a number of steps
involving two successive comparisons of the output
current with three reference currents made available
by suitably programmed dummy cells. In doing so,
the memory capacity is doubled for a given array
size, at the expense of a degraded access time.

Reliability of the Flash EEPROM

The read and write operations of the flash cell are
similar to those of EPROMs: therefore, flash mem-
ories are subject to the same kind of read and
program disturbances illustrated in Figure 4. As
opposed to the EPROM, however, flash memories
can undergo multiple program and erase cycles;
hence their reliability problems are much more
severe. The large oxide fields, which are needed for
electron tunneling to occur, may be responsible for a
degradation of the gate oxide.

The ‘‘endurance’’ of an EPROM cell refers to the
property of experiencing multiple write and erase
operations without affecting the memory perform-
ance. Connected with the endurance is the data
retention, that is, the property of maintaining the
written data unaltered for a long time (10 years) with

or without any power supply. Charge loss in flash
memories may be caused by: (1) defects in the gate
oxide, (2) defects in the inter-poly dielectric (ONO),
and (3) mobile ion contamination.

The degradation of the gate oxide typically occurs
due to electron trapping during the write and erase
cycles. This degradation may be responsible for pre-
mature oxide breakdown or low-voltage leakage,
referred to as ‘‘stress-induced leakage current’’
(SILC). The latter is an anomalously large current
flowing across the gate oxide in a relatively small,
but significant number of cells. The SILC seems to be
due to the percolation of electrons through a number
of defects located within the oxide. This would jus-
tify the statistical nature of the SILC, which affects
only a small percentage of the flash cells.

Experimentally, it has been found that the per-
centage of cells affected by the SILC is a strong
function of the oxide thickness which, therefore,
cannot be scaled below 8–10 nm. Similar considera-
tions apply to the inter-poly dielectric, which has a
lower limit at B10–12 nm. The nonscalability of the
gate oxide and the inter-poly dielectric, in turn, does
not allow the programming and erasing voltages to
be reduced, in sharp contrast with the scaling trend
of the CMOS technology. Besides, the generation of
large programming and erasing voltages by means of
charge pumps operating at small supply voltages, is a
rather inefficient process, which makes the function-
ality of flash memories rather cumbersome.

Due to the above problems, two evolutionary ap-
proaches are currently being pursued: the nanocrys-
tal memory and the SONOS memory. In the first
approach, the floating gate would be replaced by a
large number of silicon nanocrystals embedded with-
in the gate oxide. Both programming and erasing
would be carried out by electron tunneling across the
gate insulator. The advantage of nanocrystals is two-
fold: first, if a leaky percolation path exists, only one
nanocrystal would be affected and not the entire
floating gate; next, the gate dielectric could be made
as small as 2 nm, with a substantial advantage for the
scaling properties of the cell, since electron tunneling
across a thin gate insulator is known to generate less
oxide defects.

The second approach, referred to as SONOS, is
based on the use of an oxide–nitride–oxide gate di-
electric, which improves upon a former nonvolatile
memory, now obsolete, called MNOS. Electrons in-
jected into the oxide would be permanently trapped
within the nitride layer, which has a smaller barrier
than the oxide, thus affecting the device threshold
voltage. The trapping of each individual electron
would make the tunneling across the oxide nearly
impossible at low applied voltages, thus preventing
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the SILC effect. Erasing would again occur by elec-
tron tunneling, by applying a large negative voltage
to the gate of the SONOS cell.

New Memory Types

In addition to the semiconductor memories illustrated
in the previous sections, which dominate the memory
market, different device concepts are currently being
investigated. Some of them, such as Magnetic RAMs
(MRAMs) and Ferroelectric RAMs (FeRAMs), have
been around for many years, but never succeeded in
becoming truly competitive products. These memo-
ries are based on the properties of either ferromagne-
tic or ferroelectric materials, which are characterized
by a hysteresis of their M–H and P–E relationships,
respectively. Here M is the magnetic moment and H
the magnetic field; P is the electric polarization and E
the electric field. MRAMs, while not being compet-
itive in density and cost with DRAMs, have compa-
rable access times, an excellent radiation hardness,
and are nonvolatile. As such, they have mainly been
used in military and space applications.

Unlike MRAMs, ferroelectric memories are very
appealing because of the simplicity of the basic cell,
which promises a small size and a high density, as
well as an easy approach to read/write operations.
The major technological problems are connected
with the use of ferroelectric materials, such as Pb(Zr,
Ti)O3, referred to as PZT, due to their difficult qual-
ity control, instability, and contaminating nature.

An entirely new approach is based on the use of
chalcogenide materials, that is, an alloy of Ge, Sb,
and Te (GST), which undergoes a phase change when
heated up to high temperatures. More specifically, if
a polycrystalline GST alloy is heated up to the mel-
ting temperature (B6501C), it turns into an amor-
phous state when it cools down. On the other hand,
if an amorphous material is heated up to 5001C, it
turns back into a polycrystalline state. The final state
is indefinitely conserved at room temperature; hence,
these materials can provide a nonvolatile memory
function. Due to the large resistance change associ-
ated with a phase change, it is straightforward to
read the stored information by a simple current
measurement.

Magnetic RAM

Magnetic memories are based on the properties of
ferromagnetic materials, such as iron (Fe), cobalt
(Co), and nickel (Ni), which exhibit a strongly non-
linear and hysteretic M–H relationship, as shown in
Figure 10. The residual magnetization of the above
materials after the field return to zero is due to the

alignment of the electron spin, which is conserved at
room temperature.

Magnetic core memories were used in early main-
frame computers, where a matrix of current carrying
wires was used to program magnetic rings referred to
as nuclei. Recent memory devices keep storing the
information on magnetic elements, but the sensing
scheme is now entirely different, and is based on the
effect of magnetoresistance (MR), that is, a resistance
change of a thin metallic layer due to the presence
of a magnetic field. Magnetoresistance, however, is a
small effect, with resistance changes of B1%.

More interesting from this standpoint is the giant
magnetoresistance effect, which occurs when a thin
metal layer, typically Cu, is sandwiched between two
magnetic films consisting of NiFe. When the magne-
tic moments are parallel, the ‘‘up’’ electrons do not
scatter, and only the ‘‘down’’ electrons scatter at the
interface with the magnetic materials. When the
magnetic moments in the two films are in opposition,
instead, both type of electrons scatter and a signifi-
cant resistance increase, which can be as large as 15%,
typically occurs. The plot of magnetoresistance versus
magnetic field is qualitatively shown in Figure 11.
The effect according to which electrons with long
mean free paths travel with low resistance when the
magnetic materials have parallel alignments is called
‘‘spin valve,’’ and the discipline which investigates the
properties of materials due to the electron spin is
called ‘‘Spintronics.’’

Several different configurations of magnetic films
have been proposed for data storage in MRAMs.
These include: (1) the anisotropic MRAM, (2) the
spin-valve MRAM, (3) the pseudo-spin valve (PSV)
MRAM, (4) the magnetic tunnel junction (MTJ), and
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Figure 10 Magnetic moment against magnetic field in typical

ferromagnetic materials.
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(5) the Hall effect MRAM. In what follows, only the
spin-valve MRAM and the MTJ are discussed.

A schematic view of the spin valve is shown in
Figure 12. A thin Cu layer (E2.5 nm) is sandwiched
by two ferromagnetic films (E9nm) made by a NiFe
alloy. A much thicker pinning layer made by an anti-
ferromagnetic material, such as FeMn or IrMn, is
deposited on top of the upper magnetic layer. In spin-
valve MRAMs, the magnetic moment of the magne-
tic layer adjacent to the anti-ferromagnetic material
is pinned, while the other magnetic layer is free to
switch from parallel to antiparallel orientation under
the influence of an external magnetic field. When the
magnetic moments of the two magnetic layers are
parallel and the cell resistance is low, a logical ‘‘1’’ is
associated with the state of the cell. When the po-
larizations of the two magnetic layers are antiparal-
lel, and the cell resistance is high, a logical ‘‘0’’ is
associated with the state of the cell.

Normally, a ferromagnetic material can be polar-
ized at random directions. If, however, the magnetic
film is narrower than the magnetic domain width, the
film exhibits only two polarization states. This makes
the switching threshold well defined.

The spin valve is located at the intersection of two
conductors (word lines) whose orientations are par-
allel and perpendicular to the magnetization vector.
For a write operation, orthogonal current pulses Ix
and Iy generate longitudinal and transverse magnetic
fields Hy and Hx, respectively, whose vector sum
switches the magnetic moment in the free magnetic
layer. The cell switch occurs in less than 2 ns. The use
of two perpendicular components of the magnetic
field lowers the switching threshold of the cell, as
shown in Figure 13. This figure plots on the Hx–Hy

plane the locus of the magnetic field components at
which the spin-valve cell undergoes a switching. The
asteroid shape of the curve indicates that combining
suitable values of Hx and Hy allows much smaller
magnetic fields to be used, to the advantage of
the stability of the pinned-layer polarization. The
same plot indicates that the normal component of the
electric field (easy-axis field) switches the cell at a
smaller field than the longitudinal component (hard-
axis field).

To read the cell state, a specific polarization is
forced on the free layer: if the cell switches, the
voltage across the sense line will then change accord-
ing to the resistance change. If the cell does not
switch, no resistance change is sensed. In the former
case, a positive voltage change indicates that the
switching occurred from the parallel to the antipar-
allel polarization, meaning that the original cell state
represented a logical ‘‘1,’’ while a negative voltage
change is the signature of a logical ‘‘0.’’ The cell is
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Figure 12 Schematic view of the spin-valve memory cell.
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then written in the other direction in order to restore
the original cell state. This cell can also be read by
comparison of a sense current with a reference cur-
rent, if an access transistor is used for each cell. In this
case, the read can be nondestructive.

One of the major problems connected with
MRAMs is that the resistance change of the con-
ducting layer is still rather small for the needs of a
large-scale production environment. Furthermore,
the latter decreases with increasing temperature.
Also, the pinning field decreases with the cell width.
For submicron geometries, a spin valve that permits
the polarization of both magnetic layers to switch
appears to be a solution. The pseudo-spin-valve cell
offers this possibility.

An alternative to the GMR spin-valve technology
is the MTJ RAM. The latter is based on a thin insu-
lating layer, typically Al2O3, sandwiched by two
magnetic films as shown in Figure 14 and, in this
case, the current flows normal to the insulator sur-
face. The detection mechanism is referred to as ‘‘spin-
polarized tunneling,’’ and its occurence depends on
the relative orientation of the magnetization vectors
in the two magnetic layers.

The resistance increase when the magnetic polar-
ization becomes antiparallel is larger in this case,
being B40% of its original value, and a higher
memory density appears to be possible due to the
perpendicular current flow with respect to the
magnetic layers. Process uniformity is more critical,
however, due to the extremely small insulator thick-
ness, which is only a few tenths of a nanometer.

The memory organization may or may not use an
access transistor, which acts as an isolation device.

For a write, the access transistor is off. Current flows
in orthogonal wires running above and below the
cell, inducing a magnetic field, which changes the
polarization of the free magnetic layer. The pinned
magnetic layer is fixed. The programming wires are
organized in a cross-point architecture, and the com-
bination of the currents is designed to be just above
the switching threshold of the MTJ. The read word
line turns on the access transistor, as shown in Figure
15, and the current flowing across the MTJ is sensed
on the bit lines.

A twin-cell organization improves the read relia-
bility. In this case, the twin cells are forced to be
always written in two opposite states. The data is
read by detecting the resistance difference between
the MTJs of the twin cells. This doubles the signal
available for sensing, and improves the tracking
properties with respect to a remote reference cell.

Ferroelectric RAM

Ferroelectric materials exhibit a hysteretic P–E rela-
tionship, shown in Figure 16, which can be taken
advantage of to fabricate memory devices.

In FeRAMs, the information is stored within the
ferroelectric insulator of a capacitor in the form of an
upward or a downward polarization. If a positive
voltage is applied to the capacitor with an upward
polarization, no change occurs in the compensating
charge, and a small voltage shift is observed in the
external circuit. If the polarization is downward, in-
stead, the biased domains switch, causing a compen-
sating charge to flow in the capacitor and the external
circuit, and changing the capacitor voltage by a greater
amount.

This means that the stored information can only be
read by erasing the content of the memory, which

Bit line

Isolation
transistor

Word line

Fixed magnetic
layer

Free magnetic
layer

Tunneling
barrier

Figure 14 Schematic view of the MTJ memory cell.
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Figure 15 Cell array organization of an MTJ memory.
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must then be restored to its previous state. The basic
cell of a FeRAM contains either two transistors
and two capacitors (2T2C), or one transistor and
one capacitor (1T1C). The former cell is shown in
Figure 17.

Two ferroelectric capacitors are connected to the
bit line BL and to the bit line bar BL0 via two pass
transistors driven by the same word line WL. The
information is written by placing VDD and 0 on BL
and BL0, turning on the word line, and then cycling
the plate line from 0 to VDD to 0. When the plate line
is at zero voltage, the ferroelectric capacitor on the
bit line held at VDD is polarized in a positive direc-
tion. When the plate line is pulsed to VDD, the ca-
pacitor bias goes back to zero and the polarization is
not affected. The other capacitor, instead, is polar-
ized in the negative direction when the plate line goes
to VDD, and its state remains unmodified when it
returns to zero. Therefore, the two capacitors always
have opposite polarizations after cycling the plate
line.

The cell is read by turning on the word line, pre-
setting the bit lines at zero voltage in a high-impedance

state, and switching the plate line to VDD and back
to 0. One of the ferroelectric capacitors will flip and
the other will not, which generates a differential
charge reading on the bit lines. The read is destructive,
and the status of the cell must be restored. This may be
accomplished by taking the plate line low, and letting
the sense amplifier inject the read charge back into the
cell. This will restore the original polarization on the
flipped capacitor.

The read access time of a FeRAM is B70ns, quite
comparable with the access time of DRAMs and flash
EEPROMs. The write access time is again B70ns,
that is, much faster than the write operation of a
flash memory. Likewise, the write endurance of the
FeRAM, which ranges between 108 and 1012 cycles
depending on the ferroelectric material, is much bet-
ter than the endurance of commercial nonvolatile
memories.

In recent times, the 1T1C cell memory has been
worked out. The cell structure is a simplified version
of the 2T2C cell, as shown in Figure 18.

A logical ‘‘0’’ can be written in the cell by setting
the bit line to 0, raising the word line and the plate
line to VDD and, after switching the ferroelectric
material to a negative polarization, lowering the
word line and, subsequently, the plate line down to 0.
Writing a logical ‘‘1’’ can be accomplished instead by
setting the plate line to zero, raising the word line
and the bit line to VDD and, after the positive polar-
ization of the ferroelectric material, lowering the
word line and, subsequently, the bit line.

Reading is accomplished by turning on the word
line while setting the bit line at 0V in a high-imped-
ance state, and cycling the plate line from 0 to VDD.
For a cell in the ‘‘0’’ state, there will be a minimal
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Figure 17 Circuit schematic of the 2T2C cell of a ferroelectric

memory.
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voltage change on the bit line, since the capacitor
does not switch its polarization. For a cell in the ‘‘1’’
state, there will be a much larger voltage change on
the bit line since the capacitor switches its polariza-
tion and the compensating charge flows in the bit
line. This voltage change is compared with a refer-
ence voltage suitably set at an intermediate value
between the expected low- and high-voltage levels.
This switch from ‘‘1’’ to ‘‘0’’ requires a flip-back of
the capacitor to restore the previous state before the
word line is turned off.

The obvious advantage of the 1T1C cell with
respect to the 2T2C cell is due to its smaller size, and,
thus, higher density. However, the differential rea-
ding of the 2T2C cell is carried out on two capacitors
which are one next to the other, and whose electrical
properties are expected to track very well due to their
vicinity and common history. Conversely, the reading
of the 1T1C cell must be compared with a reference
voltage generated elsewhere within the chip. The
use of a ferroelectric dummy cell to generate the ref-
erence voltage has the potential advantage of trac-
king the chip-to-chip variations of the ferroelectric
storage capacitors. However, the dummy cell would
be switched many more times than the storage
cells, thus generating a reliability problem due to
fatigue; besides, the dummy cell being far away
from the storage cells, additional factors such as
uniformity of the ferroelectric material and temper-
ature dependence of the P–E relationship come
into play.

Phase-Change Memory

Phase-change memories (PCMs) are based on the
peculiar properties of chalcogenide materials, that is,
compounds based on sulfur, selenium, or tellurium,
such as GeSe, AsS, GeAsTe, or GeSbTe (GST). The
latter is the most frequently used material in PCMs.
Memory switching in these materials is primarily a
thermal process, which involves a phase transforma-
tion from a crystalline to an amorphous state, and
vice versa, under the influence of a heat source. When
the heating process stops, the material retains its new
state, thus exhibiting memory. In practice, this trans-
formation is achieved by passing a constant current
through the sample for some time. The transition to
an amorphous state (reset) occurs by resistive heating
up to the local melting of the GST. The resistance
change between the two states is B2–3 orders of
magnitude, so that reading can easily be accom-
plished by low-bias nondestructive detection of the
cell resistance.

A schematic cross section of two PCM cells is
shown in Figure 19. The cell core is basically given

by a crystalline GST layer, which is located between a
vertical resistive heater and a horizontal metal line
(bit line). The vertical resistor is connected to the
emitter of a p–n–p bipolar transistor, the base of
which is connected to the word line. In a process
variant, the access transistor can be a MOSFET,
rather than a BJT.

In order to let a phase change occur, the GST layer
is heated by a current pulse. With present tech-
nologies, a 100 ns current pulse up to 0.4mA makes
the material crystalline and turns it to a low-resist-
ance state (set). If the current pulse increases above
0.4mA, the melting temperature of B6501C is
reached at the interface of the GST film with the
heater. During the cool-down process, the latter turns
to a high-resistance amorphous state (reset).

An obvious concern of this technology is the ther-
mal cross-talk between adjacent cells. In principle,
the local heating of the GST layer up to the melting
temperature during a reset could spread around heat
and, possibly, set a neighbor cell. Thermal simula-
tions, however, seem to indicate that this is not the
case, and that no appreciable thermal cross-talk
would, in fact, occur down to the 65 nm node of the
ITRS. This is mainly due to the linear scalability of
the reset current with the contact area for a given cell
geometry. If all the physical dimensions of the cell are
scaled down by a common factor k, instead, one
would expect the set and reset resistances, as well as
the thermal resistance, to increase by the same factor
k, and the programming currents to decrease by k at
constant voltage.

The scalability of the PCM cell, the elimination of
large voltages required by the flash-memory tech-
nology, the reduced writing and erasing time, and the
addressability of every single cell make this new
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Figure 19 Schematic cross section of two PCM cells.
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nonvolatile memory technology a promising candi-
date for low-voltage, high-density, low-cost, future-
generation products.

See also: Conductivity, Electrical; Electrons and Holes;
Integrated Circuits; Memory Devices, Volatile; Semicon-
ductor Devices; Transistors.

PACS: 85.25.Hv; 84.30.� r; 85.30.Tv; 84.30.Bv;
84.30.Sk
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Introduction

Modern computer architectures rely on a hierarchy of
memories, which differ in access times and density.
The higher speed is typically achieved at the expense
of a larger cell area, smaller memory capacity and,
thus, higher cost per bit. At the upper levels of the
hierarchy one finds registers, which are deeply rooted
within the logic circuits of the processor, and three
levels of cache memory, with the first two levels
usually embedded within the processor chip. Caches
typically employ static random access memories
(SRAMs) based on either six or four transistors per
cell. At the next level, the computer central memory
uses dynamic random-access memories (DRAMs)
based on the one-transistor memory cell. At the low-
er levels of the hierarchy, one finds several mass-mem-
ory devices, namely, magnetic disks optical disks, such
as CDs and DVDs, and flash memory cards. Magnetic
tapes are used to archive large amount of data to be
seldom retrieved. As opposed to SRAMs and DRAMs,
which are volatile memories, mass-memory devices
are nonvolatile, that is, they retain the stored infor-
mation upon power loss or shutdown. This is an es-
sential requisite, which allows information to be
safely stored and retrieved whenever necessary.

To date (2004), memory devices have found wide-
spread use not just within computers, but also in a
variety of professional systems, such as telecommu-
nication networks and phone exchanges, robotic
and control systems, automotive and medical elec-
tronics systems, as well as commodities and con-
sumer products, such as cell phones, personal digital
assistants (PDAs), digital video recorders and still
cameras, digital TV (DTV), set-top boxes, GPS-based

navigation systems, toys, and smart cards. Despite
this wide variety of applications, which require a dif-
ferent throughput, latency and power consump-
tion, and the related diversification of the memory
market, the emphasis, in what follows, is on unifying
factors, such as basic physical principles, and general
architectural features, which allow one to treat this
subject within the constraints of a tutorial presentation.

This treatment specifically addresses semiconduc-
tor memories (mass memory devices based on magne-
tic and optical storage are discussed elsewhere in the
encyclopedia) and is split into two parts: one part is
devoted to volatile memories, which are by far the
most widespread devices in view of their excellent
performance and density; the other part is devoted
instead to nonvolatile memories, which are being
used only when the nonvolatility is an essential req-
uisite of the application.

The classification of semiconductor memories is pre-
sented in the next section. The section ‘‘Volatile mem-
ories’’ discusses the general features of such devices,
including access time, packing density, and reliability
issues. The section ‘‘Static random access memory
(SRAM)’’ is devoted to the description of the basic cell
topologies, cell-array organization, and sense-amplifier
operation. The section ‘‘Dynamic random access mem-
ory (DRAM)’’ addresses the structural and functional
properties of the one-transistor memory cell, the orga-
nization of the cell array, the structure and operation of
the sense amplifier and the memory architecture. Final-
ly, the section ‘‘Content-addressable memory (CAM)’’
contains a short description of the structure and opera-
tion of associative memories, as well as their basic
application as a tag memory of set-associative caches.

Memory Classification

Semiconductor memories can be classified according
to both structural and functional criteria. Following
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the latter approach, they are split first into volatile
and nonvolatile memories, as indicated in Figure 1.
As pointed out in the section, ‘‘Introduction,’’ volatile
memories do not retain the stored information if the
power supply is turned off, while nonvolatile mem-
ories do retain the stored information in the above
conditions. Also, volatile memories can be written
and read on field in very short times. Nonvolatile
memories, instead, can only be read on field in very
short times, whereas repeated programming and era-
sing operations may not be possible or, if possible,
typically require much longer times. Different phys-
ical approaches are used to store information in the
above memories.

Most volatile memories are randomly accessed, and
are thus referred to as random access memories
(RAMs). Sequential memories, where bits are written
and read sequentially, are rarely used, being outper-
formed by RAMs both in terms of speed and power
consumption.

Content-addressable memories (CAM) are func-
tionally and structurally different from RAMs. In the
latter memories, every single bit, byte, or word can be
accessed from the knowledge of its physical address.
CAMs are, instead, addressed by an associative search
using a data word as input, and provide an address as
a result of this search.

Volatile memories store the information either
statically (SRAM) or dynamically (DRAM). In the
former case, the storing mechanism is based on
a regenerative circuit characterized by two stable
states. In the latter, information is stored as a charge
on a capacitor.

SRAMs use a basic cell containing either six or
four transistors per cell. The former type of cell is
obviously larger, but is compatible with the standard
CMOS technology, and is typically used for small,

fast, embedded SRAMs employed in first- and sec-
ond-level caches. The latter type requires a thin-film
transistor (TFT) technology not compatible with the
standard CMOS process. On the other hand, it
provides a higher density and is usually preferred for
large third-level caches outside the processor chip.

Dynamic RAMs may be characterized by different
architectures. In the past, DRAMs used to be asyn-
chronous and could start a memory cycle whenever
two external commands referred to as row address
strobe (RAS) and column address strobe (CAS) were
successively asserted. More recently, the need to
improve the cycle time of DRAMs has suggested
more sophisticated architectures, which operate syn-
chronously under the control of the system clock. To
date, the synchronous DRAM (SDRAM) is the most
widely used memory architecture. An improved per-
formance is made possible by the Rambus DRAM
(RDRAM), by which a careful design of the memory
board allows for very large clock frequencies.

Volatile Memories

The most important parameter characterizing the
memory performance is the access time, that is, the
time elapsed between a read request and the avail-
ability of the requested word. The cycle time is, in-
stead, the minimum time between successive read
requests; its inverse is the memory throughput. The
access time of SRAMs may vary from one to a few
nanoseconds, depending on the memory size and the
resulting capacitances of the word and bit lines.
Therefore, these memories are used at the highest
levels of the hierarchy within advanced computers
and PCs.

DRAMs feature the smallest bit size and are typi-
cally used for the computer central memory. To date,

Semiconductor memories (SM)

Volatile memory (VM) Nonvolatile memory (NVM)

RAM

SRAM

SDRAM

DRAM

RDRAM

CAM

4-T Cell 6-T Cell

Figure 1 Semiconductor volatile memory classification according to functional criteria.
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a central memory of 1GB or more is common prac-
tice for high-end desktop and even portable PCs.
Servers or mainframes typically employ several tens
or hundreds of giga bytes of central memory; hence,
the one-transistor DRAM cell is by far the most
largely produced semiconductor device in modern
industry. Under the assumption of an average main
memory of 1GB and a worldwide production of 100
million computers per year, it turns out that E1018

DRAM cells are manufactured every year.
The access time of DRAMs is B40–60 ns. There-

fore, accessing data stored within the central memory
of a computer requires several tens of clock cycles for
a modern processor.

Volatile memories can suffer data loss due to
soft errors, which are caused by the interaction of
energetic nuclear particles, such as a, b, and cosmic
rays, with the silicon substrate. These events may
occur due to the radioactive decay of some impurity
atoms contained within the package material and/or
the metal layers of the memory chip. Alternatively, as
for cosmic rays, these energetic particles may come
from the outside space and occasionally hit the mem-
ory device. A charged energetic particle penetrating
through a semiconductor substrate generates a large
number of electron–hole pairs, which are then sepa-
rated by the electric field within the device-active
region. The generated carriers can possibly compen-
sate the charge stored within a cell capacitor, and
modify its state. Even static memories are not immune
to soft errors, for an energetic particle impinging onto
a bi-stable circuit can upset it and change its state. In
both cases, a soft error would occur.

In order to ensure the full reliability of the system,
several strategies are pursued. At the device level, the
geometry of the space charge region is designed in
such a way as to drain excess carriers generated by
the energetic particle by reverse-biased p–n junctions,
so that the charge stored within a cell capacitor
can hardly suffer a substantial change; also, the
bits of a word are not stored at consecutive physical
locations, so that, at most, one bit of a word can
be changed due to the occurrence of a soft error. At
the system level, a few more parity bits are stored
together with a 32-bit word. When a word is retrie-
ved from the memory, the examination of the parity
bits makes it possible to detect the occurrence of one
or more soft errors and also correct the wrong bit.

Static Random Access Memory

The simplest bi-stable circuit is obtained by cross-
connecting two CMOS inverters M1–M2 and M3–
M4, as shown in Figure 2. Clearly, such a circuit can
be biased in either of the two states, characterized by

V01 ¼ 0, V02 ¼ VDD or V01 ¼ VDD, V02 ¼ 0, re-
spectively. By associating the logical value ‘‘0’’ to
the former, and the logical value ‘‘1’’ to the latter bias
condition, one stores one bit of information within
such a circuit. So long as the power supply is on, this
cell will indefinitely preserve the stored information,
hence the definition of static memory.

In order to access the information, however, two
more devices M5 and M6 are needed within the cell,
as shown in the same figure. These devices act as pass
transistors, which isolate the cell if the word line is
low, or connect the cell to the bit lines if the word
line is high. Hence, the total number of transistors
per cell is six. The bit lines, which are shared by all
cells within the same column, provide the readout
information to the sense amplifier, that is, the circuit
which generates a logic output data from a slight
unbalance of the bit lines.

In four-transistor memory cells, the pullup metal-
oxide-semiconductor field effect transistor (MO-
SFETs) M2 and M4 are replaced by either passive
resistors, as shown in Figure 3, or TFTs made by
polycrystalline silicon.

In the former case, their resistance R must be very
large, since the standby current consumption of a
cell is given by VDD/R. The resistance value is thus
defined according to the need of supplying the mini-
mum current to preserve the high voltage of the node.
In practice, RE1–10GO, which can be achieved using
lightly doped polycrystalline silicon films. The use of
TFTs as pullup devices reduces the leakage current by
nearly two orders of magnitude with respect to the
passive resistor cell, and improves the current-drive
capability of the pullup devices in the on state.
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Figure 2 The six-transistor CMOS SRAM cell.
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This improvement can be achieved at the expense
of a more complex technology, involving an addi-
tional masking step, and the deposition of an un-
doped polycrystalline silicon film.

Cell Array Organization

The cell array of an SRAM is organized as indicated
in Figure 4. A row decoder receives the row address
of the cell at the input and raises the corresponding
word line high. Hence, all the cells pertaining to
the above row become connected to the respective bit
lines.

The output multiplexer acts as a column decoder,
and selects the appropriate bit, byte, or word. The
corresponding bit lines are then connected to the
sense amplifier(s), which detect the stored informa-
tion within the selected cells. If the depth of the
column decoder is too large, it may be worth inter-
posing the sense amplifiers between a first partial
column decoder, acting on the bit lines which carry
analog signals, and a second column decoder, acting
on the digital outputs of the sense amplifiers. Clearly,
reducing the number of sense amplifiers is an advan-
tage from the standpoint of power consumption, but,
on the other hand, interposing too many pass tran-
sistors between the bit lines and the inputs of the
sense amplifier could be detrimental to the accuracy
of the readings.

It should be noticed that, if the row decoder
receives a K-bit address and the column decoder gets
an L-bit address, then the array contains 2K rows
and 2L columns. Thus, a total number of 2N cells
is present within the array, with N ¼ Kþ L. The
number of selected outputs m depends on the mem-
ory organization: if the SRAM is fully decoded,
m ¼ 1. In this case, one single bit is read from, or
written into, the array. Alternatively, m can be either
8 (byte decoding), 16 (half-word decoding), or 32
(word decoding).

Cell Reading and Writing

A reading cycle proceeds as follows: (1) the bit lines,
precharged at VDD, are turned to a high-impedance
state, (2) the word line is raised, thus connecting the
cells within the addressed row to the bit lines, (3) the
pull-down transistors of the addressed cells discharge
one of the two bit lines, while leaving the other at
VDD, (4) the selected bit lines are connected to the
sense amplifiers via the column decoder, (5) the sense
amplifiers read the content of the addressed cells and
make the bit information available to the output cir-
cuitry, (6) the row and column decoders are reset,
and (7) the bit lines are reset to VDD.

Likewise, a writing cycle proceeds as follows: (1)
the row and column decoders are activated, thus
connecting the addressed cell to the respective bit
lines and the latter to the output circuitry, (2) either
one of the two bit lines connected to the cell via the
column decoder is discharged to zero, (3) the bit line
connected to ground either confirms the status of
the cell or upsets the cell in order to make it biased
according to the desired input, (4) the row and col-
umn decoders are reset, and (5) the bit lines are pre-
charged to VDD.

The timing of the above operation sequence is
controlled by internally generated voltages.
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Figure 3 The four-transistor CMOS SRAM cell.
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Sense Amplifier

For static memories, the sense amplifier is often the
standard one-stage CMOS differential amplifier with
single-ended output, as shown in Figure 5a.

The function of the sense amplifier is, in this case,
that of allowing for a quick reading of the differential
signal on the bit lines, so that the discharging process
can be stopped as soon as possible, to the advantage
of speed and power consumption. One major draw-
back of this simple scheme is that, the bit lines being
pre-charged to VDD, the differential-pair M1, M2

operate in the triode region, with a severe degradat-
ion of the voltage gain.

A better solution is a two-stage scheme, with in-
terposition of a differential-level shifter, shown in
Figure 5b between the bit lines and the voltage am-
plifier. This circuit features a positive feedback in-
tended to increase the differential voltage gain of the
level shifter above 1. Most important, the appropri-
ate DC bias of the differential pair optimizes the
amplifier gain, resulting in an excellent performance
of the sense amplifier.

Dynamic Random Access Memory

Information can be dynamically stored as a charge
on a capacitor, as indicated in Figure 6. If the ca-
pacitor is charged, its voltage Vc ¼ VDD; otherwise,
Vc ¼ 0. Here again the MOSFET acts as a pass tran-
sistor, which can either isolate the cell or connect it to
the bit line. In order to charge the cell capacitor to
VDD, the word line must be driven to a higher supply
voltage VPP. A disadvantage of this storage scheme is
that, due to the transistor leakage current, the charge
is not indefinitely conserved within the capacitor
but, rather, leaks out in a time approximately a few
milliseconds. This requires the information to be

refreshed some thousand times per second; hence, the
definition of dynamic memory.

The cell capacitance must be as large as possible to
ensure a long retention time as well as a safer reading
of the stored information. At the same time, it must
occupy a small silicon area, in order to allow for a
large density and a small cost per bit. These conflict-
ing requirements are pursued with either a trench or
a stacked cell. In the former case, schematically
shown in Figure 7a, the capacitor is placed in a
deep trench engraved within the silicon substrate by
reactive-ion etching. The trench surface is thermally
oxidized and filled with polycrystalline silicon, which
acts as the upper electrode of the capacitor and is
electrically connected to the MOSFET source. The
plate electrode is formed instead by the silicon subst-
rate. In a recent implementation, even the pass tran-
sistor of the cell is fabricated along the trench
sidewall and is therefore vertically oriented.
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Figure 5 SRAM sense amplifier. (a) voltage amplifier, (b) level shifter.
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The stacked cell, shown in Figure 7b, aims to de-
ploy a large capacitance by extending the surface of
the upper electrode in a complex elevated structure.
This is achieved by a double-fin structure, generally
made by polycrystalline silicon, which is electrically
insulated and surrounded by the second electrode,
representing the capacitor plate.

An electron micrograph, showing a realistic image
of a trench cell, is represented in Figure 8a. The as-
pect ratio of the trench cell is remarkably elongated,
stressing the need for a large capacitance, typically
larger than 35 fF, within a small silicon area. The
polycrystalline silicon finger is electrically connected
to the source of the p-channel transistor, whose drain
is shorted to the bit line via a tungsten plug.

Figure 8b shows instead an electron micrograph of
a realistic stacked cell. The double-fin structure rep-
resents the upper electrode of the cell capacitor and
appears to be light as the silicide layer overlapping
the transistor gate. The latter is connected to the
word line by vertical W plugs shown in the upper
part of the micrograph. The cell connection to the bit
line is not shown in this cross section.

DRAM Cell Array Organization

The DRAM cell array may be organized as indicated
in Figure 9. The bit line is split into two identical
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Figure 7 Schematic view of DRAM-cells. (a) DRAM-trench cell
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Figure 8 Electron micrographs of DRAM cells. (a) Trench cell (courtesy of IBM Corporation), and (b) stacked cell. (Courtesy of Fujitsu Ltd.)
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segments connected to the sense amplifier, which al-
lows for a differential reading of the stored informa-
tion and halves the bit-line capacitance for a given
column size. In the folded bit-line architecture,
shown in the same figure, both segments of the bit
line are laid out on the same side of the sense am-
plifier. The bit-line folding makes it easier to match
the layout of the sense amplifier onto the wider pitch
of the two half-columns, and allows for an easy
placement of the column decoders.

The bit lines are initially precharged at VDD/2 by
turning on transistor EQ, and are then kept in a high
impedance state. As for SRAMs, the row decoder
addresses a row of cells and turns the corresponding
pass transistors on, thus connecting the cell capac-
itors to their respective bit lines. Due to the large
capacitance ratio between the parasitic bit line and
the cell capacitances Cbl and Cc, respectively, the bit-
line voltage is only slightly affected. More specifical-
ly, the voltage change DVbl of the bit line connected
to the cell equals

DVbl ¼ ½Cc=ðCbl þ CcÞ�ðVc � VDD=2Þ

where Vc is the cell voltage, which may be either 0 or
VDD. If the ratio Co=CblE0:1, the voltage change
DVbl is only a few hundred millivolts. Due to an
unavoidable offset of the sense amplifier, the cell

capacitance must be as large as possible, while being
dimensionally small to allow for a high bit density.

It is clear from the previous expression that the bit-
line voltage increases with respect to VDD/2 if the cell
voltage Vc ¼ VDD, and decreases if Vc ¼ 0. The sec-
ond input of the sense amplifier is connected to a ref-
erence voltage generated by a dummy cell precharged
at VDD/2, as the bit lines. Therefore, the properties of
the sense amplifier must be the following: (1) It must
detect and amplify a small voltage difference between
the two bit lines, eventually generating logic levels and
(2) upon reading, it must refresh the content of the cell
by reestablishing the original value of the charge
stored within the capacitor.

DRAM Sense Amplifier

The schematic of the DRAM sense amplifier is repor-
ted in Figure 10. Here M1–M4 form a regenerative,
bi-stable circuit connected to ground via M5 and to
VDD via M6. An additional pass transistor M7 may
either connect or isolate the two bit lines, thus enab-
ling their precharge to VDD/2. Two dummy cells are
located on the opposite sides of the sense amplifier
and their capacitor is precharged to VDD/2 by a suit-
able circuit: their function is that of balancing the
two bit lines by letting them undergo the same tran-
sient conditions before readout.

At the start of a reading, SE is low, keeping M5 and
M6 off; the bit lines are precharged to VDD/2 and left
in a high-impedance state. Thus, the cross-coupled
transistors M1–M4 are self-biased on their respec-
tive thresholds, and the voltages V3 and V4 set at
VDD/2�VTn and VDD/2þ |VTp|, respectively, VTn

and VTp being the threshold voltages of the n- and
p-channel MOSFETs, respectively.

The reading sequence is the following: (1) the
word line of the addressed cell is activated, thus
connecting its capacitor to the corresponding bit line,
and so is the word line connected to the dummy cell
on the opposite side of the addressed cell, (2) SE is
gradually raised high, allowing the sense amplifier
to unbalance and reach its final state, (3) the sense
amplifiers are readout via a column multiplexer, (4)
the word lines are reset to their low value, (5) the
signal SE is switched low, thus turning off M5 and
M6, (6) the bit lines are shorted by raising the signal
EQ, which drives them and the dummy-cell capac-
itors to VDD/2, and (7) M7 is turned off by lowering
EQ and leaving the bit lines in a high-impedance
state. So doing the initial reading conditions of the
sense amplifier are reset.

It may be worth pointing out that, following the
gradual raise of SE in step 2, M5 and M6 turn
on lowering V3 and raising V4. The cross-coupled
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Figure 9 Folded bit-line organization of the DRAM cell array.
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transistors M1–M4 turn on and unbalance the sense
amplifier according to the initial voltage mismatch. If
the initial bit-line voltage V bl

(left)4VDD/2, which reflects
the content of a logic ‘‘1’’ in the addressed cell, the
transient drives it to VDD while the right bit-line voltage
V bl

(right)
goes to zero. The opposite situation occurs

if V bl
(left)oVDD/2, which reflects the content of a logical

‘‘0’’ within the same cell. Thus, reading the addressed
cell restores the original voltage within the cell capac-
itor, which makes the reading nondestructive. Also, if
the two bit-line capacitances are equal, precharge to
VDD/2 is simply achieved with no additional power
consumption by connecting them via M7.

DRAM Architecture

The block diagram of a DRAM bank is shown in
Figure 11. The row addresses are delivered to the row
decoders, which activate one word line. All the cells
associated with that word line are thus connected to
the bit lines, and their content is readout by the sense
amplifiers. The column addresses set the column
decoder (actually a simple multiplexer) and select
the requested bytes or words, which are delivered to
the output registers. Multiple column readings can be
performed in sequence for any given row address.
This improves the data rate of the DRAM. The above
structure may be mirrored and replicated as many
times as needed. The size of a DRAM bank is defined
according to conflicting constraints: increasing the
size of the cell array makes the layout more compact
for a given DRAM capacity, but deteriorates the

access time and, ultimately, the reading integrity, due
to the larger word- and bit-line capacitances.

In order to save package pins, a multiplexed addres-
sing scheme, where the row and column addresses are
presented in sequence to the same bus, is typically
used. In this addressing scheme, two main control
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signals must be provided to the DRAM, namely, RAS
and CAS. Another control signal, write enable WE,
indicates if the intended operation is a read or a write.

The timing diagram of a read operation is shown
in Figure 12, where the control signals RAS0, CAS0,
and WE0 are shown in complementary form. The
RAS0 signal is switched low only after valid row
address bits are present at the DRAM input buffer. In
turn, the CAS0 signal goes low only when valid col-
umn address bits and a valid WE signal are set to
their respective values. The time tCAS is the minimum
time that CAS0 must be kept low to generate valid
output data; the time tRAS is the minimum time that
RAS0 must be kept low to generate valid output data;
finally, the cycle time tcycle is the minimum time
needed between two successive RAS0 commands.

Synchronous DRAM

Early DRAM architectures used to operate asyn-
chronously under the control of the external com-
mands outlined in the previous section. To date, most
DRAM chips are synchronous devices driven by the
system clock, and are thus referred to as SDRAMs.
Synchronous operation has several advantages: most
notably, the possibility of a pipelined DRAM archi-
tecture with concurrent row and column addressing,
and high-speed I/O operations. Taking advan-
tage from the inherent parallelism of the memory
core, this architecture improves the DRAM data rate,
which is the most important performance parameter,
while leaving its latency scarcely affected. Due to the
hierarchical memory organization in modern com-
puters, entire data blocks are, in fact, retrieved from
the central memory when a block miss occurs at a
higher level of the hierarchy. To date, SDRAM data
rate may be as large as 1.6GB s� 1. This comes at the
penalty of extra latches and buffers, as well as high-
speed circuitry to support the I/O interface.

SDRAM commands, addresses, and data are
latched to the rising edge of the system clock. Basic
SDRAM commands are chip select (CS), RAS, CAS,
WE, data mask (DM), and data strobe (DQS). The
CS signal is used to let the chip know that the com-
mands coming in over the bus are intended for it.
RAS, CAS, and WE retain the usual meanings of row
and column address strobe and write enable, res-
pectively. DM masks the input data during a write;
DQS is instead a bi-directional edge aligned data
strobe which toggles at the same time as the output
data. This is made possible by a delay locked loop
(DLL), which shifts the output data in order to align
DQ and DQS. The bus width is most often 64 bit.

The basic SDRAM operations are: activate (ACT),
read (RD), or write (WR) followed by a precharge.
SDRAM operation can be configured for CAS laten-
cy and burst length by setting the 12 bits of the load
mode register (LMR). The burst length determines
the amount of data transferred in consecutive cycles
between the memory controller and the memory
after applying one start address.

The typical delay between the RAS and CAS sig-
nals is two clock cycles, and the CAS latency is again
two clock cycles; thus, the access time is four clock
cycles. The SDRAM cycle time tcycle depends, in this
case, on the bus width and the burst length.

Rambus DRAM

The direct RDRAM architecture is based on a system
approach, which maximizes the data rate on the
memory board by carefully synchronizing data, ad-
dresses, and commands with the clock signal. The
key elements of this technology are the following: (1)
a 16-bit wide, 800MHz channel, (2) an on-board
interface that allows the memory controller talk to
the RDRAM and, (3) an in-line memory module
called RIMM.
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Figure 12 Timing diagram of the DRAM input signals.
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A Rambus channel includes a controller and a
variable number of RDRAM chips connected together
via a linear common bus. As shown in Figure 13, the
controller is located at one end, and the RDRAMs are
distributed along the bus, which is terminated at the
opposite end with the characteristic impedance of the
lines connected to the high-voltage level. Therefore,
the bus driver operates in the open-drain configura-
tion. The 400MHz clock signal is generated at this
same end; it propagates along a bus line connecting
the clock generator to the controller, and turns back
to the terminating end of the bus line. All commands,
addresses, and data moving from the controller to the
RDRAM chips and back are synchronized on the
edges of the clock which propagates in the same di-
rection. In doing so, the clock skew is minimized.

The channel uses 18 data pins, two of which for
error correction code (ECC), cycling at 800MB s� 1

per pin to provide a bandwidth of 1600MBs� 1. This
is achieved by latching data on both the rising and the
falling edges of the clock signal.

The RDRAM has a pipelined microarchitecture,
which fully supports concurrent RAS and CAS oper-
ation, as well as read/write buffering. Also, it provides
16 bytes every 10ns on the internal bus. The Rambus
interface transforms the 10ns internal bus into an
external, two-byte wide, 1.25 ns external bus.

All signal wires have an equal loading and fan-out
and are routed parallel to each other on the top trace
of a PCB with a ground plane located underneath.
The addition of more RDRAM chips linearly in-
creases the load and the delay, but leaves the phase
relationships of the clock, data, addresses, and com-
mands unaltered. Also, the memory granularity is
simply given by the memory capacity of one chip.

Content-Addressable Memory

As already stated in the introduction, modern com-
puters rely on a hierarchy of memories comprising
three levels of cache in addition to the central mem-
ory. This complex organization is due to the design
consideration that smaller memories are faster, and to

the locality principle, according to which programs
tend to reuse either data which have already been
used in previous cycles (temporal locality), or data
sets stored next to the used data (spatial locality).

Cache memories are classified according to the
criteria by which the central memory is mapped onto
it. In a fully associative cache, data blocks can be
stored anywhere within the cache, as opposed to di-
rect-mapped memories, where the block address
uniquely defines its location. In most cases, cache
memories are n-way set associative; this means that
the cache memory is split into several sets, each con-
taining n blocks: the block address uniquely defines
the set where it must be stored, but the location of
the block inside the set (way) is free.

In any case, a tag memory containing a list of the
block addresses stored within the cache is needed.
When a new instruction or a new data is requested by
the processor, an associative search must be per-
formed on the tag memory in order to find out if the
block containing that instruction or data is stored
within the cache and, in case it is, in what location.
As opposed to standard memories, the input of the
tag memory is a data and its output is the local block
address within the cache. The tag memory is, there-
fore, a CAM. The basic cell of a CAM, shown in
Figure 14, contains ten transistors.

The information bit is stored within a static latch
made by the two cross-coupled inverters I1 and I2;
two pass transistors M1 and M2 driven by the write
line (WL) connect the latch outputs to the input data
D and its complement D0. Two couples of pass tran-
sistors M3–M4, M5–M6, driven by the input data D
and D0 and by the latch outputs as shown in the
figure, connect to ground a precharged match line
(ML). If the stored bit is opposite to the data D, either
of the two couples of pass transistors is on and dis-
charges the match line. Otherwise, the match line re-
mains biased at VDD. The former case indicates that
no match occurs between the input and the stored
data; the latter indicates the opposite condition.

The above cells are organized within an array, and
all the cells of a column, sharing the same write line
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and the same match line, contain the address of one
memory block. If any one of the above cells does not
match its input bit D, it drives the match line to
ground, indicating that no match occurs between the

input word and the stored address. If none of the
column matches the input word, this means that a
block miss is occurring; all the match lines are at
ground potential and an NOR gate raises the block-
miss signal high.

If, on the other hand, all the input bits of a column
match their respective bits stored within the cells, the
match line remains high. This is an indication that
the requested block is stored within the cache, and
the high match line indicates the internal address of
the block within the cache memory.

See also: Conductivity, Electrical; Electrons and Holes;
Integrated Circuits; Memory Devices, Nonvolatile; Semi-
conductor Devices; Transistors.

PACS: 85.25.Hv; 84.30.� r; 85.30.Tv; 84.30.Bv;
84.30.Sk
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Introduction

Meso- and nanostructures are ‘‘small’’ structures. It is
possible to assign a rough length scale to them (mi-
crometers and below), but it is more instructive to
define smallness in terms of the physical phenomena
that it makes possible, as these are what make small
structures important. In the following section, selec-
ted phenomena are briefly described, together with
the principal characteristics that structures need in
order to exhibit them. In the section ‘‘Contemporary
structures’’, some contemporary structures in which
these phenomena can be observed are listed. These
structures are organized into categories according to
the number of their dimensions which are not small.
New structures are being invented constantly, so this
list should be seen as illustrating possibilities rather
than being comprehensive. However, some structures
– such as carbon nanotubes – will remain important
for the foreseeable future.

Phenomena

The following phenomena are all a consequence of
smallness in one or more dimensions, though they
vary in the way smallness is exploited. Many make
use of the wave nature of the electron, while others
(notably Coulomb blockade) have a classical origin.

Continuum Electronic States Become Discrete

In an infinite solid, the electronic states form contin-
uous bands of states (Bloch states). When the system
is large but finite, the states are discrete, but have
very small energy separations, so that a continuum
description remains accurate. As the size of the sys-
tem is reduced, the energy spacing between levels
increases roughly as 1/L2, where L is the size of the
system (quantum confinement). When the spacing is
large enough (the system size is small enough) that it
exceeds any broadening (e.g., thermal), then this dis-
creteness can be exploited. In order to obtain discrete
states, the structures need to be small in three dimen-
sions with weak coupling of the discrete states to the
environment (e.g., quantum dots). Thus, nonlinear
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optical effects such as photo-induced blue shifts
(electron excitation leads to modification of the elec-
tronic structure, and hence to a changed response to
photons) are then possible. If the system is placed
between two macroscopic metallic leads, then the
discrete states become resonances and resonant tun-
neling can be observed.

Small semiconducting crystals in solution can also
be used for the direct conversion of light into chem-
ical or electrical energy. Absorption of a photon pro-
duces both an electron in an excited state and a hole.
The excited electron can be donated to a molecule
(reduction), or an electron can be extracted from a
molecule into the hole state (oxidation). This process
can be used to create free radicals (such as OHd), and
thus catalyze reactions.

Individual Electrons Become Detectable

For very small devices, the transfer of one electron
from the environment onto the device can change
the combined energy of the device and its environm-
ent substantially. For a charge transfer dQ, the total
energy change can be approximated by dE¼ (VD�
VE)dQþ dQ2/2CD, where VD and VE are potentials
for the device and environment, respectively, and CD

is a capacitance for the device. If this energy change is
positive, then energy must be provided from outside
for the charge transfer to take place. This energy
might be provided through thermal excitation, in
which case the transfer will not occur unless kBT4
dE, where T is the temperature of the environment
and kB is the Boltzmann constant. If the potential of
the environment can be adjusted, then the transfer of
charge can always be made possible by ensuring
that VE4VDþ dQ/2CD. The blocking of charge
flow through a small device (Coulomb blockade)
has been observed in both metals and semiconduc-
tors. No current flows until a large enough bias
(VE�VD) is applied to overcome the charging energy
of the device. To observe this phenomenon, the device
must have a sufficiently small capacitance (dQ2/
2CD4kBT). Quantum dots can provide this.

Ferromagnets Have Only One Domain and
a Low Anisotropy Energy

Macroscopic ferromagnets acquire domains in order
to minimize the energy due to the magnetic field.
When a magnetic field is applied, the atomic magne-
tic moments align through movement of the domain
walls. If the size of the ferromagnet is smaller than
that of one domain, then alignment with the magne-
tic field can only occur by the concerted rotation
of all the moments. There is an energy penalty for
this (anisotropy energy). However, the smaller the

ferromagnet, the lower the anisotropy energy. Thus,
if the magnetic particle is small enough, then a col-
lection of them can behave as a paramagnet with a
very large susceptibility (superparamagnetism). If the
particle is elongated, it forms a single domain, while
if it is circular it tends to form a vortex state.

Excitons Bind More Strongly

In semiconductors and insulators, an electron can be
excited from the valence band into the conduction
band, creating a hole in the valence band and leaving
an electron in the conduction band. The hole and
electron can bind to form a new quasiparticle (exci-
ton). In small structures, the electrons and holes have
their movement restricted, which, together with the
change in electron and phonon spectra, leads to in-
creased binding of the exciton. This means that in
small structures, many excitons can be observed,
even at high temperatures (such as room tempera-
ture). They have been seen in quantum wells and
quantum dots.

The Wavelength of the Electron Strongly
Influences Conduction

This is most easily seen in ‘‘quantum conductance.’’
In the effective mass approximation, with coherent
states, the wave functions (or, more exactly, the
envelope functions) and energies for electrons in a
one-dimensional conductor are ckðxÞ ¼ eikx=

ffiffiffiffi
L

p
and

ek ¼ _2k2=2m�, respectively, where L is the length of
the wire. States with k40 carry electrons from left to
right, while those with ko0 carry electrons from
right to left. When more states with wave vectors of
one sign are populated with electrons than those with
the opposite sign, a net electric current is achieved. If
right traveling states with energies ekomR, and left
traveling states with energies ekomL are populated,
the net current is I¼ 2e(mR� mL)/h. As the applied
bias is V¼ (mR� mL)/e, the quantum unit of conduct-
ance s¼ I/V¼ 2e2/h is obtained. For a three-dimen-
sional wire with square cross section of length l, the
wave functions and energies are

cnmkðrÞ ¼
2ffiffiffiffiffiffiffi
Ll2

p eikxsin
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enmk ¼ _2

2m� k2 þ np
l

� �2
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l

� �2� �

where n and m are positive integers. As the chemical
potential of the electrons is increased from zero, the
band with n¼m¼ 0 is first filled. Once the chemical
potential exceeds _2p2=ð2m�l2Þ, two further bands
(n¼ 1, m¼ 0 and n¼ 0, m¼ 1), and so on are filled.
These partially filled bands carry a current, each

348 Meso- and Nanostructures



having the same conductance. Therefore, a conduct-
ance of the form shown in Figure 1 results. To
observe the quantum conductance, the temperature
of the system must be much smaller than the char-
acteristic change in the chemical potential between
the conductance steps (the narrower the channel
through which the conduction occurs, the higher the
temperature can be); the conduction needs to be bal-
listic, so the length of the conduction channel (L)
needs to be less than the electron mean free path.

Electrical Resistance Is Not Proportional to
the Length of the Wire

For macroscopic systems, doubling the length of a
wire doubles its resistance. This is because, the scat-
tering of electrons by defects can be considered as an
incoherent process (one scattering event does not in-
terfere with the next one). For small systems in which
the electron wave function remains coherent, there
can be interference between electron waves scattered
off different defects, and this can have the effect of
limiting the range of the wave function of the elec-
tron (localization). As a result, the resistance from
two pieces of wire joined together is not just the sum
of the two individual resistances, but includes an ex-
tra term which is the product of the two resistances.
If, on the one hand, the wire is long compared to the
localization length of the electron wave function,
then the resistance grows exponentially with the
length of the wire (strong localization). If, on the
other hand, the wire is short compared to the local-
ization length, then the resistance deviates from the
macroscopic result by a term that is quadratic in the
length of the wire (weak localization). In terms of
the conductivity, the correction for weak localization
is of the order of the quantum of conductance.

Quantum Interference Becomes Measurable

If two leads are attached to a small conducting ring,
and a magnetic field is applied perpendicular to that
ring, then the conductance of the system will vary
as the magnetic field is adjusted (Aharonov–Bohm
effect). The dependence of conduction on magnetic
field is G(B)¼G0(1þ cos(eBS/_þf)), where e is the
electronic charge, B is the magnetic field strength, S is
the area enclosed by the ring, and f is a phase angle.
To observe this phenomenon, there must be ballistic
transport throughout the ring. Thus, the ring must be
small enough so that only a small amount of inelastic
scattering is experienced by the electrons.

Contemporary Structures

Some contemporary meso- and nanostructures are
described below. They have been selected because
they are of interest at the moment. They represent the
kind of structures that exhibit interesting behavior on
account of their size. New structures are constantly
being developed, so the following can only be con-
sidered as a snapshot.

Zero Large Dimensions

Nanostructured materials These materials are for-
med from a large number of very small microcrystals,
and have a very fine microstructure (the grain size
can be as small as 1 nm). This can produce improved
mechanical properties. The nanostructured materials
are, therefore, being investigated as materials for
medical implants. They can be made by consolida-
ting microcrystals with clean surfaces. This process is
used to make ceramics for which the rate of dens-
ification varies inversely with particle size, leading to
reduced sintering times. These structures can also be
made by deposition of atoms or molecules, using
chemical or physical vapor deposition, or by crys-
tallization and precipitation. A nonchemical appro-
ach is to start from a metal with much larger grains
and introduce further grain boundaries by severe
plastic deformation (e.g., by ball milling).

Colloidal semiconducting nanoparticles These nano-
structures are small crystals (radius o100nm) that
are suspended in a fluid. They have been made from
many semiconducting materials using chemical pre-
cipitation, hydrolysis, etching of silicon wafers, radio-
lysis, and sonolysis. The size of these nanocrystals can
be controlled by chemical means such as the use of
surface stabilizers. The crystalline structure defines
the electronic properties (such as effective mass), and
is influenced by the preparation conditions such as
temperature and pressure. These nanoclusters contain
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Figure 1 The change in differential conductance in units of 2e2/

h, vs. the mean chemical potential of the electrons in units of

_2p2=ð2 m�l2Þ, for the model system described in the text.
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defects (which also depend on the method of synthe-
sis) which can trap electrons and holes and increase
their recombination rates. This can be probed using
photoluminescence.

Dyes can be attached to the surface, and then
pass charge to the nanocrystal once they undergo
photoexcitation. This charge transfer can be extreme-
ly fast, taking as little as a few hundred femtoseconds,
while giving a quantum efficiency close to 1. The ad-
dition of dyes allows low-energy excitations to take
place. The selectivity and efficiency of photochemical
reactions can also be improved by coating the surface
with a noble metal. For example, for the photocat-
alytic production of hydrogen from water, a platinum
coat can act as a sink for photogenerated electrons
which then catalyze the production of hydrogen.

Nanocrystals can self-assemble to form superlat-
tices with the gaps between dots being controlled by
capping agents. Templates, such as liquid crystals, can
be used to assist the alignment of the nanocrystals.

Strained layer islands Self-assembly allows one to
create nanostructures without processing. The ad-
vantage is the absence of damage caused by process-
ing, while the disadvantage is the limited amount of
control one has over the structures that are formed.
One particularly interesting form of self-assembly is
the creation of small islands (or huts) during epitaxy
that can act as quantum dots. They are formed
during the deposition of one material (the epilayer)
on another (the substrate) when the two materials
have slightly different lattice constants.

In order to understand why islands form, consider
the following argument. If the two materials are lat-
tice matched so that there is no strain at the interface,
then as the material is deposited to form the epilayer,
there are two possible outcomes. If it is energetically
favorable for the deposited material to cover the
substrate, then a uniform epilayer will form (Frank–
van der Merwe growth). On the other hand, if there
is an energy penalty, then the substrate will remain
exposed to the vacuum and the deposited material
will tend to form islands (Volmer–Weber growth). If
the materials have different lattice constants, there
will be a strain at the interface which leads to an
excess energy that increases with the thickness of the
epilayer. Once one layer of material has been depos-
ited onto the substrate, the next layer will be deposi-
ted onto this. Additional material will go down as a
uniform layer until adding further material increases
the strain energy so much that it exceeds any energy
gain from forming a new layer. Subsequent material
goes down to form islands (Stranski–Krastanov
growth). This mechanism applies to materials whose
lattice constants differ only by a few percent.

Because of the strain, these islands are lattice
matched to the substrate. For given materials and
deposition conditions, the islands have fixed shapes
and sizes. The islands have flat tops and sloping sides
(see Figure 2). As more material is added, more is-
lands are produced. The size is governed by kinetics
and so is strongly influenced by temperature and
deposition rate. If material continues to be added
after the maximum density of islands has been
reached, then dislocations form and the islands grow
in size. These large islands are no longer lattice-
matched with the substrate.

If a layer of islands is covered with a buffer layer
and then more of the island material is deposited on
top of that, further islands will grow that lie directly
above the first set of islands. This is because of strain
in the buffer layer induced by the first layer of islands.

One Large Dimension

Porous silicon Porous silicon can be made by et-
ching crystalline silicon with hydrofluoric acid. Fine
tubular structures are formed, with columns having
widths less than 5 nm being possible. This is a very
fragile material and can degrade in B1h under am-
bient conditions. These narrow columns result in
confinement of the electrons, which leads to intense
luminescence. Passivation with hydrogen improves
the luminescence, which suggests that surface defects
may play a role.

Carbon nanotubes For the purpose of this article,
Buckminster fullerenes such as C60 are considered as

Figure 2 Germanium hut structures grow on a silicon surface.

(Courtesy of J Owen.)

350 Meso- and Nanostructures



very short nanotubes. Carbon nanotubes can be con-
sidered as sheets of graphite rolled up into tubes,
possibly with the ends of the tubes capped. Nano-
tubes are a very important form of nanostructure
because of the exceptional properties they have,
which are given as follows:

* they are chemically very stable;
* they are mechanically strong and are able to

recover from extreme deformations;
* they provide coherent electron transport; and
* the electronic structure can be tuned by varying

the helicity and diameter of the tube.

Nanotubes can be single-walled (SWNT) or multi-
walled (MWNT). An SWNT consists of just one gra-
phite sheet rolled into a tube. The typical radius of
the tube is between 1 and 2 nm. Tubes tend to pack
together into triangular lattices with a lattice para-
meter of 1.7 nm. Similarly, an MWNT consists of
several coaxial graphite tubes, with the separation
between the walls being 0.34 nm, which is close to
the interlayer spacing in graphite.

Nanotubes can be either metallic or semiconduc-
ting, depending on the helicity and diameter of the
tubes. Simple models that neglect the curvature of
the tubes can give a good idea of trends, though more
accurate calculations are needed to obtain precise
results. Calculations (supported by experiment) show
that about one-third of the tubes are metallic while
about two-thirds are not, and that for semiconduc-
ting tubes, the bandgap varies inversely with the
diameter of the tube.

Nanotubes are very stiff (MWNT have a Young’s
modulus of B1.8 Tpa), and can recover reversibly
after severe deformations. This makes them ideal for
applications such as tips for surface probe micro-
scopes (such as scanning tunneling microscopes and
atomic force microscopes).

It is possible to insert material inside a nanotube.
Strong capillary forces allow fluids to be held within.
They have been filled with molten salts such as metal
oxides, sulfides, and chlorides. Currently, there is in-
terest in the so-called peapod structures in which C60

and other Buckminster fullerenes are inserted within
nanotubes.

Carbon is not the only material that can form such
tubes; some clays (which are layered silicates) can
also have a tubular form (e.g., the aluminosilicate
imogolite). MWNTs of WS2 and MoS2 in which
there are alternating layers of metal and sulfur have
been made. They had diameters of up to a few tens of
a nanometer and had lengths of a micrometer. Both
SWNTs and MWNTs have been made from boron
nitride (BN). Tubes made from BN are always

semiconducting (with a large gap) independent of
tube diameter or helicity.

Quantum wires There are many structures that fall
into this category. Here three types of quantum wires
are considered.

The (0 0 1) surface of silicon has long rows of
atoms that are paired up to form dimers. The atoms
within the dimers are very reactive because each one
is only bonded to three other atoms while it would
like to be bonded to four (they each have one
dangling bond). Hydrogen can be used to satisfy this
bonding requirement: one hydrogen atom will bond
to each dangling bond. It is possible to remove (using
a scanning tunneling microscope) one hydrogen atom
from each dimer, which results in a chain of dangling
bonds which behave like a wire. However, the wire is
a semiconductor because of the Peierls distortion. It
is possible to attach metals and other atoms to the
dangling bonds. The metals tend to form clusters,
which grow into wires as more metal is deposited.
These wires are generally of poor quality.

It is possible to grow self-assembling wires on the
silicon surface. For example, if rare-earth metals are
deposited and then annealed, they will form an alloy
with the composition XSi2. This alloy will have a
lattice constant in one direction that matches the sil-
icon, but in a perpendicular direction it will not
match. This results in the growth of long straight
wires to minimize elastic strain energy. The following
metals have been used to produce wires: Dy, Er, Gd,
and Sc. In a similar way, bismuth forms nanolines
when it is deposited on silicon and then annealed
between 5701C and 6001C (see Figure 3). The wires
are always 1.5 nm wide, and can be several hundred
nanometers long. They are never kinked or defective,
and are always semiconducting.

Long single-crystal semiconductor wires can be
grown using a vapor–liquid–solid technique. This re-
quires a small catalyst (such as gold), the size of which
determines the radius of the crystal wire. The catalyst
is molten, and causes the material used to make the
wire, which is present as a vapor, to bind to the
interface between the catalyst and the substrate on
which it is sitting. This causes a column of the material
to grow underneath the catalyst (See Figure 4). This
technique has been used to produce wires made of Si,
Ge, Si/Ge, GaAs, GaN, InP, CdS, ZnSe, and CdSe.

Two Large Dimensions

Heterostructures Silicon-based heterostructures
were originally considered as a way to overcome
the problem of the indirect bandgap in silicon. To
obtain efficient light emission, a direct bandgap is
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required. It was thought that this might be achievable
in Si by increasing the size of the unit cell in one
direction and by making a layered structure with
alternating layers of Si and another material (e.g.,
Ge). This has the effect of folding the band structure

in onto itself, bringing the conduction-band mini-
mum closer to being directly above the valence-band
maximum (see Figure 5). Unfortunately, increasing
the period of the superlattice has the effect of red-
ucing the optical matrix elements; thus, only short
period superlattices can be used. However, these
heterostructures also produce quantum wells.

Quantum wells Here, the example of GaAs/Alx-
Ga1�xAs is given to illustrate this type of structure.
If a GaAs layer (B10nm thick) is grown between
two thicker layers of AlxGa1�xAs, the GaAs layer
acts as a two-dimensional layer for electrons and
holes. This is because the GaAs layer has a bandgap
of 1.4 eV, while the surrounding AlxGa1� xAs has a
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Figure 4 The geometry for the vapor–liquid–solid technique.
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bandgap of 1.9 eV (for x¼ 0.3), producing a well
depth of 0.25 eV for both electrons and holes (see
Figure 6a). If during the molecular beam epitaxy
growth of the GaAs layer electron donor atoms are
included, a two-dimensional electron gas will be
produced. The ionized donors scatter the electrons
very strongly. This can be remedied by using mod-
ulation doping, in which only one interface is needed,
and where the donors are outside the quantum well
(see Figure 6b). With this approach, the scattering
can be made so low that the electron mean free path
can exceed 10 mm. The dimensionality of the electron
gas can be further reduced by attaching contacts
through which a bias is applied, and which can
squeeze the electrons into a wire (of variable width).
This has been used to study quantum conduction.

See also: Carbon Materials, Electronic States of; Epitaxy;
Excitons: Theory; Nanostructures, Electronic Structure of;
Nanostructures, Optical Properties of; Porous Silicon;
Quantum Devices of Reduced Dimensionality; Semicon-
ductor and Metallic Clusters, Electronic Properties of;
Semiconductor Heterojunctions, Electronic Properties of;
Semiconductor Nanostructures; Small Particles and Clus-
ters, Optical Properties of; Transport in Two-Dimensional
Semiconductors.

PACS: 61.46.þw; 61.48.þ c; 62.25.þg; 73.22� f;
73.23.�b; 73.63.�b
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Metals form an important class of technological
materials that are exploited widely for their ductility
and high electrical and thermal conductivities. The
general physical definition of the metallic state is
based on these macroscopic properties. In this article,
the electronic structure of metals is considered using a
simple extension of the linear combination of ato-
mic orbitals used to describe bonding in molecules
applied to the solid state. This makes it possible to
define the metallic state precisely using the crystal
orbitals responsible for bonding and so consider the
importance of the metallic state in the cohesive
energy of solids and its influence on structure.

The types of bonding discussed in this section of the
encyclopaedia can be broadly divided into localized
effects (involving only a few atoms in the vicinity of
the chemical bond) and delocalized effects (involving
cooperative interactions between many atom centers).
Localized interactions include covalent and hydrogen
bonding while ionic and van der Waals interactions
may be classed as delocalized. The concept of the
metallic bond is little more difficult to define rigorou-
sly and has been the subject of much recent debate.
Broadly speaking, the metallic bond can be considered
as the sharing of electron density by multiple atomic
centers in condensed phases. What allows one to dis-
tinguish metallic bonding from other situations is the
electronic character of the bond. The classic view of
the metallic bond in solids is the ‘‘sea of electrons’’
concept which gives the impression of delocalization
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of the electrons in metallic systems. The metallic bond
in this picture is an extreme example of the covalent
bond and it has been suggested that the metallic bond
as a concept can be subsumed into this class of
bonding. However, the metallic state requires a com-
bination of delocalized crystal orbitals and a know-
ledge of their occupation, and is actually a collective
property of the entire electron density rather than
a few specific states. In this article, these ideas are
expanded and the influence of the metallic state of a
solid on its stability and structure are considered.

The limit of very weak interaction between the
atomic cores and the valence electrons is usually em-
ployed to build a model of the electronic states in
metals using the nearly free electron approximation.
In this article, the opposite approach will be used in
which crystal orbitals are built up from atomic or-
bitals. This gives a better insight into the chemical
bonding nature of the metallic state.

Band Structure

The idea of a chemical bond as the sharing of electron
density between atoms can be rationalized by the
formation of molecular orbitals from atomic orbitals.
For example, a hydrogen atom has a 1s1 configura-
tion, and when the orbitals from two atoms overlap
in molecular H2 they can combine in two ways. First,
overlap between the 1s orbitals can be constructive,
leading to a buildup of charge between the two nuclei
and giving an interaction between the atoms that
lowers the energy compared to the atomic state. This
favors H2 formation through the formation of a
bonding orbital (s in Figure 1). The alternative is
destructive interference between the atomic orbitals
in the overlap region. This leads to a lowering of the
electron density compared to two noninteracting at-
oms at the same positions. If this molecular orbital is
occupied, a destabilizing contribution to the energy is
obtained and the total energy is higher than that of

the isolated atom states. This molecular orbital is,
therefore, antibonding in nature (s� in Figure 1). In
molecular H2, each atom supplies a single electron
and so the bonding orbital is fully occupied (two
electrons) and the antibonding orbital is not occu-
pied; so overall the bond is favored.

Figure 1 also shows a schematic representation of
the interactions of atomic orbitals in larger aggregat-
ions of H atoms. The difference in energy of the
molecular orbitals and atomic orbitals is influenced
by two main factors. First, the degree of overlap
between atomic orbitals: the more the overlap, the
bigger the perturbation from the atomic state. Sec-
ond, the energy of the two atomic orbitals: when
these are well matched, the difference between the
energies of the molecular and atomic states is greater
than when they are very different in energy. In the
case of the H2 molecule, the orbital energies for the
atomic states are identical and so this is optimal. If a
third H atom is included, the additional s-orbital will
interact only weakly with the molecular orbitals of
the H2 molecule since the bonding and antibonding
states are well separated in energy from the atomic
state of the new atom. As more atoms are introduced
to produce the one-dimensional (1D) solid, the same
number of molecular orbitals is formed as 1s orbitals
that are supplied, but the energy range for the set of
orbitals increases only slowly with the number of
atoms. Making the leap to the 1D solid with some
large number of atoms (N in Figure 1), there will be
N crystal orbitals spread over an energy range not
too dissimilar to the gap between the H2 bonding
and antibonding orbitals. There are now too many
crystal orbitals to illustrate, but the extreme cases of
all bonding between neighboring atoms and all an-
tibonding are shown in Figure 1. In general, states at
the bottom of the band will be stabilizing for crystal
formation from gaseous atoms since they are lower
in energy than the atomic 1s states. The states above
the band center in this situation are destabilizing
since they have higher energies than the atomic 1s
states. In this simple example, a filled band has zero
contribution to the lattice energy overall.

Tight-Binding Approximation

The approach of building up condensed phase crystal
orbitals based on the molecular orbital theory can be
given some mathematical structure by defining the
linear combinations of atomic orbitals that are
present in the lD chain (Figure 2).

The appropriate linear combination of atomic or-
bitals will be

cp ¼
X
n

cpnwn

No. of H atoms: N

1s1

Relative 
energy

�

�∗
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Figure 1 Schematic illustration of the buildup of a band of

states from the aggregation of H atoms. N is the number of atoms

in a bulk sample and will be of the order of the Avagadro constant

(6.022�1023 mol� 1). Insets show the molecular orbitals for the

H2 molecule and for the top and bottom of the condensed phase

band of states.
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where cpn is the coefficient for the pth crystal orbital
for the local atomic function, wn, at site n in the lat-
tice. From the discussion above, if there are N atomic
orbitals in the crystal there must be N values of p.
The possible values of p can be found by considering
the effect of crystal translational symmetry on the
electron density.

The density of electrons at any point x along the
chain is related to the crystal wave functions via

rðxÞ ¼
XNe=2

p

c�
pðxÞ cpðxÞ

where Ne is the number of electrons to be accommo-
dated in the crystal orbitals. The density of electrons
can be observed experimentally using X-ray diffrac-
tion, whereas the crystal orbitals are not experimental
observables. Translational symmetry implies that the
density must be the same at all equivalent points in the
crystal. In the 1D lattice with repeat unit, a, the den-
sities at a point x and at any point xþ na (where n is
any integer) must be the same. The wave functions
need not have the same property but this restriction
on the density can be met if, for any crystal orbital:

c�
pðxþ naÞcpðxþ naÞ ¼ c�

pðxÞcpðxÞ

To achieve this, the wave functions can be written
in terms of Bloch states:

ckðxÞ ¼
X
n

expðik xÞwnðxÞ

Here, k is the wave vector for the state, controlling the
periodicity of the phase pattern of the crystal orbital
along the atomic row and i ¼

ffiffiffiffiffiffiffi
�1

p
. The wave vector is

commonly used as the label for the crystal state as has
been done above, and it is related to the integer p via

k ¼ 2pp
Na

; p ¼ �N=2;y;�1; 0; 1;y;N=2

The k-vectors defined in this way have reciprocal
length units. The integer p has Nþ 1 values; however,
the p¼ �N/2 and p¼N/2 cases are equivalent and so
the required N orbitals (2N states) are generated.
Figure 3 shows some illustrative examples of periodic
wave functions with different k-vector values.

The allowed values of k in this scheme range from
� p/a to p/a. Now, another lattice or line of points

could be constructed for the values of k that give
Bloch functions for the lattice. This line would be
related to the real space row of atomic sites but the
points on it would give periodicities of waves with
reciprocal length units, that is, they are points in
reciprocal space. The range of allowed values of k
defines the distance in reciprocal space occupied by
the unique Block states which are known as the
Brillouin zone.

Using the crystal orbitals in the Schrödinger equa-
tion gives the orbital energy as a function of the wave
vector k:

Ek ¼
R
N

�N
c�
kHck dxR

N

�N
c�
kck dx

Here, H is the Hamiltonian describing the inter-
action of the electron in the crystal orbital with the
line of atoms. The crystal orbitals in terms of Bloch
states allow the numerator and denominator of this
expression to be written asZ

N

�N

c�
kHck dx ¼

XN
n

XN
m

expðikðna�maÞÞ

�
Z

N

�N

wnðxÞHwmðxÞ dx

and Z
N

�N

c�
kck dx ¼

XN
n

XN
m

expðikðna�maÞÞ

�
Z

N

�N

wnðxÞwmðxÞ dx

a

n n + 1 n + 2n – 1 

Figure 2 An idealized 1D array of atoms. Each atom contrib-

utes a single s-orbital to the system. The lattice parameter is

shown as the separation between neighbors so that the unit cell

contains a single atom.
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Figure 3 Plots of the real part of a periodic wave function

based on Bloch functions. The radial part of each local atomic

function is modulated by the periodic function with the k-vector

indicated. The atomic positions are numbered on the axes.
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in which m and n are integers identifying sites along
the row of atoms, and now the integrals required are
over the local atomic functions. In order to obtain a
qualitative insight into the band structure, the sim-
plifying tight-binding approximations can be used
which give the integrals required for the numerator
values:Z

N

�N

w�nðxÞHwmðxÞ dx ¼ a; m ¼ nZ
N

�N

w�nðxÞHwmðxÞ dx ¼ b; m ¼ n71Z
N

�N

w�nðxÞHwmðxÞ dx ¼ 0; mon� 1 or m4nþ 1

In other words, the on-site term is given by the pa-
rameter a, the term corresponding to the nearest
neighbors is given by the parameter b, and all other
terms are simply ignored. This concentration on local
interactions is the reason why the approximation
itself is called ‘‘tight binding.’’

Although the interaction contributions are con-
sidered in this way, the crystal orbitals are still de-
localized along the entire chain of atoms. For the
denominator, the tight-binding approximation is
even more severe:Z

N

�N

w�nðxÞwmðxÞ dx ¼ 1; m ¼ nZ
N

�N

w�nðxÞwmðxÞ dx ¼ 0; man

Using these integral values in the energy expression
gives the formula

Ek ¼ aþ 2b cos ka

so that the energy of a particular crystal orbital de-
pends on the local energy terms and the wave vector
of the orbital. For a given system, the local interaction
integrals are simply fixed parameters. In general, the
relationship between the energy Ek and the wave
vector of the state, k, is termed the dispersion relation.

This model can now be applied to the band of states
for the 1D chain of hydrogen atoms for which the
local functions are the s-orbitals on each H atom.
When k¼ 0, the exponential factor in the crystal or-
bital is 1 and so all site orbitals are in phase giving a
low-energy contribution. In contrast, when k¼7p/2,
the complex exponential gives a wave that changes
sign between the neighboring atoms and so all
neighboring orbitals have an antibonding interac-
tion, a high-energy contribution. Figure 4 shows the
dispersion relation for a line of s-orbitals from the
tight-binding approximation. The low-energy states
are around k¼ 0, whereas for k near its limiting
values of 7p/a, the energy of the states is higher than

the energy for the isolated atomic orbitals, implying
that b is negative. The overall bandwidth is 4b, so the
strength of interaction between neighboring sites
controls the bandwidth.

The values of k that have been defined are evenly
spaced in reciprocal space with the allowed values
occurring at intervals of 2p/Na. However, the rela-
tionship between the energy and the wave vector is
not linear. In particular, near the Brillouin zone
boundary, the dispersion curve flattens out so that
many k-vectors in this region have almost the same
energy. In one dimension, a similar effect is seen at
the zone center. The density of states (DOS), N(E), is
defined as the number of energy levels within a small
energy increment as a function of the state energy. In
one dimension, the regions in which the dispersion
curve flattens out lead to a higher DOS than in
regions in which the dispersion curve is steep.

Band Filling and Metallic Behavior

The metallic state can now be defined based on the
occupancy of the crystal orbitals. For the line of s-
orbitals from hydrogen atoms, there are N-crystal
orbitals, and the Pauli exclusion principle dictates
that each orbital can contain a maximum of two
electrons with opposite spins. The crystal orbitals,
therefore, give rise to 2N electron states, each hydro-
gen atom delivers one electron and so the states are
half-filled. It is assumed that states are simply filled
from the lowest energy upwards until all electrons
have been placed in crystal orbitals. However, since
the separation of states within a band is extremely
small, this strict ordering is only possible at 0K. At
any finite temperature, an electron at the top of the
occupied levels can be promoted to the unoccupied

4�

k  = –�/a k  = �/a

Figure 4 The dispersion relation for a line of s-orbitals from the

tight-binding approximation.
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states by thermal excitation. The probability of oc-
cupancy of a state, f(Ek), is controlled by the Fermi–
Dirac statistics:

f ðEkÞ ¼
1

expððEk � EFÞ=kBTÞ þ 1

Here, EF is the Fermi energy which, in metals, cor-
responds to the energy of the highest occupied state
at 0K, kB is the Boltzmann constant, and T is the
temperature. More generally, EF is defined from this
formula as the energy at which the probability of
occupancy is exactly one-half.

Figure 5 shows plots of the Fermi–Dirac probabil-
ity function at different temperatures. At 0K it can
be seen that the low-energy states are filled up to EF,
but above EF all states are empty. At higher temper-
atures, however, electrons from below the Fermi
energy can be promoted to higher states, leading to a
tail feature. These promotions can only occur if there
are states available to receive the electrons that are
excited. In the 1D H example, the band of 2N states
is half-filled and so there are states available for the
thermally excited electrons to move into. This is the
factor which gives rise to electrical and thermal con-
duction in metals; filled and empty states are so close
to each other that the promotion of electrons at
energies close to EF can occur easily. These electrons,
at the interface between the occupied and unoccu-
pied states, are active in transport giving rise to the
metallic behavior of the solid. Accordingly, con-
densed H is expected to be a metal. The construction
of the crystal orbitals also shows that the occupied
states are those which are largely bonding and so
solid H is favored over separated gas-phase H atoms.
The liquid state of H has been achieved at low
temperature and very high pressure using shock
wave pressure methods and is found to have metallic

conductivity. However, under most circumstances,
N/2 diatomic molecules is an even more stable sit-
uation and so the diatomic gas is the normal state.

There are a few less exotic examples of solids with
1D aspects to their electronic structure than those for
H. For example, the solid formed by salts of the
[Pt(CN)4]

2� anion contains square planar complexes
stacked in the crystallographic c-direction. In the
simple K2[Pt(CN)4] salt (Figure 6a), neighboring Pt
centers are 3.48 Å apart. Within each complex, the Pt
atom is in the 2þ oxidation state and so has a d8

electron configuration. The interaction with the CN
ligands puts the energy of the molecular antibonding
orbital involving the dx2�y2 atomic orbital above the
other d-orbitals, and so this is unoccupied. The dis-
persion curves of the bands formed between the
metal centers depend on the symmetry of the orbitals
with respect to the chain direction. Figure 7 shows
each orbital type and their arrangement along the
line of complexes for the k¼ 0 wave vector. The dz2
orbital forms a bonding arrangement similar to the s-
orbitals used in the hydrogen example, and so the
dispersion curve for this band will be similar to
Figure 4. The dxz and dxy orbitals form a degenerate
set of bands in which the k¼ 0 orbital is bonding.
However, the bond has p-symmetry rather than s
(Figure 7b). This leads to a weaker overlap between
neighbors and so a smaller value of the tight-binding
b-parameter leading to a narrower range of energies
in the band than for dz2. dxy and dx2�y2 orbitals, both
have d-symmetry bonding interactions at k¼ 0,
(Figure 7c) so the bands are narrower still. The 6p
orbitals of Pt are empty within the complex;
however, the molecular orbital involving the Pt pz
orbital is only just higher in energy than dx2�y2 . The
symmetry of the pz orbital gives s antibonding at
k¼ 0 (Figure 7d) while at k¼7p/a each alternate pz
orbital is inverted, giving a bonding arrangement.
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Figure 5 Plots of the Fermi–Dirac statistics function for tem-

peratures of (a) 0 K, (b) 300 K, and (c) 1000 K.

Figure 6 Chain structures formed by [Pt(CN)4]2� in the solid

state. (a) From K2[Pt(CN)4], (b) from K2[Pt(CN)4]Br0.3. For clarity

cations, dopants, and water of crystallization have been omitted.
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For orbitals with this symmetry, states at the Brillouin
zone boundary are lower in energy than at the center,
so the dispersion relation appears inverted compared
to those constructed so far. Figure 8 shows a sketch of
the dispersion curves for these bands in the Pt com-
plex stacks. The four occupied complex orbitals
involving dz2 , dxy, dxz, and dyz have similar energies
and so form a continuous band of states; however, the

strength of interaction between neighbors is not the
same in all of them and so they have different energy
ranges as discussed above. The dx2�y2 and pz orbitals
form another overlapping set of bands. The pz orbital
states on the complexes are above the dx2�y2 ; however,
the interaction between neighbors is stronger in the
former case and so the pz-band is wider, leading to the
lowest unoccupied states being pz in nature.

So for K2[Pt(CN)4], there is a bandgap between the
occupied and unoccupied states, so the material is
actually a semiconductor in the chain direction.
However, metallic behavior can be induced by the
addition of halide dopant ions to give chemical for-
mulas such as K2[Pt(CN)4] Br0.3. This is a level of
‘‘dopant’’ much greater than that used in classical
semiconductors such as silicon and so the concen-
tration of extrinsic carriers is correspondingly higher.
The halide anions withdraw electrons from the Pt
chains giving a free Fermi surface in the c-direction.
Measurements confirm that the electrical conduc-
tivity is 104–105 times greater along the stack direc-
tion than perpendicular to it. The structure of the
material is also strongly affected by this change to a
metallic form. The Pt–Pt distance in the doped
material is 2.89 Å, not much greater than in Pt met-
al (2.78 Å). This reduction in Pt–Pt distance can be
understood in terms of the bonding character for
the chain states. In the K2[Pt(CN)4] material there is
a completely filled band of states, and so both
bonding and antibonding character crystal orbitals
are occupied. When the dopant is added, charge is
withdrawn from the high-lying antibonding states
and the free Fermi surface corresponds to an overall
bonding character from the crystal orbitals. The
increased bonding along the chain direction leads to
the observed shortening of the Pt–Pt distance. To
accommodate this, there is also a rotation of alter-
nate complexes to avoid steric clashes between CN
ligands, as can be seen in Figure 6b.

The Density of States in Three
Dimensions

In three dimensions, the wave vector has three com-
ponents:

k ¼ kxx̂þ kyŷþ kzẑ

where x̂, ŷ, and ẑ are unit vectors in their respective
Cartesian directions. Each component can take any
of the set of values:

ki ¼
2ppi
L

; p ¼ �L=2a;y;�1; 0; 1;y;L=2a

where L is a dimension of the sample and a is the unit
cell dimension in the ith direction.

(a)

(b)

(c)

(d)

Figure 7 The arrangement of orbitals for the k¼ 0 wave vector

case for a chain of atoms along the z-axis (which runs left to right

in each diagram). (a) dz2 , (b) dxy or dyz, (c) dxy, dx2�y2 have the

same bonding symmetry but with orbitals rotated 451 in the xy

plane, (d) pz.
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Figure 8 The dispersion curves and DOS for the bands formed

along the stacking direction in K2[Pt(CN)4] by the Pt centered

orbitals.
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The relationship between the state energy and the
wave vector now involves a vector dot product be-
tween reciprocal and real space vectors. The allowed
values of k can be thought of as points in a 3D
reciprocal space, the range of allowed values is
defined by a reciprocal space lattice with the prim-
itive vectors:

a� ¼ 2p
Vc

b� c; b� ¼ 2p
Vc

c� a; c� ¼ 2p
Vc

a� b

Now, the periodicity of the lattice will be different
according to the direction considered. This means
that rather than the Brillouin zone defining a single
range for |k|, its extent will depend on the direction
taken so that the Brillouin zone is actually a volume
of the reciprocal space. The first Brillouin zone is the
shape formed by the Wigner–Seitz cell in this lattice.
This is the primitive cell constructed by taking the
intersections of planes placed at the half-way point
between each reciprocal lattice point. At all points on
the surface of this volume, the k-vector will have a
value of 7p/a (a now being the repeat distance in the
corresponding direction in the real space lattice) and
so the cell defines the states near the set of unique k-
vectors for the lattice.

The shape of the Brillouin zone is linked to the
structure adopted by the metal. Examples of the
Brillouin zone for two common structures found in
elemental metals, body-centered cubic (b.c.c.) and
face-centered cubic (f.c.c.), are shown in Figure 9.

In this picture, when EF is far from the Brillouin
zone edge, the k-vectors of the states at the Fermi
level define the surface of a sphere centered on the
origin. The DOS in 3D is now affected by the
number of possible k-vectors that have equivalent
state energies. For large values of |k|, near the zone
boundaries, there are many k-vectors with the same
magnitude but with different directions in reciprocal
space, leading to a high degree of degeneracy. This,
coupled with the flattening of the dispersion relation,

leads to a high DOS at large |k|. In contrast to the 1D
situation, however, at the zone center, there are only
a few wave vectors of the same length, and so al-
though the dispersion relation may flatten out there
is no longer a significant increase in the DOS. Indeed
at the zone center, |k|¼ 0, and so all three compo-
nents are zero and there is only one state.

Dependence of Metallic Structure on
the Density of States

The shape and volume of the Brillouin zone control
the electron density at which the Fermi surface
touches the Brillouin zone boundary. Near the
boundary, the dispersion curve flattens off leading
to an increased DOS. Differences in the reciprocal
lattices between structures will affect the point at
which this occurs and so different lattices will have
different total electronic energies at a given density.

For example, Figure 9 shows the shape of the
Brillouin zones for the f.c.c. and b.c.c. lattices.
The points in the diagrams represent the points in
the reciprocal space lattice at the spacing set by the
reciprocal space vectors:

a� ¼ 2p
a
ð�x̂þ ŷþ ẑÞ; b

� ¼ 2p
a
ðx̂� ŷþ ẑÞ;

c� ¼ 2p
a
ðx̂þ ŷ� ẑÞ for f:c:c:

and

a� ¼ 2p
a
ðŷþ ẑÞ; b

� ¼ 2p
a
ðx̂þ ẑÞ;

c� ¼ 2p
a
ðx̂þ ŷÞ for b:c:c:

where a is the length of the cube side in the real space
unit cells. From these formulas, it can be seen that
the reciprocal space primitive vectors for the f.c.c.
lattice are the same as the real space b.c.c. primitive
vectors and vice versa.

Figure 10 shows a sketch of the DOS for the f.c.c.
and b.c.c. lattices. At low electron density, all occu-
pied states are well within the Brillouin zone bound-
ary and so the DOS simply increases with the state
energy since the number of degenerate k-vectors in-
creases. As the wave vectors approach the Brillouin
zone boundary, the dispersion curve levels out and
the degeneracy of states increases giving a greater
DOS. However, if the energy is increased further, the
number of available states decreases again since only
the sections of volume furthest from the center of the
Wigner–Seitz cell are still available. This leads to a
peak in the DOS in the vicinity of the Brillouin zone
boundary. Because of the geometry of the reciprocal
space lattices, the peak occurs at lower energy for

(a) (b)

Figure 9 The first Brillouin zone for the real space lattices of:

(a) b.c.c. structures and (b) f.c.c. structures. Note that the recip-

rocal space lattice of the b.c.c. lattice is actually f.c.c. and vice

versa.
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the f.c.c. real space lattice than for the b.c.c. case. For
a metal with electron density at the f.c.c. peak, the
f.c.c. structure will be preferred because the Fermi
energy will be lower than in the b.c.c. lattice.
However, if the density of electrons is near the
b.c.c. peak, the f.c.c. DOS begins to fall dramatically
and so a lower-energy electron configuration is pos-
sible in the b.c.c. structure.

The DOS of real metals is more complex than this
illustration using a single band in f.c.c. and b.c.c.
structures. However, the example does serve to show
that the DOS will influence the relative total elec-
tronic energy of alternative metal lattices. Or, con-
versely, the electron density of a metal can have a
dramatic influence on its optimal structure.

This idea has been tested using higher-level calcu-
lations on the first row transition metals to obtain
the band structures and DOSs for the valence shells
in b.c.c., f.c.c., and h.c.p. structural alternatives, as
shown in Figure 11. The shape of the DOS for each
structure is largely controlled by the interaction of
the metal d-orbitals in the different crystallographic
directions since the overlap of the spherical s-orbitals
is less influenced by the lattice geometry. At low
energies, the calculated DOS are all very similar. At
0.35 eV, corresponding to three electrons per atom,
the b.c.c. plot shows a distinct dip and so at this
point an increase in electron density with this struc-
ture must occupy higher-energy states than are requi-
red in the close packed lattices. Integration of the
occupied state energies shows that in this regime the
close packed lattices are indeed lower in energy than
in b.c.c., and under standard conditions the early
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h.c.p
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(d)
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the level of the Fermi energy in the metal with the number of electrons per atom indicated on diagram (c). (d) The total electronic energy

of the b.c.c. and h.c.p. structures relative to that of the f.c.c. as a function of electron density. (Reproduced from Pettifor DG (1977)

A physicist’s view of the energetics of transition metals. Calphad 1(4): 305–324, with permission from Elsevier.)
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Figure 10 Schematic diagram of the DOS for the f.c.c. and

b.c.c. crystal systems. The peaks correspond to the point when

the k-vector just touches the Brillouin zone boundary.
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transition metals, Sc (3d14s2) and Ti (3d24s2), have
the h.c.p. structure suggested in Figure 11d. Just
above 4 eV, there is a peak in the b.c.c. DOS and so
the total energy at the corresponding electron densi-
ties favors the b.c.c. structure. Vanadium and chro-
mium with five and six valence electrons, respectively,
both adopt this lattice. Manganese has a complex
structure which has not been included in this study,
whereas Fe (3d64s2) has a b.c.c. structure at room
temperature against the predicted f.c.c. lattice from
Figure 11d. However, magnetic effects seem to dom-
inate this choice of structure for Fe since above the
Curie temperature, the f.c.c. structure is observed.
For higher electron densities, the close packed struc-
tures are preferred, with the choice of f.c.c. or h.c.p.
finely balanced. This is not surprising since the first
neighbor interactions are identical in the two struc-
tures. Even so the total electronic energies indicate
that at seven and eight valence electrons, h.c.p. is
more stable than f.c.c. while the situation is reversed

for nine and ten outer electrons. This trend is, indeed,
observed with the structures of Co, Ni being h.c.p.
and Cu, Zn adopting the f.c.c. structure.

See also: Ionic Bonding and Crystals; Metals and Alloys,
Electronic States of (Including Fermi Surface Calcula-
tions); van der Waals Bonding and Inert Gases.

PACS: 61.50.Lt; 71.20.�b
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Introduction

In the energy-capture machinery of biology, especially
in photosynthesis and in mitochondria, there are
chains of redox enzymes containing metal ions, in-
cluding iron, heme-iron, copper, manganese arranged
in order so as to assist electron flow and generate
charge separation which represent the first step in
the energy-capture process. The ability of transition
metals to exist in more than one stable oxidation state
makes them suitable catalysts for biological processes
that require transfer of electrons. The oxidation/
reduction centers are placed in order of their poten-
tials, expressed in terms of free-energy differences, so
that the directionality of the electron flow is thermo-
dynamically determined. Along the bioenergetic path-
ways, electrons flow down a gradient of potential
energy that spans a range of less than 1.2 eV.

However, biological material is not constituted by
regular arrays of lattice pointing to allow electrons to
travel over long distances as delocalized Bloch waves;
therefore, the familiar concepts of metallic conduc-
tion, through partly filled conduction bands, cannot
apply. Instead, biology employs redox centers which

are localized potential wells, among which electron
transfer (ET) occurs through a hopping mechanism
from center to center. The redox centers are nearly
always found buried beneath the protein surface, the
protein coating serving as an insulator which pro-
tects the redox center from short-circuiting ETs.
Electrons can be transported across protein-domain
interfaces or along a redox chain which consists of a
number of proteins (see, for instance, Figure 1), the
related processes involving several reaction steps.

In ET intra-protein, the redox centers are held at a
fixed distance and in a fixed orientation with respect
to each other in order to presumably adapt optimally
to physiological needs. When two redox centers
that are consecutive in the ET train are located on
different proteins, ET requires proteins first to form a
docking or associative complex in which the partners
assemble transiently through complementary contact
surfaces. The mutual approach, initially, may be
governed by long-range electrostatic forces reflecting
the overall charges on the two partners. At shorter
ranges, either hydrophobic or Coulomb interactions
between opposite charge patches, or combinations of
both, determine the structure of the docking complex
and the relative orientation of the partners. Gener-
ally, for successful ET within a docking complex,
the partners should have motional degrees of free-
dom that allow them to perform a rolling or sliding
motion with respect to each other.
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The peculiarity of ET processes mediated by me-
talloproteins is that they occur over long distances, in
a very fast, directional and efficient way, the donor
and the acceptor proteins having redox centers sep-
arated by distances between 5–25 Å. In contrast to
usual chemical reactions which involve the making
and breaking of bonds and proceed via a well-defined
reaction coordinate, the reactants and products of a
protein ET are often chemically indistinguishable.

ET reactions in metalloproteins are usually termed
as outer-sphere ETs, since they take place with no or
very weak coupling between donor and acceptor sites
of the electron.

Typical ET rate constants for biological processes
lie in the order of 102–103 s�1. Optimization of
biological ET for speed seems to be necessary to
compete with back reactions, especially to prevent
charge recombination to occur.

Several factors are suggested to influence the ET
efficiency, such as the distance between the redox
centers, the role of the protein medium, the possible
existence of conducting pathways, the role of the
solvent medium, and the assistance of the protein
and solvent dynamics. Indeed, the dynamics of the
intervening medium through which an electron pass-
es can finely tune the ET process. In particular, a
prominent role is played by low-frequency, collective
vibrational modes.

Different kinds of ET metalloproteins can be
found in biological processes. Among others are
cytochromes in which the active site is the heme

consisting of iron coordinated to the porphyrin
group, and the redox potentials for the Feþ 3/Feþ 2

couple ranging from 5 to 260mV. Iron–sulfur pro-
teins are characterized by iron–sulfur clusters cen-
tered on the iron with redox potentials covering a
range, from � 700 to 500mV. Blue copper proteins,
in which the copper ion directly coordinates to ami-
no acid residues in a distorted tetrahedral arrangem-
ent, are characterized by peculiar spectroscopic
properties and a redox potential for the Cuþ 2/Cuþ l

couple from 130 to 680mV.
More recently, understanding the mechanism of

electron transduction through biological macromol-
ecules has assumed fundamental importance not only
in increasing the knowledge of the ET process, ubiq-
uitous in biology, but also in the development of
novel, improved bioelectronic devices.

The ET Rate: A General Overview

The ET theory describes the transition of an electron
from a donor D to an acceptor A, the reactant and
product, DA and DþA� , representing the system
before and after the ET process, respectively. The
states jDAS and jDþA�S can be expressed by the
combination of the wave functions for the two redox
centers:

jDAS ¼ ðFDFAÞ; jDþA�S ¼ ðFDFAÞ

where FD and FA are the complete wave functions
describing the nuclear and electronic motions of the
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Figure 1 Photosynthesis pathways as found in green plants. Electrons are extracted from water by photosystem II and driven through

a complex coupled ET pathway to the CO2 reduction cycle by photosystem I.

362 Metalloproteins, Electron Transfer in



two redox centers, the bar denoting the electron
participating in the transition.

The traditional transition-state theory of the rates
for chemical reactions involves motion along a poten-
tial energy surface in which the reactant atoms gain
energy from thermal collisions, surmount an activat-
ion energy barrier to achieve a transition state, and
spontaneously decay into the product. In contrast to
these, usually called adiabatic reactions, where for-
mation of the transition state leads almost inevitably
to the product, the probability of long-distance ET for
such a transition is small. Accordingly, a nonadiabatic
description for the ET reaction is more appropriate.

For nonadiabatic ET reactions, the first-order rate
constant kET

jDAS-
kET jDþA�S

can be conveniently expressed by Fermi’s golden rule
obtained from the time-dependent quantum mechan-
ical perturbation theory:

kET ¼ 2p
_

V2
Rr ½1�

where _ is the Planck’s constant divided by 2p, V2
R is

the square of the quantum matrix element for elec-
tronic coupling between donor and acceptor, aver-
aged over all possible thermal fluctuations of the
system, r is the density of states, that is, the number
of states per unity interval of energy.

The electronic coupling V2
R is the principal origin

of the distance dependence of the ET constant rate.
The simplest model, neglecting the role of the in-
tervening medium, predicts that V2

R falls off expo-
nentially with the distance R between the donor D
and the acceptor A according to e�bR, where b is an
attenuation factor. In order to obtain ET rates in the
order of 102–103 s� 1, R must be in the range 10–
20 Å (see also in the following).

Under the requirement of the Franck–Condon
principle, stating that during the almost instantane-
ous ET process the nuclei do not change either their
positions or their momenta, the ET rate can be ex-
pressed in the form

kET ¼ 2p
_

V2
RFC ½2�

where FC is the Franck–Condon weighted density of
states reflecting the overlap of the donor and accep-
tor nuclear and solvational wave functions.

Accordingly, ET will occur at nuclear configura-
tions for which the total potential energy of the
reactants and surrounding medium is equal to that of
the products and the surrounding medium. The
quantity FC is a sum of the square of the overlap
integrals SnDAnDþA� of the vibrational wave functions of

the reactants (nDA) with the corresponding ones of the
products nDþA�ð Þ, weighted by Boltzmann factors:

FC ¼
X
nDA

X
nDþA�

S2nDAnDþA�
pðnDAÞ ½3�

with

SnDAnDþA� ¼
Z

wnDA
wnDþA�

dx

where wnDA
and wnDþA�

are the wave functions for
the states nDA and nDþA� , respectively, x being the
oscillation coordinate; p(nDA) is the equilibrium
Boltzmann probability of finding the system in the
vibrational state nDA. The sum is over any given set of
the vibrational quantum numbers ðnDA; nDþA�Þ of the
reactant DA and the product DþA� , including the
solvent, such a sum being, however, limited by the fact
that only a small number of states have a finite overlap
and hence contributes to the final term.

The calculation of FC can be extremely problem-
atic and different expressions for the Frank–Condon
factor can be obtained depending on the approxi-
mations done. Classical, semiclassical, and quantum
mechanical approaches, according to the treatment
of the nuclear motions, have been followed to work
out useful expressions for FC.

When all the vibrational frequencies are relatively
small, for example, _o{kBT, the vibrational mani-
fold of DA and DþA� can be treated as a continuum
and the passage across the activation barrier can be
described classically in terms of the activated complex
theory, properly modified for nonadiabatic reactions.
Accordingly, the ET rate is related to the free activat-
ion energy, DG�, of the reaction as follows:

kET ¼ kETð0Þe�DG�=kBT ½4�

where the pre-exponential factor kET(0) defines the
limiting rate of the reaction.

Generally, classical results are valid only at tem-
peratures high enough so that the vibrations are fully
excited. The classical approach is discussed in the
next section where the expression worked out by
Marcus for FC, and hence for the ET reaction rate, is
presented. When _oXkBT, the discrete nature of the
vibrational manifold must be taken into account.
The ET rate may become temperature independent
and a quantum mechanical view is more appropriate.
Moreover, under these conditions, electron tunneling
may become important. This aspect is briefly pre-
sented in the following.

Marcus Theory of ET

The simplest theoretical treatment of the rate of ET
in metalloproteins is due to Marcus using a classical
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harmonic oscillator model, which generates parabol-
ic potential energy curves. Indeed, this approach
represents the most insightful and used theoretical
framework to interpret experimental ET results in
metalloproteins.

The ET process can be seen as an electron jump
from DA to DþA� and requires one to match the
Franck–Condon principle, which implies that the
nuclear configuration and, in addition, the cons-
ervation of energy are the same immediately after the
ET as before. Under these requirements, the electron
jump takes place in the vicinity of the crossover, nu-
clear configuration C (Figure 2).

Thermal fluctuations and/or vibrations in some
coordinates will be required for reaction to occur.
Since the charge distribution of the protein matrix
is different before and after the ET process, the
surrounding medium will be polarized differently in
the two states. Therefore, the coordinates involved in
the ET reaction include vibrational coordinates of the

protein, and the vibrational and orientational coor-
dinates of the surrounding solvent. All the fluctuating
nuclear coordinates relevant to the ET reaction are
usually lumped together into the so-called reaction
coordinate Q. The dependence of the potential
energy curves of the reactant DA and the product
DþA� on Q is assumed to be quadratic, according
to the harmonic approximation, and unchanged by
the ET reaction (Figure 2a).

In the nonadiabatic case, the passage through C
does not usually cause transition from DA to DþA� .
Once the system reaches the intersection of the
potential curves C, the probability of going from DA
to DþA� depends on a number of factors such as
the extent of coupling of the electronic orbitals of the
two reactants, which in turn depends on the separa-
tion distance of the two reactants, the separation
between the two potential energy curves over a ver-
tical distance being given by 2VR, where VR is the
electronic coupling element between DA and DþA�

(Figure 2b). If the gap is large enough, as it occurs in
adiabatic reactions, the transition DA to DþA� will
take place each time the crossing point is reached.
Conversely, for small VR as in nonadiabatic ET
reactions, the electron, for most of the times it reach-
es the crossing point, continues its motion along
the curve DA (upward-running arrow in Figure 2b).
Only once in a while, the electron will make the
transition to DþA� when the crossing is reached
(downward-running curve in Figure 2b).

In the framework of the Marcus theory, the elec-
tron jumping from the equilibrium coordinate QDA

of DA to the equilibrium coordinate QDþA� of
DþA� can be described in terms of the free energy
of activation, DG� which is related to two experi-
mental observables, DG1, the standard free energy
and l, the reorganization energy. DG� is the energy
required to reach the point C from DA, overcoming
the activation barrier. The standard free energy or
driving force, DG1, is the energy difference between
the ground states of DA and DþA� , respectively,
and can be expressed as

DG� ¼ zFðE�
A � E�

DÞ ½5�

where z is the number of electrons transferred, F is
the Faraday constant, and E�

A and E�
D are the mid-

point potentials of the acceptor and donor centers.
The reorganization energy l is the free energy re-

quired to move all the atoms from their equilibrium
positions before the ET to the equilibrium positions
they would have after the ETwithout transferring the
electron. By referring to Figure 2a, the activation
barrier DG� and the reorganization energy l are

DG� ¼ 1
2 kHX

2; l ¼ 1
2 kHQ

2 ½6�

QDA QD+A−QC
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Figure 2 (a) The harmonic potential energy of the reactant

(DA) and product (DþA� ) as a function of the reaction coordinate

Q. DG1 is the standard free energy, l is the reorganization

energy, and DG� is the free energy of activation. (b) Influence of

the electronic coupling on the potential energy curves. In both

cases, the ordinate represents the potential energy of the nuclei

of the whole system: donorþacceptorþmedium.
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where X is the distance between the equilibrium co-
ordinate QDA and the coordinate of the crossing
point C, and Q is the distance between the equilib-
rium coordinates QDA andQDþA� , kH being the force
constant of the harmonic potential energy corre-
sponding to both DA and DþA� .

The difference between the free energy and the
activation energy can be expressed as

DG� � DG� ¼ 1
2 kHðQ�XÞ2

¼ 1
2 kHQ

2 þ 1
2kHX

2 � kHQX ½7�

By rearranging eqns [6] and [7], one gets

X ¼ lþ DG�

kHQ
½8�

and finally

DG� ¼ 1

2
kH

ðlþ DG�Þ2

k2HQ
2

¼ ðlþ DG�Þ2

4l
½9�

Therefore, from eqn [4], the ET rate can be expressed
by

kET ¼ kETð0Þexp
�ðDG� þ lÞ2

4plkBT

" #
½10�

where the pre-exponential factor kET(0) assumes the
form

kETð0Þ ¼
2p
_

V2
R

1

4plkBT

� �1=2

½11�

leading to the final expression:

kET ¼ 2p
_

V2
R

1

4plkBT

� ��1=2

� exp
�ðDG� þ lÞ2

4plkBT

" #
½12�

The ET rate can be modulated by thermodyna-
mic (DG1) and intrinsic (l) factors and, in addition, it
varies with the temperature. Notably, the optimal
rate is obtained when �DG1 matches l, such a con-
dition having been exploited to extract information
on VR and l from kET values (see below).

As already mentioned, the final Marcus expression
provides a sound approach to describe the ET proc-
esses in metalloproteins. However, while it takes into
account the temperature dependence of the ET rate at
high temperature, it fails at low temperatures, at
which a deviation from an Arrhenius-like behavior,
or even temperature-independence (at very low T),
has been observed.

Quantum Mechanical Theories of ET

A semiclassical approach has been followed by Hop-
field to derive an expression for the ET rate. He
treated oscillators classically, but assumed quantized
energy levels. By introducing the probability distri-
butions DD(E) and DA(E

0), corresponding to the
energy required to remove an electron from the do-
nor and to give an electron to the acceptor, re-
spectively, the density of states in eqn [1] can be
expressed by

r ¼
Z þN

�N

Z þN

�N

DDðEÞDAðE0Þ dE dE0 ½13�

He assumed, moreover, that both the distributions
follow a Gaussian form

DDðEÞ ¼
1

ð2ps2DÞ
1=2

exp
�ðEþ ED � lDÞ2

2s2D

" #

DAðE0Þ ¼ 1

ð2ps2AÞ
1=2

exp
�ðE0 þ EA þ lAÞ2

2s2A

" # ½14�

with standard deviations sD and sA, respectively; ED

is the energy of the ground state of the reduced form
of the donor and EA is the reduced form of the
acceptor; DD(E) is centered below ED by an amount
lD because ordinarily, the nuclear configuration in
the initial reduced state will not be an equilibrium
configuration for the final, oxidized state; for the
same reason, the center of DA(E

0) is displaced up-
wards from EA by an amount lA.

By taking into account the Franck–Condon prin-
ciple and the conservation of energy in the process
(E¼E0), eqn [13] becomes

r ¼ FC ¼
Z þN

�N

DDðEÞDAðEÞ dE

¼ 1

ð2ps2Þ1=2
exp

�ðDE� lÞ2

2s2

" #
½15�

where s2 ¼ s2D þ s2A, l ¼ lD þ lA, and DE¼EA�ED

being the energy gap of the reaction.
By assuming that both the donor and the accep-

tor have a quadratic dependence on the nuclear co-
ordinate with the same force constant kH, and a
spacing between energy levels equal to _oD and _oA

for the donor and the acceptor respectively, it comes
out that

s2D ¼ _oDlD cothð_oD=2kHTÞ
s2A ¼ _oAlA cothð_oA=2kHTÞ
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Therefore, the resulting ET rate becomes

kET ¼ 2p
_

V2
R

1

2ps2

� ��1=2

� exp
�ðDE� lÞ2

2s2
½16�

Notably, in the limit of high temperatures, s ap-
proaches kBT and eqn [16] results in being formally
similar to the Marcus expression, once �DE is iden-
tified by DG�. Conversely, at very low temperatures,
the Frank–Condon factor FC becomes temperature
independent, in agreement with some experimental
data.

However, the limiting expression at low tempera-
ture is not in complete agreement with experimental
data. Significant improvements can be reached by a
full quantum mechanical approach also taking into
account the vibrations coupled to changes of the
electronic state. A variety of quantum mechanical
treatments with different degrees of approximations
have been developed. Under the assumption that the
system consists of a single group of harmonic oscil-
lators and that there is a single prevailing mode, from
eqn [3], the Levich–Degonadze–Jortner expression
can be derived for FC:

FC ¼ 1

_o
e�Sð2nþ1Þ nþ 1

n

� �

� DE
2_o

IP 2S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðnþ 1Þ

ph i
½17�

where _o is the characteristic frequency, DE is the
energy gap of the reaction, S is equal to l=_o, IP is
the modified Bessel function of the order P, and n is
given by

n ¼ ½e_o=kT � 1��1

The ET rate can be then expressed by

kET ¼ 2p
_

V2
R

1

_o
e�Sð2nþ1Þ nþ 1

n

� �

� DE
2_o

IP 2S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðnþ 1Þ

ph i
½18�

In the limit of very high temperature, eqn [18] again
reduces to the Marcus expression. In addition, it well
reproduces the experimental trend with temperature.
However, it does not include the coupling of low-
frequency vibrational modes of the redox center to
the ET process. In order to take into account for low-
frequency modes, a correction to eqn [18] has been
done by including the oscillator zero-point energy
considering the change of frequency, leading to an
expression similar to eqn [12], containing �DG1 in-
stead of DE.

Dependence of ET Rate on the Protein
Matrix

A crucial aspect of the ET process is represented
by the dependence of kET on the medium between
the redox centers. To obtain information on the
variation of kET with the nature of the medium, first
it is necessary to eliminate, or at least to minimize,
the dependence of kET on both the driving force and
the reorganization energy. In the framework of the
Marcus theory, this can be achieved by extrapolating
kET when DG1¼ � l. According to eqn [12], the
exponential trend on the driving force and reorgan-
ization energy disappears. The resulting rate remains
only weakly dependent on l (kETB1/(l)1/2), and its
change with the medium is mainly reflected by VR.

The dependence of VR on the intervening medium
can be cast in the form

V2
R ¼ Vo2

R f 2M ½19�

where Vo
R represents the electronic coupling between

DA and DþA� when the redox centers are in van der
Waals contact, and fM is a dimensionless attenuation
factor which varies between 1 (van der Waals con-
tact) and 0 (infinite distance). The dependence of fM
on the detailed structure of the medium connecting
the two redox centers has been widely investigated.
Only two cases are considered in the following.

In the first approach, the protein intervening
medium is pictured as an organic glass, the random,
disordered connections between the two redox
centers constituting the overall path of ET. In this
framework, the distance between the donor and the
acceptor centers is the parameter governing the ET
rate. The dependence of f 2M on the distance, R, be-
tween the center of the edge atom of the donor and
that of acceptor can be expressed by

f 2M ¼ e�bðR�RoÞ ½20�

where the exponential coefficient of decay, b, quan-
titatively describes the nature of the intervening me-
dium with respect to its efficiency to mediate the ET
process, for instance, through the propagation of the
relevant wave functions. A variation of ET rates over
12 orders of magnitude can satisfactorily be account-
ed for by a distance dependence as in eqns [19] and
[20], with b¼ 1.4 Å� 1 and Ro¼ 3.6 Å. More gene-
rally, values of b in the range 0.7–1.4 Å� 1 are found
to reproduce the experimental kET values of metallo-
proteins.

An alternative description of the dependence of f 2M
with the nature of the medium invokes the so-called
pathway model which is, in some sense, based on the
mechanism of super-exchange, owing to the fact
that the electronic coupling between the donor and
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acceptor wave functions is mediated by a third center
that connects the two wave functions. A pathway is
defined as a combination of interacting bonds that
link the donor and the acceptor. Three types of steps
are distinguished, depending on whether the transfer
occurs between atoms that are connected through a
covalent bond (C), a hydrogen bond (H), or not
connected at all (S); in the latter case, the electron
must be transferred through space. The correspond-
ing attenuation factor for a transfer path can be
expressed as

fM ¼
YNC

i

eCi
YNH

j

eHj
YNS

k

eSk ½21�

where NC, NH, NS are the number of C, H, and S
paths, respectively; e are the individual attenuation
factors corresponding to a particular step in the
transfer path. Semi-empirical expressions for the e-
factors are

eC ¼ 0:6; eH ¼ 0:36e½�1:7ðR�2:8Þ�;

eS ¼ 0:6e½�1:7ðR�1:4Þ�

in which R is the distance between the two atoms
exchanging the electron. Such an approach predicts
that a-helices are characterized by a lower con-
ductivity than b-sheets.

Reorganization Energy in the ET Process

When an electron is transferred in an intermolecular
process, through the protein matrix, the distribution
of charge is different before and after the transfer, as
already mentioned. These changes have to be ac-
commodated by the local dielectric properties con-
tributed by polarizability, local bonds, reorientation
of polar side chains, dissociation or association of
protolytic groups, movements of ions in the solvent,
reorientation of solvent dipoles, etc. Additionally, the
local structure of the redox center might undergo
changes in configuration. All these physical effects
are accounted for by the reorganization energy l.

Marcus originally divided the reorganization en-
ergy into changes occurring at the redox center (inner
sphere) and those occurring in the surrounding pro-
tein/water matrix (outer sphere). Accordingly, l
can be separated into: l¼ liþ lo where li is the con-
tribution to the reorganizational energy of the inner
shell of atoms, close to the redox center, while
lo refers to atoms further out, generically called
‘‘solvent.’’

The inner-sphere reorganization energy li, which
reflects redox-dependent nuclear perturbations of the
redox centers, such as changes in bond lengths and
angles, can be expressed in terms of the inner shell

normal vibrational modes:

li ¼
1

2

X
j

kHjQ
2
j ½22�

where Qj is the displacement from the equilibrium
position of the jth normal coordinate caused by the
ET; the constant kHj being given by

kHj ¼
fDA
j fD

þA�

j

fDA
j þ fD

þA�

j

½23�

where fDA
j and fD

þA�

j are the force constants at the
equilibrium for DA to DþA� , respectively.

The outer-sphere reorganization energy, lo, which
reflects changes in the surrounding medium, such as
changes in solvent orientation, can be estimated from
the polarizability of the solvent, as considered to be a
continuous polar medium:

lo ¼ Ne

4peo

1

2R1
þ 1

2R2
� 1

R

� �
1

DOP
� 1

DS

� �
½24�

where Ne is the charge transferred from the donor to
the acceptor; R1 and R2 are the radii of the two
spherical reactants when in contact and R¼R1þR2;
DOP is the square of the refractive index of the me-
dium and DS is the static dielectric constant; eo is the
permittivity of space.

For redox centers that are buried within a protein,
lo may also include configurational changes in the
protein matrix and, for interprotein reactions, in the
interface between the donor and the acceptor pro-
teins. It is to be noted that the higher the dielectric
constant of the solvent, the larger is the value obtai-
ned for l. Furthermore, for nonpolar solvent, lo
vanishes and such a condition can be exploited to
obtain information on li.

In the framework of the Marcus theory (see eqn
[12] and Figure 2a), a decrease in the driving force,
for constant l, will displace the product potential
energy upward, causing DG� to increase and conse-
quently the ET rate to decrease. Similarly, at constant
�DG1, an increase in l will increase the horizontal
displacement of the product from the reactant, impo-
sing a higher activation barrier. Depending on the sign
of the quantity (DG1þ l), one can distinguish the so-
called normal region [(DG1þ l)40], the activation-
less region [(DG1þ l)¼ 0], and the inverted region
[(DG1þ l)o0]. These conditions are qualitatively
illustrated in Figure 3.

In the normal region [(DG1þ l)40], an increase in
the driving force accelerates the ET process, while it
slows down in the inverted region, thus representing
one of the most celebrated predictions of the Marcus
expression. Notably, when [DG1þ l¼ 0], the ET rate
is least affected by variations of T and l. For
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[(DG1þ l)o0], the slower the ET rate, the greater is
the energy liberated in the reaction, such a condition
being involved in the phenomenon of chemilumines-
cence. Furthermore, in the inverted region, the extent
of electron tunneling may become more relevant.

The reorganization energy l constitutes a crucial
parameter in the ET process. Many evaluations by ab
initio quantum mechanical calculations of l have
been done. However, despite their importance, direct
and precise measurements of the reorganization
energy l are quite difficult. Generally, it can be
extracted by measuring the dependence of the ET
rate upon �DG1 and using the fact that, from the
Marcus theory, the rate is expected to be maximal
when DG1¼ � l. Values for lB0.7 and 1 eV have
been commonly found for intra and interprotein ET,
respectively.

Perspectives and Final Remarks

Despite the large efforts devoted to investigate the
ET process in metalloproteins, many aspects still re-
main far from being fully clarified. Recent developm-
ents in spectroscopic and scanning probe techniques,
together with advanced computational approaches,

could help in a further elucidation of the ET process
in biomolecules. Laser ultrafast spectroscopy could
get insights into the subtle relationships among the
structure, dynamics, and functionality by also allo-
wing one to explore the role of water dynamics in the
ET process and to evaluate the reorganization energy.
The mechanisms involved in intra and intermolecular
ET could be deeply investigated by scanning tunnel-
ing microscopy and spectroscopy, whose role in the
study of biological systems is rapidly growing. Mo-
lecular dynamics simulations, also integrated with
quantum chemical calculations, can provide valuable
information about possible ET pathways, elucidating
at the same time, the interplay between the structural
and dynamical behavior and the role played by col-
lective motions.

From the practical side, the insights gained from
these studies could lead to the introduction of new
strategies to design synthetic ET systems with en-
hanced ET rates and efficiencies. In such a way, by
exploiting their nanoscale dimensions, these mole-
cules could be integrated into hybrid systems in the
perspective to build nanodevices and nano-biosensors.

See also: Metalloproteins, Structural Determination of.
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Figure 3 The harmonic potential energy of the states DA and DþA� as a function of the reaction coordinate Q, according to the

Marcus theory, for three representative cases: DG1þ l40, normal region; DG1þ l¼ 0, activationless region; DG1þ lo0, inverted

region.
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Introduction

About 30% of proteins in all living organisms contain
a metal ion. Such metalloproteins may be diamagne-
tic or paramagnetic systems, depending on the nature
of the metal ion and its spin state. The presence of a
diamagnetic metal ion in the protein does not affect
the NMR parameters appreciably, and the usual
techniques for protein solution structure determina-
tion can be applied, with the additional problem of
locating the metal ion. On the contrary, the presence
of a paramagnetic metal ion largely perturbs the
NMR parameters, as it affects both the signal line
widths and the intensity of the nuclear Overhauser
effects (NOEs). In fact, since the magnetic moment of
an unpaired electron is 658.2 times larger than that of
a proton, the major magnetic interaction of any nu-
cleus not far from the metal ion will be provided by
the dipolar coupling with the unpaired electron rather
than with other closer nuclei (Figure 1). Such inter-
action sizably increases both their longitudinal and

transverse relaxation rates – two parameters strongly
affecting the protein NMR spectra.

If R1M and R2M indicate the paramagnetic contri-
butions to the longitudinal and transverse relaxation
rates, respectively, the increase in nuclear signal line
width due to the presence of a paramagnetic metal
ion will be given by

Dv ¼ R2M=p

and the change in NOE intensity by

ZparaIðJÞ

ZdiaIðJÞ
¼

rIðJÞ þ rIðotherÞ
rIðJÞ þ rIðotherÞ þ R1M

where rIðJÞ is the contribution to longitudinal relaxa-
tion of nucleus I due to the coupling with nucleus J
and rIðotherÞ includes all other contributions to relaxa-
tion of nucleus I, with the exception of the coupling
with nucleus J and with the paramagnetic center, R1M.

The increase in line widths and the decrease of
NOE intensities make it more difficult to collect data
for structure calculations. For R1M4R1dia and
R2M4R2dia, the integrals of NOESY cross-peaks de-
crease linearly with R1M, and the scalar coupling
cross-peaks decrease quadratically with R2M. How-
ever, the presence of a paramagnetic metal ion makes
available a new class of structural restraints: the
paramagnetism-based restraints. The amount of in-
formation related to these new restraints is often able
to compensate the loss of information due to the ef-
fects described above. Paramagnetism-based re-
straints are derived from contact shifts (CSs),
pseudocontact shifts (PCSs), relaxation enhance-
ments, and residual dipolar couplings (RDCs) ari-
sing from partial metalloprotein self-orientation,
cross-correlation between Curie relaxation and di-
pole–dipole nuclear relaxation (CCR).

The availability of the paramagnetism-based re-
straints may also make it convenient to use a
paramagnetic metal ion in the place of a native di-
amagnetic metal or as a probe to be attached to a
protein.

�S

�I1

�I2

Figure 1 The magnetic interaction of a nuclear magnetic mo-

ment with the electron magnetic moment can be larger than that

between two close nuclei, due to the larger electron magnetic

moment.
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Paramagnetism-based restraints have also the
advantage of being often quicker to obtain than the
classical NOE restraints, especially for proteins of
large size. Therefore, the development of protocols
for their efficient use is of great perspective impor-
tance in order to increase the speed in solving protein
structures and to obtain structures of large proteins
employing NMR.

The Magnetic Susceptibility in
Diamagnetic and Paramagnetic Systems

All the paramagnetism-based effects indicated above
originate from the dipolar coupling between protein
nuclei and the unpaired electron(s) and from the pre-
sence of paramagnetic susceptibility, usually an an-
isotropic quantity, which is now introduced.

When a molecule is immersed in an external
magnetic field H0, an induced magnetic moment is
established along H0. A magnetization M thus arises,
defined as the induced magnetic moment per unit
volume, usually proportional to H0:

M ¼ wVB0

m0

where m0 is the permeability of free space and
B0¼ m0(H0þM)Em0H0. In systems that do not con-
tain paramagnetic ions, wV is the diamagnetic sus-
ceptibility, usually independent of B0 and is negative.

In paramagnetic systems, wV is dominated by the
paramagnetic susceptibility per unit volume, it is in-
dependent of B0 and is positive. An average induced
magnetic moment per particle, /mS, is, in fact, es-
tablished due to the different populations of the
electron energy levels, as a consequence of the fact
that the magnetic field splits the S manifold of a par-
ticle with spin S according to itsMS values (Figure 2).
The magnetic susceptibility per molecule, w, is de-
fined as

w ¼ VMwV
NA

¼ VMm0M
NAB0

¼ m0/mS
B0

where VM is the molar volume and NA is the
Avogadro constant.

The electron magnetic moment is related to the
electron spin according to the following equation:

l ¼ �mBgeS

where ge is the electron g factor and mB is the electron
Bohr magneton. The expectation value of l along
the direction of the applied magnetic field z, is thus
given by � mBgeSz. Analogously, the average induced
magnetic moment per particle is

/mS ¼ �mBge/SzS

where /SzS, the expectation value of Sz, in the high-
temperature approximation and in the limiting case
where there is no contribution from the orbital
magnetic moment, is given by

/SzS ¼ � gemBB0

3kT
SðSþ 1Þ

where k is the Boltzmann constant and T is the abso-
lute temperature. Therefore, the Curie law is obtained:

w ¼ m2Bg
2
e

m0
3kT

SðSþ 1Þ

If the orbital magnetic moment is considered, the
magnetic susceptibility becomes anisotropic, and must
be represented as a tensor. As a consequence, the
average induced magnetic moment depends on the
orientation of the v-tensor with respect to the direction
of the applied magnetic field:

/lS ¼ v .B0

m0

The energy of a magnetically anisotropic molecule,
with average magnetic moment per particle /lS, in a
magnetic field is given by

Eaniso ¼ �
Z /mS

0

B0 . d/lS ¼ � B0 . v .B0

2m0

The fact that the energy is orientation dependent has
an influence on the probability that the molecule ori-
ents along different directions.

The Dipole–Dipole Interaction

The point dipole–point dipole interaction between two
particles possessing a magnetic moment is described

z 

x 

y

x

B0

∆E = ge�BB0MS =±½ 

z 

Mz

y

Figure 2 A magnetization arises due to the different population of the electron energy levels corresponding to MS ¼ 1=2 and

MS ¼ �1=2.
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by the Hamiltonian

H ¼ � m0
4p

3ðl1 . rÞðl2 . rÞ
r5

� l1 . l2
r3

� �

where m1 and m2 are the interacting magnetic moments
and r is the vector connecting the two point dipoles
(Figure 3). The magnetic moment of the proton is rela-
ted to its spin I by the relationship mI ¼ _gII, where gI
is the proton magnetogyric ratio and _ ¼ h=2p is the
Planck constant. Therefore, if the dominant interac-
tion is between a proton and the average induced
electron magnetic moment, the dipolar Hamiltonian
can be written as

H ¼ � _gI
4p

3ðI . rÞðr . v .B0Þ
r5

� I . v .B0

r3

� �
¼ _gII . r .B0

where r is called dipolar shielding tensor. In case a
reference system is chosen with axes coinciding with
the main directions of the v-tensor and origin on the
metal ion, the dipolar shielding tensor is

s ¼ � 1

4pr5

�
ð3x2 � r2Þwxx 3xywyy 3xzwzz

3xywxx ð3y2 � r2Þwyy 3yzwzz
3xzwxx 3yzwyy ð3z2 � r2Þwzz

0
B@

1
CA

where wxx, wyy, and wzz are the principal components of
the magnetic susceptibility tensor and x, y, and z are
the coordinates of the nucleus in that reference system.

Pseudocontact Shift Restraints

The rotational average of the dipole–dipole interac-
tion between the nucleus magnetic moment and the

average induced electron magnetic moment causes a
shift of the NMR signals, called PCS. It is calculated
by taking the average of the values of the dipolar
interaction energy along three principal directions,
divided by the Zeeman energy _gIB0, and thus it is
given by

dpcs ¼ � 1

3
TrðsÞ

Therefore, in the case where the reference frame co-
incides with the main directions of the v-tensor, with
the metal ion in the origin,

dpcs ¼ 1

12pr3

�
ð3x2 � r2Þwxx þ ð3y2 � r2Þwyy þ ð3z2 � r2Þwzz

r2

The latter equation can be written in polar coordi-
nates by using the W and j angles to specify the po-
sition of the nucleus in this reference frame,

dpcs ¼ 1

12pr3

� Dwaxð3 cos2 W� 1Þ þ 3

2
Dwrh sin2 W cos 2j

� �

where Dwax and Dwrh are the axial and rhombic an-
isotropy parameters of the magnetic susceptibility
tensor of the metal,

Dwax ¼ wzz �
wxx þ wyy

2
; Dwrh ¼ wxx � wyy

It should be noted that the PCS depends only on the
anisotropy of v and not on its magnitude. If the
magnetic susceptibility is isotropic, the rotational
average of the dipolar energy is zero, and no PCS
occurs.

In conclusion, PCS restraints depend on the coor-
dinates of the protein atom, on the values of the
magnetic susceptibility anisotropies, and on the three
Euler angles defining the principal frame of the mag-
netic susceptibility tensor. Figure 4 shows the form
of the surface where a nucleus can stay, for a given
positive (dark gray) or negative (light gray) value of
the PCS and for a given magnetic susceptibility ten-
sor, in the limiting cases of no ðDwrh ¼ 0Þ and maxi-
mal ðDwrh ¼ 2Dwax=3Þ rhombicity.

Relaxation Enhancement Restraints

The recovery to equilibrium of a nuclear spin system
is characterized by two time constants, the longi-
tudinal and the transverse relaxation times, indica-
ted by T1 and T2, respectively, or by their inverse R1

and R2. The longitudinal relaxation time, also called
spin–lattice relaxation time, is the time constant for

B0

�1

�2

r

Figure 3 The dipole–dipole interaction between two magnetic

moments. The nuclear magnetic moment is along B0, whereas

the electron magnetic moment can be along a different direction

due to the anisotropy of the magnetic susceptibility tensor.
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the evolution of the component of the nuclear
magnetization along the magnetic field direction to-
ward its equilibrium value. The more numerous and
efficient the mechanisms allowing the nuclear spin to
jump from one nuclear energy level to another, the
shorter the longitudinal relaxation time.

The transverse, or spin–spin, relaxation time is
related to the lifetime of the magnetization compo-
nent in the plane perpendicular to the magnetic field
direction, which is zero at equilibrium. The mecha-
nisms causing transverse relaxation comprise those
causing longitudinal relaxation, but they are more
numerous/efficient, and therefore R2XR1.

The dipolar interaction energy between the elec-
tron-spin magnetic moment and the proton magnetic
moment can fluctuate in time due to changes in the
metal–nucleus distance, for example, detachment of
a coordinated molecule bearing the nucleus of inter-
est, rotation of the complex with respect to the exter-
nal magnetic field, or changes in the Mz or Mxy

components of the electron-spin magnetic moment
(electron relaxation). All these three processes repre-
sent mechanisms leading to nuclear relaxation, and
thus causing the so-called paramagnetic enhance-
ment of the longitudinal and transverse relaxation
rates, R1M and R2M, respectively.

The resulting equation for R1M is proportional to the
average of the square of the dipolar interaction energy
and to the appropriate spectral density functions:

R1M ¼ 2

15

m0
4p

� �2 g2I g
2
em

2
BSðSþ 1Þ
r6

� tc
1þ ðoI � oSÞ2t2c

þ 3tc
1þ o2

I t
2
c

"

þ 6tc
1þ ðoI þ oSÞ2t2c

#

where oI ¼ gIB0 is the proton Larmor frequency, oS is
the electron Larmor frequency ðoS ¼ 658:2oIÞ, and tc
is the correlation time related to the mechanisms re-
sponsible for relaxation:

ðtdipc Þ�1 ¼ t�1
s þ t�1

r þ t�1
M

given by the shortest among the electron relaxation
time ts, the reorientational time tr, and the exchange
time tM. In metalloproteins, tc is generally equal to ts.

Analogously, the equation for nuclear transverse
relaxation rate enhancement is

R2M ¼ 1

15

m0
4p

� �2 g2I g
2
em

2
BSðSþ 1Þ
r6

� 4tc þ
tc

1þ ðoI � oSÞ2t2c
þ 3tc
1þ o2

I t
2
c

"

þ 6tc
1þ ðoI þ oSÞ2t2c

þ 6tc
1þ o2

St
2
c

#

In the case of lanthanides and actinides, the term
gJJðJ þ 1Þ should replace geSðSþ 1Þ.

The former equations, calculated for systems with-
out zero-field splitting and hyperfine coupling with the
metal nucleus, are called Solomon equations. Such
equations can be used to provide restraints for solution
str7ucture determination as they contain a dependence
on the distance between the resonating nucleus and
the unpaired electron(s) at the sixth power, thus being
very effective for locating the metal ion in the protein
frame and for determining nuclear–metal distances for
protons close to the paramagnetic center.

The modulation of the dipole–dipole interaction of
the nuclear spin with the average induced electron
magnetic moment /mS provides a further relaxation
contribution. This relaxation mechanism is usually
called magnetic susceptibility relaxation or Curie spin
relaxation. Such interaction, of course, cannot be
modulated by the electron relaxation, since /SzS is
already an average over the electron spin states, and
therefore the relevant correlation time is determined
by tr (in case, tM is longer). The contributions to R1M

and R2M provided by this mechanism (in the approx-
imation of isotropic magnetic susceptibility) are

R1M ¼ 2

5

m0
4p

� �2 o2
I g

4
em

4
BS

2ðSþ 1Þ2

ð3kTÞ2r6
3tr

1þ o2
I t

2
r

R2M ¼ 1

5

m0
4p

� �2 o2
I g

4
em

4
BS

2ðSþ 1Þ2

ð3kTÞ2r6

� 4tr þ
3tr

1þ o2
I t

2
r

� �

In the case of lanthanides and actinides, the term
g4J m

4
BðJðJ þ 1ÞÞ2, or more properly the experimental

(a) (b)

Figure 4 Surface constraint for a nucleus with a positive (dark

gray) or negative (light gray) PCS value in the case of (a) axial

paramagnetic susceptibility tensor (Dwrh ¼ 0) or (b) maximal

rhombicity (Dwrh ¼ 2 Dwax/3) of the paramagnetic susceptibility

tensor. The metal is located at the origin.
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meff
4 value, when available, should replace

g4em
4
BðSðSþ 1ÞÞ2.
The effect of Curie relaxation on R2M, and thus

on line widths, is very important in paramagnetic
metalloproteins, especially at high magnetic fields,
due to the large value of the rotational timer tr,
compared to the normally shorter electron relaxation
time, which appears in the Solomon equation. The
effect on R1M, which does not contain nondispersive
terms, is instead usually negligible.

Cross-Correlation between Curie and
Dipole–Dipole Relaxation Restraints

A novel kind of restraint, yet to be fully exploited, is
the cross-correlation arising between the dipole–di-
pole interaction between two nuclei (for instance, N
and H in a protein amide bond) and the dipolar in-
teraction between the magnetic moment of one of the
two nuclei and the average induced electron magne-
tic moment, both the interactions being modulated
by the rotational time. Such cross-correlation con-
tributes to nuclear relaxation.

As for the cross-correlation present in diamagnetic
systems between the dipole–dipole interaction and the
chemical-shielding anisotropy, the cross-correlation be-
tween Curie and dipolar relaxation causes a difference
in the line width of the two doublet components of, for
example, the amide H (or the amide N). This differ-
ence in line width for the amide H, in the approxima-
tion of isotropic magnetic susceptibility, is given by

DvCCR1=2 ¼ 2

15p
m0
4p

� �2 B0g2HgNm
2
Bg

2
e_SðSþ 1Þ

r3r3HNkT

� 3 cos2 yMHN � 1

2
4tr þ

3tr
1þ o2

I t
2
r

� �

where the angle yMHN is that between the proton–
nitrogen direction and the proton–metal ion direction
and r is the proton–metal ion distance.

CCR restraints thus structurally depend on the
inverse of the metal–proton distance at the third power
and on the metal–proton–nitrogen angle. Their mag-
nitude increases with the magnetic field and with the
metal magnetic susceptibility, rather than with its an-
isotropy. Coupling between CH or CC pairs can also
give rise to cross-correlation with Curie relaxation.

Self-Orientation Residual Dipolar
Coupling Restraints

The dipole–dipole interaction between the magnetic
moments of two unlike nuclei is given by

H ¼ � m0
4p

_2gAgB
r2AB

IAz I
B
z ð3 cos2 g� 1Þ

where rAB is the distance between the two nuclei A
and B and g is the angle between the interspin vector
r and the external magnetic field, along which both
the nuclear magnetic moments are quantized. The
isotropic rotational average value of the dipolar cou-
pling is zero. However, in case the different orientat-
ions are not all equally populated, different weights
must be considered for the different directions, and
therefore an RDC arises:

Dvrdc ¼ DE
h

¼ �m0_gAgB
4p2r3AB

3 cos2 g� 1

2

� 	

This can be written as a function of an orientation
tensor-S:

Dvrdc ¼ � m0_gAgB
8p2r3AB

½Szzð3 cos2 Y� 1Þ

þ ðSxx � SyyÞsin2 Y cos 2F�

where Y is the angle between the AB vector and the z-
axis of the orientation tensor, and F is the angle which
describes the position of the projection of the AB vector
on the xy-plane of the S-tensor, relative to the x-axis.

As noted already, the presence of an anisotropic
metal magnetic susceptibility induces PCS. It can also
contribute to partial orientation of the molecule in
high magnetic fields.

The degree of alignment of a molecule relative to a
magnetic field can be described by the principal
components of the orientation tensor S, defined as

Sii ¼

R
3 cos2 a�1

2 exp � Eaniso

kT ða; bÞ
h i

d cos a dbR
exp � Eaniso

kT ða; bÞ
h i

d cos a db

where a and b are the polar angles describing the
direction of B0 in the molecular frame and Eaniso(a,b)
is the anisotropic energy of the molecule in a field B0.
Therefore, one obtains:

Sii ¼
3

2

B2
0

15m0kT
ðwii � %wÞ

The RDC due to paramagnetism can thus be ex-
pressed as a function of Dwax and Dwrh,

Dvparardc ¼ � 1

4p
B2
0

15kT

gAgB_
2pr3AB

� Dwaxð3 cos2 Y� 1Þ
�

þ 3

2
Dwrh sin2 Y cos 2F

�

where the angles Y and F are defined in the princi-
pal frame of the paramagnetic susceptibility tensor.
Dvparardc represents the difference in the measured 1J
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values between the paramagnetic system and a di-
amagnetic analog.

The functional form for PCS and RDC is the same.
It is, however, important to note that the polar angles
in the equation for RDC define the orientation of the
coupled nuclei independently of their position with
respect to the metal ion. Figure 5 shows the surface
restraint determined by a given value of the RDC and
a given magnetic susceptibility tensor with no and
maximal rhombicity.

Contact Shift (and Hyperfine Shift)
Restraints

CSs are due to the presence of unpaired electron spin
density onto the resonating nucleus, which occurs
through direct spin delocalization and/or spin polar-
ization. CSs contain structural information because
they are somehow related to chemical bonds, al-
though only in a few cases this information can be
translated into structural constraints.

In the case of Fe4S4
2þ clusters (Figure 6a), it has been

found that the CS of the bCH2 protons of coordinated
cysteines depends on the FeSCH dihedral angle y as

dc ¼ a sin2 yþ b cos yþ c

where aD10.3, bD� 2.2, and cD3.9ppm. The dom-
inant dependence on sin2 y is ascribed to the fact
that the spin density is in a p-orbital of the S- atom
orthogonal to the Fe–S bond (Figure 6b). The rela-
tive values of the constant c with respect to a give
an idea of the importance of the processes of elec-
tron delocalization through the s-bond of Fe–S with
respect to the p-bond of Fe–S. In these clusters, the
observed hyperfine shifts are essentially contact shifts
in origin.

The hyperfine shifts (given by the sum of contact
and pseudocontact contributions) of heme methyl
protons are given by the following heuristic equa-
tion in low-spin Fe(III) heme proteins containing a

histidine and a cyanide as axial ligands, at 298K,

di ¼ a sin2ðgi � aÞ þ b cos2ðgi þ aÞ þ c

aD18:4; bD� 0:8; cD6:1

where gi is the angle between the metal–pyrrole II
axis and the metal–ith-methyl direction, and a is the
angle between the metal–pyrrole II axis and the di-
rection of the histidine ring plane (Figure 7). In fact,
the unpaired electron occupies one metal 3d-orbital
that has the correct symmetry to form p-bonds with
the axial ligand, and thus the contact contribution
will be zero when the methyl protons lie in the nodal
plane, and maximal when the methyl protons lie
along the direction of the axial p-interaction, and
thus dcipsin2ðgi � aÞ. On the other hand, since the
z-axis of the magnetic susceptibility tensor is always
approximately perpendicular to the heme plane, the
PCS is proportional to a function of the type dpcsp k
cos 2j� l, with the wx-axis rotated clockwise from

(a) (b)

Figure 5 Surface constraint for a nucleus with a positive (dark

gray) or negative (light gray) RDC value in the case of (a) axial

magnetic susceptibility tensor or (b) maximal rhombicity of the

magnetic susceptibility tensor. The coupled nucleus is located on

the origin.
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Figure 6 (a) Cybane-type Fe4S4 cluster. (b) Dihedral angle y
between the Fe–S–C plane and the S–C–H plane in the case of

the spin density being in a p- orbital of the S- atom orthogonal to

the Fe–S bond.
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Figure 7 The g angles for the four methyl groups (indicated with

a dot) are defined as the angles between the metal–methyl ith

vector and the x-axis, taken along the metal–pyrrole II direction.

The angle a defines the direction of the histidine ring plane.
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the metal–pyrrole direction by an angle which is the
same in magnitude, but opposite in direction, to
the angle a. Therefore, j ¼ gi þ a, and the equation
given above is obtained.

Finally, the hyperfine shifts of methyl protons are
given by the following heuristic equation in low-spin
Fe(III) heme proteins containing two histidines as
axial ligands:

di ¼ cos b½a sin2ðgi � aÞ þ b cos2ðgi þ aÞ þ c�
þ d sin b

aD38:8; bD� 10:5; cD� 1:1; dD9:4

where a is the angle between the bisector of the angle
b and the metal–pyrrole II axis, and b is the acute
angle between the two histidine planes.

Similar considerations can be made for Fe(II) heme
proteins with a single histidine in an axial position,
when the electron configuration is high-spin and the
shifts of the methyl protons are determined by a
mixture of s- and p-delocalization mechanisms.

Collecting the Paramagnetism-Based
Restraints

The NMR parameters that can be obtained by per-
forming NMR experiments are the chemical shift,
the longitudinal relaxation rate, and the transverse
relaxation rate. For a given nucleus, the chemical shift
is defined as the resonating frequency of the nucleus
with respect to a reference signal (in Hz). The chem-
ical shifts result from the sum of two contributions:
the diamagnetic shift, arising from the shielding of the
observed nucleus from the external magnetic field due
to electrons around, and the paramagnetic shift or
hyperfine shift, which consist of the pseudocontact
and the contact contributions:

dexp ¼ ddia þ dc þ dpcs

As seen earlier, the contact contribution is present
only for nuclei close to the paramagnetic center, since
it can arise only if electron spin density can be
delocalized on the investigated nuclei. Therefore, only
the pseudocontact term can affect the hyperfine shift
of amino acids that are not directly bonded to the
metal center or H-bonded to the donor atoms.

In order to calculate dpcs, it is necessary to evaluate
ddia. This can be done, to a good approximation, by
performing the measurements on the analog diamagne-
tic protein, obtained by removing the paramagnetic
metal ion, by substituting the metal ion with a di-
amagnetic metal with the same charge, or by reducing
the paramagnetic metal to a diamagnetic state.

PCSs have been measured, among others, in many
low-spin iron(III) heme containing proteins (Figure 8

shows those measured in cytochrome b5) and in lan-
thanide-substituted calcium-binding proteins (e.g., cal-
modulin, parvalbumin, and calbindin). As noted
previously, their magnitude depends on the magnetic
susceptibility anisotropy of the metal. Estimates of the
latter are reported in Table 1 for some metal ions.
Figure 9 shows the observed PCS in the protein cal-
bindin D9k after substitution of Ce(III), Yb(III) or Dy(III)
in the C-terminal calcium-binding site. Metal ions
characterized by a small magnetic anisotropy (e.g.,
Ce(III)) permit one to obtain values only for nuclei at
short distances, whereas metal ions characterized by a
large magnetic anisotropy (e.g., Dy(III)), although they
do not provide information for nuclei close to the
metal ion, due to the excessive line-broadening caused
by Curie relaxation, permit the observation of values
for nuclei that are much farther away from the metal.

Once the PCSs have been used to determine the
magnetic susceptibility tensor and the structure is
known, the contact contribution to the hyperfine
shifts for atoms in amino acids close to the metal
ion can be obtained. In fact, the pseudocontact con-
tribution for such atoms can be calculated and sub-
tracted from the hyperfine shift.

Porphyrin  
containing a 
Fe(III) ion 

Figure 8 Observed PCS for the heme protein cytochrome b5.

The size of the balls is proportional to the magnitude of the

negative (light gray) or positive (dark gray) PCS.

Table 1 Magnetic susceptibility and pseudocontact shifts for

some metal ions

wav

ð10�32 m3Þ
Dwax

ð%Þ
dpcs for r ¼ 10 Å

and y ¼ 0�

ðppmÞ

Fe(III) HS 31 10 1.6

Fe(III) LS 3 80 1.3

Fe(II) 21 10 1.1

Co(II) 13 40 2.8

Ce(III) 5 35 0.9

Dy(III) 99 35 18.4

Yb(III) 15 45 3.6
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Coupled nuclei experience 1J splittings of the
observed nucleus signals. Such splittings can be
measured in HSQC spectra or in J-modulated exper-
iments, and are given by the sum of the diamagnetic
1J contribution, due to the scalar coupling and dia-
magnetic RDC, and the paramagnetic contribution.
The values for Dvrdc

para can be obtained after subtrac-
tion of the 1J measured at the same field and tem-
perature on the analog diamagnetic protein, obtained
by removing the paramagnetic metal ion, by subs-
tituting the metal ion with a diamagnetic metal with
the same charge, or by reducing the paramagnetic
metal to a diamagnetic state. Paramagnetic RDCs
have been measured for many metalloproteins.
Those related to the protein Ce(III)-calbindin D9k

are shown in Figure 10.

Relaxation rates are also measured as the sum of
the diamagnetic and the paramagnetic contributions.
Again, the diamagnetic contribution can be evaluated
by performing measurements on the diamagnetic
analog of the protein, by removing the paramagnetic
metal ion or by substituting it with a diamagnetic one.
Another way to estimate the diamagnetic contribution
consists in taking an average among all the experi-
mental relaxation rates that are below a given thresh-
old value in the paramagnetic metalloprotein. In fact,
R1M is proportional to r� 6, and thus it becomes
negligible for nuclei far from the paramagnetic center,
whereas it is dominant for nuclei close to the para-
magnetic center.

Transverse relaxation rates are related to signal
line widths. The difference in the line width (in Hz)
measured at half-height of, for example, the two
components in the proton dimension of the HN
doublet in the HSQC spectra of 15N enriched para-
magnetic metalloproteins is given by Dv1/2

ccr , and it
can be used as an additional restraint for protein so-
lution structure determination. Figure 11a reports
the observed values for amide proton cross correla-
tions between Curie and dipolar relaxation in the
Ce(III)-substituted protein calbindin D9k, and Figure
11b reports the CCR values observed in meta-
quomyoglobin.

Solution Structure Determination
Programs

Calculations of the solution structure of metallopro-
teins by employing paramagnetism-based restraints
are normally performed using a modified version
of the program DYANA, called PARAMAGNETIC
DYANA, or the Xplor-NIH package. Both programs
use molecular dynamics for energy minimization com-
bined with a simulated annealing algorithm to calcu-
late a family of structures starting from randomly

Dy(III)Ce(III)

(a) (b) (c)

Yb(III)

Figure 9 Observed PCS for the N and HN nuclei of the protein calbindin D9k after substitution of (a) Ce(III), (b) Yb(III), or (c) Dy(III) in the

C-terminal metal binding site. The size of the balls is proportional to the magnitude of the negative (light gray) or positive (dark gray)

PCS.

Ce(III)

Figure 10 Observed self-orientation RDC for the HN atoms

of the protein calbindin D9k after substitution of Ce(III) in the

C-terminal metal binding site.
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generated conformers. Any metal ion and the relative
magnetic susceptibility tensor axes are represented
using pseudo-atoms as shown in Figure 12.

The paramagnetism-based restraints are introdu-
ced by calculating a pseudopotential El, for each
class of new restraints

El ¼
X
i

wi½maxðjXi;obs �Xi;calcj � toli; 0Þ�2

to be added to the global target function, which is
the quantity to be minimized. The index i runs over
all experimental data of the considered class of
restraints; tol indicates the tolerance, and wi the
weighting factor for that restraint. Xi,obs represents
the experimental data and Xi,calc the calculated val-
ues in the present protein configuration according to
the equations provided above.

PARAMAGNETIC DYANA and PARArestraints
for Xplor-NIH use the PCS and RDC restraints by
keeping fixed the values of the magnetic susceptibil-
ity anisotropies during the annealing process. These

parameters (Dwax and Dwrh), which can be initially
estimated from theoretical predictions, can be obtai-
ned by fitting the observed data on the protein struc-
ture. Therefore, both their values and the protein
structure are actually obtained by a few cycles of
structure calculations and fit on the protein structure,
until convergence is reached.

Conclusions

It has been shown that paramagnetism-based restraints
can provide relevant information for solution structure
determination of paramagnetic metalloproteins, both
around the metal ion and in the whole protein. CS can,
in fact, identify the metal ligands and can provide di-
hedral angle restraints on the metal ligands. PCSs con-
tain information on the coordinates of the metal ion
and on the position of the protein atoms in the frame
of the magnetic susceptibility tensor. Nuclear relaxa-
tion rates provide metal–nucleus distances. Cross-cor-
relations contain information on distances and angles
among the metal ion and coupled nuclei. Self-orienta-
tion RDCs provide information on the orientations of
internuclear vectors in the magnetic susceptibility
frame. All these restraints are vital for obtaining in-
formation around the metal ion, where it is usually
missing, and can actually be precious to increase the
accuracy of the protein structure. Furthermore, it is
demonstrated that they provide enough information to
be an alternative to classical diamagnetic restraints for
protein solution structure determination.

See also: Metalloproteins, Electron Transfer in; Solid-
State NMR Structural Studies of Proteins.

PACS: 87.15.� v; 82.56.�b; 82.56.Dj; 82.56.Pp;
82.56.Ub; 33.25.þ k; 33.15.Kr; 61.18.Fs; 75.20.�g;

Ce(III)

(a) (b)

Fe(III)

Figure 11 Observed CCR for the HN atoms (a) of the protein calbindin D9k after substitution of Ce(III) in the C-terminal metal binding

site, (b) of met-myoglobin, a heme protein containing high-spin Fe(III).

AZ 

M
AY 

AX

Figure 12 A pseudoresidue is defined containing pseudo-at-

oms needed to represent in the protein frame the position of the

metal ion and the directions of the principal axes of the magnetic

susceptibility anisotropy tensor.
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75.30.�m; 75.30.Gw; 75.30.Cr; 76.20.þq; 76.60.� k;
76.60.Cq; 76.60.Es
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Nomenclature

B0 magnetic induction (kgA � 1 s� 2)
ES;MS

Zeeman energy of the level (kgm2 s� 1)
ge electron g factor
_ Planck constant h=2p (kgm2 s� 1 rad� 1)
H0 external magnetic field (Am� 1)
I nuclear spin angular momentum
1J coupling constant (s� 1)
k Boltzmann constant (kgm2 s� 1K� 1)
M magnetization (Am� 1)
MS one-electron spin angular momentum

quantum number
NA Avogadro constant (mol� 1)
r distance (m)
R1dia diamagnetic contribution to the longit-

udinal relaxation rate (s� 1)
R2dia diamagnetic contribution to the trans-

verse relaxation rate (s� 1)
R1M paramagnetic contribution to the longit-

udinal relaxation rate (s� 1)
R2M paramagnetic contribution to the trans-

verse relaxation rate (s� 1)
S electron spin angular momentum
S orientation tensor
T temperature (K)
VM molar volume (m3mol� 1)
gI nuclear magnetogyric ratio

(rad kgA� 1 s� 3)
d chemical shift
Dv line width (Hz)
Dwax axial magnetic susceptibility anisotropy

(m3)
Dwrh rhombic magnetic susceptibility anisot-

ropy (m3)
l magnetic moment (Am2)
m0 permeability of a vacuum (kgms� 2A� 2)
mB electron Bohr magneton (Am2)
rI(J) contribution to longitudinal relaxation

of nucleus I due to the coupling with
nucleus J (s� 1)

r dipolar shielding tensor
tc correlation time (s)
tM exchange time (s)
tr reorientational time (s)
ts electron relaxation time (s)
v magnetic susceptibility per molecule (m3)
wv susceptibility per unit volume
oI nuclear Larmor frequency (rad s� 1)
oS electron Larmor frequency (rad s� 1)

Metallurgy See Alloys: Aluminum; Alloys: Copper; Alloys: Iron; Alloys: Magnesium; Alloys: Overview;

Alloys: Titanium; Crystalline Organic Metals.
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Introduction

Metals are usually or phenomenologically character-
ized by the physical properties of their excellent elec-
trical and thermal conductivity, ductility, etc. From
the point of view of electronic structure, crystals are
clearly divided into metals and nonmetals: metals
have Fermi surfaces and nonmetals do not. At zero
temperature, in the Brillouin zone (which is defined
as the Wigner–Seitz cell in the reciprocal space),
Fermi surfaces separate two parts, in one of which
the electron levels are occupied and in the other they
are empty.

When the inversion symmetry is conserved in a
paramagnetic crystal, as expected in many crystals,
each state for electrons is doubly degenerate (the
spin–orbit interaction lifts the degeneracy even in
paramagnetic states, if the inversion symmetry is
lost.) In this case, crystals with an odd number of
electrons in the primitive unit cell must have Fermi
surfaces, because the highest occupied electrons can-
not fill whole of the Brillouin zone. Metals with this
property are known as ‘‘uncompensated metals.’’ On
the other hand, crystals can be insulators, when the
number of electrons in the primitive unit cell is
even. Even in this case, they can be ‘‘compensated
metals,’’ where ‘‘compensated’’ means that the num-
ber of electrons equals the number of holes (holes
represent the portion in the Brillouin zone unoccu-
pied by electrons).

Most of the physical properties of metals are char-
acterized by the Fermi surfaces, which represent the
number of carriers, effective masses, anisotropy, etc.
When metals undergo phase transition to supercon-
ductivity, magnetic ordering, or another ordered
state, at low temperatures, the Fermi surfaces are
related to the physical properties of the transition.

In early years, most of the elemental metals were
comprehended based on the nearly free electron
model. However, for most of the ordered alloys and
compounds, numerical simulation is necessary to
represent the Fermi surfaces. Otherwise, it is not
possible to predict, for most of them, the metallic/
nonmetallic nature. In recent years, Fermi surfaces of
many crystals have been determined precisely by
such simulation with highly developed computer re-
sources and one-particle approximation, which is

mostly the local-density approximation (LDA) in the
density-functional theory.

Here, electronic structures and the Fermi surfaces
are briefly reviewed. All of the figures presented are
originally calculated and drawn by using a full-po-
tential linear augmented plane-wave method and the
LDA.

Nearly Free Electron Metals

The simplest picture for metals is given by a nearly
free electron model. In this model, electrons behave
as if they were noninteracting, moving through a
weak periodic potential. The wave function of a
Bloch state with the irreducible representation k in
the translational group can be written as

ckðrÞ ¼
X
K

ck�Ke
iðk�KÞ . r

where K stands for reciprocal lattice vectors. The
coefficient ck�K and the energy level Ek are deter-
mined with the Fourier components of the crystal
potential UK as

_2

2m
ðk� KÞ2 � ek

" #
ck�K þ

X
K 0

UK 0�Kck�K 0 ¼ 0

If UKB0 for any K, ekB(_2/2m)(k� K)2

These electrons can be realized in some alkali and
alkaline-earth metals and aluminum. The energy dis-
persion for Na in the first Brillouin zone almost sat-
isfies ek ¼ ð_2=2mÞðk� KÞ2, as shown in Figure 1.
The density of states D(E) has the energy dependence
as DðEÞBðm=_3p2Þ

ffiffiffiffiffiffiffiffiffiffi
2mE

p
just like free electrons,

except the fine structure from the band splitting due
to the effect of the weak crystal potential. (Note that
the unit of D(E) in figures is ‘‘states/(Ry � Primitive
cell).’’) Electrons in Mg and Al also show such free-
electron-like energy dispersions, even in other types
of empty lattices, as shown in Figures 2 and 3.

In Na, Mg, and Al, the valence electrons actually
have nodes (2 for 3s, 1 for 3p) due to the large at-
tractive potential near the nucleus, so they are never
free electrons. This situation can be understood as
follows. A Bloch state is generally written as

cnkðrÞ ¼ unkðrÞeik
. r

where n stands for a quantum number inside one
atom and unkðrÞ is a function with the periodicity of
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the Bravais lattice:

unkðr þ RÞ ¼ unkðrÞ

The atomic orbitals are sometimes used for unkðrÞ.
The simplest case of unkðrÞ ¼ const. obviously

leads to a plane wave. Even when unkðrÞ oscillates
very near the nucleus, it can behave like free elec-
trons, if unkðrÞBconst: far from the nuclei, that is, in
the interstitial regions. To relate the plane waves with
atomic orbitals, one should remember the well-
known identity

eik
. r ¼ 4p

XN
l¼0

Xl

m¼�l

iljlðkrÞYm�
l ðk̂ÞYm

l ðr̂Þ

where jl(kr) are spherical Bessel functions of order l,
Ym

l ðr̂Þ are spherical harmonics, and l and m are the
angular momentum and magnetic quantum numbers.
Electrons with the radial wave function Rlðe; rÞ, with
roS, can be treated as free electrons, when

d

dr
ln Rlðe; rÞ

����
S

B
d

dr
ln jl

ffiffiffiffiffiffiffiffiffi
2me

p

_
r

 !�����
S

for a large S. This is realized in Na, Mg, and Al,
because the positive charges of nuclei are well
screened by the Ne core ðð1sÞ2ð2sÞ2ð2pÞ6Þ electrons.

Therefore, the plane-wave bands consist of higher-
l components. In the higher-symmetry points in the
Brillouin zone, the bands can be distinguished into
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Figure 2 Energy band structure (right) and the density of states (left) of magnesium in the hexagonal structure.
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Figure 1 Energy band structure (right) and the density of states (left) of sodium in the body-centered cubic (b.c.c.) structure.

380 Metals and Alloys, Electronic States of (Including Fermi Surface Calculations)



the pure s or p bands, for example, the bottom con-
tains only the s component. At the Brillouin zone
boundary, the s band and p band are nearly degene-
rated, which is clearly seen at the L point in the case
of Al, as in Figure 3.

The Fermi surfaces of Al are complicated in shape,
but easily comprehended by a systematic procedure
to convert a spherical Fermi surface into the first
Brillouin zone, as described by Harrison in 1959.

The valence electrons in Li and Be with (1s)2 core
electrons do not behave as those in Na and Mg, as
shown in Figures 4 and 5. The crystal potential af-
fects the energy dispersions, particularly in the
Brillouin zone boundary. The electronic structure of

Li should be recognized as a mixture between atomic
orbitals and free electrons. Actually, the depression in
the density of states is clearly seen. Li with a half-
filled band shows, however, a similar Fermi surface
as in free electrons, while the density of states at the
Fermi level in the depression in Be (four electrons in
the primitive cell) is much smaller than that expected
from a free-electron model.

Noble Metals (Cu, Ag, Au)

In noble metals, there are 11 valence electrons as
ðndÞ10ððn þ 1ÞsÞ1, with n¼ 3 (Cu), 4 (Ag), and 5
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Figure 3 Energy band structure (right) and the density of states (left) of aluminum in the f.c.c. structure.
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(Au). ðndÞ10 electrons are almost fully occupied,
hence the noble metals are often thought to be
monovalent metals. In fact, s and p electrons in noble
metals behave as free electrons such as those in Na,
while d electrons have the characteristics of the
atomic orbitals, because the main part of the wave
function is located much more inside than that of s
and p electrons. Thus, the five bands with small
energy dispersions for d electrons appear in the elec-
tronic band structure in Cu, as in Figure 6, where the
d bands are located below the Fermi level. Then, the
noble metals are monovalent metals. The plane-wave

band with s character can hybridize with the d bands
in the whole of the Brillouin zone, resulting in
bonding and antibonding bands, while the plane-
wave band with p character is left undisturbed. In the
f.c.c. lattice, the p-character band shows the lowest
energy at the L point, which is the closest point to the
G point, on the Brillouin zone boundary.

Consequently, the conduction band is similar to
the plane wave, except the low-lying part near the L
point. Therefore, the Fermi surface is nearly spherical
with the connected part, called the neck, centered at
the L point, as shown in Figure 6.
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Figure 5 Energy band structure (right) and the density of states (left) of beryllium in the hexagonal structure.
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The electronic structures of silver and gold resem-
ble that of copper, except the location and the width
of the d bands, as shown in Figure 7. The band-
widths become larger from copper to gold, because
5d electrons have a larger tail outside the core elec-
trons. Meanwhile, the position of the d bands is the
deepest in silver, so that there is no absorption from
the d bands in the energy region of the visible spec-
trum. As the conduction band is less affected by the
deeper d bands, the neck is the smallest in silver.

The core electrons screen the nucleus charge for
the 4d electrons in silver to a lesser degree than for
the 3d electrons in copper; the energy level of the 4d
electrons becomes relatively deeper than that of the
3d electrons. One can expect much deeper d bands in
gold; however, the relativistic effect, which is more
prominent in heavier atoms, shrinks the core elec-
trons. Then the nucleus becomes more screened in
gold. The shrunk core is also noticed in the similar
values of atomic radii for silver and gold. (The lattice
constants of copper, silver, and gold are 3.615 Å,
4.086 Å, and 4.078 Å, respectively.)

Transition Metals, Alloys, and
Compounds

The d electrons of the valence band in transition
metals can be described within a band theory in
which the effect of strong Coulomb interactions is
treated as a mean field, because the underlying wide
and plane-wave-like s and p electrons screen such
large Coulomb interactions. The band theory ex-
plains their electrical and magnetic properties.

In some transition-metal oxides, such as high-
temperature superconductors, Coulomb interactions
are not negligible, because the oxygen s and p bands

push up s and p electrons of the transition metal
beyond the d bands; then the effective Coulomb in-
teractions in d electrons become relatively large.

f -Electron Systems

The f electrons, which are valence electrons in lan-
thanide (4f) and actinide (5f) systems, are located
well inside the outer closed shell (Xe or Rn). Even so,
the 5f electrons are described as d electrons in tran-
sition metals. Particularly, the 4f electrons are less
extended beyond the core electrons, and in many
cases, are thought to be localized electrons, although
the energy levels are comparable with other valence
electrons. Such localized electrons, in general, do not
affect electronic structures around the Fermi level. A
band theory where the 4f electrons are treated in the
Hartree–Fock approximation, for example, the
LDAþU method, can predict the energy band struc-
ture of such compounds.

Fermi Surface Calculation

The currently available computer resources allow one
to calculate energy eigenvalues at each k point very
accurately, although some approximation for the ex-
change correlation potential must be used. When the
results are compared with experiments, in many cas-
es, the eigenvalues are interpolated by using plane
waves like

FðkÞ ¼
XM
m¼1

ame
ik .Rm

where am should be determined under the conditions
FðknÞ ¼ Fn. Here Fn is an eigenvalue at the point kn
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Figure 7 Energy band structure of silver (left) and gold (right).
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(n¼ 1, N). If M¼N, am can be determined uniquely,
but it is not effective. Usually, am is determined for
M4N under the conditions to minimize

P
m rma2m,

where rm is a weight, for example, 1þ C1jRmj2þ
C2jRmj4, to be chosen to prevent higher components
in F(k). Typically, MB1:2� N for N¼ 100–500
gives sufficient accuracy to be compared with
Fermi surface measurements.

Nesting Fermi Surface

The shape of the Fermi surface is related to a variety
of instabilities of the metal. If the generalized sus-
ceptibility

w0ðqÞ ¼
X
k

f ðekþqÞ � f ðekÞ
ek � ekþq

shows a large value, instability with the q vector is
realized, for example, relevant in magnetic ordering,
the spin density of wave (SDW), or the charge density
of wave (CDW). It happens when some part of the
Fermi surface, if displaced by q, coincides with an-
other part. This is known as the nesting Fermi sur-
face. The antiferromagnetic chromium may have an
SDW state due to such a nesting mechanism.

The nesting mechanism can eliminate a part or
whole of the Fermi surface to stabilize an SDW or a
CDW state. If the entire Fermi surface is wiped out, it
leads to a metal–insulator transition. This is possible
for Fermi surfaces that resemble a checkerboard.
Even in a cubic system, such a Fermi surface is re-
alized in a skutterudite PrRu4P12, whose Fermi sur-
face is a three-dimensional checkerboard, as shown
in Figure 8. PrRu4P12 really undergoes a metal–in-
sulator transition at 60K.

See also: Alloys: Overview; Conductivity, Electrical;
Fermi Surface Measurements; Insulators, Electronic
States of; Intermetallic Compounds, Electronic States
of; Magnetoresistance Techniques Applied to Fermi
Surfaces; Metallic Bonding and Crystals; Metals and
Metallic Alloys, Optical Properties of; Superconductors,
Metallic; Tight-Binding Method in Electronic Structure;
Transition Metal Compounds, Electronic and Magnetic
Properties of.

PACS: 71.15.�m; 71.15.Rf; 71.18.þ y; 71.20.�b;
71.20.Be; 71.20.Dg; 71.20.Eh; 71.30.þh; 71.45.Lr
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Introduction

The most commonly used methods for treating the
impurity and defect states in metals and alloys start

with the calculation of the one-electron Green’s
function GðE; r; r 0Þ. The density-functional theory
(DFT) makes it possible to write a simple equation
for this function

E þ _2

2m
r2 � VðrÞ

" #
GðE; r; r 0Þ ¼ dðr � r 0Þ ½1�

q = (1,0,0)

Figure 8 The Fermi surface of PrRu4P12 calculated by using an

LDAþU method. One quarter is cut for the eye convenience. The

volume of the Fermi surface is just a half of the Brillouin zone for

the b.c.c. lattice. The arrow indicates the nesting vector.
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The local density approximation or the generalized
gradient approximation is used to generate the ef-
fective one-electron potential V(r). In any version of
the DFT, V(r) is a functional of the density of the
electrons in the system, r(r), which means that the
one–electron equation must be solved self–consist-
ently. The charge density is obtained from the
Green’s function by integration

rðrÞ ¼ �2

p

Z EF

�N

GðE; r; rÞ dE ½2�

where the Fermi energy EF is defined by the require-
ment that the integral of rðrÞ over all space is equal
to the total number of electrons, and the 2 is required
by the electron spins. The total energy is

Etotal ¼
X
occ:

Ei �
1

2

Z
rðrÞrðr 0Þ
jr � r 0j dr dr 0 þ Exc½r�

�
Z

dExc½r�
drðrÞ rðrÞ dr ½3�

The sums are over all occupied states including spin,
and the exchange correlation functional Exc r½ � is de-
termined by the particular method used to calculate
the effective one-electron potential.

The one-electron potential for a metal or alloy can
be written as a sum of potentials that describe the
interaction of the electron with each of the atoms in
the solid

VðrÞ ¼
XN
i¼1

niðr � RiÞ ½4�

In order to eliminate surface states, it is convenient to
imagine that the N atoms in the solid are in a su-
percell, and that the supercells are periodically re-
produced to fill all space. The potential associated
with the ith atom with its nucleus at Ri; niðr � RiÞ, is
zero outside of the region Oi. The Oi fill the entire
supercell and do not overlap. At some point, N is
allowed to approach infinity and the supercell to fill
all space.

The Green’s Function from Multiple
Scattering Theory

The multiple scattering equations for wave functions
are derived and discussed elsewhere in the encyclo-
pedia. The version of these equations that deals with
Green’s functions starts from the operator equation

GðzÞ ¼ ðz � H0 � VÞ�1 ¼ G0ðzÞ I þ VGðzÞ½ �
¼G0ðzÞ þ G0ðzÞ TðzÞ G0ðzÞ ½5�

where H0 is the kinetic energy operator, z is a com-
plex energy, and

G0ðzÞ ¼ ðz � H0Þ�1 ½6�

For the case that the potential is a sum of atomic
potentials as in eqn [4], the scattering matrix for the
system

TðzÞ ¼ V½I þ G0ðzÞ TðzÞ� ½7�

can be written

T ¼
XN
i¼1

XN
j¼1

tij ½8�

where the scattering path operator tij is

tij ¼ tidij þ tiG0

XN
kai

tkj ½9�

and ti ¼ ð1� niG0Þ�1ni is the t-matrix that describes
the scattering from niðr � RiÞ embedded in a vacuum.

A function that is very useful in analyzing exper-
iments is the density-of-states (DOS) rðEÞ, which is
the number of energy levels between the energies E
and E þ dE. The DOS associated with just the ith
atom can be calculated from

riðEÞ ¼ �2

p
Im lim

zkE

Z
Oi

Gðz; r; rÞ dr ½10�

where Gðz; r; r 0Þ ¼ /rjGjr 0S. Of course, the DOS for
the supercell is rðEÞ ¼

PN
i¼1 riðEÞ. The Green’s

functions and scattering operators that are used
henceforth are obtained from the above by letting z
approach E from above the real axis.

When the position vectors r and r0 are in the region
On, the Green’s function in the position representa-
tion can be shown to take the form

GðE; rn; r
0
nÞ ¼

X
LL0

Zn
LðE; rnÞ tnn

LL0 ðEÞZn�

L0 ðE; r 0nÞ

�
X

L

Zn
LðE; rnÞ Jn�

L ðE; r 0nÞ ½11�

where

tnn
LL0 ¼ tn

LL0 þ
X

L1;L2;L3;L4

tn
LL1

X
ian;jan

gni
L1L2

tij
L2L3

gjn
L3L4

tn
L4L0

¼ tn
LL0 þ

X
L1;L2

tn
LL1

X
ian

gni
L1L2

tin
L2L0 ½12�

and tn
LL0 ðEÞ is the scattering matrix for the nth atom.

The matrix s with elements smn
LL0 is the inverse of the
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matrix M that has elements

Mmn
LL0 ¼ mn

LL0dmn � gmn
LL0 ð1� dmnÞ ½13�

The function Zn
LðE; rnÞ is the solution of the equation

� _2

2m
r2 þ nnðrnÞ � E

" #
Zn

LðE; rnÞ ¼ 0 ½14�

that is regular at the origin and joins smoothly to

Zn
LðE; rnÞ-

X
L0

YL0 ðrnÞjl0 ðarnÞ mn
L0LðEÞ

� ikYLðrnÞ hlðarnÞ ½15�

when r is outside of On. As usual, jlðarnÞand hlðarnÞ
are the spherical Bessel and Hankel functions, and
YLðrÞ ¼ Yl;mðW;jÞ is the spherical harmonic. The
matrix mn with elements mn

LL0 is the inverse of the
scattering matrix tn whose elements are

tn
LL0 ðEÞ ¼

Z Z
jlðarÞ Y�

LðrÞ /r tðEÞj j r 0S YL0 ðr 0Þ

� jlðar 0Þ dr dr 0 ½16�

The function Jn
LðE; rnÞ is a real solution of the

differential eqn [14] that joins smoothly to
YLðrnÞjlðkrnÞ when r is outside of On. The gnm

LL0 in
eqn [12] can be pictured as propagators that take an
electron from site n to m, and are given by

gnm
LL0 ¼ �4pikil�l0

X
i�lCL

LL0hlðkRnmÞY�
LðRnmÞ ½17�

where Rnm ¼ Rm � Rn and the Gaunt factors CL
LL0 ¼R

YLY�
LYL0 dO are related to Clebsch–Gordon coef-

ficients. This equation for the Green’s function is
correct for any kind of solid, but it is difficult to
calculate except for pure metals, metals with impu-
rities, and alloys using approximations.

Pure Metals

The expression for the Green’s function, eqn [11],
is greatly simplified for infinite periodic solids. The
case of one atom per unit cell is treated because the
extension to more than one atom is straightforward.
The atoms are on the sites Ri of a Bravais lattice.
Bloch’s theorem follows from the invariance of the
crystal under translations

ckðr þ RijÞ ¼ eik
.RijckðrÞ ½18�

There are only N Bloch vectors, ki, because of the
periodic boundary conditions. It follows that the
matrix g with elements gij

LL0 can be put into a block
diagonal form by transforming it with the matrix U

with elements

Uij
LL0 ¼

1ffiffiffiffiffi
N

p e�iRi
.kjdLL0 ½19�

UwgU
� �ij

LL0¼ gLL0 ðE; kiÞdij ¼
XN
m¼1

eiki
.R0mg0m

LL0 ðEÞ ½20�

Since the matrices mi are the same for every cell, the
transformed matrix UwMU is easily inverted. When
the U matrix is used to transform back and then N is
allowed to go to infinity, the scattering path matrix
for the periodic crystal is

smn
0 ðEÞ ¼ 1

N

XN
i¼1

e�iki
.Rmn mðEÞ � gðE; kiÞ½ ��1

¼ O

ð2pÞ3
Z

e�ik .Rmn mðEÞ � gðE; kÞ½ ��1 dk ½21�

The angular momentum indices L and L0 in this and
succeeding equations are suppressed by the use of
block matrices.

The functions gðE; kÞ are called structure constants
in the Korringa–Kohn–Rostoker (KKR) band theory,
and sophisticated methods have been developed for
calculating them. The standard approximation in the
application of this formula is that the elements of
m(E) and gðE; kÞ that correspond to angular mom-
enta such that l4lmax are ignored. Thus, the matrices
that must be inverted in eqn [21] have a dimension
ðlmax þ 1Þ2.

Impurities in Metals

When an impurity atom replaces one of the atoms in
a periodic metal, the scattering matrix mi obviously
changes on the impurity site. The scattering matrices
on the adjoining sites also change because of the ef-
fect that the impurity has on its neighboring atoms.
Even the Green’s functions gij that connect the atoms
are affected by the impurity change, because the size
difference between the impurity atom and the host
atoms causes displacements from the sites of the
original periodic lattice. In metals, it is reasonable to
assume that the influence of the impurity is screened
beyond a certain number of nearest-neighbor shells
to the point that it has no noticeable effect on the rest
of the lattice. It follows that the N � N matrix M for
the metal with an impurity can be written as
M ¼ M0 þ DM, where DM is a matrix with elements

DMmn
LL0 ¼ ðmn

LL0 � mn
0LL0 Þ dmn

� ðgmn
LL0 � gmn

0LL0 Þ ð1� dmnÞ ½22�
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In this equation, mn
0LL0 and gmn

0LL0 are the matrix
elements of the original periodic solid. All of the el-
ements of DM are zero except for those associated
with the NI sites of the atoms that are influenced by
the impurity. Assuming that there are one or two
nearest–neighbor shells, NI is 13 or 19 for a face-
centered-cubic (f.c.c) lattice and it is 9 or 15 for a
body-centered cubic (b.c.c) lattice.

Consider the set of sites influenced by the impurity
SI. If nCSI, the coefficients tnn

LL0 that appear in the
expression for the Green’s function in eqn [11] are
elements of the matrix

sI ¼ I � sI
0DM

I
� ��1

sI
0 ½23�

The elements of sI
0 are the matrix elements of the

scattering path operators for the host lattice smn
0 ,

where mCSI and nCSI. The matrix DMI contains
only the nonzero elements of DM. No angular mo-
mentum indices are included beyond lmax, so the di-
mension of the matrices in eqn [26] is NIðlmax þ 1Þ2.

The best way to calculate the DOS and charge
density associated with the sites influenced by the
impurity is

rI
nðEÞ ¼ �1

p
Im
X
LL0

tI;nn
LL0 ðEÞ

Z
On

Fn
L0LðE; r; rÞ dr ½24�

and

rI
nðrÞ ¼ �1

p
Im
X
LL0

Z EF

�N

tI;nn
LL0 ðEÞFn

L0LðE; r; rÞ dE ½25�

where Fn
L0LðE; r 0n; rnÞ ¼ Zn�

L0 ðE; r 0nÞ Zn
LðE; rnÞ. In sum-

mary, a charge density for the host atoms and a
crystal structure are assumed. The DFT is used to
calculate the potential for the host atoms, V0(r), and
hence the scattering matrix t0(E). The coefficients
tnn
0;LL0 are obtained from eqn [21] and then the
Green’s function using eqn [11] and the charge den-
sity using eqn [2] are calculated. This process is it-
erated until the charges are self-consistent. At this
point one has the coefficients for all the sites of the
host lattice, and the elements of the matrix sI

0. It is
now necessary to guess the charge densities for the
impurity sites with nCSI, calculate the potentials and
scattering matrices, and construct the matrix DMI.
The coefficients and Green’s functions for these sites
are obtained from eqns [23] and [11]. The Fermi
energy is not changed, and the new charge densities
at the impurity sites are obtained from eqn [25]. The
potentials must be iterated to self-consistency. These
formulas have been very successful in predicting re-
sistivities, hyperfine energies, and energies of forma-
tion, but only if the relaxation of the atoms in the

nearest-neighbor shells away from the periodic lat-
tice sites is allowed to occur. The calculations are
sensitive to approximations to the shape of the self-
consistent potentials, and, where relevant, spin po-
larization must be included.

An interesting formula for the DOS can be ob-
tained using a theorem from the scattering theory
derived by the Russian academician M G Krein. In
operator language, Krein’s theorem states that

Tr GðzÞ � G0ðzÞ½ �

¼ i

2p
lim
ek0

Z
N

�N

ln DetðI � i2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0 þ ie

p
TðE0 þ ieÞÞ

ðE0 � zÞ2
dE0 ½26�

Using the formula for the DOS in eqn [10], this
equation can, with some effort, be put into the form

rðEÞ � r0ðEÞ ¼ �2

p
Im

d ln Det MðEÞ
dE

½27�

where r(E) is the DOS for the system of scatterers,
r0(E) is the DOS for free electrons, and M(E) is the
matrix defined in eqn [13]. This is called Lloyd’s
formula because Lloyd derived it without the help of
Krein’s theorem. Krein’s theorem can immediately be
used for impurities by defining H0 to be the Ham-
iltonian for the host lattice rather than just the ki-
netic energy, and a version of Lloyd’s formula that
gives the change in the total DOS caused by the
impurity can be obtained.

The simplest theory for an impurity is to picture it
as a single spherically symmetric scatterer embedded
in a free-electron gas. Then Krein’s theorem leads to

rðEÞ � r0ðEÞ ¼ � i

p
Im
X

l

ð2l þ 1Þ

� d ln 1��2atlðEÞ½ �
dE

½28�

For such a scatterer, the t-matrix defined in eqn [16]
becomes tLL0 ¼ tldll0dmm0 with

tl ¼ �1

a
eiZl sin Zl ½29�

where the Zl are scattering phase shifts. From this,
the Friedel sum is obtained.

rðEÞ � r0ðEÞ ¼
2

p

X
l

ð2l þ 1ÞdZl

dE
½30�

The Friedel formula appears in many text books on
condensed matter physics, but the assumptions that
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go into its derivation are very limiting. Leaving aside
the fact that the electronic spectrum of the host re-
sembles a free electron gas for very few solids, the
assumption that the change in the spectrum is con-
fined to one site is internally inconsistent. It is typical
that the impurity atom loses or gains charge from
the host. The charge is screened to make the system
charge neutral, but the screening charge is typically
distributed over one or two nearest-neighbor shells.

Coherent Potential Approximation

It should be clear that the impurity equations de-
scribed in the preceding section can be generalized
to deal with several interacting impurities in a metal.
It is only necessary to increase the number of sites Ni

influenced by the impurity atoms. However, when the
concentration of impurities reaches the point at which
most of the impurity atoms are within range of each
other, the impurity equations are no longer useful. It is
then necessary to treat the material as an alloy, and to
develop a different class of theories. The problem of
finding the solutions of Schrodinger’s equation for
a potential function that is not periodic is difficult
because Bloch’s theorem, eqn [18], no longer holds.
Progress has been made on substitutional solid-solu-
tion alloys that are made up of two or more species
of atoms distributed randomly on the sites Ri of a
Bravais lattice. In the following, the concentration is
on binary alloys, although the generalization to ter-
nary, quaternary, etc. is straightforward.

The ensemble of all alloys that can be constructed
out of NA ¼ cAN A atoms and NB ¼ cBN B atoms
contains Mc ¼ N!=NA!NB! atomic arrangements. Ex-
perimentally, it is observed that all alloys with the
concentrations cA and cB have the same electronic
structure. It follows that, as N-N, all of the ar-
rangements have the same electronic structure with
probability 1, and it can be found by averaging over
the ensemble. The ensemble average of a one-elec-
tron wave function has no meaning, but, because
of the linear relation between Green’s function and
the electronic properties, the ensemble average of
Green’s function is useful.

The ensemble average of the function in eqn [11]
can be obtained if the assumption is made that the
resulting alloy model is isomorphous. That is, it is
assumed that the Green’s function takes one of two
forms, GAðE; rn; r

0
nÞ if there is an A atom on site n

and GBðE; rn; r
0
nÞ if there is a B atom on that site.

With this assumption, the ensemble averaged Green’s
function is

/GnðE; rn; r
0
nÞS ¼ cAGAðE; rn; r

0
nÞ

þ cBGBðE; rn; r
0
nÞ ½31�

where

GAðE; rn; r
0
nÞ ¼

X
LL0

ZA
LðE; rnÞ /tnn

LL0SAZA�

L0 ðE; r 0nÞ

�
X

L

ZA
LðE; rnÞ JA�

L ðE; r 0nÞ ½32�

and

GBðE; rn; r
0
nÞ ¼

X
LL0

ZB
LðE; rnÞ /tnn

LL0SBZB�

L0 ðE; r 0nÞ

�
X

L

ZB
LðE; rnÞ JB�

L ðE; r 0nÞ ½33�

The charge density for an A atom, rA(rn), is obtained
by inserting GA(E,rn,rn) into eqn [2], and similarly
for the B atom. From these charge densities, the
potentials nA(rn) and nB(rn) are calculated. The func-
tions ZA

LðE; rnÞ and JA
LðE; rnÞ are obtained using

nA(rn) in eqn [13], and the functions ZB
LðE; rnÞ and

JB
LðE; rnÞ are obtained using nB(rn).
The averages /tnn

LL0SA and /tnn
LL0SB are the en-

semble averages of the scattering path operator sub-
ject to the condition that there is an A or B atom on
site n. These averages are simplified considerably by
making a mean field approximation. It is assumed
that, on an average, the scattering of the electrons
from all the sites other than site n is described by
replacing the actual potentials on those sites with a
potential nc(r), called the coherent potential. The
scattering from nc(r) is described by a t-matrix, tc(E),
which has an inverse mc(E). It follows that, within
the coherent potential approximation (CPA), the
ensemble averages /tnn

LL0SA and /tnn
LL0SB are the

elements of the matrices obtained from eqn [23]

/snnSA ¼ ½I � snn
c ðmA �mcÞ��1

snn
c ½34�

and

/snnSB ¼ ½I � snn
c ðmB �mcÞ��1

snn
c ½35�

The matrices mA and mB are the inverses of the
t-matrices calculated from the potentials nA(r) and
nB(r). From eqn [24], it can be seen that the matrix
snn
c is

snn
c ðEÞ ¼ O

ð2pÞ3
Z

½mcðEÞ � gðE; kÞ��1 dk ½36�

The number of impurity sites NI is 1, so the matrices
in these equations have dimension ðlmax þ 1Þ2. As
would be expected, none of these equations depend
on the choice of a site n.

In the language of the multiple-scattering theory
used here, the condition originally put forward by
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P Soven that defines the mean field t-matrix tc(E) is

cA/snnSA þ cB/snnSB ¼ snn
c ½37�

In words, this is the condition that, on an average,
there is no scattering from A and B atoms embedded
in the coherent potential host matrix. Constraints on
space do not allow descriptions of all the arguments
put forward to justify this CPA condition. Perhaps
the most convincing arguments come from the for-
mulation of the problem of calculating the Green’s
function of an alloy in terms of the infinite order
perturbation theory. Diagrams are then used to anal-
yze the contributions to the Green’s functions in a
manner analogous to the field theory, quantum elec-
trodynamics, or the many-body theory. It has been
argued that the CPA contains the maximum number
of classes of diagrams that can be included, and still
retain a Green’s function that is properly analytic.
The criterion that is used to specify the diagrams
included in the CPA is called the single-site appro-
ximation. It has been shown by R Mills and P
Ratanavararaksa and also A Mookerjee that it is
possible to go beyond the single-site approxima-
tion and retain an analytic Green’s function, but it is
difficult.

The procedure for calculating the electronic states
within the CPA is first to guess the starting values for
the charge densities rA(r) and rB(r), and from them
calculate nA(r) and nB(r). The t-matrices tA(E) and
tB(E) are calculated, and a first guess to tc(E) is just
their average tcðEÞEcAtAðEÞ þ cBtBðEÞ. Equations
[32]–[35] are then iterated to self-consistency in the
charge densities and also in the coherent potential
t-matrix tc(E).

Calculations with this version of the CPA have
been carried out on many alloy systems. The pre-
dicted electronic DOS agree well with the ones
measured in ultraviolet photoemission spectroscopy
experiments. The zero-temperature resistivities of
alloys have been accurately predicted. Even the
propensity of a random alloy to transform into a
superlattice structure or into an incommensurately
ordered structure has been successfully predicted.

A problem that is endemic to this version of the
CPA is that the Coulomb effects are not treated cor-
rectly. Integrating the charge densities rA(r) and rB(r)
and subtracting the nuclear charges ZA and ZB leads
to the net charges on the A and B sites, qA and qB.
It would seem that there should be a Madelung
contribution to the potentials nA(r) and nB(r) as in
ordered alloys, but the only Madelung potentials that
are commensurate with the assumption of an iso-
morphous alloy are zero. The isomorphous model of
an alloy with the charge qA on every A atom and qB

on every B atom is not realistic. Using order-N meth-
ods that are described in the next section, it is pos-
sible to calculate the electronic structure for
supercells containing thousands of atoms with no
approximation other than the DFT. Figure 1 shows
the charges on 512 copper atoms and 512 zinc atoms
distributed randomly on the sites of a supercell with
the structure of a b.c.c. lattice. The distribution is
broad, and upon reflection, is what would be ex-
pected on the basis of physical intuition. It should be
compared with the prediction of the isomorphous
model that all the Cu atoms would take on exactly
0.09978 electron charges, and Zn atoms would lose
the same amount.

A version of the CPA can be constructed that leads
to a polymorphous model of the alloy in which each
atom has a different charge, but it requires a different
kind of averaging. Recall that periodically repro-
duced supercells are considered. In the binary alloy
model, NA A atoms and NB B atoms are distributed
over the N ¼ NA þ NB sites. The Green’s function
defined in eqn [11] for the alloy is different for each
of the Mc ¼ N!=NA!NB! possible atomic arrangem-
ents, and can be labeled Gi

nðE; rn; r
0
nÞ to emphasize

that. Then, the ensemble average in eqn [27] can
more properly be written as

/GnðE; rn; r
0
nÞS ¼ 1

Mc

XMc

i¼1

Gi
n E; rn; r

0
nð Þ ½38�
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Figure 1 The distribution of charges on the sites of a 50%

copper–zinc alloy modeled with a supercell containing 1024 at-

oms. The charges on the copper sites are shown with the white

histograms, and the charges on the zinc sites are cross-hatched.
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It is also possible to consider one supercell with the
atomic arrangement i, and average over the sites

fGiðE; r; r 0Þg ¼ 1

N

XN
n¼1

Gi
nðE; r; r 0Þ ½39�

It is seen that, as N-N; /GnðE; rn; r
0
nÞS is inde-

pendent of the site index n. It is equally clear that in
the same limit, fGiðE; r; r 0Þg is independent of the
arrangement index i. The equivalence of the ensem-
ble-average in eqn [38] with the site average in eqn
[39] is similar to the Ergodic theorem first proposed
by Boltzmann, and can be proved by similar argum-
ents. If the condition is imposed that the alloy must
be isomorphous, the site average will lead to the
same averaged potential as the ensemble average re-
sult shown in eqn [27]. However, the site average can
lead to a polymorphous model.

Applying the CPA philosophy to the site-averaged
Green’s function leads to

fGðE; r; r 0Þg ¼ 1

N

XN
n¼1

fGnðE; r; r 0Þg ½40�

where

fGnðE; r; r 0Þg ¼
X
LL0

Zn
LðE; rÞftnn

LL0 ðEÞgZn
L0 ðE; r 0Þ

�
X

L

Zn
LðE; rÞ Jn

LðE; r 0Þ ½41�

and

fsnng ¼ ½I� snn
c ðmn �mcÞ��1snn

c ½42�

Inserting the Green’s function for an index n into eqn
[2] produces a charge density, rn(r), and hence a one-
electron potential, nn(r), for every site. From the po-
tential, one calculates the t-matrix tn and its inverse
mn which appears in eqn [38]. As in the isomorphous
CPA, the scattering path for the coherent potential
host lattice snn

c is calculated from eqn [36]. The con-
dition that defines the coherent potential is

1

N

XN
n¼1

ftnng ¼ tnn
c ½43�

instead of eqn [37].
Since the focus is on a specific supercell, the po-

sition Rn of each atom is known and the Madelung
potential for the nth site is

nMn ¼
XN

man¼1

MðjRn � RmjÞqn ½44�

where

qn ¼
Z
On

rnðrÞ dr � Zn ½45�

and MðjRn � RmjÞ is the Madelung matrix. The
Madelung matrix is defined so that the sum in eqn
[44] gives the contribution to the Coulomb potential
from all of the periodically reproduced supercells. A
sophisticated method for calculating it was devel-
oped by P P Ewald, and it reduces to 1=jRn � Rmj
when N-N. The potentials nn(r) contain the Made-
lung shift nMn .

The polymorphous version of the CPA has been
applied to several alloy systems. For alloys that have
a large amount of charge transfer, such as copper–
gold or copper–palladium, it gives better results than
the ones obtained with the isomorphous CPA, but
the improvements are quite small for alloys such as
silver–palladium that have a small charge transfer.
The polymorphous CPA has the disadvantage that it
requires the use of a specific supercell. This is a small
price to pay for the improvement in the treatment of
the Coulomb energy. It is quite easy to apply because
the charge densities rA(r) and rB(r) and the effective
t-matrix tc from the isomorphous CPA are used as
the starting values in the self-consistent iterations.

Although the coherent potential nc(r) is introduced
in the discussion, it is never calculated or used. The
only potentials used in eqn [14] to calculate wave
functions are real potentials for real atoms, nn(r).
From the analytic properties of tc it follows that nc(r),
if it existed, would be complex and energy dependent.

Order-N Methods

A brute force method for calculating the electronic
states of a disordered solid is to simply model a por-
tion of the solid in a supercell. The nuclei do not have
to be placed on the sites of a Bravais lattice, and any
combination of atomic species can be used. This
makes it possible to approach a much wider range of
problems than the CPA can deal with. Supercells
containing a large number of atoms can be treated
with the band-theory methods that have been
developed to treat solids with N atoms per unit cell.
All of these methods require an operation that is the
equivalent of inverting or diagonalizing an N � N
matrix, and these operations require an amount of
computer time that scales as N3. Even though com-
puter speeds increase exponentially, this scaling al-
ways places a limit on the size of the supercell that
can be used. For this reason, considerable effort has
been devoted to the development of order-N methods
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for electronic structure calculations for which the
computer times scale as N rather than N3.

An order-N method called the locally self-consist-
ent multiple-scattering (LSMS) method was devel-
oped by G M Stocks and his collaborators. Each
atom in the supercell is considered to be the center
of a cluster of a local interaction zone (LIZ) that
contains NLIZ atoms. The matrix Mn with elements
defined in eqn [13] is truncated so that only the scat-
terers in the LIZ corresponding to site n are included.
This is typically the nth site and its first seven or eight
nearest-neighbor shells. Truncating the angular mo-
mentum expansions at lmax, the order of Mn is
ðlmax þ 1Þ2NLIZ and NLIZo100. After the inversion
of Mn, only the matrix elements tnn

LL0 corresponding
to the central atom are used. With these matrix
elements, the Green’s function GnðE; rn; r

0
nÞ is cal-

culated from eqn [11], and hence the charge den-
sity rn(rn) and the net charge on the site qn are
obtained. The Madelung shift on the nth site is cal-
culated using eqn [44], and the next iteration for the
potential nn(r) is acquired by adding that to the DFT
potential calculated from the charge density. This
procedure scales with N, although the prefactor is
ðlmax þ 1Þ6N3

LIZ.
The LSMS puts nothing on the sites outside the

LIZ. The locally self-consistent Green’s function
(LSGF) method proposed by I A Abrikosov and his
collaborators puts coherent potentials on those sites.
The LSGF makes use of the equations for an impurity
cluster in a metal, eqns [22]–[25], with the coherent
potential scattering matrix mc replacing the host
matrix m0. The matrix sI in eqn [23] contains the
average scattering path operators for all the scatter-
ers in the LIZ. Only the matrix for the central site,
fsnng, is used in the equation that defines mc, which
is eqn [43]. The charge density rn(rn) is obtained by
inserting the Green’s function from eqn [41] into eqn
[2]. This charge density and the Madelung shift from
eqn [44] is used to calculate the new potential nn(r) in
the self-consistent process.

The LSMS has the advantage that the atoms can be
placed anywhere in the supercell, while the atoms
should be on the sites of a Bravais lattice in the LSGF.
The advantage of the LSGF is that the LIZ can be
made much smaller. In fact, for NLIZ ¼ 1, which
means that it contains only the central atom, the
LSGF is identical to the site-averaged CPA described
above. That level of approximation is adequate for
many calculations on alloys.

The LSMS and LSGF are order-N because the
propagation of electrons from one atom to another is
treated properly only for atoms within the LIZ. It
should be noted that the range of the Coulomb in-
teractions is not assumed to be short. The Ewald sum

in eqn [44] includes contributions from all the atoms
in the supercell, and indeed from the atoms in the
periodically reproduced supercells that fill all space.
The calculation of the Madelung shifts takes very
little time in comparison with the rest of the calcu-
lation, and experience has shown that it is not a good
idea to truncate it.

Extensions and Approximations

All of the equations in this article have been written
in the nonrelativistic form because they are easier to
visualize. They can easily be transformed to the
Dirac form using the relativistic density-functional
theory (RDFT) of A K Rajagopal, et al. The spin-
polarized version of these equations has been used
very successfully to explain the magnetism of metals
and alloys. The calculations can be made easier by
employing a shape approximation to the potentials,
such as the muffin-tin (MT) or atomic sphere ap-
proximation (ASA). Instead of using the full multi-
ple-scattering version of the equations depicted here,
many authors choose to approximate them with a
variational version called the linear combination of
muffin-tin orbitals (LMTO). These approximations
are discussed for wave functions elsewhere in this
encyclopedia.

The amount of computer time required for calcu-
lations with Green’s functions can be significantly
reduced with the help of sophisticated techniques
derived from their properties. Using the analyticity of
the Green’s functions, it is frequently possible to car-
ry out integrals over the energy, such as eqn [2], by
making the energy complex and integrating over a
contour rather than along the real axis. It is also
possible to use a finite-temperature version of the
DFT that improves the convergence of some of the
integrals. Finally, the range of the propagators gmn

that describe the motion of the electron from one site
to another can be made short by shifting the zero of
the potential between scatterers.

Of course, many properties of alloys are calculated
using statistical methods such as Monte Carlo, mo-
lecular dynamics, and the cluster-variational method.
The electronic structure appears in these calculations
only in the calculation of the interatomic potentials.
Different approaches to the calculation of these po-
tentials are the embedded atom method, the generali-
zed perturbation method, and the mixed-space
cluster expansion method.

See also: Density-Functional Theory; Disordered Solids
and Glasses, Electronic Structure of; Electronic Structure
Calculations: Scattering Methods; Magnetoresistance
Techniques Applied to Fermi Surfaces.
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Reflection and Transmission

Metals are characterized by large electrical conduc-
tivity and shiny surfaces, that is, intense reflectivity.
Because both properties are responses to electro-
magnetic fields, there is a close connection.

For a transparent discussion, Maxwell’s equations
which govern optics are presented, with polarization,
magnetization, and current shown explicitly:

r� B ¼ m0e0
@E

@t
þ m0 j þ @P

@t
þr�M

� �
½1�

r � E ¼ 1

e0
ðr�r � PÞ ½2�

r � E ¼ �@B

@t
½3�

r � B ¼ 0 ½4�

Here, it is clearly seen that �r � P acts as a source
of the electric field like any charge and @P=@t (and
r�M) creates B like any current. This is easily un-
derstood from the definition of the polarization P as
the amount of charge penetrating a plane normal to
P when the polarization is created. It is conventional
to distinguish between true charges r and apparent
charges �r � P, true currents j and apparent currents
ð@P=@t þr�MÞ. P is then considered due to the
shift of bound charges (such as in an oscillator-mod-
el). But it is obvious that at very high frequencies
with short shifts of all charges, the distinction be-
tween free and bound charges will not be possible
any more. It is impracticable in metal optics. It is
only a theoretical concept. One effectively deals with
a total response to the electromagnetic fields and

therefore with an effective response function: a com-
plex dielectric function e, a complex conductivity s,
or a complex polarizability w ¼ e� 1.

Next, linear isotropic responses are assumed:

j ¼ sE; P ¼ wpe0E; M ¼ wmH ½5�

D ¼ e0Eþ P ¼ e0ð1þ wpÞE ¼ e0epE ½6�

B ¼ m0ðH þMÞ ¼ m0ð1þ wmÞH

¼ m0mH; e0 � m0 ¼ 1

c2
½7�

The relation between polarizability and con-
ductivity can be derived by reordering of eqns [1]
and [2] to the more conventional form

r�H ¼ @D

@t
þ j ¼ @

@t
Deff ½8�

r �D ¼ r ½9�

Deff is easily defined for each time Fourier compo-
nent. A periodicity e� iot for all optical fields is in-
troduced (the minus sign is chosen arbitrarily, but it
determines many signs from now on) and one gets
from [8] and [3]

r� 1

m0m
B ¼ � io e0ep �

s
io

� �
E

¼ � ioDeff ½10�

r � E ¼ þioB ½11�

r � ðr � EÞ ¼rðr � EÞ � DE

¼o2

c2
m ep �

s
ioe0

� �
E ½12�

As explained at the beginning, the polarizability and
the conductivity are found to be on the same footing
in the wave equation [12] and therefore, the effective
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complex dielectric function is defined as

e ¼ 1þ wp �
s

ioe0
; Deff ¼ e0eE ½13�

In standard metal optics, it is argued that in con-
ducting metals any charge r is quickly dissipated or
screened and eqn [2] yields effectively r � E ¼ 0. An
estimate of the decay time of a charge can be got by
putting eqn [9] into the continuity equation

’r ¼ �r � j ¼ �sr � E ¼ � s
e0ep

r ½14�

r ¼ r0 � e�t=t; with t ¼ epe0
s

½15�

For silver with s ¼ ð0:016� 10�4 O cmÞ�1 and,
epE1, the decay time tE10�19 s and, therefore,
charges decay faster than most optical fields vary.
This estimate with the static conductivity is too
optimistic. It is seen later that around oE1016 s�1

ð_o43:5 eVÞ charge density waves, plasma waves
with r � Ea0, play a role in optics. But in the regime
of visible optics with r � E ¼ 0 and eqn [13], the
level of standard optics was attained with transverse
waves and the complex index of refraction

ñ ¼ ffiffiffiffiffi
em

p ½16�

In most metals, mE1 is a valid approximation. A
treatment of the reflection from the surface of a metal
with dielectric function eM facing a transparent me-
dium ðe1Þ yields the standard Fresnel formulas, which
for later use are derived in a handy notation for wave
vectors in the xz-plane, surface normal ||z into the
metal:

in medium 1 : Eðr;oÞ ¼E0e
iðkxxþqzÞ

þ Reiðkxx�qzÞ ½17�

in the metal : Eðr;oÞ ¼ TeiðkxxþlzÞ ½18�

q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

c2
e1m1 � k2

x

s
; l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

c2
eMmM � k2

x

s
½19�

p- and s-polarization are distinguished and so are E
parallel or normal to the plane of incidence, here the
xz-plane. Because R and T are orthogonal to their
respective wave vectors, only the two z-components
have to be determined for p-polarization (the two
amplitudes for s-polarization). Therefore, the two
standard boundary conditions are used:

continuity of Etangential or Bnormal ½20�

continuity of Deff;normal or Htangential ½21�

Here, an obvious problem is usually brushed under
the carpet – what the continuity of the normal com-
ponent of D from r �D ¼ 0 (eqn [19] with r ¼ 0) or
of Deff from r �Deff ¼ 0 as eqn [8] or [10] tells us.
Because this problem is difficult, one takes refuge in
the continuity of Htg which actually makes Deff;normal

continuous as a consequence of [8] or [10]. Conti-
nuity of Htg requires (from [8]) all fields to be finite,
here D, and no singular surface currents. But the
discontinuity of Enormal, which goes with the conti-
nuity of Deff;normal ¼ e0eEnormal and a discontinuous e,
requires singular surface charges, from eqn [2].
Arguing with bound charges �r � P does not help
because wp ¼ 0; P ¼ 0 is often a good description of
the metal. Also the normal component of j ¼ sE is
discontinuous.

For frequencies in the visible approximation, [21]
works. Around the eigenfrequency of the electrons,
the plasma frequency op, the charges, and the cur-
rents get so large that the problem behind boundary
condition [21] must be solved. This is done in the
section ‘‘Plasma waves in metal optics.’’

Boundary conditions [20] and [21] yield two linear
equations for the reflection and transmission ampli-
tudes. They are related to the reflection and trans-
mission coefficients r and t:

p-polarization :
Rz

E0z
¼ eMq � e1l
eMq þ e1l

;

Tz

E0z
¼ 2qe1
eMq þ e1l

½22�

r ¼ Rz

E0z

����
����
2

; t ¼ leM
qe1

Tz

E0z

����
����
2

½23�

s-polarization :
R

E0
¼ qmM � lm1

qmM þ lm1
;

T

E0
¼ 2qmM

qmM þ lm1
½24�

r ¼ R

E0

����
����
2

; t ¼ lm1
qmM

T

E0

����
����
2

½25�

In the infrared, the term s=ðoe0Þ in eqn [13] is
much larger than 1. If mMEm1 and e1 ¼ 1, the re-
flection coefficient for normal incidence ðkx-0Þ can
be expanded:

r ¼ ñM � 1

ñM þ 1

����
����
2

E1� 2

ffiffiffiffiffiffiffiffiffiffiffi
2
oe0
s

r
½26�

This is called the Hagen–Rubens relation for the de-
crease of the metallic reflectivity due to the finite
conductivity. It is a good approximation (with the
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static conductivity) for most metals in the infrared
for l410 mm.

For further discussion of the consequences of eqns
[22]–[25], a model for the metallic response is con-
sidered, the Drude model, which approximates well
the typical properties of metals. It considers only the
conducting electrons. It could easily be supplemented
by a Debye oscillator model for underlying bound
electrons, the polarizability wp which could then sim-
ply be added as in eqn [13]. The Drude model is the
equation of motion of the collection of electrons
driven by the electric field and suffering a friction:

mr̈ ¼ �e0E� mg’r; j ¼ �e0n0 ’r ½27�

@

@t
j ¼ n0e

2
0

m
E� gj ¼ o2

pe0E� gj ½28�

The plasma frequency is introduced here via the
mean conduction electron density n0:

op ¼
n0e

2
0

me0

� �1=2

½29�

and the friction constant g ¼ 1=t related to the col-
lision time t. The Drude model (eqn [28]) leads to the
static conductivity

sstat ¼
n0e

2

mg
¼ n0e

2

m
t

but more relevantly here to the optical conductivity:

sðoÞ ¼
io2

pe0
oþ ig

½30�

and from eqn [13] ðwp ¼ 0Þ to the typical metal di-
electric function:

e ¼ 1�
o2

p

o2 þ iog
½31�

From the static conductivity, one can derive an es-
timate for t or gE1010 s�1, and find that at least for
the visible frequencies, a good approximation is

eðoÞE1�
o2

p

o2
½32�

e is negative for small frequencies o; e ¼ 0 at
o ¼ op, and approaches 1 for values smaller than 1
for large o.

The negative values of e are responsible for the
high reflectivity. In eqn [19] l is purely imaginary and
r ¼ 1 in [23] and [25] because the numerator and
denominator are a conjugate complex. The imagin-
ary l says that the electromagnetic waves do not

travel inside the metal, but the fields decay expo-
nentially with the penetration depth

d ¼ 1

jlj ¼
o2

c2
me

� �1=2
�����

�����
�1

¼ l0
2pje1=2j ½33�

much smaller than the vacuum wavelength l0. At
very low frequencies, e is determined by g (eqn [31]),
varies little, and d decreases with growing frequency
(‘‘skin effect’’). There is a turnover (‘‘anomalous skin
effect’’) when |e| decreases and approaches zero at op

(eqn [32]). At op, l becomes real, the waves are
transmitted inside the metal, and the metal becomes
transparent.

This threshold of transparency, op, is character-
ized by the density of conduction electrons in simple
metals (eqn [29]). This transparency is not seen be-
cause the plasma frequencies lie in the near to far
ultraviolet (for tables of plasma frequencies, see
‘‘Further reading’’ section).

Formally, metal optics is normally developed com-
pletely parallel to the optics of transparent media.
Only the dielectric function is different. It is purely
imaginary,Bs, in the infrared (eqn [13]), mainly real
and negative in the visible (eqns [31] and [32]), has a
zero at op in the near ultraviolet beyond which the
metal is transparent with an index of refraction
smaller than 1 (eqn [32]). At frequencies below op,
electromagnetic fields decay exponentially inside the
metal and the optical energy is reflected.

Due to the fact that e always has some real and
some imaginary part, the statements just made are
approximate. Around op, for instance, e (eqn [31])
does not go exactly through zero, and there is a
smooth transition from the wave vector k ¼
ðo=cÞ ffiffiffiffiffi

me
p

being dominated by the imaginary part
to the propagating frequencies with mainly real k,
from the anomalous skin effect to transparency.

The approximation [27]–[32], essentially for near-
ly free electrons, does not work well for d-band
transition metals or for the lanthanides. For these
metals, a model must at least include a polarizable
background leading to an additional wp as in eqn
[13]. The screening by this background can shift the
frequency for eðoÞE0 drastically, for example, for
silver, from _op ¼ 9 eV according to eqn [29] to the
measured _op ¼ 3:8 eV.

In most frequency regions of interest in optics, one
cannot determine the index of refraction ñ ¼ nð1þ
ikÞ ¼ ffiffiffiffiffi

me
p

from the angle of refraction and from light
attenuation (absorption). One has to use the infor-
mation in reflection. The difference in reflectivity of
s- and p-polarized light is exploited in ellipsometry.
When linearly polarized light with an (equal) s- and
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p-component is reflected from a metal surface, there
generally appears a difference in phase and ampli-
tude of the reflected components leading to elliptical
polarization in the reflected beam. Measurements of
the ellipse, the rotation angle of the main axis, and
the difference of the two main axes, allow the deter-
mination of the real and imaginary part of ñ or e,
because the reflection amplitudes eqns [22] and [24]
contain the relations. The realm of variation of the
phase on reflection can be easily estimated from the
reflection amplitudes [22] and [24]. The transver-
sality means Rx ¼ ðq=kxÞRz and E0x ¼ �ðq=kxÞE0z;
Rx=E0x ¼ �Rz=E0z. Then for normal incidence
ðkx-0Þ, s- and p-reflection amplitudes are the same:

Rx

E0x
¼

ffiffiffiffiffiffiffiffiffiffiffi
e1mM

p � ffiffiffiffiffiffiffiffiffiffiffi
eMm1

pffiffiffiffiffiffiffiffiffiffiffi
e1mM

p þ ffiffiffiffiffiffiffiffiffiffiffi
eMm1

p E
ñ1 � ñM

ñ1 þ ñM

ðfor m1EmME1 and ñ ¼
ffiffi
e

p
Þ ½34�

If the angle of incidence grows up to glancing inci-
dence ðq-0Þ, the limits are: for p-polarization
Rx=E0x-1, for s-polarization R=E0-� 1, that is,
a phase difference of p. Therefore, one can expect an
angle y, called ‘‘the principle angle of incidence,’’ at
which the phase difference is d ¼ p=2, that is, circu-
larly polarized light is reflected as linearly polarized.
This angle for metals is reminiscent of the Brewster
angle for nonmetallic reflectors, which is seen when
the numerator in the p-reflection amplitude eqn [22]
is zero. Strongly negative eM prohibits such a zero. A
Brewster angle is also found for metals in the trans-
parent region beyond op, when the imaginary part of
e is small.

The measured effective dielectric functions e or
indices of refraction ñ of many metals for different
frequency regions can be found in several tables (see
the ‘‘Further reading’’ section).

Because metal optics is often studied with very thin
metal layers, it may be mentioned again that the dis-
tinction between nonpropagating and propagating
waves is not sharp because l in eqn [19] always has a
real and an imaginary part due to the complex e.
Formally, the fields inside the metal and the trans-
mitted field are calculated as in standard optics : gen-
eral solution on top, general solution inside, general
solution below, and the four amplitudes (reflected,
down and up inside, transmitted) determined from
the four boundary conditions, [20] and [21] at each
surface. This yields the exact fields everywhere. There
is no use in summing an infinite series of scatterings
from the top and bottom of the layer (and approxi-
mating this summation by one or two reflections).

The metal optics described so far is essentially a
summary of the relevant chapters in the famous book

of Born and Wolf, where extensions and details can
be found (see the ‘‘Further reading’’ section).

Surface Plasmon Polaritons

In the region where eo0, the reflection amplitude
eqn [22] has no zero in the numerator, therefore there
is no Brewster angle; but the denominator can be
zero (eqn [35]). For those values of o and kx, there
can be reflected and transmitted amplitudes when the
incident field vanishes: one finds eigensolutions of the
system, which are called surface polaritons or surface
plasmon polaritons (SPP) or surface plasmons. Their
dispersion relation os (ktangential) or ktg(os) is found
from eqns [22] and [19]:

eMðosÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

s

c2
e1m1 � k2

tg

s

þ e1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

s

c2
eMðosÞmM � k2

tg

s
¼ 0 ½35�

ktg ¼
os

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eMðosÞe1

eMðosÞ þ e1

s
ðmM ¼ m1 ¼ 1Þ ½36�

The SPP dispersion relations [35] and [36] are best
discussed with e approximated by eqn [32]. For small
frequencies os, an expansion with respect to os/op

yields

ktg ¼
os

c

ffiffiffiffi
e1

p
1þ 1

2
e1
o2

s

o2
p

 !
½37�

while ktg-N when the denominator in [36] goes to
zero at

os-
opffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e1

p or os-
opffiffiffi
2

p ðfor e1 ¼ 1Þ ½38�

Solutions of eqn [36] for small ktg and o4op are not
eigenmodes but indicate the Brewster angle. The dis-
persion relation for the SPP is shown schematically in
Figure 1.

One essential point is that ktg4ðos=cÞ ffiffiffiffi
e1

p
(see eqn

[37]), that is, the wavelength of the SPP is shorter
than the wavelength of light at the same frequency in
the medium 1 above the metal surface, the eigen-
mode lies ‘‘to the right of the light line k ¼
ðo=cÞ ffiffiffiffi

e1
p

.’’ Therefore, according to eqn [19], the
z-components q and l of the wave vector of the sur-
face wave are imaginary; the electromagnetic fields
decay exponentially toward both sides of the surface.
The excitation energy in the eigenmode is bound to
the surface and does not radiate away. On the other
hand, this eigenmode cannot directly couple to, or be
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excited by the light incident on the surface, because
even for grazing incidence, ktg of the light is too
small; the periodicity parallel to the surface does not
match the one of the SPP. At very large ktg, the
eigenfrequency rises above the limit of eqn [38] in
Figure 1. This is a real plasma effect and is treated in
the following section.

These eigenmodes were first derived by Zenneck
and Sommerfeld, who explained the transmission
of radio waves along the ocean surface. At metal
surfaces, they were first seen as energy losses of
electrons scattered from metal layers. In optics, it is
possible to couple to the SPP if the incident light
comes through a prism which shortens l or increases
k. In Figure 1, the SPP dispersion is shown for a
metal surface towards vacuum or air ðe1 ¼ 1Þ. Also
indicated is the ‘‘light line’’ o=cð Þ ffiffiffiffiffiffiffiffiffiffiffieprism

p ¼ k. For
angles of incidence j with

kx ¼ sin j
o
c

ffiffiffiffiffiffiffiffiffiffiffi
eprism

p
4

o
c

½39�

the light is totally reflected from the prism–air inter-
face because l (eqn [19]) in air becomes imaginary.
But when this prism surface is brought in close prox-
imity to the metal surface, at the angle where kx from
[39] fulfills the dispersion relation of the SPP [36],
the eigenmode is excited, it develops large fields,
soaks up energy, and attenuates the total reflection of
the prism. This attenuated total reflection (ATR)
method has been widely used to study the SPPs as
well as the properties of layers adsorbed on metal
surfaces, because adsorbed layers shift the dispersion
according to e1a1 in eqn [36]. The large fields near
the metal surface, when the SPP is excited, have been
used to excite molecules especially brought near the
surface. On the other hand, a microscope has been
built on the ATR principle in order to see structures
in adsorbed layers, which appear in self-organized

surface reactions. The SPP can be excited by one
prism, then travel along the metal surface and be
coupled out by a second prism, and the metal surface
between the prisms can be manipulated.

The narrow coupling condition that kx of the ex-
citing light must fulfill the SPP dispersion eqn [36] is
true when the metal surface is translationally invar-
iant. Surfaces with some roughness or any local
obstacles can scatter light especially strong near
o ¼ op=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e1

p
, where the density of eigenmodes is

very high. If a periodic structure is established on the
metal surface, for example, a grid of grooves, the
related reciprocal lattice vectors can be added or
subtracted to ktg in order to overcome the restrictions
for SPP excitation. Then refolding of osðktgÞ and
gaps due to Bragg diffraction apply as in electron
band structures, and there appear possibilities for
coupling the SPPs to incident light. Also any irregulari-
ties, roughness, adsorbed molecules or metal clusters,
which break the translational invariance of the sur-
face, make excitation of surface modes possible.
These often lead to extremely large fields around
the imperfections. An example is surface-enhanced
Raman scattering (SERS) from adsorbed molecules
on silver.

Surface waves also play a role when light is trans-
mitted through apertures smaller than the wave-
length as in near-field microscopy. Recently, it was
shown that light is transmitted through an array of
narrow holes in a thick metal layer at a surprisingly
large rate. Also, this phenomenon is explained via
excitation of SPPs. The same mechanism leads to
strong absorption at special frequencies in a system
of grooves on a metal surface.

Generally, the excitation of SPPs leads to strong
absorption of energy in the metal, to an attenuation
of reflection, because the large fields of the eigen-
mode cause large currents and large losses in the
metal. Occasionally, one finds high-energy transport
at the excitation condition leading to strong scatter-
ing or even high transmission through narrow holes.

When the metal layer is thin enough, the two sur-
faces excite each other. Then the surface modes on
both sides couple symmetrically or antisymmetrical-
ly, and the dispersion relations are changed.

Plasma Waves in Metal Optics

In 1953, Bohm and Pines discovered that the elec-
trons in metals can sustain charge density waves with
longitudinal electric fields. In an electron gas model
of a metal, they found the dispersion relation for
plasma waves:

o2 ¼ o2
p þ bk2 ½40�

k

�s k = �
c

k = �
c  √�prism

�p

√2

Figure 1 The surface plasmon dispersion. At ‘‘þ ’’ the wave in

a prism can couple to the SPP in an ATR configuration.
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The Drude model (eqn [28]) leads to plasma oscil-
lations. Taking the divergence of eqn [28] and using
the continuity equation and eqn [9] yields

.r ¼ �o2
pr� g ’r ½41�

that is, damped oscillations with the plasma fre-
quency op.

In addition to the electric field, the electrons are
driven by a gradient in electron pressure, in density,
in the local Fermi energy proportional to (n0)

2/3. This
pressure spreads out the electrons at metal surfaces
and metal–metal interfaces leading to surface dipoles
and contact potentials. In the Drude model, this ad-
ditional force can be introduced by a term �brr:

@j

@t
¼ o2

pe0E� gj � brr ½42�

The coefficient b ¼ ð3=5Þv2F in a free electron gas
with Fermi velocity vF

8. The expression for the high-
frequency electron gas pressure was derived by
Bloch. Equation [42] can be derived from a
Boltzmann equation for the electron gas, and it is
called the ‘‘hydrodynamic approximation’’ to a quan-
tum mechanical treatment of the free electron gas.
This extended Drude model describes plasma waves
and makes it easy to include them in metal optics in
the correct way.

First, the plasma waves are seen as eigensolutions
of the system. Equation [41] is now supplemented to
yield

.r ¼ �o2
pr� g ’rþ br � ðrrÞ ½43�

which is solved by a wave with the plasmon disper-
sion [40] when the damping g is neglected. The mode
is a charge density wave (analog to a longitudinal
acoustic density wave) with longitudinal electric
fields E||k. Transverse waves have necessarily r ¼ 0
from eqn [9]. Therefore, the response, conductivity
s> and e>, is not affected by the new term in [42],
and remains as in eqns [30] and [31]. But the longi-
tudinal response is changed. For a plane wave pertu-
bation Beiðkr�otÞ, the continuity equation ð1=ioÞr �
j ¼ r replaces r in eqn [42], and for longitudinal
fields and currents,

s8ðk;oÞ ¼
ioo2

pe0
o2 � bk2 þ iog

½44�

and with the general relation [13]:

e8ðk;oÞ ¼ 1�
o2

p

o2 � bk2 þ iog
½45�

The response functions are now dependent on fre-
quency o and wave vector k. This is the so-called
nonlocal response (in time and now also in space),
which is familiar in nonlocal metal optics.

What do Maxwell’s equations tell one about
longitudinal waves? Equation [3] shows that longit-
udinal plasma waves have no magnetic induction
field, B ¼ 0. On the other hand, the longitudinal
wave is a homogeneous solution of the wave equa-
tion [12]:

rðr � EÞ � DE ¼ o2

c2
me8E ½46�

For a wave with E||k, the left-hand side is zero and a
nontrivial solution requires the general dispersion
relation for plasmons

e8ðk;oÞ ¼ 0 ½47�

With eqn [45], neglecting the damping g, [47] yields
[40]. The hydrodynamic approximation (eqns [42],
[44], and [45]) should be considered as the long
wavelength, small k expansion of any sophisticated
treatment of conduction electron response. For the
purpose of optics, this approximation has been
shown to be sufficient for the analysis of many ex-
periments involving metal surfaces or metal layers at
frequencies around the plasma frequency.

The longitudinal plasma waves are homogeneous
solutions of Maxwell’s equations according to eqn
[46], and must therefore be included in the general
solutions, which via boundary conditions yield the
optical fields. Sauter was the first to point this out in
1964, and he suggested the third boundary condi-
tion, which is necessary at a free metal surface to
determine the three amplitudes: of the reflected wave
R (eqn [17]) and inside the metal of the transmitted
transversal wave T (eqn [18]) and of the longitudinal
wave LeiðkxxþZzÞ, which completes the general solu-
tion [18].

Before the boundary conditions are discussed, the
question of energy current is addressed. When it was
brought up that the longitudinal waves should be
excited on reflection at metal surfaces, it was object-
ed that this additional channel of energy transport
would have long been recognized if the suggestion
was true. The wrong answer is that the plasma wave
does not carry energy, because B ¼ 0 and therefore,
the Poynting vector S ¼ 0. But the excitation of plas-
ma waves becomes appreciable for frequencies of the
order op, which is in the UV where hardly any re-
flection measurements have been done. In addition,
the energy current of the plasma wave is small
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because of the very small group velocity of plasmons:

@o
@k

Eb
k

op
B

v2F
c

½48�

The extension of the material equation [42] leads
to an extension of Poynting’s theorem: By taking the
dot product of eqn [3] with H and subtracting the dot
product of E with eqn [3], one obtains

� @

@t

1

2
E �Dþ 1

2
H � B

� �
¼ r � ðE�HÞ þ E � j ½49�

Multiplying the material equation of motion [42] by
j, the terms can be rearranged with the help of the
continuity equation

o2
pe0E � j ¼ @

@t

1

2
j2

� �
þ gj2 þr � ðbrjÞ

þ @

@t

1

2
br2

� �
½50�

which by replacing E . j in eqn [49] yields Poynting’s
theorem with plasma waves:

� @

@t

1

2
EDþ 1

2
HBþ 1

2o2
pe0

j2 þ 1

2o2
pe0

br2
 !

¼ r � E�H þ 1

o2
pe0

brj

 !
þ g
o2

pe0
j2 ½51�

On the left-hand side, the kinetic energy density of
the electron current and the potential energy density
connected with the density perturbation against the
electron gas pressure are found. On the right-hand
side, one has the energy current density in the plasma
wave and the positive definite energy absorption due
to the friction coefficient g.

The problem of ‘‘additional boundary conditions’’
is taken up next. At first, the total response is de-
scribed by r and j, that is, formally wp ¼ 0; P ¼ 0. It
has been mentioned already after eqn [21] that the
standard boundary conditions, Deff,n and Htg con-
tinuous, imply a discontinuity in En caused by
singular surface charges, and from eqn [8], the de-
nial of singular surface currents. With j ¼ s � E, one
also gets a finite normal component of the current up
to the surface, which then disappears in a singular
sink or source of charge in the surface plane. In non-
local optics, the charges and currents are treated se-
riously in the plasma waves, and especially singular
charges would lead to infinite pressures in eqn [42].
The model of the surface must be improved. Singular
surface charges can only be avoided if the normal
component of the current j is continuous (zero at a

free surface). With finite charge densities everywhere,
the normal component of E is also continuous. These
two independent conditions replace the continuity of
Deff,n, which is then a consequence. Continuous E
and continuous Deff does not contradict eqn [13],
because s and e are now tensors with e>ae8.

At an interface with metal only on one side, one
has one reflected wave amplitude in the dielectric,
and a transverse and a longitudinal wave amplitude
in the metal to be determined via three boundary
conditions:

ðaÞ continuity of Etangential ½52�

ðbÞ continuity of Enormal ½53�

ðcÞ jnormal ¼ s>E>normal þ s8E8normal ¼ 0 ½54�

For the interface between two metals, a fourth
amplitude via a fourth boundary condition must be
determined because there are plasma waves in both
metals. A reasonable requirement is that the interface
should not be a singular sink or source of energy.
This plausible assumption for our surface model
leads to the continuity of the normal component of
the energy current; so the boundary conditions at a
metal–metal interface are

ðaÞ continuity of Etangential ½55�

ðbÞ continuity of Enormal ½56�

ðcÞ continuity of jnormal ¼ s>E>normal

þ s8E8normal ½57�

ðdÞ continuity of
b

o2
pe0

r ¼ b
o2

p

r � E

¼ b
o2

p

k8 � E8 ½58�

The conductivity s> for transverse fields is also
from eqn [42] equal to eqn [30], and e> is given by
eqn [31]. With (a), (b), and (c), the Poynting vector is
continuous; so the requirement [58] suffices to make
the total normal energy current continuous. All
boundary conditions lead to linear equations for
the determination of the reflection and transmission
amplitudes, therefore to no complication, in princi-
ple, compared to standard optics.

In this treatment of plasma waves in optics, the
response functions s8 and e8 are dependent on fre-
quency o as well as on wave vector k or wavelength;
hence, this kind of optics is called nonlocal optics.
Equation [42] says that the current at r is not only
driven by the electric field at r (local relation), but the
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charge density in the neighborhood determines the
other force Brr. Charge density waves with larger
gradients, larger k, oscillate faster according to eqn
[40]. The standard local optics is an approximation
which neglects charge densities altogether and does
not treat the singular surface charges consistently
which eqn [21] implies. This standard approximation
is simpler and sufficient as long as the charge den-
sities are small. At frequencies of the order of the
plasma frequency, the charge densities get large due
to resonant eigenmodes and must be treated consist-
ently. The nonlocal optics can lead to results quali-
tatively different from standard optics and in
agreement with the experiment.

A few examples of this nonlocal metal optics are
discussed next. One can understand at the beginning
that only when there are normal components of E,
normal currents leading to oscillating charge densi-
ties near the surface, a plasma wave is optically ex-
cited. Therefore, only for p-polarization with the
electric field parallel to the plane of incidence, this
nonlocal extension of optics is necessary, and the
plasmon gets a nonzero amplitude L.

In the case of reflection from a free metal surface,
the extension of the treatment in eqns [17]–[23] takes
the steps: the outgoing general solution [18] inside
the metal is supplemented by the plasma-wave
þLeiðkxxþZzÞ with Z from

e8 ¼ 0 ¼ 1�
o2

p

o2 � bðk2
x þ Z2Þ þ iog

½59�

and with

Z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

b
½oðoþ igÞ � o2

p� � k2
x

s
½60�

and for the longitudinal wave

Lx=Lz ¼ kx=Z ½61�

The three boundary conditions [52]–[54] lead to
three linear equations and to the reflection amplitude

Rz

E0z
¼ e>q � l þ ðe> � 1Þk2

x=Z
e>q þ l � ðe> � 1Þk2

x=Z
½62�

with e> ¼ eM and q, l from eqns [31], [19], and
e1 ¼ 1; mM ¼ m1 ¼ 1. The limit b-0 leads back from
[42] to local [28], in [60] to Z-N, and from [62]
back to [22]. The difference between r ¼ jRz=E0zj2
from [62] and from [22] is shown in Figure 2.
The excitation of plasma waves really reduces
the reflectivity, but only above the plasma frequency
and by a small amount. This case was outlined to

demonstrate that this extension of metal optics is
straightforward.

As in the previous section, one finds from the zero
of the denominator of the reflection amplitude [62],
the dispersion relation of the surface plasmon po-
lariton

e>q þ l � ðe> � 1Þk2=Z ¼ 0 ½63�

For low frequencies, the last term of the order of
kðvFo=copÞ can be neglected and the dispersion agrees
with [35]. But for kEðo=cÞðc=2

ffiffiffi
b

p
Þ1=3, the frequency

of the eigensolution [63] rises above op=
ffiffiffi
2

p
, which

was the limit for [35]. The approximate dispersion in
this frequency range is from eqn [63]:

osE
opffiffiffi
2

p þ k

ffiffiffi
b

p

2
½64�

This linear dispersion is often extrapolated toward
k ¼ 0. In optics, this is wrong because then, the light
line is crossed and light could couple to the eigen-
modes which is not the case. For larger k, the increase
of os is stronger than linear which is indicated in
Figure 2. This dispersion describes the essential facts
of the experiments. Only the linear rise [64] is usually
suppressed to a plateau due to a skin effect before the
final rise, when at large k the electron gas pressure
dominates.

The dispersion relation [64] was derived when Rit-
chie discovered this surface mode in 1957 from an
electrostatic approximation to Maxwell’s equations
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ðc-NÞ and called it the surface plasmon. When the
charge densities in the plasma and Maxwell’s equa-
tions are treated correctly, it becomes clear that [35]
and [64] are approximations to the dispersion [63] of
a single kind of surface mode, which is then properly
termed the ‘‘surface plasmon polariton’’ (SPP).

The reflection from a simple metal surface is
changed so little by the inclusion of plasma waves in
optics (Figure 2) that this is not the experiment to
prove the necessity of nonlocal optics. The first
relevant experiment was theoretically predicted by
Melnyk and Harrison in 1968 and carried out by
Lindau and Nilson in 1970. The transmittance
through thin silver layers shows periodic minima
when the plasma waves form standing waves in the
layer and by the large amplitude, increase the ab-
sorption. It turns out that half a wavelength and even
three and five halves of a wavelength fit into a layer
of 100 Å. One can calculate from eqn [40] that this is
the order of the plasma wavelength, while the
transverse waves are more than ten times longer, so
the experiment can only be explained by the optical
excitation of plasma waves in the metal. Another
example is shown in Figure 3. An electroreflection
experiment measures the change in reflectivity Dr=r
when a strong (static or slowly oscillating) electric
field changes the charge density at the metal surface.
The optical calculations give qualitatively different

results when standard local optics or nonlocal optics
is employed. Only nonlocal optics describes the ex-
periment. In the late 1970s and early 1980s, several
examples were published with the same outcome (see
the ‘‘Further reading’’ section.)

One can draw the general conclusions: standard
optics must be extended to nonlocal optics when the
optical frequency o is around the plasma frequency
ð0:5opooo2opÞ and when metallic layers, espe-
cially very thin ones (1 –1000 Å), are involved. The
nonlocal optics discussed in this article gives the right
answers in these cases.

The treatment of plasma waves in optics in this
section is designed for a free electron gas model of a
metal, where the total response can be described as
conduction electron current density and charge den-
sity. The parameters, electron density n0 and dam-
ping g, could be taken from a fit of a model (eqn [31])
to measure dielectric data. This is a good approxi-
mation for most metals except the d-band transition
metals. But silver is one of the best candidates for
demonstrating the effects of nonlocal optics because
its plasma frequency is easily accessible just above
the visible at _op ¼ 3:8 eV and the plasmons see lit-
tle damping. The conduction electron density in
silver is high and would lead to _oE9 eV from eqn
[29]. e ¼ 0 is shifted to a lower frequency because of
other ‘‘bound’’ electrons.

In such a situation, it has been successful to think
of two responding electron systems, free and bound.
The free conduction electrons follow eqn [42] while
the bound ones are described by a polarizability wp.
The total measured e is then separated as in eqn [13].
An assumption of the conduction electron density
(and the damping) allows the determination of wp
from [13]. Then it is consistent to use in [53] and [56]
the normal component of D ¼ ð1þ wpÞe0E. This
procedure was used for Figure 3 and for many other
comparisons with experiments on silver.

A final remark shall close this section: the response
of a metal to electromagnetic fields is a vast field in
solid-state theory where quite a number of theoreti-
cians have invested their ingenuity. Here, a simple
extension of standard optics was presented which
can easily be applied by experimentalists also and has
been successfully used for the analysis of several ex-
periments. Around the plasma frequency, the predic-
tions of nonlocal optics including plasma waves can
be qualitatively different from the results of standard
optics.

Magnetooptics

The response of metals as well as other materials to
electromagnetic waves is determined by the forces
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due to the electric field of the wave, because the
Lorentz force due to the magnetic field is weaker by a
factor v=co1% with electron velocity of the order of
the Fermi velocity. Magnetooptics considers the in-
teraction of light with external magnetic fields or
strong magnetizations in ferromagnets.

A system with a magnetic field or magnetization
acquires a special symmetry with respect to time
inversion ðE;B;H;M-E;�B;�H;�MÞ. Onsager’s
relations require

eijðE;B;HÞ ¼ ejiðE;�B;�HÞ ½65�

Therefore, optical effects introduced by (proportion-
al to) B or M manifest themselves as antisymmetric
tensor components in an otherwise symmetric die-
lectric tensor #e.

It is briefly shown that an external magnetic field
leads to antisymmetric e-components in an extension
of the Drude model (eqns [27] and [28]) and that the
consequence in optics is a difference in index of re-
fraction for right and left circularly polarized waves.
This leads to the Faraday rotation of the plane of
polarization for linearly polarized light in transmis-
sion and to the Kerr rotation in reflection.

The Lorentz force �e0ð’r � B0Þ, in an external
magnetic field B0 ¼ ð0; 0;B0Þ parallel to the z-axis, is
added to the equation of motion [27]. To be more
general, an elastic restoring force �o2

0r is also added
(for free electrons in metals o0-0):

mr̈ ¼ �e0E� mg’r � mo2
0r � e0ð’r � B0Þ ½66�

With rBexpð�iotÞ and j ¼ �e0n0 ’r, one finds
from [66] the conductivity tensor and obtains from
eqn [13] the dielectric tensor:

#e ¼ #1þ o2
p

a ib 0

�ib a 0

0 0 c

0
B@

1
CA

¼ e

1 iQ 0

�iQ 1 0

0 0 a

0
B@

1
CA ½67�

a ¼ o2
0 � oðoþ igÞ

ðo2
0 � oðoþ igÞÞ2 � o2o2

c

b ¼ ooc

ðo2
0 � oðoþ igÞÞ2 � o2o2

c

½68�

c ¼ 1

o2
0 � oðoþ igÞ

½69�

oc ¼ eB0=m is the cyclotron frequency propor-
tional to B0. Due to the external magnetic field, one
finds an antisymmetric tensor added to an otherwise
symmetric #e.

The dielectric tensor is now employed on the right-
hand side of the wave equation [12]. For a wave
traveling in the z-direction parallel to B0

o2

c2
e� k2

� �
Ex þ iQe

o2

c2
Ey ¼ 0

� iQe
o2

c2
Ex þ

o2

c2
e� k2

� �
Ey ¼ 0

½70�

o2

c2
eð17QÞ � k2

� �
ðEx7iEyÞ ¼ 0 ½71�

which yields

k2
r ¼ o2

c2
eð1þ QÞ for Ex ¼ iEy

ðfor right circular polarized lightÞ

k2
l ¼ o2

c2
eð1� QÞ for Ex ¼ �iEy

ðfor left circular polarized lightÞ

or nr ¼
ffiffi
e

p
1þ 1

2Q
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nl ¼
ffiffi
e

p
1� 1

2Q
	 


½72�

The increase of the effective e or polarizability for
right circular polarization can be understood for the
simple model (eqn [66]) from the direction of the
Lorentz force which increases the radius of the cir-
cular electron motion. When light travels through a
piece of matter of length L, the waves accumulate a
phase difference of

d ¼ ðkl � krÞL ¼ o
c

Lðnl � nrÞ ¼ � o
c

LQ ½73�

The Faraday rotation of the plane of linear polar-
ization is d/2. Because Q is proportional to o due to
the Lorentz force, the Faraday rotation is propor-
tional to o2.

Generalizations

The dielectric tensor is more generally expressed as

#e ¼ e

1 iQz �iQy

�iQz 1 iQx

iQy �iQx 1

0
B@

1
CA ½74�

by the ‘‘Voigt vector’’ Q ¼ ðQx;Qy;QzÞ.
Then in the refraction indices (eqn [72]), Q is

generalized: Q-Qk=jkj, to the projection of Q on
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the direction of propagation k. In the model and in
transparent materials, Q is mainly real and one finds
the Faraday rotation due to the real phase shift (eqn
[73]). In ferromagnetic metals, the magnetooptical
effects are larger by several orders of magnitude, but
here, mainly the absorption, the imaginary part of Q
is changed by the magnetization leading to ellipti-
cally polarized light in general.

Because ferromagnetism is rooted in the electron
spin, a microscopic explanation of the magnetoop-
tical effects in ferromagnets involves the spin–orbit
coupling of the electron motion and the unequal
number of spins parallel and antiparallel to M.

For the investigation of magnetic properties of
metallic layers, the magnetooptical Kerr effect
(MOKE) in reflection has been developed into an ef-
ficient tool. With strong lasers, nonlinear optical re-
sponse is also exploited (for detailed information see
the ‘‘Further reading’’ section).

‘‘Left-Handed Materials,’’ Optics for
eo0 and mo0

Charge carriers exposed to oscillating electric fields
show, in some frequency region, negative polariz-
ability as a forced oscillator has a phase shift of p
above resonance. Therefore, in simple metals eo0
below the plasma frequency (resonance frequency
o0-0) (eqns [31] and [32]). Then the index of re-
fraction n ¼

ffiffi
e

p
is imaginary, electromagnetic waves

decay exponentially into the metal, do not propagate
at all and the reflectivity goes to 1.

In 1968, V G Veselago pointed out that the wave
propagation is really determined by the product em
(eqns [16] and [19]) and therefore, a system with
eo0 and mo0 in the same frequency region would be
transparent again. One has, in principle, negative
magnetic polarizability in diamagnets (due to Lenz’s
rule) but usually the polarizabilities wm are extremely
small (B10� 6), and the susceptibility m ¼ 1þ wm
deviates little from 1 and does not go below 0.

Recently materials with mo0 have been manufac-
tured. Therefore, the surprising optical properties are
outlined. The term ‘‘left-handed material’’ (LHM)
derives from the fact that Maxwell’s equations (e.g.,
(eqn [3])) for a plane wave k� E ¼ oB and H ¼
ð1=m0mÞB usually make the vectors k;E;H a right-
handed tripod, while with mo0 the tripod gets left-
handed. Consequently, normally the energy current
S ¼ E�H is parallel to the wave vector k. In LHMs,
the Poynting vector is opposite to k.

Refraction at an interface between material
I ðeI40; mI40Þ and material II ðeIIo0; mIIo0Þ puts
the refracted beam in II on the opposite side of the
surface normal than usual. Therefore, diverging rays

in I can converge in II which led to speculations
about perfect lenses by slabs of LHMs. This uncom-
mon refraction can be understood as follows:

S ¼ E�H is antiparallel to k in LHM II. There-
fore, the correct homogeneous solution in II which
carries the energy from the interface has a wave vec-
tor pointing towards the interface. The tangential
components of all wave vectors are equal, so the re-
fracted beam (i.e., the energy current) lies in II on the
same side of the surface normal as the incoming
beam in I (see Figure 4).

The subject of optics with LHMs has been revived
after 2000 in connection with the investigation of the
‘‘optical’’ properties of conducting networks, three-
dimensional wire mesh crystals. If the wavelength of
the electromagnetic waves are much larger than the
lattice spacing, the conducting network behaves like
a metallic conductor with a low density plasma fre-
quency and with a frequency region of negative e
according to eqn [32]. The necessary large di-
amagnetism is achieved by conducting rings in each
cell of the lattice. In such a designed material, eo0
and mo0 at frequency n ¼ 10:5 GHz; lE3 cm, was
demonstrated with em ¼ 7:287i0:54. It was shown
that the refraction is indeed as in Figure 4 (see the
‘‘Further reading’’ section).

See also: Metals and Alloys, Electronic States of (Inclu-
ding Fermi Surface Calculations); Metals and Alloys,
Impurity and Defect States in.

PACS: 73.61.At; 78.66.Bz
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Introduction

A crystalline solid is made up of indistinguishable
groups of atoms positioned at the sites of a Bravais
lattice. If the atomic structure is approximately uni-
form in both orientation and composition through-
out the solid, the material is referred to as a single
crystal. When the atomic structure is not uniform, it
is known as a polycrystal. In this second and more
common instance, the irregularities in the orienta-
tion, composition, and configuration of the atomic
structure collectively make up what is referred to as
the internal structure or microstructure. The term
macrostructure is sometimes used to refer to the
largest components of the internal structure. Within
this article, all components of the internal structure
will be referred to as the microstructure.

Polycrystals can be thought of as aggregates of
much smaller crystals joined together by a network
of internal interfaces, as illustrated schematically in
Figure 1. Within the aggregate, the individual crys-
tals are referred to as grains. The interface that sep-
arates two grains of the same composition, but
different lattice orientation, is called a grain bound-
ary and the interface that separates two grains with
different compositions is called a phase boundary.
The granular nature of polycrystalline matter has
been recognized since at least 1775 when Grignon
sketched grains observed on the surface of a piece of
fractured wrought iron. This first recorded observat-
ion points to an important feature of the interfaces
within the microstructure: they are frequently points
of internal weakness along which failure, by fracture
or corrosion, propagates through the interfacial net-
work. During the last century, microstructural stud-
ies have flourished amid the realization that many of
the macroscopic properties of polycrystalline solids
are strongly influenced by the internal structure.
While these studies established the solid foundation

of knowledge that will be reviewed in this article, it
should also be recognized that there are many unre-
solved questions about microstructural genesis and
the microstructure–property link that continue to be
actively researched. In general terms, one can say
that polycrystalline microstructures result from crys-
tal nucleation, growth, and capillarity-driven morph-
ological changes that lead to a reduction in the
interfacial energy. In this article, the basic principles
behind these processes will be described and exam-
ples of prototypical microstructures will be present-
ed. The article will focus on dense, inorganic,
polycrystalline microstructures that occur in man-
made materials. Single-phase microstructures are dis-
cussed first and multiphased structures are described
in the second section.

Single-Phase Microstructures

The term single-phase polycrystal is used to describe
an aggregate of crystals that is uniform in its atomic
structure and composition. Throughout a single-
phase microstructure, it is only the orientation of
the Bravais lattice within the individual grains that

Figure 1 Schematic illustration of a polycrystalline solid, with

black dots representing points on the lattice and gray lines deno-

ting boundaries between grains with different orientations.
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differs. The defining elements of the microstructure
are the distribution of crystal sizes, the distribution
of crystal shapes, the distribution of crystal orientat-
ions, and the types of grain boundaries between the
crystals. Single-phase microstructures can be formed
by sintering a solid powder, by crystallizing a pre-
cursing liquid, gaseous, or amorphous phase, or by
recrystallizing a deformed precursor. Microstructures
resulting from each of these states are described
briefly below.

Single-Phase Microstructures by
Sintering

The excess free energy per unit area of a grain
boundary (g) can be thought of as the energy to cre-
ate equal areas of the two free surfaces on either side
of the boundary, minus a binding energy associated
with the formation of bonds across the interface as
the surfaces are joined. Therefore, as long as there is
bonding across the interface, it is energetically pref-
erable to replace two free surfaces with a grain
boundary of the same area. This is the driving force
for the process of sintering, in which individual crys-
talline particles change shape and bond with one
another to form a dense polycrystal. Further heating
after complete densification leads to grain growth, an
increase in the average grain size. This too is a cap-
illarity-driven process, because as the average grain
size increases, the total grain-boundary area (and its
associated energy) decreases. If the grain-boundary
energy and mobility are not too anisotropic, then an
equiaxed microstructure develops. In other words,
each grain has approximately the same dimensions in
all directions. An equiaxed microstructure is illus-
trated in Figure 2.

The shapes of the grains are determined in part by
the relative rates at which the crystal grows in dif-
ferent directions (a kinetic effect), and in part by the
requirement that the interfacial forces balance at
their points of intersection (an equilibrium effect).
The equilibrium equation for the point where three
interfaces meet is known as the Herring condition:

X
i¼123

giti þ
@gi

@bi

ni ¼ 0

The terms in this expression are described in Figure
3. Under the condition that the energy does not de-
pend on orientation, this reduces to the more familiar
Young equation

g1
sin C1

¼ g2
sin C2

¼ g3
sin C3

where the Ci are the dihedral angles in Figure 3. If
the energies of all the interfaces are assumed to be
equal, then all of the dihedral angles are 1201. If this
is the case, then dihedral angles at quadrajunctions
where four triple lines intersect must be 109.51. To
meet these conditions and fill space, some curvature
must be introduced in the boundaries and this creates
a driving force for motion. Boundaries always move
toward their center of curvature to reduce their total
area. The situation was considered in two dimen-
sions by von Neumann and Mullins, who showed
that if equilibrium dihedral angles are to be main-
tained in an isotropic structure, then grains with
more than six sides will always grow and grains with
fewer than six sides will shrink (see Figure 4). While
the problem is not easily solved in three dimensions,
it is currently thought that grains with 13 or fewer
faces shrink while those with 14 or more grow.
Studies of three-dimensional shapes are consistent
with this criterion. In a variety of studies, the average
number of faces per grain has been measured to be

20 µm

Figure 2 Montage of scanning electron microscope (SEM)

images of spinel, MgAl2O4. The contrast at the grain boundaries

results from thermal grooving.

t3

t2

t1

n1

n2

n3

�2

l

�2

Figure 3 Schematic of the triple line (l) along which three

interfaces meet, defining the terms in the Herring equation.
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between 12 and 14. A sketch of a typical grain is
shown in Figure 5.

Kinetic grain-growth theories generally predict
that the average grain size increases with the square
root of time (t) so that the average radius, /rS, is

/rS ¼ ðKtÞn

where K is a positive constant and n, the grain-
growth exponent, is ideally equal to 1/2. Furthermore,
after the effects of the initial grain size distribution
have disappeared, there is a steady-state distribution
of grain sizes that is scale invariant. The form of
the distribution, originally derived by Hillert, has a
maximum grain size that is about 3/2 times the
average size:

PHðrÞ ¼ ð2eÞ3 3r

ð2� rÞ5
exp½�6=ð2� rÞ�

In this equation, r ¼ r=r�, where r� is the critical ra-
dius; grains smaller than r� shrink while grains larger
than r� grow. The distribution is plotted in Figure 6.
In practice, observed grain-growth exponents are usu-
ally less than 1/2, the maximum grain size greatly
exceeds 3/2 times the average, and the distribution of

Figure 5 A schematic showing the three-dimensional shape

of a grain within a polycrystal. The black lines are edges on the

front of the grain and the gray lines are edges on the back of

the grain.

(a) (b)

(c) (d)

Figure 4 Schematic showing the configurations of bounda-

ries in a two-dimensional system under the assumption that the

grain boundary energy is isotropic. In this case, the bounda-

ries must always meet with 1201 dihedral angles. This means that

if a grain has fewer than six sides, the boundaries are convex and

will move inward ((a) and (b)), if it has exactly six sides there is no

curvature and the boundaries are stationary (c) and if it has more

than six sides (d) the boundaries are concave and move outward.
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Figure 6 Grain size distributions. The most commonly ob-

served distribution of grain sizes is lognormal (PL) while the the-

ory of capillary-driven grain growth predicts a different distribution

(PH). A schematic of a bimodal distribution is shown in the lower

part of the figure.
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grain sizes is most frequently reported to be lognor-
mal, where the number of grains with dimensionless
size r is

PLðrÞ ¼
1ffiffiffiffiffiffiffiffi
2ps

p 1

rr�
exp

�ðln rÞ2

2s2

" #

In this expression, s is the width of the distribution.
Microstructures that exhibit unimodal and roughly
lognormal distributions of grain sizes are usually
called normal. However, in some cases the distribu-
tion of grain sizes is bimodal (see Figure 6 for com-
parison to normal distributions) and such
distributions are said to be the result of abnormal
growth. An example of a microstructure with an ab-
normal distribution of grain sizes is illustrated in
Figure 7.

When the anisotropy in the grain-boundary energy
and mobility is large, the grains adopt distinct shapes
and are frequently bounded by flat interfaces, in-
dicating that the orientation corresponds to a cusp or
singularity in the function that describes the orien-
tation dependence of the grain-boundary energy. For
example, the microstructure in Figure 8 shows a sec-
tion through randomly oriented plate-like grains.
Depending on the processing, the shapes may also
exhibit preferred orientation or texture, as illustrated
in Figure 9. In this case, the [0 0 0 1] axes of the rho-
mbohedral lattice of Al2O3 are oriented in the ver-
tical direction. The general phenomenon of
nonrandom distributions of crystal orientations with
respect to the external reference frame, as illustrated
in Figure 9, is referred to as texture.

Single-Phase Microstructures by
Crystallization

When a microstructure forms by crystallization from
a liquid, gas, or amorphous matrix, crystal nuclea-
tion requires the formation of an interface between
the crystalline and noncrystalline phase. Assuming
that the interface energy (gs) is isotropic and that the
change in free energy per volume upon crystallization
is DGv, then the free energy change for the formation
of a nucleus with radius r is given by

DGðrÞ ¼ 4pr2gs � 4
3 pr3DGv

50 µm 

Figure 7 Visible light micrograph showing the microstructure of

a polycrystalline BaTiO3 specimen. Parts of two grains on the left

are much larger than the cluster of average grains on the right.

The regular patterns within each grain are twin plates that formed

by a martinsitic transformation during cooling.
10 µm

Figure 8 Atomic force microscope image of polycrystalline

Sr2Nb2O7. The orthorhombic material has platy grains elongated

along the a- and c-axis.

20 µm

Figure 9 SEM micrograph of a tabular alumina microstructure

formed by templated grain growth. The short dimension of the

crystal is oriented along the [0 0 0 1] axis. (Micrograph courtesy of

Gary L Messing and Matthew M Seabaugh, Department of Ma-

terials Science and Engineering, Pennsylvania State University.)
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As illustrated in Figure 10, the change in the free
energy as a function r is initially positive. Only after
a critical size is reached will further growth stabilize
the crystal. Thus, there is an energy barrier, DG�, that
inhibits homogeneous nucleation. If a heterogeneous
surface is present (e.g., the mould walls of a casting
system or a substrate in a vapor deposition system),
and there almost always is, then one not only has to
consider the creation of the surface dividing the nu-
cleus from the surrounding liquid or gas, but also has
to consider the elimination of the heterogeneous sur-
face and the creation of the interface between the
nucleus and the heterogeneous surface. Using the
Young equation, the relationship between the various
interface energies can be expressed as a contact
angle, y, in the following way:

cos y ¼ ðgh � gshÞ
gs

The terms in the equation above are defined in
Figure 10, assuming the crystallization of a spherical
cap on the heterogeneous surface. With this param-
eter, the free energy change for heterogeneous nucle-
ation can be written in a form similar to that for
homogeneous nucleation:

DGðrÞ ¼ 4pr2gs � 4
3 pr3DGv

� �
SðyÞ

where the shape factor is SðyÞ ¼(2þ cos y)
(1� cos y)2/4. Since this term is always less than uni-
ty, the free energy change for heterogeneous nucle-
ation is always less than that for homogeneous
nucleation. Thus, crystal formation always initiates

from a heterogeneity and most frequently from the
walls of the container or a deliberately introduced
substrate. This leads to so-called columnar microstruc-
tures, such as those illustrated in Figures 11 and 12.
The microstructure in Figure 11 results from nuclea-
tion and growth from the walls of a mould in a
casting, and the microstructure in Figure 12 results
from the deposition of a vapor on a substrate. It
should be recognized that heterogeneous nucleation
can be initiated in a more or less uniform manner by
introducing a finely dispersed heterogeneity and this
can lead to an equiaxed microstructure. Uniform he-
terogeneous nucleation can also occur when a material
is recrystallized from a deformed matrix.

Grain Boundaries in Single-Phase
Microstructures

The complexity of the grain-boundary networks
within polycrystals arises from the number of cry-
stallographic degrees of freedom. Three parameters
are required to describe the lattice misorientation
between two crystals, and two additional para-
meters are required to describe the orientation of
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Figure 10 Plot of the free energy change as a function of nu-

cleus radius. The change is initially positive. Additional growth

reduces the energy only beyond a critical size. For he-

terogeneous nucleation, the barrier is lower.

Figure 11 Section through a cylindrical casting. The elongated

grains nucleated on the mould walls (top and bottom of the mi-

crograph) and grown toward the center. (Micrograph courtesy of

H P Paxton, Department of Materials Science and Engineering,

Carnegie Mellon University.)

60 nm

NiAl

Cr alloy

Co alloy (HCP)

Ni-P plated 
layer

10 nm

Figure 12 Columnar thin film multilayer microstructure. The

NiAl grains nucleated on the Ni–P layer and the columnar struc-

ture is maintained through the Co and Cr layers. (Micrograph

courtesy of David E Laughlin, Department of Materials Science

and Engineering, Carnegie Mellon University.)
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the grain-boundary plane. The number of disting-
uishable boundary types in this five-dimensional
parameter space is large. For example, in a cubic
material, if the five parameters are measured with 51
of resolution, then there are 5� 104 distinguishable
types of grain boundaries. In general, the distribution
of grain-boundary surface area is not uniform over
the five parameters. Textures have been measured
both in the space of lattice misorientations and grain-
boundary orientations. For example, Figure 13
shows the distribution of lattice misorientations in
WC, showing that boundaries with a 301 misorien-
tation about [0 0 0 1] and a 901 misorientation about
½1 0 %1 0� occur with a higher and random frequency.
These data are plotted without regard for the par-
ticular boundary plane. In Figure 14, the distribution
of grain-boundary plane area is shown for the two
highly populated misorientations identified in Figure
13. These data demonstrate that hexagonal WC has
a preference for grain-boundary planes terminated
on {0 0 0 1} and f1 0 %1 0g surfaces.

While the mechanistic origin of the grain-bound-
ary texture is not yet understood, it is known that the
frequency with which different grain boundaries oc-
cur in a polycrystal is inversely related to the energy.
Those boundaries with low energies or some other
extraordinary property are thought to be especially
influential in determining macroscopic properties.
One such boundary is a twin. Twins in different ma-
terials have different crystallographic parameters,
but the common feature is that they have a well-
defined lattice misorientation and habit plane that
allows the atoms within the interface to occupy po-
sitions that are very similar to those of the bulk. For
example, in a cubic close-packed metal, a boundary
formed between two crystals whose (1 1 1) planes are
parallel, but rotated by 601 around the vector per-
pendicular to the boundary planes, is a twin. This
particular boundary is only a minor disruption in the

MRD
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Figure 13 The grain-boundary character distribution in WC, plotted in axis-angle space. The entire range of distinguishable mis-

orientation axes in the hexagonal system is represented in each triangle, and the individual triangles represent different rotations about

these axes. The units are in multiples of a random distribution (MRD).
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Figure 14 The distribution of grain-boundary planes at two

specific misorientations: (a) for 901 rotations about the ½1 0 %1 0�
axis and (b) 301 about the [0 0 0 1] axis. The hexagon marks the

position of the [0 0 0 1] axis and the rectangle the position of the

[1 0 0 0] axis. The positions of the peaks indicate that for both

types of grain boundaries, the pure twist configuration is preferred.
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long-range structure and is indistinguishable from a
stacking fault. All of the atoms in the boundary plane
still have 12 nearest neighbors in the same pattern; it
is only the configuration of the next near neighbors
that differs. This special condition occurs only on
this one plane, so it is energetically very costly to
rotate this boundary away from the (1 1 1) orienta-
tion. While the crystallography varies from system to
system, this is a common feature and as a result,
twins are very flat, planar boundaries without no-
ticeable curvature. Because a twin has a low energy,
the dihedral angle it makes with other more general
grain boundaries is usually very close to 1801. These
are the geometric characteristics that make twins
easy to locate in a microstructure.

In cubic close-packed metals, twins commonly
form during recrystallization. An example of a highly
twined alpha brass microstructure is illustrated in
Figure 15. In tetragonal materials, if there is only a
small difference between the a and c lattice param-
eters, then mosaic twinning is common. A twinned
BaTiO3 structure is illustrated in Figure 16 (this is a
higher-resolution image of the twins that were
evident in Figure 7). This material has a tetragonal-
ly distorted perovskite structure with a c to a ratio of
1.01. The straight boundaries all correspond to 901
rotations about a /1 00S axis with the boundary on
a {1 1 0} plane.

Boundaries with misorientations that place a high
fraction of lattice sites in coincidence are also dis-
tinguished from more general boundaries. These
boundaries are called coincident site lattice bound-
aries and are assigned a coincidence number (S)
based on the inverse of the number of coincident
lattice sites. Therefore, a low S number signifies
high coincidence. For example, illustrations of the S5
and S13 boundaries are presented in Figure 17.
In many circumstances, boundaries of high coinci-
dence are also referred to as ‘‘special’’ boundaries,
although the term is not always used in a consistent
manner. Note that while the coincidence relation
depends only on the lattice misorientation, high
coincidence is only achieved if the boundary lies on
certain planes where the lattice sites overlap. There-
fore, of all boundaries with a low S misorientation,
only those with the interface planes oriented in a
specific direction are expected to have special prop-
erties. The twin in the cubic close-packed system is a
good example. This corresponds to a boundary with
a 601 misorientation about the [1 1 1] axis, with
the boundary on a (1 1 1) plane. The designation S3
refers to the same misorientation, but does not spec-
ify the boundary plane.

Boundaries with low S misorientations have re-
cently taken on a special significance because it has

250 µm 

Figure 15 Image quality electron backscattered pattern map of

alpha brass. The black lines indicate the positions of grain

boundaries. The straight boundaries are twins. (Micrograph cour-

tesy of Valerie Randle, University of Wales, Swansea.)

3 µm 

Figure 16 AFM image showing mosaic twinning in BaTiO3.

The sample was etched to create topographic contrast at the twin

boundaries.

(a) (b)

Figure 17 Schematic illustration of the (a) S5 and (b) S13 co-

incident site lattice geometries. The black points belong to one

lattice and the open circles to the other. The squares denote the

repeat unit.
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been found that certain material properties are im-
proved by increasing the fraction of these low S
boundaries, particularly those known as S3n, inclu-
ding S3, S9, and S27. In cubic close-packed materials
with low stacking fault energies, such as Cu, Ni, and
Pb, the fractional population of S3n boundaries can
be increased by the process referred to as grain-
boundary engineering. In this process, the materials
undergo repeated cycles of mild deformation followed
by recrystallization. After each cycle, the concentra-
tion of S3n boundaries increases. The micrograph in
Figure 15, discussed above, shows an example of a
grain-boundary engineered microstructure in which
approximately 45% of the boundaries are of the type
S3n. As the special boundaries increase in concentra-
tion, they break up percolating clusters of general
boundaries that are more susceptible to failure.

Duplex Microstructures

Duplex microstructures contain two distinct phases,
which are materials that can be distinguished on the
basis of structure or composition. In principle, a
microstructure may contain many different phases,
but the discussion here is limited to the case of
two phases. The defining elements of the two-phase
microstructure are the same as in the single-phase
microstructure, only it is also necessary to charac-
terize the configuration of the two phases and the
volume fractions. As in the single-phase microstruc-
tures, the configuration is determined both by equi-
librium phenomena and kinetic phenomena. Because
of the added complexity, there is a wider range of
possibilities. Selected cases are discussed in the fol-
lowing sections.

Duplex Microstructures Formed by
Consolidation

The most direct method to create a duplex micro-
structure is to physically mix the two phases and then
consolidate the mixture by sintering. The degree to
which the two phases wet each other strongly influ-
ences the configuration. Referring once again to
the Young equation, the equilibrium geometry at the
points where the phases meet is a function of the
interfacial energies. If one labels the phases A and B,
and assumes that their interface energies are isotro-
pic, then the dihedral angle between the two AB
interfaces (see Figure 18) is given by

cosðCÞ ¼ gAA=2gAB

Note that when 2gAB{gAA, the dihedral angle goes
to zero and in this case the two phases completely

wet each other. As gAB approached gAA, the two
phases become increasingly nonwetting and the di-
hedral angle increases toward 1201. Two examples
are shown in Figures 19 and 20. In Figure 19, Co,
which is liquid at the processing temperature, com-
pletely wets the angular WC crystals. In this case, the
WC crystals occupy 90% of the volume and form
an interconnected, skeletal network. The aluminum

B

A

A

A

 
AB�

AA�

AB�
�

Figure 18 Schematic of the interfacial equilibrium at the point

where phase B meets three grains of phase A. The dihedral

angle, C, is a measure of the relative interfacial energies.

50 µm 

Figure 19 Montage of topographic AFM images of a WC/Co

surface. The surface was etched in such a way that the WC

crystals were attacked preferentially, and they appear as the

darker contrast. The Co matrix has the lightest contrast.
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oxide–tanatalum oxide mixture in Figure 20 provides
an example of a nonwetting combination. The dark
grains are the Al-rich phase which poorly wets the
Ta2O5 boundaries.

Duplex Microstructures by Solidification

When microstructures form by the solidification of a
homogeneous liquid, the phases are not as uniformly
dispersed as when formed by a physical mixture fol-
lowed by consolidation. Interestingly, well-defined
patterns can develop under these conditions. When
a single-phase liquid is crystallized in a two-phase
region where a solid and liquid phase coexist, one of
the most common morphological patterns to develop
is the dendrite, or branched structure, as illustrated
by the microstructures in Figures 21 and 22. It
should be noted that while dendrites can also form
during the solidification of a pure material into a
supercooled liquid, this situation is far less common
than that of the binary alloy. For the single-phase
case, one can imagine that protrusions in the growth
front can be stabilized if the liquid is supercooled and
the latent heat of crystallization is extracted through
the solid. In this case, heat is removed more effi-
ciently from the tip of the protrusion that juts out
into the supercooled fluid than it is from the valleys
between protrusions.

To describe the mechanism by which dendrites
form in a binary alloy, consider the simple binary
eutectic phase diagram illustrated in Figure 23. For an
alloy with composition C at a temperature less than
TL, there is a range of temperatures where the solid
and liquid coexist, but with different compositions.

The solid alloy a has composition Ca and always
contains less B than the liquid, with composition CL.
In fact, one can say that the solid is always relatively
more pure than the liquid from which it crystallizes.
This means that as the crystal grows, the liquid at the
interface is relatively enriched in B and that the en-
riched liquid freezes at a lower temperature, specified
by the liquidus line in Figure 23. Therefore, a pro-
trusion in the interface can be stabilized because it
juts into a relatively more pure liquid (see Figure 24).
In the valleys between protrusions, on the other
hand, the liquid rich in B is trapped between oppo-
sing growth fronts. Thus, the growth front at the
tip of the protrusion is in contact with a liquid
that freezes at a higher temperature than the liquid
in the valleys between the protrusions. This causes
the tip to grow faster than the lateral surfaces and
the result is cellular or, more commonly, a dendritic
morphology.

5 µm 

Figure 20 SEM image of Ta2O5 doped with 3 wt.% Al2O3 and

1.5 wt.% La2O3. The dark grains are Al-rich and the anisotropic

grains are a La-rich phase. (Micrograph courtesy of Suxing Wu,

Helen M Chan, and Martin P Harmer, Department of Materials

Science and Engineering, Lehigh University.)

200 µm

100 µm

(a)

(b)

Figure 21 (a) A dendrite observed on the surface of an Al-

4.5 wt.% Cu casting. (b) A section through the same casting,

illustrating the appearance of random sections through the net-

work of Al dendrites. The dark contrast is the Cu-rich phase.
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When the remaining liquid cools to the temperature
TE, two solid phases (a and b) crystallize directly from
the liquid. This most frequently results in a lamellar
microstructure, such as those shown in Figure 25,
where the two phases have alternating bands of
dark and light contrast. Because both solids are in
equilibrium with the same liquid, but themselves
have very different compositions, they must simulta-
neously reject solute to feed the growth of the other
phase. In other words, as a layer of the a phase
grows, it must reject solute (B) laterally to supply
neighboring lamella of the b phase. As the b phase
crystallizes, it rejects A, which sustains the growth of
the a phase. This cooperative process, schematically
illustrated in Figure 26, stabilizes a nearly planar
growth front.

In most solidification processes, cooling will
take the materials through a region of solid–liquid

coexistence, in which a dendritic structure will grow.
When the remaining liquid reaches the eutectic tem-
perature, it will solidify in a lamellar microstructure,
leading to a mixed microstructure. In general, this
situation is not an equilibrium configuration. An-
nealing at a temperature just below the eutectic will
cause the compositional concentration gradients to
homogenize and the morphologies of the crystals to
spheroidize and become more equiaxed.

100 µm 

100 µm 

(a)

(b)

Figure 22 (a) Transverse and (b) lateral sections through a

directionally solidified Ni alloy. The transverse section shows the

shape of the primary dendrite while the lateral section shows the

arm spacing.
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Figure 23 Schematic binary alloy phase diagram.

(a)

(b)

70 µm

(c)

70 µm

Figure 24 (a) Schematic of interface instability by constitutional

supercooling. As solute is rejected from the solidifying crystal, it

accumulates in the valleys between the dendritic protrusions (the

solute concentration is indicated by the shading). Since the re-

latively more pure liquid at the ends of the protrusions freezes at

a higher temperature, these portions of the solid grow faster. ((b)

and (c)) In situ laser confocal microscope image of a solidification

front in Fe–Co–Ni alloy at 15971C. (b) The front is planar (c) a few

seconds later, an instability develops. (Micrograph courtesy of

Chanjoon Paek and Sridhar Seetharaman, Department of Mate-

rials Science and Engineering, Carnegie Mellon University.)
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Duplex Microstructures by
Transformation in the Solid Phase

Duplex microstructures can also form by transforma-
tion in the solid phase. As an example, consider the
rapid cooling of a on the phase diagram in Figure 23,
from Ts to Tss. At Tss, the supersaturated a phase will
decompose to aþ b, and this will happen entirely in
the solid state. As with solidification, the character-
istics of the microstructure that develop are deter-
mined by the nucleation and growth of the phase.
The free energy change during the nucleation process
is similar to that for heterogeneous nucleation,
except that an additional term must be added to
account for the volumetric strain energy associated
with any expansion or contraction that might ac-
company the transformation. The disposition and

shape of this phase depends on the structural rela-
tionship between the parent and daughter phases,
features pre-existing in the microstructure that serve
as heterogeneous nucleation sites, the degree of su-
persaturation during the nucleation and growth of
the phase, and the mechanism of the transformation.
Because of these parameters, there are a wide range
of possible microstructures that can form and only a
few of the characteristic examples are described in
the remainder of this article.

Precipitation from a supersaturated solid solution
requires the long-range diffusion of solute to the site
of growth. For this reason, the distribution of a pre-
cipitated phase will depend on the degree of under-
cooling or supersaturation. When large, the driving
force for the precipitation reaction is amplified and
atomic mobility is limited. This leads to a uniform
distribution of very small precipitates. For example,
the microstructure in Figure 27 shows cuboidal g0

precipitates in an Ni70Cr20Al10 superalloy. In this
case, the structure of precipitating phase differs little
from that of the parent phase, so there is an orien-
tation relationship between the two. In cases where
the kinetics for transport are higher and the super-
saturation is not as large, precipitates will nucleate at
heterogeneities such as grain boundaries.

The formation of lamellar microstructures from
the solidification of a eutectic has already been de-
scribed. In the case of the eutectoid reaction, where a
single solid phase decomposes to two new solid
phases, the microstructure that is formed is similar to
that formed by the eutectic reaction, but the lamellar
phase typically nucleates and grows from the grain

(a)

(b)

10 µm 

20 µm 

Figure 25 Light microscope images of the microstructure of

directionally solidified (a) CoO–ZrO2 and (b) NiO–ZrO2 eutectic

microstructures. The darker phase is ZrO2 and the lighter phase

is CoO in (a) and NiO in (b). (Micrographs courtesy of Nasim

Alem and Vinayak P Dravid, Department of Materials Science

and Engineering, Northwestern University.)
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Figure 26 Schematic of the growth of a lamellar microstructure

maintaining a nearly planar growth front.
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boundaries. Similar microstructures can also be gene-
rated by the cellular transformation from a super-
saturated solid solution.

There are also solid to solid transformations that
do not require long-range diffusion and these proc-
esses also lead to distinct microstructures. In the
massive transformation, a single phase decomposes
to one or more phases that have the same compo-
sition, but different crystal structures. Because it is
not necessary to alter the composition, the interface
can move very rapidly. The massive transformation
frequently nucleates at grain boundaries and the
rapid interface motion leaves an irregularly shaped
precipitate. Ordering transformations can also occur
with very little long-range diffusion. In this case, el-
ements A and B originally occupy certain sites in the
crystal structure at random. Below a certain temper-
ature, they occupy the same sites, but in an ordered
fashion, as illustrated schematically in Figure 28.
Because the ordering process will begin in many
places at once, impingement will create antiphase
domain boundaries, where there is a shift in the or-
dering pattern. A characteristic microstructure with
APBs is illustrated in Figure 29.

Martensitic transformations are diffusionless proc-
esses by which a material changes crystal structure
without requiring any of the atoms to change posi-
tion by more than a lattice spacing. Typically, the
parent and daughter structure are related by a shear
deformation process. In the resulting microstructure,
lens-shaped precipitates grow quickly to the size of
the grains of the parent phase, creating the charac-
teristic microstructure, such as the one illustrated in

Figure 7, where the twins within the grains are
formed by a martensitic transformation. It has been
shown that the interface between the precipitate and
the parent phase can move at velocities approaching
the speed of sound.

See also: Deformation Processing; Diffusionless Trans-
formations; Mass Transport; Meso- and Nanostructures;
Orientation Texture; Periodicity and Lattices; Phases
and Phase Equilibrium; Phase Transformation; Powder
Processing: Models and Simulations; Recovery, Recrys-
tallization, and Grain Growth; Solidification: Models and
Simulations; Thermodynamic Properties, General.

PACS: 61.72.� y; 61.72.Mm

Further Reading

ASM (1985) Metallography and microstructures. Metals Hand-
book, 9th edn. Metals Park, OH: American Society of Metals.

Bunge H-J (1982) Texture Analysis in Materials Science. London,
UK: Butterworths (Translated by Morris PR).

APB

Figure 28 Schematic image illustrating the difference between

(a) a disordered AB alloy and (b) ordered arrangement with an

antiphase domain boundary.

200 nm

Figure 29 The transmission electron micrograph of Fe-55

at.%Pd alloy annealed at 4001C for 140 h. The micrograph shows

the antiphase domains and antiphase boundaries (APBs) formed

during the atomic ordering process. (Micrograph courtesy of

Lisha Wang and David E Laughlin, Department of Materials Sci-

ence and Engineering, Carnegie Mellon University.)

2 µm 

Figure 27 Focused ion beam microscope image of cuboidal g0

precipitates in a Ni70Cr20Al10 superalloy. (Micrograph courtesy of

Dr. Michael Uchic, Wright Patterson Air Force Base, and Marc De

Graef, Department of Materials Science and Engineering, Car-

negie Mellon University.)

414 Micro- and Macrostructures



Burton WK, Cabrera N, and Frank FC (1951) The growth of

crystals and the equilibrium structure of their surfaces. Philo-
sophical Transactions of the Royal Society of London, Series A
243: 300–358.

Herring C (1951) Surface tension as a motivation for sintering. In:

Kingston WE (ed.) The Physics of Powder Metallurgy, pp. 143–
179. New York: McGraw-Hill.

Hillert M (1965) On the theory of normal and abnormal grain

growth. Acta Metallurgica 13: 227–238.

Mullins WW (1956) Two-dimensional motion of idealized grain

boundaries. Journal of Applied Physics 27: 900–904.
Mullins WWand Sekerka RF (1964) Stability of a planar interface

during solidification of a dilute binary alloy. Journal of Applied
Physics 35: 444–451.

Porter DA and Easterling KE (1981) Phase Transformations in
Metals and Alloys. London: Chapman Hall.

Randle (1996) The Role of the Coincident Site Lattice in Grain
Boundary Engineering. London: Institute of Materials.

Rohrer GS, Saylor DM, El-Dasher BS, Adams BL, Rollett AD, and

Wynblatt P (2004) The distribution of internal interfaces in po-
lycrystals. Zeitschrift fur Metallkunde 95: 1–18.

Smith CS (1952) The shapes of metal grains, with some other

metallurgical applications of topology. Metal Interfaces, p. 65.
Cleveland: ASM.

Smith CS (1964) Some elementary principles of polycrystalline

microstructure. Metallurgical Reviews 9: 1–48.

Smith CS (1981) A Search for Structure. Cambridge, MA: MIT
Press.

Tiller WA (1991) The Science of Crystallization: Macroscopic
Phenomena and Defect Generation. Cambridge: Cambridge

University Press.

Microelectromechanical Systems
M Dragoman, National Institute for Research and
Development in Microtechnology, Bucharest, Romania
D Dragoman, University of Bucharest, Bucharest,
Romania

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The miniaturization, up to the submicrometer scale,
of electronic and optoelectronic components grown
on semiconductor substrates generated the computer
and communication revolutions at the end of the
twentieth century. The miniaturization of electronic
components accompanied by the increase in their
performances was successful due to a combination of
advanced semiconductor technologies such as MBE
(molecular beam epitaxy), VLSI (very large scale
integration), and due to the employment of new
types of semiconductors and heterostructures. How-
ever, the main material, which can be found in any
computer or communication system, is still silicon.

A second revolution is born, thanks to the micro-
electromechanical systems (MEMSs), which are
three-dimensional (3D) chips that are able to change
information with the environment, and which are
produced by the simultaneous miniaturization of
electronic and mechanical devices. In contrast to
electronic or mechanical components, which can be
separately designed, fabricated, and eventually as-
sembled in a remote place, the design of MEMSs and
their fabrication is an integral process, which cannot
be separated in elementary steps. MEMSs have thus
the status of a system, the MEMS revolution being
characterized by the miniaturization of systems and
not of components.

The development of MEMS was dictated by the
need for high-speed data processing in global com-
munication systems, which require rapid reconfigura-
tion of various communication routes. Also, the
MEMS advance was boosted by the need for integra-
tion of sensing and monitoring devices in various
applications that range from environment monitor-
ing to medical surgery. Therefore, the MEMS chip is
often called ‘‘smart’’ since it can sense the chemical,
mechanical, physical, electrical, optical, etc. modifi-
cations of the environment and can exploit them in
order to perform a specific task. The abilities of the
MEMS chip to act and decide are expected to gene-
rate astonishing applications in electronics, commu-
nications, or biology.

The reduction of mechanical devices at the micro-
meter or even nanometer scale is implemented using
semiconductor materials with excellent mechanical
properties, such as Si, and a common semiconductor
technology that exploits the already existing techno-
logical facilities. Thus, MEMSs are realized with
almost the same tools as in the VLSI technology, on
semiconductor substrates on which VLSI circuits can
also be realized. MEMSs are not always realized using
Si, other semiconductors such as GaAs, GaN, SiC, InP
being used as well. Many applications also require
MEMS made from metals such as gold or silver.

Although quite a large variety of micromechanical
or nanomechanical devices exist, the vast majority of
MEMS is implemented with only a few mechanical
configurations such as cantilevers, microbridges, or
membranes. In contrast to common electronic devices,
MEMSs contain almost always moving parts (actua-
tors, microrobots, switches, etc.) that are set in mo-
tion by electric, magnetic, thermal, or electromagnetic
forces exerted between different parts of a MEMS.
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Static MEMS (with no moving parts) can also be
encountered and fabricated with specific MEMS tech-
nologies that are described below. These micro- or
nanoscale mechanical devices integrated with various
electronic components have succeeded in transforming
the sensing, computing, microwave communications,
optical communications, and optical processing at the
global scale in only a couple of years due to their small
sizes, low power consumption, and low costs.

Electronic or mechanical devices with at least one
dimension of a few nanometers are the building
blocks of nanoelectronics. The nanoelectromechan-
ical systems (NEMSs) are nanosized systems that
integrate mechanical and electronic devices in a
single assembly. However, NEMSs are not simple
scaled-down versions of MEMSs; they involve new
concepts and design techniques, which take into
account the new physical effects encountered only at
the nanoscale (e.g., van der Waals forces). Also, the
technological implementation of NEMSs is no longer
based on standard silicon processing, but on a set of
technologies specific to the nanoscale and generically
termed nanotechnologies.

Main Fabrication Techniques of MEMS

Semiconductor micromachining is the main techno-
logy for MEMS implementation. Any micromachin-
ing technique removes a part of a bulk substrate or
of a thin film using various etching methods. Silicon,
grown either as a monocrystal or as a polycrystal, is
the familiar material for micromachining, performed
in this case with standard techniques for silicon proc-
essing. As can be seen from Table 1, Si has also very
good mechanical properties, which are of paramount
importance for the moving parts in an MEMS.

Two types of etching are generally used in micro-
machining: wet or chemical, and dry (or plasma) et-
ching, which generate different etching forms. For
example, the etching forms in Figures 1a and 1b can
be obtained with isotropic and anisotropic wet et-
ching, respectively, whereas the form in Figure 1c is
attainable with plasma etching. Anisotropic etching
and plasma etching are used for Si, GaAs, or InP. In
any micromachining technique, it is essential to ac-
hieve controllable, high-precision, and low-rough-
ness shapes. Almost perfect vertical walls can only be
obtained using plasma etching methods, but more
complex and expensive methods such as laser etching
or synchrotron radiation (called LIGA) must be em-
ployed to carve in semiconductors almost perfect
shapes with low roughness.

Micromachining techniques can be divided into
two classes. The first one concerns bulk micro-
machining, where the back of a wafer is etched to

obtain a prescribed mechanical structure on its top.
This technique is typical for fabrication of microme-
chanical membranes, as displayed in Figure 2, very
large membranes with surfaces of 2� 2 cm2 and
thicknesses of 1 mm being achieved using chemical or
plasma-etching methods.

The second class, referred to as surface micro-
machining, allows the fabrication of MEMS or
NEMS by successive thin film depositions on a com-
mon substrate, followed by the selective etching of
one of these thin deposited layers, called the sacri-
ficial layer. The technological realization of a can-
tilever using surface micromachining is displayed in
Figure 3.

Basic Micromechanical Devices

The Cantilever

A basic micromechanical component in many
MEMSs is the cantilever, represented in Figure 4,

Table 1 Mechanical properties of some basic materials for

MEMS

Material Young’s

modulus

ð�1011 PaÞ

Density

ðg cm�3Þ
Thermal

expansion

ð�10�6 � C�1Þ

Silicon 1.5 2.4 2.5

Carbon

nanotube

10 1.4 10

Steel 2.1 8 12

(a) (b) (c)

Figure 1 Semiconductor shapes obtained with diverse etching

techniques. (a) Isotropic etching; (b) Anisotropic etching – de-

pendent on orientation; (c) Anisotropic etching – independent of

orientation.

Anisotropic
chemical etching 

Removed from
the bulk

Membrane

Figure 2 Membrane realization via bulk micromachining.
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which is frequently integrated with electronic and/or
optoelectronic components for various purposes.
Semiconductor cantilevers are mostly fabricated
from Si, although very thin GaAs cantilevers were
also produced via micromachining technologies. Me-
tallic cantilevers are used mainly as adsorbers of
chemical or biological substances, which produce
an additional bending that can be detected in sensing
applications. Typical micronic cantilevers have leng-
ths of tens of microns and widths and thicknesses
of a few microns. Nanosized cantilevers, also called
nanocantilevers, have widths and thicknesses of a
few nanometers and lengths of a few microns.

An electric, magnetic, or electromagnetic force
bends the cantilever, the corresponding actuation
being called electrostatic (toward a bottom elec-
trode), magnetic, or optical. Heat can also actuate a
cantilever. The most widespread actuation type is
electrostatic (see Figure 4), in which attractive elec-
trical forces are generated when a DC voltage is ap-
plied between the cantilever and the metal deposited
on the substrate (the substrate electrode), the can-
tilever being attracted toward the substrate.

The electrical force F(y) that actuates a cantilever
with width W, length L, and thickness t, fabricated
from a material with permittivity e is given by

FðyÞ ¼ �e0WL
V2

2½y þ ðt=eÞ�2

where e0 is the free-space permittivity and V is the
voltage applied between the cantilever and the subst-
rate electrode. The bending of the cantilever induced
by the applied actuation force can be described by
the equation

d2y=dx2 ¼ MðxÞ=EI

where I is the moment of inertia, equal to Wt3/12 for
rectangular cantilevers, E is the Young’s modulus,
and M(x) is the total moment at position x, com-
pletely determined by the electric force. The maxi-
mum deflection at y¼L is then given by

ymax ¼ yðLÞ ¼ h�V2 6e0
Et3½h þ ðt=eÞ�2

� L2x2

4
� Lx3

6
þ x4

24

� �

The deflection of the cantilever is usually per-
formed with optical systems or electronic detection
techniques, which can be either capacitive or based
on the tunneling effect. The deflection of the can-
tilever as a function of the applied voltage is dis-
played in Figure 5.

The dynamical equilibrium of the cantilever is en-
sured by the balance between the electrostatic and
elastic forces, which require that

e0WLV2

2½y þ ðt=eÞ�2
� Ky ¼ 0

where the spring constant of a cantilever beam is
K ¼ 3EI=L3 ¼ Et3W=4L3: From Figure 5 it follows
that this equilibrium is maintained up to deflec-
tions of about one-third of the cantilever substrate
height h, after which the equilibrium between the
electrostatic and elastic forces is destroyed and the

Sacrificial layer
removed by selective
etching

Substrate 

Cantilever

Figure 3 Cantilever realization via surface micromachining.

y 

x

L

h

+ V

Metallization

t 

Figure 4 Electrostatic actuation of a cantilever with rectangular

cross section.

V 

ymax

Vth

h

(2/3)h

0 

Figure 5 The dependence on voltage of the cantilever deflec-

tion.
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cantilever collapses on the substrate electrode. The
threshold voltage beyond which the cantilever col-
lapses is given by:

Vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8Kh3=27WLe0

q

The above formula dramatically changes for nano-
cantilevers, with nanometric h values, because in this
case the equilibrium condition must take into ac-
count the van der Waals force that acts only at the
nanoscale. The attractive van der Waals force is so
strong that it can even pull down the nanocantilever
in the absence of a DC voltage. The major influence
of the van der Waals force at the nanoscale can be
seen from Figure 6.

Although the effect of van der Waals forces can be
lowered in a double-clamped NEMS, other amazing
behaviors associated with the nanoscale occur. In
particular, the double-clamped NEMS shows a quan-
tized mechanical movement, the deflection varying in
discrete steps every time an electron tunnels through
the metallic contacts of the nanobeam (see Figure 7).

Another specific nanoscale force that acts on
NEMS is the Casimir force, which is derived from
the quantum field theory. Assuming that the vacuum
is not empty but filled with virtual particles that are
continuously created and annihilated, vacuum fluc-
tuations manifest in the Casimir force that acts be-
tween two arbitrary bodies separated by a distance
less than 1 mm. The Casimir force is not a classical
force since it depends on geometry and the boundary
conditions: it is attractive for two conducting plates
separated by free space but becomes repulsive if the
plates are replaced by hemispherical shells. For two
metallic plates with an area of 1 cm2 and separated at
500 nm, the Casimir force is B3mN, a value that is
easily detectable. Thus, the Casimir force is a me-
soscopic force, which can be engineered via the dis-
tance between or the shapes of the interacting bodies.
This engineering of the Casimir force is used to im-
plement nonlinear mechanical oscillators and switch-
es at the nanoscale, which consist of a metallic plate
that moves under the action of an elastic force and a
sphere located over the plate.

A complete analysis of the cantilever deflection
requires a description of the cantilever motion in
both space x and time t coordinates. The corre-
sponding equation is

EIðd4y=dx4Þ þ mðd2y=dt2Þ ¼ 0

where A¼Wt is the cross-sectional area of the can-
tilever and m¼ rA is the cantilever mass per unit
length, with r, the density of the cantilever material.
Assuming a harmonic behavior of the cantilever and
imposing appropriate boundary conditions, the nat-
ural resonance frequencies on of the cantilever are
related to its wavenumbers kn through k4

n ¼ o2
nrWt=

EI: The lowest-order wavenumbers are k0L¼ 1.875,
k1L¼ 4.694, k2L¼ 7.855, k3L¼ 10.996, the first
resonance frequency of the cantilever being

o0 ¼ 2pf0 ¼ 1:015ðt=L2ÞðE=rÞ1=2

The cantilever performances are expressed by the
quality factor, defined as

Q ¼ 2pE0=DE

where E0 is the stored vibrational energy and DE0

is the total energy lost per cycle of vibration. The
cantilever quality factor 1=Q ¼ 1=Qc þ 1=Qth þ
1=QV þ 1=Qs is composed from several components:
Qc¼ 2.2(L/t)3 originates from clamping losses and is
of the order 103� 105, Qth accounts for thermoelas-
tic losses (which are negligible for submicron-thick
cantilevers operating at kHz or MHz frequencies).

V 

ymax

V ′th Vth

h

2/3h

0

No effect of the
van der Waals 

Added effect of the
van der Waals force 

Figure 6 The van der Waals effect on the deflection of nano-

cantilevers.

MEMS

NEMS 

Actuation voltage (VG)

y m
ax

Figure 7 Double-clamped beam deflection at the micro- and

nanoscale.
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The losses due to internal friction, QV¼E1/E2, are
modeled via a complex Young’s modulus E¼E1þ
iE2, where E1 is the conventional Young’s modulus
and E2 is a dissipation part due to friction, whereas
the surface losses Qs ¼ WtE1=2dð3W þ tÞE2 can be
modeled as a disruption of the atomic lattice having a
thickness d at the cantilever surface or as a surface
contamination.

A general loss parameter g ¼ K=o0Q is introduced
to account for the cantilever performances, its value
for a rectangular cantilever being

g ¼ 0:246Wt2ðErÞ1=2=LQ

This loss parameter is linked with the minimum
detectable force Fmin, a very important parameter in
many applications. Fmin is also related to the thermo-
mechanical noise, which is the mechanical analog of
the Johnson noise (white noise). The noise source of
the cantilever is the Brownian motion around its
equilibrium position resulted from the immersion of
the cantilever in a thermal bath with a temperature
T. The vibrational noise can be modeled by an equi-
valent noise force with a constant power spectrum SF

and an equivalent amplitude y. For a rectangular
cantilever, the minimum detectable force (or force
noise) in a bandwidth B is given by

Fmin ¼ S
1=2
F B1=2 ¼ ðWt2=LQÞ1=2ðErÞ1=4ðkBTBÞ1=2

or

Fmin ¼ ðgkBTB=0:246Þ1=2

Thus, the minimum detectable force is propor-
tional to the temperature and losses. Nowadays, the
minimum detectable force is B1 attonewton (10� 18

N) at low temperatures, and of a few pN (10�12 N)
at room temperature.

The Membrane

Another important micromechanical device is the
micromachined membrane (see Figure 2). The sur-
face of the membrane is usually deformed by me-
chanical or electrostatic actuation, in the latter case
the actuation requiring the deposition of a thin metal
film on the back of the membrane. No such metallic
film is necessary in applications in which the surface
of the membrane is not deformed, that is, when the
thin membrane with a thickness of B1mm is used as
a propagating medium with low losses and a refr-
active index comparable to that of the air.

When the membrane is actuated, the surface de-
flection u(x,y) is described by a Poisson equation

r2uðx; yÞ ¼ �e0V2ðx; yÞ=Th

where V(x,y) is the bias and T is the membrane ten-
sion. A similar Poisson equation in cylindrical co-
ordinates is satisfied by circular membranes. The
Poisson equation of rectangular and circular thin
membranes has analytical solutions under certain
boundary conditions.

MEMS Sensors

MEMS sensors are used in many areas ranging from
cars to biology and neurosurgery. In what follows,
only a brief review of a part of them is described.

Force sensors are made from a silicon beam, which
encompasses a piezoelectric or a resonant strain
gauge (see Figure 8), the resistance of which modifies
in the presence of strain. One can determine the ap-
plied force by measuring the resistance.

MEMS pressure sensors are fabricated on a large
scale, their applications ranging from car airbags and
miniaturized microphones to complicated sensor ar-
rays located in the airplane wings. There are many
types of pressure sensors, but basically they consist of
rectangular or circular MEMS membranes that vib-
rate and bend due to an applied pressure. Their ben-
ding is detected and transferred in an electrical
signal. Figure 9 displays a pressure sensor.

Acceleration sensors are based on a suspended
proof mass linked to a fixed frame by spring elements.

Piezo-strain
gauge 

Force

Figure 8 Schematic representation of an MEMS force sensor.

Applied pressure

Si 

Substrate

p Si

SiO2

Piezo-resistors

Figure 9 Schematic representation of an MEMS pressure

sensor.
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Any displacement of the proof mass, which is pro-
portional with the acceleration, is detected by me-
asuring the changes of the capacitance formed
between the proof mass and an electrode or by me-
asuring the changes of a piezo-resistor if strain gauges
are integrated in the springs. A typical MEMS accel-
erometer is represented in Figure 10.

Thermal flow sensors can be divided into three
categories: anemometers, calorimetric sensors, and
time-of-flight sensors. In anemometers, one senses
the variation of a resistance when heat is flowing
over it. Practically, a thin film resistor is deposited on
a thin membrane, the lateral diffusion flow of the
heat over the membrane (see Figure 11) thermalizing
the membrane at the temperature of the fluid. The
flow rate can be measured with the simple flow
sensor displayed in Figure 12.

A special category of sensors based on MEMS,
with wide applications in biology and medicine, are
the biological MEMS sensors or bioMEMS. For ex-
ample, in surgery, catheters, pipettes, endoscopes,
MEMS robotic surgery devices, including an MEMS
submarine capable of traveling in human arteries,
are currently fabricated using micromachining tech-
niques; some of them contain several MEMS sensors.
Minimally invasive devices able to provide in vivo
diagnostics and therapy are currently developed
using MEMS sensors and devices. Wireless MEMS
needles have also been developed and implanted into
the nervous system in order to monitor its activity.
In the areas of drugs and genetics, MEMS micro-
fluid devices are capable of delivering certain com-
binations of drugs, MEMS needles are capable of
manipulating cells and genetic materials, and even
smart labs-on-a-chip are created for point-of-care
diagnostics.

RF-MEMS

RF-MEMS encompasses MEMS devices working
in the range of microwaves, millimeter waves, and
terahertz (THz) frequencies, that is, in the main fre-
quency ranges used nowadays for communications.
These frequency ranges are also used for medical
imaging, space applications like teledetection, and
radioastronomy.

The thriving development of RF-MEMS is caused
by the ability of these devices to solve the main
drawbacks of high-frequency circuits. These circuits
consist of dielectric substrates (such as high resis-
tivity Si or GaAs) over which metallic strips are
patterned. The metallic strips and the substrate guide
the high-frequency electromagnetic waves, but as
soon as the frequency is increased beyond few tens
of GHz, the losses in the metal and substrate be-
come so high that the electromagnetic propagation is
canceled.

There are two main categories of RF-MEMS
devices. The first category encompasses RF-MEMS
circuits supported on thin micromachined mem-
branes of Si and GaAs, which allow the elect-
romagnetic fields to propagate in similar conditions
as in the air where the losses are minimal. The thick-
ness of the dielectric substrate t has dramatic conse-
quences on the performances of the device. In
microwave circuits t{l, a relation that guarantees
the cancellation of substrate modes, which has, as a
result, the reduction of the radiation losses and the
dielectric losses. On the contrary, at millimeter
waves, THz, and FIR frequencies, this inequality is
no longer valid and very often the substrate thickness

Heat flow

Thin film resistor
(temperature sensitive) 

Figure 11 MEMS anemometer.

Heat flow Fluid flow

Hole

Piezo-resistor

Figure 12 Schematic representation of an MEMS flow sensor.

Proof mass 

Spring
Fixed frame 

Figure 10 MEMS accelerometer.
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well exceeds the wavelength: tXl. As a consequence,
the energy generated above a critical angle is trapped
in the semiconductor substrate by the substrate
modes. Depending on the thickness, a large part of
the radiated power (more than 90% in some situa-
tions) may become trapped into the substrate. There-
fore, small losses at millimeter waves can only be
obtained when propagating structures are patterned
on very thin substrates. For example, the substrate
thickness must be smaller than 0.04l0 for a slot an-
tenna and smaller than 0.01l0 in the case of dipole
antennas, with l0 the free-space wavelength. This
means that a substrate thickness less than 2 mm is
needed, about two orders of magnitude thinner than
the diameter of a hair. This amazing achievement
became possible only in the last years using micro-
machining techniques, which are specific for MEMS.
In Figure 13, some RF-MEMS devices realized on
thin semiconductor membranes are described.

A second category of RF-MEMS devices are the
reconfigurable devices. Filters, antennas, or receivers
can change their characteristics in a controllable
manner. This can be realized with the help of a series
of RF-MEMS switches placed along some metallic
paths of the circuit. RF-MEMS switches have many
configurations, but in Figure 14 only the shunt RF-
MEMS switch, which is widespread in reconfigurable
microwave devices, is described. This switch can also
be used to commute between communication chan-
nels or communication protocols.

Optical MEMS (MOEMS)

Optical MEMSs integrate microoptical with micro-
mechanical devices, the resulting microsystems being
called microoptoelectromechanical systems (MO-
EMSs). MOEMSs are 3D integrated optical circuits
that work mainly in free-space where self-calibrated
and self-tested optical elements, such as microlenses,
mirrors, beam-splitters, and gratings, can be moved
in a controlled manner and at the precision required
by optics. High-precision mechanical actuation pro-
duced by electrical, chemical, or electromagnetic
forces are responsible for the controllable movement
of the microoptical devices. MOEMSs have shown a
huge potential for active and passive devices due to
the fact that their main performances change when at
least some of their components move. MOEMSs are

(a) (b)

(c) (d)

Metal Semiconductor membrane

Figure 13 RF-MEMS devices: (a) capacitor, (b) inductor, (c) filter, and (d) double-slot antenna.

RF input RF output
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waveguide strips

Semiconductor
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Figure 14 RF-MEMS shunt switch.
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thus very versatile, reconfigurable, and moreover,
show a high degree of integration never before met in
optics and optoelectronics; more than 106 microop-
tical components can be integrated on a single MO-
EMS chip as in the digital display developed recently
by Texas Instruments, which contains 2 million mi-
cromirrors, with a resolution of 2000� 1000 pixels.

There are three main classes of optical devices
based on MOEMS. The first class encompasses free-
space optical devices, directly realized with micro-
machining techniques. The second class comprises
optoelectronic devices such as lasers and photo-
diodes, integrated with micromechanical devices,
which enhance their performances. The third class
includes very complex circuits where hundreds of
thousands of micromechanical devices are integrated
with optical/optoelectronic devices in order to per-
form complex tasks such as optical signal processing,
and optical data storage.

A breakthrough in MOEMS was the realization of
the first microhinges and the subsequent developm-
ent of an entire technology based on them, named
free-space microoptical bench. In this surface micro-
machining technology, where selectively etching a
sacrificial layer, a silicon plate linked to a hinge pin is
able to turn freely around a silicon staple. The silicon
plate can be positioned perpendicularly on the subst-
rate or can be positioned at any angle due to a pair of
microlatches that can also be realized using micro-
hinges. The mechanical stability of the Si plate in-
creases by adding V-shaped microlatches laterally
to the plate. The MOEMS implementation of an
integrated micro-Fresnel lens and a polarization
beam splitter is displayed in Figure 15. In Figure 16
a micromirror, which is a key element in many
MOEMS devices, is displayed.

Optoelectronic devices can be micromechanically
tuned. For example, a VCSEL laser tuned by a can-
tilever is displayed in Figure 17. The variable top
DBR mirror consists of an n-DBR section etched into
the shape of a 100 mm long cantilever, a variable air
gap, and a fixed p-doped DBR mirror consisting of
four pairs of alternating layers. Tuning the reversed
bias applied on the p–n junction between the
n-doped cantilever and the p-doped DBR varies the
laser wavelength. If the reverse bias is increased,
the cantilever is actuated toward the p-contact of the
top DBR, reducing the air gap with DL and thus
the laser wavelength. The VCSEL can be modeled
as an active Fabry–Perot-like cavity, the change in
the laser wavelength being expressed as DlDð2=mÞ
nDL; where m is the longitudinal mode number,
and n the index of refraction. A very broad contin-
uous tuning range of B20% can be achieved in this
manner.

A more complicated MOEMS, which is an optical
computer consisting of an array of cantilevers termi-
nated with a tip, through which electrons are tun-
neling into a bottom electrode when the cantilever is
optically actuated by incoming light, is displayed in
Figure 18. The incoming 2D (1D) incident light beam
should be sufficiently extended (eventually magni-
fied) to cover an extended 2D (1D) array of can-
tilevers. The number of cantilevers in each dimension
determines the step of the respective operation.

The addition A(x, y)þB(x, y) of two incohe-
rent optical beams A(x, y) and B(x, y) simultaneously
incident on the array is performed automatically

TE light

Si substrate

Optical
fiber TM light

Polysilicon
thin film

Figure 15 Micro-Fresnel lens integrated with a beam splitter.

Mirror
Torsion beam

Si frame

Electrode

Figure 16 MOEMS micromirror.
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Figure 17 VCSEL tuned by a cantilever.
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because the total deflection for each cantilever is the
sum of deflections for the separate beams (the de-
flection is linearly proportional to the power).
Moreover, since the deflection of the cantilever in
the position (xj, yk) is proportional to A(xj, yk),
the integration of a 2D optical signal A(x, y),R

Aðx; yÞdx dyE
P

j; k Aðxj; ykÞ; can be computed in
one step by adding the tunneling currents of all can-
tilevers in the array.

Partial integration with respect to x or y is also
possible by adding the tunneling currents on columns
or rows, partial derivative of a 2D function being
performed in a similar manner. To compute
@Aðx; yÞ=@x, for example, one must add the tunnel-
ing currents of two adjacent cantilevers along the x
direction, with opposite signs. The opposite sign can
be obtained by opposite biasing, that is, applying a
voltage �V instead of V. Analogously, @Aðx; yÞ=@y
as well as dA(x, y) or even higher-order derivatives
can be performed by a suitable connection of the
contacts.

The method proposed above to compute integrals
and derivatives of a 1D or 2D function based on
MEMS devices is a breakthrough in the quest for the
implementation of an optical computer since it elim-
inates many intermediate operations, which must be
performed with conventional computing methods.
The light power necessary to actuate the cantilevers
is readily available from common optical sources,
such as laser diodes or arrays of laser diodes.

See also: Integrated Circuits; Micromechanical Devices
and Systems; Silicon, History of; Tunneling Devices.

PACS: 85.85.þ j; 07.10.Cm; 07.10.Df
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Nomenclature

A¼Wt cross-sectional area of the cantilever
E Young’s modulus
E0 stored vibrational energy
DE0 energy lost per cycle of vibration
F(y) electrical force
Fmin minimum detectable force
h cantilever substrate height
I moment of inertia
kB Boltzmann constant
kn wavenumber
K spring constant
L cantilever length
m cantilever mass
M(x) total moment at position x
Q quality factor
u(x, y) surface deflection
V applied voltage
Vth threshold voltage
t cantilever thickness; also thickness of

dielectric substrate
T temperature; also membrane tension
y deflection
ymax maximum deflection
W cantilever width
e permittivity
g loss parameter
l wavelength
r density of cantilever material
on natural resonance frequencies

Laser

Cantilever
array

Collimating lens

Mask

Figure 18 Schematic representation of an MEMS optical

computer.
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Introduction

The successful extension of semiconductor tech-
nology to fabricate mechanical parts of the sizes
from 10–100 mm opened wide ranges of possibilities
for micromechanical devices and systems. The fab-
rication technique is called micromachining. Micro-
machining processes are based on silicon integrated
circuits (IC) technology and used to build three-
dimensional (3D) structures and movable parts by
the combination of lithography, etching, film depo-
sition, and wafer bonding. The same technology
base that enabled miniaturization and large-scale
integration of electronics offers three distinctive fea-
tures defining micromachined devices and systems:
miniaturization, multiplicity, and microsystem inte-
gration. Miniaturization is clearly essential. Small
parts respond fast, constitute miniature machines
that work in extremely shallow spaces, add func-
tionality to portable or wearable devices, and realize
tools to investigate the nanometric world. Millions
of such parts can work cooperatively to do things
impossible for a single device alone. Thus, multi-
plicity is one key to successful micromechanical
systems. The coordination of these parts is accom-
plished by integrating them with electrical circuits.
Furthermore, optical, sensing, fluidic, and biological
elements are to be integrated in multi-functional
microsystems in a cost-effective manner. The rese-
arch field concerning micromechanical devices is
referred to as MEMS (microelectromechanical

systems) in USA, Micromachine in Japan, and
MST (micro system technology) in Europe.

The root of MEMS research can be found in the
research of silicon sensors. A noticeable turning
point from sensor research toward MEMS research
was the demonstration of micromachined gears and
turbines made on a silicon chip in 1987. Since then,
development has continued in micromachining pro-
cesses, material varieties, microactuators, and the
application of MEMS.

Micromachining

MEMS generally requires complex microstructures
that are thick, 3D, and movable. Therefore, many
technologies have been developed on the basis of
semiconductor microfabrication processes including
lithography, etching, and deposition. Pre-designed
patterns are transferred by exposure to resists that
have sensitivity to light, X-ray, or electron beam and
those that are coated on substrates. Photo lithograph
through a glass-chromium mask is most commonly
used. Parts of the resist remain on the substrate
according to the exposed patterns by development.
Using the resist pattern as a masking layer, one can
selectively etch the substrate or the film on it. In an-
other process, the resist mold pattern can be repli-
cated by deposition. After resist removal, the next
material is deposited on the patterned substrate. The
material is, then, patterned by lithography and et-
ching. These sequences are very similar to the IC
fabrication.

There are special processes for micromachining to
obtain 3D structures and movable parts (Table 1). To
construct 3D microstructures, researchers have used

Table 1 Micromachining processes

Process (material) Feature Application

Wet anisotropic etching (single-crystal

silicon)

Precise structures defined by crystal

facets

Pressure sensor membrane, V-groove

(channel, fiber alignment), Optical flat

mirror surface

Dry anisotropic etching (silicon) 3D structure defined by mask patterns High aspect ratio microstructure,

through hole

Sacrificial layer etching (various thin

films)

Integrated circuits compatible

fabrication of micromovable

structures

Integrated sensor, Arrayed MEMS

(e.g., digital micromirror device)

Wafer bonding (Si or glass substrate) Closed cavity formation, 3D assembly

of devices on substrates

Hybrid integration of multifunctional

system, Packaging and

encapsulation

Electroforming (metal) Replication of resist patterns by

electroplating through the resist mask

Metallic 3D structures, Mater for

injection molding

Injection molding and thermal

embossing (polymer)

Low cost replication from precise

master

3D microstrutures for fiber alignment or

microchannels
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anisotropic wet etching, deep reactive ion etching,
and replication of deep lithography patterns. Anoth-
er 3D fabrication technique is capable of folding mi-
cromachined plates out from the substrate by
removing either a thin film under it or the substrate
itself. The removal process is called sacrificial layer
etching. Selective etching of the ‘‘sacrificial’’ material
should be performed without damaging microstruc-
tures. Table 2 shows the choice of etching solution or
gas, the structural material and the sacrificial mate-
rial. Even after release etching, microstructures tend
to stick to the substrate. Sublimation drying, CO2

supercritical drying, release etching by plasma or gas,
and surface coating are typical methods to prevent
sticking. Wafer bonding is also essential to micro-
machining. 3D stacking of structures, sealing of cavi-
ties and channels, hermetic or vacuum encapsulation
of sensing/actuation elements and combination of
devices made of different materials and processes are
accomplished by bonding wafers together. Glass and
silicon substrates are bonded by applying 400–500V
at 600–800K; this is called anodic bonding. Two
silicon substrates can be fusion bonded at B1370K
after careful cleaning of the surfaces to be bonded.
Replication of micro molds is the inexpensive way of
fabricating many microstructures. Molds can be
made by deep lithography or deep etching. Electrop-
lating of metals, chemical vapor deposition (CVD) of
polysilicon films, and injection molding of polymers
are commonly used for replication. Finally, direct
fabrication of microstructures may be possible by
beam assisted deposition or solidification by laser
beam, electron beam assisted deposition, and focused
ion beam (FIB) etching.

Materials for MEMS

Silicon is the most common material in micro-
machining because (1) the fabrication processes are
well established, (2) it has excellent mechanical
properties, and (3) integration with electronic cir-
cuits and sensors is possible. It also has piezoresistive
properties used for strain detection. SiO2 and SiN
films serve as electrical and thermal insulators. They
are also excellent masking layers for anisotropic wet

etching by TMAH and KOH. Optical waveguides
may be made of SiO2. SiN and other nitride films,
e.g., TiN and A1N, are very hard and used for low
friction and antiwear coating.

Other materials that may not be common for
IC fabrication are also useful in MEMS. Actuator
materials produce force and displacement. They in-
clude piezoelectric materials (PZT, ZnO, quartz),
magnetostrictive material (TbFe), shape memory
alloy (TiNi), and some conductive polymers. Com-
pound semiconductors such as GaAs, GaN and In-
GaAs can be micromachined in a way similar to
silicon, and offer optically active and passive com-
ponents. Metals can be deposited by electroplating,
sputtering, and vacuum evaporation. Electroplated
copper is widely used for conductors as well as Al
thin films. Electroplated nickel is favored for both
structural and magnetic elements. Researchers
have developed batch fabrication processes for all
of those materials achieving the features of MEMS
mentioned above.

Microactuators

Microactuators are key devices allowing MEMS to
perform physical functions. Many types of microac-
tuators have been successfully operated. Some of
them are driven by force associated with physical
fields. Force can be generated in the space between
stationary and moving parts using electric, magnetic,
and flow fields. Some others utilize actuator materi-
als introduced before. Thermal expansion and phase
transformations, such as the shape-memory effect
and bubble formation, cause shape or volume
changes. Micromachining technology allows one to
make structures in which a well-controlled field is
generated or to deposit and pattern actuator mate-
rials. Typical sizes of microactuators are from
10 mm–1mm. Although the physical principle that
describes the motion of macroscopic objects is still
applicable to microactuators, the relative importance
of various forces changes in small dimensions. It is
called a scaling effect. Table 3 shows the dependence
of some physical parameters and forces on the char-
acteristic dimension of an object. The scaling effect
and the compatibility with micromachining process
are important issues when a microactuator is
designed.

One of the most significant scaling effects is that
friction dominates over inertia forces in the micro
world. Researchers have tried many ways of minim-
izing friction by suspending movable parts with flex-
ures, applying smooth coatings, using rotational
contacts, levitating objects, and using friction drive
mechanism.

Table 2 Selectivity of etching

Etching liquid/

gas

Etched material Resistant

material

HF (þNH4F) SiO2 Si

KOH Si SiO2, Si3N4

Hot H3PO4 Si3N4 SiO2, Si

XeF2 (gas) Si SiO2, Si3N4

SF6 (plasma) Si Ni, Al

O2 (plasma) Polymer Al

Micromechanical Devices and Systems 425



Each actuation principle has its own advantages
and disadvantages (Table 4). The choice and opti-
mization of an approach should be made according
to the requirements of a particular application. Gen-
erally speaking, the electrostatic actuator is more
suitable for performing tasks that can be completed
within a chip (e.g., positioning of devices/heads/
probes, sensors with servo feedback for self-test or
readout, light deflection and modulation) since it is
easily integrated on a chip, easily controlled, and
consumes little power. On the contrary, the other
types of actuators are more robust, more capable of
producing larger forces, and more suitable for per-
forming external tasks (propulsion, manipulation of
objects, etc.).

Applications

Figure 1 maps the prospective applications in optics,
transportation and aerospace, robotics, chemical
analysis systems, biotechnologies, medical engin-
eering, and microscopy using scanning microprobes.
Most of these applications have a common feature in
that only very lightweight objects such as mirrors,
heads, valves, cells, and microprobes are driven, and
very little physical interaction with the external
environment is necessary.

Sensors

The first successful application of MEMS was pres-
sure sensors for the precise control of an automobile

engine combustion for clean exhaust in 1980s.
MEMS accelerometers are currently used for air
bag ignition sensors. MEMS gyroscopes, or angular
rate sensors, are applied to navigation systems, active
suspensions, and spin suppression systems. Precisely
micromachined membranes serve as pressure sensing
element; its deflection by applied pressure is detected
by piezoresistive gauges made on the silicon mem-
brane. In the accelerometer, a proof mass suspended
by a flexible suspension is micromachined (Figure 2).
When acceleration is applied to the proof mass, the
initial force displaces the mass and the suspension;
this motion is detected by either the strain gauge, that
is, an integrated piezoresistor, or the change in ca-
pacitance between the mass and a fixed electrode.
Better linearity and stability can be achieved by
feedback measurement in which the inertia force is
cancelled by electrostatic force; the magnitude of the
force is proportional to the acceleration.

Printers

The ink jet printer head is another example of
successful MEMS products. Micro nozzles and chan-
nels of 10–20 mm in size are micromachined in an
array. A microheater is attached to each channel. The
heater generates a bubble in the channel when a
current pulse flows through it. An ink droplet is
ejected from the nozzle by the pressure pulse caused
by the bubble. The amount of the droplet is in the
order of a few pL now. A typical head has hundreds

Table 4 Comparison of driving principles

Electrostatic Magnetic Piezoelectric Shape memory alloy Thermal

Speed Excellent Good Good Fair Poor

Force Poor Good Excellent Excellent Excellent

Integration with circuits Excellent Good Fair Good Excellent

Power consumption Excellent Fair Good Fair Poor

Robustness in harsh environments Poor Good Good Excellent Excellent

Table 3 Scaling effect (L: characteristic dimension)

Parameter Formula Scaling Comment

Gravity, fg Mg L3 g: gravity const., m: mass

Inertial force, fi Ma L4 a: acceleration

Elasticity, fe eSD L =L L2 e: Yang’s modulus

Surface tension, Fs Lg L g: surface wetting constant

Resonant frequency, o
ffiffiffiffiffiffiffiffiffiffiffi
K=m

p
L� 1 M: spring constant (pL)

Moment of inertia, I amr2 L5 a: shape constant, r: radius of rotor

Reinors number, Re fi=ff L2 Ratio between inertia and viscosity (pL2)

Heat conduction, Qc l d TA= d L d T: temperature difference, l: heat conductivity, A: cross-section area (pL2)

Thermal expansion, Fr eSD LðT Þ=L L2 Valid for piezoelectric deformation (D L(E))

Magnetic force, Fm m SH2=2 L4 m: permittivity, H: magnetic field (pL)

Electrostatic force, Fe eSE2=2 L2 e: permittivity, E: electric field (constant)
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of nozzles and channels which operate as fast as
10 kHz. This device takes the advantage of the
scaling effect, that is, the speed of heating and cool-
ing increases with decrease in size. Thus, fine pictures
and documents are printed on paper. Some heads use
piezoactuators and electrostatic actuators to eject ink
droplets.

Optical Devices

MEMS is very suitable to optical applications. Light
beams can be controlled easily by moving mirrors,
shutters, or gratings. MEMS with small feature sizes,
precise motion and arraying capability can realize
wide varieties of micro optical MEMS devices
and systems based on interference, diffraction and

refraction. MEMS technology also enables precisely
aligned integration of active and passive optical
devices, micromechanical elements and optical fibers.
Therefore, optical MEMS devices and systems are
used for optical scanners, micro-optical benches,
arrayed micromirror displays, optical switches, mod-
ulators and attenuators.

The most successful example is a display. An array
of movable micromirrors corresponding to pixels re-
flects light and projects an image on the screen. Each
mirror is randomly accessible and tilted either 7101
by electrostatic force. The pixel becomes bright or
dark depending on the angle of the mirror. The mir-
ror moves within 0.1ms and controls the bright-
ness by pulse-width-modulation of reflected light.
The array is micromachined on top of the integrated
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circuits which allow the individual control of many
mirrors within a short time.

MEMS based optical switches have been in-
tensively studied. Optical switches, by means of me-
chanical movement, have favorable characteristics
such as wave-length independence, polarization in-
dependence, large contrast, and small crosstalk. 2D
MEMS optical switches change the optical path ei-
ther straight or to a predetermined angle and connect
it to one of the two output paths. The typical con-
figuration of an N port 2D MEMS optical switch is
shown in Figure 3. Light beams from input optical
fibers are collimated by lenses. Micromirrors are

inserted at appropriate positions to reflect beams and
connect them to the output optical fibers. The
alignment between fibers and mirrors is precisely
determined by micromachined structures. Arrayed
movable mirrors of several hundreds of micrometers
in size are driven by microactuators. An on-off mo-
tion of the N2 mirrors is necessary in the switch. The
port count, N, is from 2–32. For port counts as large
as a few hundreds, 3D MEMS switches are used. The
schematic configuration is shown in Figure 4. Mi-
cromirrors have motion with two degrees of free-
dom, that is, rotation around two orthogonal axes.
Two sets of arrays consisting of N such mirrors are
used. Collimated input light beams hit one of the
mirrors in the first array that direct the beam to one
of the mirrors in the second array. The second mirror
reflects the light straight into the output fiber. The
analog control of mirror angles allows cross connec-
tion of a large number of signals. Those switches
have application to optical cross connects, add-drop
switches for wavelength divided multiplexing net-
works, and back-up or inspection apparatuses.

Optical scanners based on movable MEMS mir-
rors have many applications including bar-code read-
ers, laser range finders, scanning laser microscopes,
variable optical attenuators, and laser projection dis-
play. Some of them are already introduced in the
market.

Chemistry and Biomedical Applications

Handling fluid in micromachined channels offers
benefits in chemistry and biotechnology because of

2-DoF Micro-
mirror array

Collimater
lens array

Collimater
lens array

Output optical fiber array

2-DoF Micro-
mirror array

Optical path

Two-degree-of- freedom
(2-DoF) micromirror

Input optical fiber array

Figure 4 Principle of 3D MEMS optical switch.

Micromirrors

Output optical fibers

Collimater lenses

Input 
optical fibers

Figure 3 Principle of a 2D MEMS optical switch. Each micro-

mirror is individually driven by a microactuator in the on-off

fashion.
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the scaling effect. The chemical reaction is completed
within a few seconds due to short diffusion time in
micro channels and reactors. Fast and precise tem-
perature control is possible. Arrayed channels allow
simultaneous chemical processing of a large variety
of reactions. Only a small amount of samples or
chemicals are required for chemical analysis and
medical diagnosis. Even individual handling and
observation of a cell or a molecule has been accom-
plished.

A typical microchemical chip is composed of one
layer having grooves of 10–100 mm in dimension and
another layer for sealing and connection to external
pipes. Fluids flow in the channel to be mixed, heated,
reacted, extracted, separated, and analyzed. Glass
and PDMS (poly di-methyl siloxane) are two favored
materials for the chip. Applications of microchemical
chips include DNA analysis and amplification, blood
analysis, environmental monitoring, combinatorial
chemical synthesis, bioreactors and sensors, and pro-
duction of fine chemicals.

The most successful product is the DNA elect-
rophoresis in the micro channel. The device has two
orthogonal channels (Figure 5). The sample solution
containing DNA that is labeled by a fluorescent dye
is introduced in the shorter channel by electroos-
motic effect. A small amount of the sample is injected
into the long separation channel by introducing a
buffer solution from the end of the other channel.
DNA fragments are driven by an electric field in
the channel and separated due to the difference in

migration speed depending on their length. Separa-
tion is completed within seconds and detected by
fluorescence.

Future Development of MEMS

The future prospects of MEMS for making contri-
butions to the future society are envisaged in three
areas: (1) offering easier access to information for
a wider public, (2) making human lifestyles more
compatible with the environment, and (3) improving
people’s social welfare.

Breakthroughs to be accomplished by MEMS
would be in five general areas: machine intelligence,
downsizing and parallelism, biomimetics, informa-
tics, and environment monitoring/preservation. Down-
sizing and parallelism will be the direct benefit from
miniaturization and multiplicity. Machine intelligence
and information networks can be very much improved
by introducing MEMS integrated with microelectron-
ics. These breakthroughs are likely to be realized by
MEMS technologies within ten years. They may, for
example, be used in healthcare for minimally invasive
diagnosis and treatment.

See also: Integrated Circuits; Microelectromechanical
Systems; Quantum Devices of Reduced Dimensionality.
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Introduction

Modulated light has been used to transmit informa-
tion over long distances in a fast and efficient way
since the ancient times. The first modulation tech-
niques were essentially manual, and were used to pe-
riodically obscure the light source, consisting either of
reflected sunlight during the day, or fire beacons at
night. Mechanical modulators, based on rotating mir-
rors and prisms, and different types of choppers, came
into use at the beginning of the nineteenth century,
producing intensity modulation of the optical source
with repetition rate from a few hertz to a few kilo-
hertz. A pulsed optical beam obtained by a rotating
cog-wheel was employed for the first laboratory meas-
urement of velocity of light performed by L Fizeau in
1849. The ‘‘photophone,’’ invented by A G Bell in
1884, made use of a sunlight beam, the intensity of
which was modulated by a mirror vibrating under the
sound pressure of the voice, to transmit information.
Starting from the 1930s, new modern devices were
developed, based on electrooptic, acoustooptic, and
magnetooptic effects, able to modulate light beams in
the visible and infrared region with high efficiency and
large bandwidths. Besides intensity, all relevant phys-
ical features of an optical wave, such as polarization,
phase, and frequency, have been separately modulated
exploiting various characteristics and physical effects,
and ultrafast integrated electrooptical devices provide
today modulation bandwidths up to several tens of
gigahertz. At present, optical modulators are widely
used with superior performance in many different
fields, including optical communications, signal proc-
essing, and optical measurements (distance, velocity,
etc.); in particular, they play a key role in all optical
telecommunication systems. In this article, a general
introduction to the most widely used optical modu-
lators is presented, reviewing the basic principles of
the theory and presenting significant results obtained
with practical devices. On the basis of the different
physical effects exploited, they have been subdivided
into electrooptic, acoustooptic, magnetooptic, liquid
crystal, and electroabsorption modulators.

Electrooptic Modulator

The term ‘‘electrooptics’’ mainly concerns the local
effects induced by an electric field on the optical

properties of a material. In particular, the Kerr and
Pockels effects are related to the birefringence in-
duced by an applied electric field to transparent ma-
terials (electrorefraction). The induced birefringence
can be linearly proportional to the electric field
(Pockels effect) or to the square of the electric field
(Kerr effect). These effects are associated with the
distortion of the electronic clouds by the applied
electric field. In a quantum approach to the problem,
the field modifies the wave functions of the electrons
and the energy levels of the system, and consequently
the dielectric response.

Electrorefraction provides, therefore, a physical
method to directly modify the phase, the direction,
and the polarization of a light beam in a controllable
way. The Pockels and Kerr effects entered into the
era of the optoelectronic technologies early in the
1950s when the use of these effects was proposed
and demonstrated for the modulation and the swit-
ching of the light.

The optical properties of a material are character-
ized by the refractive index tensor (also called index
ellipsoid), (1/n2)ij¼ 1/eij, where eij represents the ij
element of the dielectric constant tensor, whose prin-
cipal axes and eigenvalues determine the propagation
of a light wave in the material. In a transparent ma-
terial (lossless medium), eij are real quantities, and
for the symmetry of the tensor eij ¼ eji, only six el-
ements of the tensor are independent. The variations
in the refractive index tensor induced by an applied
electric field E are

1

n2ðEÞ �
1

n2ðE ¼ 0Þ

� �
ij

¼ D
1

n2

� �
ij

¼ rijkEk þ sijklEkEl þ?DrijkEk þ sijklEkEl

where rijk and sijkl are the linear (Pockels) and quad-
ratic (Kerr) electrooptic (EO) coefficients, respec-
tively. The applied electric field induces a distortion
of the index ellipsoid corresponding to a rotation of
the ellipsoid and to a variation of the magnitude of
the principal axes with regard to the zero-field con-
dition. Due to the material dispersion and to the
finite response time of the EO mechanisms (typically
ranging from 10� 12 to 10�14 s), the coefficients
depend on the light wavelength and the frequency of
the applied electric field. The Pockels effect exists
only in materials that do not possess inversion sym-
metry (noncentrosymmetrical crystals), whereas the
Kerr effect is present in all media and it is obviously
the dominant term in centrosymmetrical materials
(gases and liquids), where the Pockels effect is absent.
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The EO coefficients r are in the order of the recip-
rocal of the internal electric field experienced by the
electrons in the material, that is, rE10�11mV� 1. In
a similar way, the s coefficients are in the order of the
reciprocal of the squared internal electric field,
sE10� 22m2V� 2. The number of nonzero and lin-
early independent EO coefficients is determined by
the point symmetry of the material. As an example,
Table 1 reports the Pockels tensors for a few com-
monly used crystallographic point groups.

From a device operation point of view, the key
parameter is the birefringence, DnE, associated with
the selected direction of propagation in the EO ma-
terial, induced by the electric field. This corresponds
to the difference between the refractive indices,
DnE¼ n1� n2, of the two allowed directions of
polarization (eigenmodes), and determines the EO

retardation, G, between the eigenmodes at the output
plane of the material

G ¼ 2pDnEl

l
¼ oDnEl

c

where l is the light wavelength in vacuum, l is the
length of the material, o is the angular frequency of
the optical beam, and c is the speed of the light in
vacuum. In a Pockels material, the retardation can be
expressed as G¼ p(V/Vp), where V is the applied
voltage and Vp is the voltage corresponding to a re-
tardation equal to p; when a Kerr material is con-
sidered the retardation is given by G¼ p(V/Vp)

2.
The electric field can be applied parallel to the

direction of the light propagation (longitudinal
configuration) or perpendicular to it (transverse con-
figuration) (see Figure 1). For the longitudinal con-
figuration, used only with Pockels materials, G
linearly depends on the applied potential, V, and
not on the crystal interaction length l (typical values
of the Vp voltage are in the range from 1 to 10 kV for
visible radiation). In the transverse configuration, G
depends on both the applied potential (V or V2 for
Pockels or Kerr materials, respectively) and on the
crystal length l. In this last case, Vp can be signi-
ficantly lower than that obtained with the longit-
udinal configuration (in particular for waveguide
structures, Figure 1c, where the ratio between the
waveguide length and its transverse aperture, d, is
much larger than 1), and, in addition, the field elec-
trodes do not interfere with the optical beam. For
these reasons, the transverse configuration is widely
adopted.

EO phase modulators perform a modulation of the
phase of light beams. Longitudinal and transverse
configurations can be used. The (linear) polarization
of the incoming optical beam has to be along a di-
rection parallel to an externally induced principal
axis. In this case, when the light propagates in the
modulator, the polarization state is unmodified, but
the optical field experiences a refractive index which
is a function of the applied electric field. At the
modulator output, the phase of the optical wave is
incremented by

DfðEÞ ¼o
c
½nð0Þ þ DnEðEÞ�l

¼Dfð0Þ þ o
c
DnEðEÞl

where n(0) is the unperturbed refraction index (or-
dinary), and DnE can be expressed as DnE; Pockels ¼
n3
0reffE=2 or DnE; Kerr ¼ n3

0seffE
2=2 for Pockels or

Kerr modulators, respectively (reff and seff are the
effective EO coefficients for the Pockels and Kerr

Table 1 Pockels tensors for a few noncentrosymmetrical cry-

stallographic point groups. N indicates the number of nonzero

independent coefficients for each group

Tetragonal

4mm ðN ¼ 3Þ
0 0 r13

0 0 r13

0 0 r33

0 r51 0
r51 0 0
0 0 0

2
6666664

3
7777775

BaTiO3

%4 2 m ðN ¼ 2Þ
0 0 0
0 0 0
0 0 0
r41 0 0
0 r41 0
0 0 r63

2
6666664

3
7777775

KH2PO4 ðKDPÞ

Trigonal

32 ðN ¼ 2Þ
r11 0 0
�r11 0 0
0 0 0
r41 0 0
0 �r41 0
0 �r41 0

2
6666664

3
7777775

Quartz ðSiO2Þ

3m ðN ¼ 4Þ
0 �r22 r13

0 r22 r13

0 0 r33

0 r51 0
r51 0 0
�r22 0 0

2
6666664

3
7777775

LiNbO3 and LiTaO3

Hexagonal

6 ðN ¼ 4Þ
0 0 r13

0 0 r13

0 0 r33

r41 r51 0
r51 �r41 0
0 0 0

2
6666664

3
7777775

LiIO3

6mm ðN ¼ 3Þ
0 0 r13

0 0 r13

0 0 r33

0 r51 0
r51 0 0
0 0 0

2
6666664

3
7777775

CdS

Axial
%4 3m; 23 ðN ¼ 1Þ

0 0 0
0 0 0
0 0 0
r41 0 0
0 r41 0
0 0 r41

2
6666664

3
7777775

ðGaAs; CdTeÞ

0 0 r13

0 0 r13

0 0 r33

0 r51 0
r51 0 0
0 0 0

2
6666664

3
7777775
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effects, respectively). The phase of the light beam can
thus be modulated if the applied electric field is
modulated (e.g., E¼E0 sinOt); assuming a Pockels
modulator and a sinusoidal modulation of the ap-
plied electric field, the instantaneous phase of the
light beam at the output of the modulator is

DfðEÞ ¼ n0
o
c

1þ n2
0reff

E0 sin Ot

2

 �
l

¼Dfð0Þ þ b sin Ot

where b is the phase modulation index (in unit of
radiant) and O is the angular frequency of the mod-
ulation electric field.

In the polarization modulators, the EO crystal acts
as a variable retardation plate. In this way, by means
of a linear polarizer selecting the polarization of the
input beam, the polarization state of the output beam
is determined by the EO retardation phase G, which
is modulated by the applied electric field. Transverse

and longitudinal configurations can be used to im-
plement an EO polarization modulator. In a general
operating condition, the polarization of the trans-
mitted light at the output of the modulator can
therefore be changed with continuity between two
limiting elliptical states with a frequency equal to
that of the modulation signal.

To achieve intensity modulation of a light beam by
means of the EO effect, it is necessary to combine a
polarization modulator with a polarization analyzer
placed at the output of the modulator, consisting of a
second linear polarizer with crossed direction with
respect to the input polarization (see Figure 2). In this
configuration, the intensity It of the light transmitted
by the output polarizer is related to the phase dif-
ference between the two eigenmodes of the optical
beam propagating in the modulator by the relation

It ¼ I sin2
F
2

� �
¼ I

2
ð1� cos FÞ

(a) (b)

(c) 

Incident
light

V

l >> d

d

Optical
waveguide

E = V/d

+

−

Incident
light

V

l

dE =V/ l

+ −

Incident
light

V

l

dE =V/d

+

−

Figure 1 Electrooptic configurations: (a) longitudinal, (b) transversal in bulk crystal, and (c) transversal in an optical waveguide

structure. l is the interaction length in the EO crystal, d is the aperture of the EO modulator, and E is the applied electric field.

Incident
light

V = V0sin(Ωt ) 

Input
polarizer (//y)

Quarter wave
retardation plate

Output
polarizer (//x)

Optical axis

x

y

45°

Modulated
light

Figure 2 Schematic diagram of a typical longitudinal EO intensity modulator. The EO crystal acts as a variable retardation plate

modulated at angular frequency O by the applied voltage V. The quarter-wave plate is used to obtain effective linear modulation around

50% transmission.

432 Modulators, Optical



where I is the intensity of the incident beam, and F is
the total phase retardation given by the sum of the
EO retardation G and the intrinsic birefringence of
the material, F0, which for a Kerr medium is always
zero. For an efficient linear modulation, it is neces-
sary to operate the modulator around F values close
to p/2 (see Figure 3). This can be achieved either by
inserting an additional quarter wave plate (for ex-
ample, adjacent to the output polarizer), or by using
a DC bias which produces a constant phase shift of
p/2. In this case, the intensity of the transmitted light
is given by

It ¼
I

2
½1þ sinðGÞ� ¼ I

2
1þ sin p

V

Vp

� � �

when a Pockels modulator with F0¼ 0 is considered.
Assuming a sinusoidal modulation V¼V0 sinOt, and
V0{Vp; the transmitted intensity is

It ¼
I

2
1þ p

V0

Vp
sin Ot

� �

In the above description of the EO modulators, the
expressions for the retardation produced by the elec-
tric field are valid in the case of low modulation fre-
quencies. Increasing frequency, the transit time of the
light through the modulator, td¼ nl/c, sets a limit,
Omax¼ pc/2nl, to the maximum modulation frequen-
cy (typically Omax is of the order of a few gigahertz).
To overcome the transit time limitation, the modu-
lation signal has to be applied in the form of a
traveling wave by means of a suitable radiofrequency
(RF) waveguide structure. In these devices, the phase
velocity of the optical beam is matched to the phase
velocity of the RF modulation signal. This form of
modulation can be adopted only using transverse
geometry (see Figure 4). The maximum modulation
frequencies of a traveling wave modulator are in the
range from 10 to 100GHz.

EO modulators are widely used in laser and pho-
tonics fields thanks to the excellent performance over
a wide wavelength spectral range, from the ultravio-
let to the far infrared. Pockels modulators are much
more diffused than Kerr cells because of the higher
efficiency. Table 2 shows the EO properties of some
of the most commonly used Pockels materials. For
laser applications, EO modulators are used both in-
side the laser resonator to obtain different pulsed
operation regimes, such as Q-switching, cavity
dumping, and mode-locking, and externally to the
laser source to directly modulate the intensity, fre-
quency, polarization, and direction of the optical
beam at very high modulation frequencies (up to
100GHz). In particular, active mode-locked lasers
based on intracavity EO modulators enable the gene-
ration of very short pulses in the picosecond regime
at extremely high repetition rates. A very convenient
configuration for implementing the EO effect is rep-
resented by an optical waveguide structure. In this
configuration, typical values of the half-wave vol-
tages are a few volts, and low driving power can be
used. The waveguide EO modulators can be realized
with a single waveguide or a pair of waveguides
(Mach–Zender configuration), and they can operate
as phase/intensity modulators or as optical switches.
These modulators are commonly fabricated using
titanium indiffused LiNbO3 and GaAs waveguides.
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Figure 3 Transmission of the EO intensity modulator as a

function of phase retardation F. For an operating condition
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Figure 4 Schematic diagram of a traveling wave EO modulator.
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Acoustooptic Modulators

Diffraction of light by sound was first predicted by
Brillouin in 1922, and experimentally observed some
10 years later by Debye and Sears in liquids, and
Raman and Nath in solids. The elastooptical effect is
the basic mechanism responsible for the acoustooptic
interaction. It describes the change in the refractive
index of a medium caused by the mechanical strains
related to an acoustic wave traveling through the
material. The relationships between the change of
refractive index and the strain are in general rather
complicated; it can be shown that the change in
refractive index is proportional to the square root of
the acoustic power. By means of the elastooptical
effect, the traveling acoustic wave sets up a periodic
spatial modulation of the refractive index, as depic-
ted in Figure 5, which, under proper conditions, may
diffract the light beam into one or more directions.
The interaction of the light beam with the acoustic
beam can result in optical beam deflection and
modulation of amplitude, frequency, phase, or po-
larization of the optical wave. A simplified model of
the acoustooptic interaction is based on a plane wave
analysis. In this model, the incident light is assumed
to be a plane wave which is diffracted by a rec-
tangular sound column into a number of plane waves
propagating in different directions. The resulting set
of coupled wave equations are the Raman–Nath
equations. The solution of these equations can be
classified in two different regimes, depending on the
ratio of the interaction length, L, and a characte-
ristic length, L0¼ nL2/l, where n is the refrac-
tive index of the material and L is the wavelength
of the acoustic wave. There are two main cases of
interest, namely, (1) the Raman–Nath regime, where
L{L0, and (2) the Bragg regime, corresponding
to LcL0.

(1) In the Raman–Nath regime, the acoustic dif-
fraction grating is so thin that the diffracted light

suffers no further redistribution before leaving the
modulator. The light is diffracted as from a simple
plane phase grating, with diffraction angles given
by sin yN¼Nl/L, where N¼ 0,71,72, y are the
diffraction orders. A schematic picture of the inter-
action between the light beam and the sound wave
is shown in Figure 6. The intensities in the various
orders depend on the maximum excursion of the
phase delay in the grating, which is related to the
amplitude of the acoustic modulating wave. More
specifically, the intensity IN diffracted in the Nth
order is given by IN ¼ IiJ

2
N½ð2p=lÞLDn�, where Ii is

the intensity of the incident beam, JN is the Nth order
Bessel function, and Dn is the maximum refractive
index variation. The largest possible diffraction effi-
ciency in each order is the maximum value of
JN
2 ; for the first diffraction order this maximum is
33.8%, resulting in a relatively low efficiency of the
modulator.

Table 2 Electrooptic properties of some commonly used Pockels materials. The value of the EO coefficients and refractive indexes

refer to l¼ 633 nm

Material Transparency range

ðmmÞ
reff

aðpm V�1Þ Ordinary refractive

index no

Extraordinary refractive

index ne

Potassium dihydrogen

phosphate-KDP (KH2PO4)

0.2–1.5 � 10.3 1.507 1.467

Deuterium substituted-KDaP

(KDP KD2PO4)

0.2–2.1 26.4 1.493 1.458

Lithium niobate (LiNbO3) 0.33–4.5 26.6 2.286 2.20

Lithium tantalate (LiTaO3) 0.28–4 25.1 2.176 2.18

Cadmium telluride (CdTe) 0.85–29.9 �6.8 2.6

Gallium arsenide (GaAs) 1.0–11 �1.6 3.6

Zinc sulfide (ZnS) 0.4–12.5 �1.9 2.47

aFor transversal configuration.
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Figure 5 Schematic illustration of acousto-optic modulation.

The sound wave produces alternating regions of compression

and rarefaction in the medium, resulting in a spatial variation

of the refractive index with period L equal to the acoustic

wavelength.
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(2) In the Bragg regime, there is a long interaction
path between the sound and the incident light. Under
this condition, the periodic modulation of the refr-
active index induced by the acoustic field behaves as
a thick phase grating, and the light undergoes dif-
fraction from a series of parallel acoustic phase
fronts acting as partially reflecting mirrors. The con-
dition for constructive interference along a direction

can be found by imposing that all the points on a
given mirror contribute in phase along this direction
and, in addition, the diffraction from any two acous-
tic phase fronts adds up in phase along the direction
of the reflected beam. With reference to Figure 7, the
two conditions are satisfied when the incident angle
is equal to the diffracted angle and is given by

sin yB ¼ l=2nL

where yB is the Bragg angle. It can be shown that in
this condition the diffraction efficiency Z¼ Id/I (Id
and I are the diffracted and incident intensities) is
given by

Z ¼ sin2½ðp=lÞ=ðLDn=cos yBÞ�

and can theoretically equal 100%. Most acousto-
optic devices are therefore designed to operate in the
Bragg regime.

The sound wavefronts which generate the diffrac-
tion grating are moving through the medium with
velocity vs; as a consequence, the optical diffracted
wave undergoes a frequency shift according to the
Doppler effect. The frequency shift, Dn¼ nd� n,
between the frequency of the diffracted (nd) and
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�
�

Λ

Figure 6 Diffraction of light by an acoustic wave in the Raman-

Nath regime and schematic of the modulator. The interaction

length L{L0 and thus the light is diffracted as from a simple

plane phase grating. The first order diffraction angle y El/L,

where l and L are, respectively, the optical and acoustic

wavelength.
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Figure 7 Diffraction of light by an acoustic wave in the Bragg regime. The interaction length LcL0 and the light is reflected from

successive layers or acoustic phase fronts of the grating. (a) All the points on a given layer contribute in phase at the new diffracted

wavefront (diffraction angle yd equal to the incident angle yi ); (b) the optical path difference AO þOB is equal to one optical wavelength

so that the diffraction from any two layers adds up in phase (constructive interference for diffraction angle yd equal to Bragg angle yB); (c)

schematic of the acoustooptic modulator. L and l are, respectively, the acoustic and optical wavelength.
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incident (n) beams is given by Dn¼72n vs sin yB n/c,
where the plus sign applies for a sound wave moving
toward the optical beam. Substituting the Bragg
condition in the above relationship, one obtains
Dn¼7f, where f¼ vs/L is the acoustic wave fre-
quency. This change in frequency can be used as the
basis of a frequency shifter.

Diffraction of light from acoustic waves can also
be interpreted in terms of the quantum theory. Ac-
cordingly, an optical wave of angular frequency o
and wave vector k is regarded as a stream of photons
with momentum _k and energy _o: An acoustic wave
of angular frequency os¼ 2pf and wave vector ks,
likewise, is regarded as a stream of phonons with
momentum _ks and energy _os: Scattering of light by
the sound wave can be described as series of colli-
sions, each involving the annihilation of one incident
photon and one phonon, and the simultaneous cre-
ation of a new diffracted photon with momentum
_kd and energy _od; propagating along the direction
of the diffracted beam. The conservation of momen-
tum, when the sound wave moves approaching the
incident beam, requires that kd ¼ kþ ks; as illustrat-
ed in Figure 8. The conservation of energy implies
that od¼oþos, which is the Doppler formula for
upshifted Bragg diffraction. The conservation of mo-
mentum is equivalent to the Bragg condition, con-
sidering that the sound frequencies of interest are
below 1010Hz and the optical frequencies usually
above 1014Hz, so that os{o, kdEk, and the
magnitude of the sound wave vector is thus
ks¼ 2k sin yB (see Figure 8).

The diffraction efficiency can be expressed in terms
of acoustic intensity. In fact, the refractive index
change is related to the strain sr by Dn¼ � n3psr/2,
where p is the photoelastic constant for an isotropic
medium, and sr is related to the acoustic intensity Iac

by sr¼ [2Iac/(r vs
3)]1/2, being r the mass density.

Combining the above expressions with that of the
diffraction efficiency, one obtains under the Bragg
condition

Z ¼ sin2
pLffiffiffi

2
p

l cos yB

ffiffiffiffiffiffiffiffiffiffi
MIac

p �

where L/cos yB is the oblique distance of penetration
of light through the acoustic wave, and M ¼
n6p2=rv3s is a figure of merit relating the diffraction
efficiency (the refractive index change) to the acous-
tic intensity. M is generally reported as a normalized
quantity, referred to the value for fused silica, and
turns out to be the acoustooptic figure of merit most
frequently used to compare different materials, even
if there are several others defined in the literature
which may better apply to evaluate specific applica-
tions of various acoustooptic devices. For relatively
small values, the diffraction efficiency turns out to be
linearly proportional to acoustic intensity.

A property which strongly influences device
performance is acoustic attenuation, mainly due to
losses caused by relaxation of thermal phonon dis-
tribution toward equilibrium. In most crystals, it has
been observed that the attenuation of the sound wave
has a quadratic dependence on the acoustic frequen-
cy. In Table 3, a list of selected materials used in
acoustooptic devices is reported together with their
relevant properties.

Acoustooptic interaction can be exploited for tem-
poral, spatial, and spectral modulation of light, using
different devices such as intensity modulators, de-
flectors, tunable filters, and frequency shifters.

Intensity modulation of the optical beam is pro-
portional to the intensity of the acoustic wave, if the
sound intensity is sufficiently weak, and a linear
analog modulation of light intensity can be obtained.
Increasing the acoustic power, the diffraction effi-
ciency Z increases but the modulation is no longer
linear, and the acoustooptic (AO) modulator serves
as an optical switch. An important parameter for AO
modulators is the modulation bandwidth, that is, the
maximum frequency at which the modulator can ef-
ficiently operate. When the amplitude of an acoustic
wave of frequency f (carrier) is varied as a function of
time by a signal of bandwidth B, the acoustic wave
acquires frequency components within a band f 7B.
The principle of operation of an AO modulator is
schematically illustrated in Figure 9. In order to fulfill
the Bragg condition and achieve modulation of the
optical beam, each of these frequency components
will interact with a proper plane wave of the angular
spectrum of the incident light beam. The variation
of the Bragg angle corresponding to a frequency

�B
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nkd ≅ k =
 2

�

 

nk =
 2

�

 

ks =                f=
 2

Λ

 2
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Figure 8 Momentum conservation in the interaction of an op-

tical plane wave with wavevector k (or an incident photon with

momentum _k ) with an acoustic plane wave with wavevector ks
(or a phonon with momentum _ks). The vector relation kd¼ k þ
ks is equivalent to the Bragg condition ks¼ 2 k sinyB . L and l are,

respectively, the acoustic and optical wavelength; n is the refr-

active index.
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spectrum of 2B is dyB¼ lB/nns (the angle yB being
small, sin yBDyB). Assuming a plane acoustic wave,
dyB has to match the divergence angle ydivEl/nD,
where D is the width of the optical beam inside the
modulator. It follows that B¼ vs/D¼ 1/t, where t is
the transit time of sound across the light beam width.
To increase the modulation bandwidth, materials
with high sound velocity should be used and the light
beam should be focused to a small diameter.

AO modulators are widely used for a variety of
applications and present many advantages compared
to electrooptic modulators, such as low driving pow-
er, simpler electronics, and high extinction ratio; the

main drawback is the lower modulation bandwidth.
Devices for external laser modulation are available in
the visible and in the infrared region, with rise time
ranging from few tens to B2ns, and efficiency 70–
80%. AO devices are also used as laser intracavity
modulators (thanks to the high optical quality of
materials such as fused silica and LiNbO3) to obtain
pulsed operation in various regimes, namely, mode-
locking, Q-switching, and cavity dumping. For mode-
locking operation, the standing-wave AO modulator
introduces a time variable loss with period Tm equal
to the inverse of the longitudinal mode spacing,
Tm¼ 2dl/c, where dl is the laser cavity length.

Table 3 Relevant properties of selected materials used in acoustooptic devices. The optical polarization is parallel to the plane of

diffraction containing the acoustic and optical wave vectors and the refractive index refers to l¼ 633 nm, if not specified otherwise

Material Optical

transmission

ðmmÞ

Refractive

index

Density

ð103 kg m�3Þ
Acoustic

polarizationa

(direction)

Acoustic

velocity

ð103 ms�1Þ

Acoustic

attenuation

ðdBms�1 GHz�2Þ

M�b

Fused silicac 0.2–4.4 1.46 2.2 L 5.95 7.2 1.0

GaAsd 1.0–11 3.37 5.34 L [1 1 0] 5.15 15.5 68.8

GaAsc,d 1.0–11 3.37 5.34 T [1 0 0] 3.32 30.7

GaP 0.6–10 3.31 4.13 L [1 1 0] 6.32 8.0 29.5

GaPc 0.6–10 3.31 4.13 T [1 0 0] 4.13 2.0 16.6

Ge 2.0–20 4.0 5.33 L [1 1 1] 5.5 16.5 482

TiO2
c 0.45–6.0 2.58 4.23 L [1 1 0] 7.93 1.0 6.0

LiNbO3
e 0.33–4.5 2.2 4.64 L [1 0 0] 6.57 1.0 4.6

LiTaO3 0.28–4 2.18 7.45 L [1 0 0] 6.19 0.9

TeO2
c 0.35–5.0 2.26 5.99 L [0 0 1] 4.2 6.3 22.9

TeO2
f 0.4–4.5 2.26 5.99 T [1 1 0] 0.62 17.9 795

PbMoO4
c 0.42–5.5 2.39 6.95 L [0 0 1] 3.75 5.5 23.9

Hg2Cl2 0.38–28 2.62 7.18 L [1 0 0] 1.62 337

Hg2Cl2
e 0.38–28 2.27 7.18 T [1 1 0] 0.35 8.0 703

aL¼ longitudinal, T¼ transverse.
bM� ¼ M=MSiO2

is the figure of merit normalized to that of fused silica. M¼ n6p2/rns
3; MSiO2

¼ 1:51 � 10�15ðs3 kg�1Þ:
cOptical polarization perpendicular to the plane of diffraction.
dRefractive index at l¼ 1.15mm.
eOptical polarization neither parallel nor perpendicular to the plane of diffraction.
f Circular optical polarization.
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Figure 9 Principle of operation of an AO modulator. The incident optical beam of angular divergence dyB is diffracted by a plane
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AO deflectors are based on the property that the
direction of the diffracted beam can be varied by
changing the driving frequency of the acoustic wave.
In fact, starting from the Bragg condition, the de-
flection angle Dy between the directions of incident
and diffracted beam is found to be proportional to
the acoustic frequency change, Dy¼ lDf/nvs. To
avoid tilting of the sound beam during the angular
scan, an acoustic wave with angular divergence
DysXDy is used. A schematic picture of the princi-
ple of operation of an AO deflector is shown in
Figure 10. The interesting parameter here is the
number of resolvable spots N¼Dy/ydiv, that is, the
number of non overlapping angular widths within
the angular scan. It is readily obtained that N¼
Df(D/vs)¼Dft; the number of resolvable spots is
therefore equal to the time–bandwidth product. To
increase N, a large transit time t should be used, but
this also limits the random access time which is a
measure of the speed of the deflector. There is clearly
a trade-off relation between access time and resolu-
tion. It is worth noticing that the design requirement
of a large t for high-resolution AO deflector is the
opposite of what is needed for large-bandwidth AO
modulators.

Relevant applications of AO deflectors include la-
ser scanners and high-resolution/wide-band Bragg
cells for optical signal processing. The maximum
resolution of AO deflectors is limited to a few thou-
sand; high-performance materials, such as TeO2 and
Hg2Cl2, enable 2000–4000 resolvable spots with
good efficiency and acceptable access time. Band-
widths of 2GHz and peak diffraction efficiency in
excess of 10%W� 1 have been demonstrated with
LiNbO3 devices.

Acoustooptic tunable filters operate on the princi-
ple of acoustooptic diffraction in anisotropic mate-
rials. These devices are designed to achieve very
narrow bandwidths (from few nanometers to few
angstroms) with wide tuning ranges (from few hun-
dreds of nanometers to few microns), obtained by
changing the frequency of the applied RF signal. The
main advantage is the electronic tunability, but a
large driving power is often needed.

AO modulators can also be realized exploiting the
interaction between surface acoustic waves (SAWs)
and optical modes confined in dielectric waveguides.
The confinement of the acoustic power near the
surface leads to extremely low modulation power.
Integrated AO modulators based on SAW have been
fabricated in LiNbO3.

Magnetooptic Modulator

The magnetooptic effect largely used for the modu-
lation of the light is the Faraday effect. It induces a
rotation of the polarization plane of an optical beam
propagating in a magnetooptic material (such as
glass, quartz, zinc sulfide, and water), when a magne-
tic field is applied parallel to the propagation direc-
tion of the optical beam. The angle of rotation is

W ¼ uB lm

where B is the magnitude of the magnetic flux, lm is
the length of medium, and u is the Verdet constant
that depends on the specific material and wavelength
(see Table 4 for some representative values). Clock-
wise or anticlockwise rotation of the polarization
plane is related only to the direction of the applied
magnetic field (generated by the current circulating in
a solenoid) and is independent of that of the light
beam. In a way similar to that already illustrated for
EO devices, intensity magnetooptic modulators are
implemented by inserting a Faraday rotator between
two (crossed) polarizers. In this type of device, the
modulation frequency is however limited to a few tens
of megahertz, due to the inductance of the solenoid.

High-frequency (up to a few gigahertz) mag-
netooptic modulators, based on a thin film of bis-
muth-garnet materials (such as MnBi, Bi:YIG, and

Table 4 Typical values of the Verdet constant u at l¼589.3 nm

Material u ðrad m�1 T�1Þ

Quartz (SiO2) 4.0

Zinc sulfide (ZnS) 82

Glass

Crown 6.4

Flint 23

�s

Piezoelectric
transducer

  �div
�div

�div

�B

  

∆�s

∆�

Figure 10 Principle of operation of an AO deflector. The ratio

between the deflection angle Dy and the divergence ydiv gives the

number of resolvable spots N. The sound wave has an angular

width DysXDy to make momentum conservation possible without

tilting the sound beam. For a better legibility of the figure, the

width D of the optical beam inside the modulator is not

highlighted.
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Bi3Lu3Fe5O12), have been recently developed. The
main drawback of bismuth garnets is the strong ab-
sorption in the near-infrared spectral region (from
800nm to B25mm), which represents a serious lim-
itation to the diffusion of these devices.

Liquid Crystal Modulators

Liquid crystals (LCs), an intermediate phase between
a liquid and a crystalline solid, were first observed in
1888 by Reinitzer. These substances, which typically
consist of two benzene (or cyclohexane rings, or
phenyl rings) linked with a central group, show the
mechanical properties of liquids but the optical
properties of crystalline solids, in the sense that the
arrangement of the molecules exhibits some struc-
tural order. LCs having a liquid–crystalline meso-
phase variable with temperature are indicated as
thermotropic; solutions of substances where the me-
sophase is also dependent on relative concentrations
are called lyotropic. Thermotropic LCs have been
widely investigated and their applications to light
modulation have reached a mature stage. There are
three basic types of thermotropic LCs, termed ne-
matic, cholesteric, and smectic; nematic LCs are the
most largely utilized at present.

A major characteristic of all LC compounds is the
rod-like shape of their molecules. The preferred time-
averaged orientation of the molecular long axes is
indicated by a director L, a unit vector pointing in
such a direction. In the nematic state, the molecules
are arranged parallel to each other in an arbitrary

direction, with a casual distribution of the centers
of mass of the molecules (see Figure 11a). In the
cholesteric state, the molecules have a defined direc-
tor L on a specific plane as well, but its orientation
is not spatially constant. The molecular structure is
characterized by equidistant parallel planes, with L
rotated by a fixed angle from one plane to the next
(see Figure 11b); after a spatial period of pitch P (of
the order of the optical wavelength), L retraces the
original orientation, resulting in a helicoidal order-
ing. From this point of view, the nematic order can be
regarded as a special case of the cholesteric one with
P-N: In the smectic state, different types of strat-
ified structures exist; for instance, smectic A has the
molecules arranged in layers orthogonal to the long
axis of the molecules, with casual distribution of the
centers of mass in each layer (see Figure 11c); smectic
B presents, in addition, an ordering of the centers of
mass of the molecules inside each layer, similarly to
two-dimensional solids (Figure 11d); smectic C has
the long axis of the molecules tilted with respect to
the layers by an angle which is a function of the
temperature (see Figure 11e).

One important characteristic of LCs is the optical
anisotropy characterized by different dielectric con-
stants e8,e> depending on whether the polarization
of the optical field is parallel to, or perpendicular to,
the director L. If e84e>, the material is denoted as
positive, and can be treated as a positive uniaxial
crystal with optical axis parallel to L. The optical
birefringence is rather strong, with typical value
DnB ¼ n8 � n> ranging from 0.1 to 0.3. Another
major property is the optical activity, or rotary

(a) Nematic

L

(c) Smectic A (d) Smectic B

L

(e) Smectic C 

(b) Cholesteric

LL

L

L

L

P/ 2

Figure 11 Schematic of the structure of thermotropic liquid crystals: (a) nematic; (b) cholesteric of pitch P; (c) smectic A; (d) smectic B;

(e) smectic C.
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birefringence, causing the polarization of the im-
pinging optical field (linearly polarized) to rotate its
plane of polarization, following the direction of L
from the input to the output plane.

Several mechanisms for modulating light using
liquid crystals have been developed, including direc-
tor axis reorientation, nematic–cholesteric phase
change, absorption in dichroic dye-LC systems, scat-
tering by LC microdroplets in polymer matrix. The
basic principle is related in all cases to the fact that
the application of an external electric field to a
positive material tends to align the long axis of
the molecules parallel to the electric field in order
to minimize their energy. Director reorientation is
widely used in nematic LCs, where there are two
different types of ordering, namely homeotropic and
homogeneous, depending on whether the director of
the molecules is aligned perpendicular or parallel to
the liquid crystal–solid interface. These two forms
are produced by a suitable treatment of the solid
surface. To obtain homogeneous ordering, micro-
grooves are produced on the internal surface of
the LC cell, usually coated with an optically trans-
parent metallic film such as indium–tin oxide,
by rubbing the surface or evaporating thin SiO2

stripes. A thin layer of an initially homogeneously
ordered LC sandwiched between two solid interfaces
can be changed into a homeotropic state, when an
electric field is applied perpendicularly to the liquid
crystal–solid interface. The process is illustrated
in Figure 12 for increasing values of the magnitude
of the electric field E. If E4Eth, the molecules begin
to align along the field direction; when EcEth, the
majority of the molecules are aligned perpendicularly
to the interface.

When a linearly polarized light passes through a
homogeneously ordered LC, if the polarization axis
forms an angle (usually 451) with the director, phase
retardation occurs due to the birefringence of the
material; for a given thickness of the LC layer, the
birefringence depends on temperature, wavelength,
and applied field. In particular, for EcEth , bire-
fringence and thus phase retardation sharply de-
crease as the field is increased, up to a saturation
value. Exploiting the large phase changes that can be
obtained with small voltage modulations (few volts),
intensity light modulators can be fabricated by sand-
wiching the LC cell between two crossed polarizers.
Pure phase modulators and tunable phase retarda-
tion plates can be obtained with parallel aligned LC
cells as well.

In a twist nematic alignment, the opposite walls of
the cell containing the positive LC material are treat-
ed to produce a homogeneous arrangement in which
the directors at the interfaces are twisted with an
angle. Different twist alignments are employed ac-
cording to the twist angle, usually 451, 901, and
4901 (supertwist nematic, e.g., 2701). Most com-
mon LC displays are based on a 901-twisted nematic
cell. When a linearly polarized beam passes through
a 901-twisted nematic cell, the rotary birefringence
causes the polarization plane to follow the twist of
the LC directors and to undergo a 901 rotation. If an
electric field EcEth is applied to the twisted cell, the
molecular alignment becomes mainly homeotropic
and the light polarization is almost not influenced by
the LC layer. A schematic of the changes in a twisted
nematic cell under an external electric field is shown
in Figure 13. A light modulator can be realized by
sandwiching a twisted nematic cell between two

Cell surface

(a) (b) (c)

Homogeneous
ordering

Homeotropic
ordering

E >> EthE > EthE < Eth

Transparent electrode

Figure 12 Illustrating director axis reorientation as an increasing electric field E is applied to an initially homogeneously ordered LC in

a direction perpendicular to the liquid crystal – cell interface. (a) For EoEth the homogeneous ordering is not affected; (b) for E4Eth the

molecules begin to align along the field direction; (c) for EcEth the molecules are almost completely aligned in the direction of the

electric field and the LC cell shows essentially homeotropic ordering.
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crossed polarizers with axes parallel to the directors
of the particular cell interface they are next to (see
Figure 14). The typical cell thickness is B10 mm or
less. In the absence of an external electric field, the
polarized beam is transmitted with the polarization
plane rotated by 901, as illustrated in Figure 14a;
when EcEth, the cell rotatory power is inhibited and
the beam is blocked by the second polarizer, as
shown in Figure 14b. Operation in the reflection
mode is also possible, if a reflecting surface is placed
after the second polarizer.

Dicroic dye-LC systems are formed by dissolving a
suitable dye in the liquid crystal. The rod-shaped di-
croic dye molecules strongly absorb the light polar-
ized parallel to the long axis direction, showing only
a weak absorption in the orthogonal direction. The

type of bonding between the dye and the liquid crys-
tal molecules tends to align the former parallel to the
director and to follow its orientation. The transmis-
sion of the solution can be varied by reorienting the
liquid crystal director by an external electric field,
resulting in intensity modulation of the incident light.

Submicron droplets of LCs dispersed in a polymer
matrix can also be used for intensity modulation. It is
to be assumed that the ordinary index n> of the LC is
equal to the refractive index np of the polymer (iso-
tropic), while the extraordinary index n84np. Due to
a random orientation of L for each droplet and the
consequent refractive index mismatch with the pol-
ymer, the LC droplets act as scattering centers for the
incoming light, and the transmission through the cell
is low. By applying a suitable electric field to the

(a)

� = 90°

E >>E th
� = 45°

� = 0°

(b)

E = 0

Cell surface
Transparent electrode

Figure 13 Director axis orientation in a 901 twisted nematic liquid crystal cell. (a) Applied field E¼ 0; (b) EcEth. j is the twist angle.

Transmitted
light

Incident
light

V = 0

Polarizer PolarizerTransparent
electrode

Transparent
electrode

Light is
blocked

Incident
light

V

Polarizer PolarizerTransparent
electrode

Transparent
electrode

(b)

(a)

Figure 14 Operation of a twisted nematic LC cell. (a) In the absence of an electric field, the cell acts as a polarization rotator and light

is transmitted; (b) in the presence of an electric field, homeotropic order of molecules does not affect the polarization, and light is

blocked. V is the voltage applied to the LC cell.

Modulators, Optical 441



polymer matrix, the directors of the droplets can be
oriented so that the impinging optical field, parallel
to the direction of the extraordinary axis (i.e., par-
allel to L), propagates as an ordinary ray through the
LC droplets, experiencing a refractive index n>¼ np;
in this case, there is almost no scattering and the light
beam is transmitted.

A major limitation of LC optical modulators is the
limited time response, which depends on several pa-
rameters of the LC such as rotational viscosity, elas-
tic constant, threshold electric field, on-cell geometry,
and on the applied electric field (as far as the rise time
is concerned). In nematic LCs, the rise and decay
times are generally rather slow, of the order of mil-
liseconds. Faster response time can be obtained using
cholesteric materials; recently, smectic ferroelectric
LC cells have been developed with response time
from a few microseconds to a few hundreds of mi-
croseconds.

The main application of LC cells regards spatial
modulation of light, and is concerned at present with
display fabrication, mainly with display elements for
digital watches, cellular phones, pocket calculators,
flat panels, and light switches. Compared to other
types of displays, such as light emitting diodes and
plasma displays, the principal advantage of LC dis-
plays is their low electrical power consumption, due
to the passive nature of the display. They however
have a number of disadvantages, besides the re-
latively slow response time, including optical effi-
ciency, limited by the use of polarizers which absorb
at least 50% of the unpolarized incident light, and
the angle of view limited by the reduction in the
contrast of modulated light when the angle of inci-
dence/reflection is increased. Two common LC dis-
play formats are the seven-bar-segment display used
to form numbers from 0 to 9, and the 7� 5 matrix
display used for more complex characters.

Electroabsorption Modulator

Electroabsorption effect is related to the modification
of the absorption coefficient, a, of a material induced
by an external electric field. This effect permits the
direct control of the intensity of a light beam passing
through the material. Since the refractive index
and the absorption coefficient are related by the
Kramers–Kronig dispersion relation, when an elec-
tric field induces a change in the refractive index of a
material (electrorefraction), the absorption coeffi-
cient also changes. The Kramers–Kronig relation,

nðoÞ ¼ 1þ c

p
P:V:

Z
N

0

aðo0Þ
o02 � o2

do0

where P.V. stands for Cauchy principal value of the
integral, is completely general and applies to any
type of materials. When the photon energies of the
incident light is close to the bandgap of the material,
the electroabsorption effect is strongly enhanced.
High-efficiency electroabsorption modulators are
based on semiconductor materials (such as GaAs,
InGaAs, and InP) both in bulk and in multiple quan-
tum well structures. In the bulk structure, the applied
electric field changes the effective bandgap of the
semiconductor (Franz–Keldysh effect), thus increa-
sing the absorption of the semiconductor for fre-
quency lower than the bandgap. Quantum wells
are thin (B10nm or less) layers of small bandgap
semiconductor material, sandwiched between larger
bandgap semiconductors (barriers). A multi-quan-
tum well (MQW) structure consists of alternating
small and large bandgap layers of semiconductors. In
these structures, the applied electric field shifts the
energy levels, producing a similar shift of the ab-
sorption edge toward lower frequencies (quantum
confined Stark effect).

To realize an intensity modulator based on the
electroabsorption, the frequency of the optical beam
(i.e., the energy of the incident photons) has to be just
below the absorption edge (i.e., the bandgap of the
semiconductor). In this way, the light is transmitted
through the modulator when the applied electric field
is off. When the electric field is increased, the ab-
sorption spectrum shifts toward lower frequency (red
shift) and the modulator switches from transparent
to highly absorbing, reducing the intensity of the
transmitted light.

The main advantage of these devices is that they
can be directly integrated with the conventional high-
speed microelectronic components as well as with
semiconductor diode lasers. These integrated opto-
electronic structures constitute the key components
for the realization of photonic devices needed in
wide-band optical communication systems

See also: Crystal Optics; Liquid Crystals; Nonlinear Op-
tics; Optical Fibers; Optical Instruments; Optical Micro-
scopy; Optical Properties of Materials; Semiconductors,
Optical and Infrared Properties of.

PACS: 78.20Hp; 78.20Jq; 78.20Ls; 42.79Jq; 42.79Kr;
42.79Ls; 85.70Sq; 42.70Df; 42.25Lc
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Introduction

Nanostructured materials are made out of atoms
as their more common forms, but the atoms are
arranged in nanometer or sub-nanometer size units,
which become the building blocks of the new mate-
rials. A prototype of these building blocks is the C60

fullerene. These tiny grains, atomic aggregates or
clusters, in which the surface plays a paramount role,
respond to external influences as light, mechanical
stress, and electric fields quite differently from bulk
matter. Hence, nanostructured materials display an
array of novel attributes and properties.

To learn how to produce customer-tailored nano-
meter materials, one needs to have a thorough know-
ledge of the physical properties of the associated
building blocks, that is, of atomic aggregates. For
example, small silver particles dissolved in the
stained glasses of medieval cathedrals led to the
blues, the distinct ruby being produced by the pres-
ence of gold particles.

When trying to understand the color of these par-
ticles, it is not enough to refer to the optical response
of either the individual atoms or the bulk metal
crystals. This is because the way the properties of a
solid gradually evolve as atoms are brought together
to form increasingly larger units, is far from being
trivial. The end points of such evolution is reason-
ably well understood, but the knowledge of the in-
termediate situations still remains poor. A sodium
atom has a very simple absorption spectrum, as
shown schematically in Figure 1. It consists of

essentially one line in the visible, the well-known
yellow light. In quantum physics, this phenomenon is
well described as a one-electron transition from a
quantal state, known as 3s, to an excited state, de-
noted by 3p. A sodium crystal, on the other hand,
has a completely different spectrum. The absorption
is strong in the infrared, goes through a minimum in
the visible, and then rises again in the ultraviolet. The
reason for this is that very low energy photons can
excite electrons from the continuum of states just
below the energy of the last occupied state to states
just above the Fermi energy. The strong ultraviolet
absorption is caused by interband transitions.

Suppose a small corner of a crystal is chipped off,
producing a microcrystal that contains only eight
atoms. Again, the absorption spectrum changes
completely. A relatively broad absorption maximum
displaying different lines (resonances) appears in the
visible region. This absorption is due to a collective
excitation of outer electrons called a plasmon exci-
tation (collective excitation of valence electrons). It
can be viewed as a collective sloshing motion of the
electrons from one side of the microcrystal to the
other side. Such a motion has a strong dipole mo-
ment, behaving as an antenna which gives rise to a
strong absorption band in the visible region (see
Figure 2).

The absorption of light by a sodium atom is well
described within the picture of independent particle
motion. In this picture, each electron moves in the
atom as if it were alone. It is only when an electron
tries to leave the atom that it feels that its motion is
confined due to the presence of a wall produced by
the pullings and pushings of all the other electrons
and of the positively charged atomic nuclei. That is,
in the independent particle model, the electrons move
in the average potential generated by the interaction
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with the other electrons and with the ions. This pic-
ture, however, cannot describe even qualitatively the
resonance phenomenon (plasmon excitation) that
dominates the optical response of an eight-atom
cluster. Between one and eight atoms, one must com-
pletely change one’s way of looking at the optical
response of the system.

Because the response to light is quite different in
Na8 than in bulk Na, one would expect that a ma-
terial made out of small sodium aggregates will dis-
play quite a color difference from that of a sodium
crystal. It is likely that it will also display a number
of other differences, in particular, regarding speci-
fic heat, conductivity, elasticity, etc. This is also
expected to be true for other metallic aggregates
(e.g., Ag- and Au-clusters).

Some of the most promising building blocks of
nanophase materials are fullerenes (see Figure 3),
molecules which have been found to maintain most
of their intrinsic characteristics when placed inside
an infinite crystalline lattice, whether they form van
der Waals or covalent solids. Color, strength, trans-
port properties, and other features of these materials
depend on the properties of the isolated molecules, in
particular, on the strength with which electrons cou-
ple to ionic vibrations (phonons). The mechanisms
which are at the basis of this coupling are also im-
portant in understanding the properties of carbon
nanotubes and linear carbon chains, remarkable
examples of molecular quantum wires. This is in
keeping with the fact that nanotubes can be obtain-
ed by bisecting a fullerene molecule at the equator,
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Figure 1 Absorption of light by sodium in different stages of aggregation.
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joining the resulting hemispheres with a cylindrical
tube made out of an arbitrary number of belts, each
built out of benzoid rings. While single-wall C20-
derived nanotubes are the thinnest capped nanotubes
which can be thought of, linear chains made out of
carbon atoms are the ultimate examples of atomic
quantum wires, playing a role in such different phe-
nomena as the presence of diffuse interstellar bands

(DIF) in the spectra of distant stars, and, arguably, in
the field emission of open-end carbon nanotubes.

Electronic Levels

The basic starting point in the study of atomic
aggregates such as metal clusters, fullerenes, nano-
tubes, and linear carbon chains is the mean field
theory, one of the most useful approximations in all
of physics and chemistry. In it, the many-particle
Schrödinger equation is replaced by a single-particle
Schrödinger equation.

For example, the Hartree–Fock equation

� _2

2me
r2 þ nHðrÞ

" #
jjðrÞ

þ
Z

d3r0Uxðr; r 0Þjjðr 0Þ ¼ ejjjðrÞ ½1�

where

vHðrÞ ¼
Z

d3r0Rðr 0Þvðjr � r 0jÞ ½2�

with

RðrÞ ¼
X
iAocc

jjiðrÞj
2 ½3�

and

Uxðr; r 0Þ ¼ �
X
iAocc

j�
i ðr 0Þvðjr � r 0jÞjiðrÞ ½4�

The functions vH and Ux are the Hartree and
the Fock (exchange) potentials, while jiðrÞ are the
single-particle wave functions. These equations can
be solved self-consistently and the total energy of the
system calculated. The result is however not suffi-
ciently accurate, in that it lacks the renormalization
effects of the single-particle motion arising from
correlation effects. Taking these correlation effects
adds an o-dependent correlation potential to vHðrÞ.
Within the local density approximation (LDA), this
potential reads

vc ¼
@EcorrðnÞ

@n
¼ �0:91 ln 1þ 11:41

rs

� �
eV ½5�

where EcorrðnÞ is the energy of the interacting
electron gas, n the density functional of the system,
r0 ¼ rsaB the Wigner–Seitz radius while aB ¼
_2=mee

2 ¼ 0:529 Å is Bohr’s radius. Within the same
approximation,Z

d3r0Uxðr; r 0Þjjðr 0ÞEvxðrÞjjðrÞ

ions electrons jellium

Figure 2 Schematic representation of the collective motion of

valence electrons (plasmons) in a metal cluster.

Figure 3 Selected fullerenes: molecular structure for (from top

to bottom, and from left to right) C20, C28, C36, C60, and C70.
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with

vxðrÞ ¼ �e2
1

p
ð3p2nðrÞÞ1=3E� 0:985e2n1=3

The Hamiltonian resulting from the sum of the
two terms in the square brackets of eqn [1] plus vc
and vx, as well as the external field generated by the
ions, is known as the Kohn–Sham Hamiltonian. Its
solution provides accurate results not only for bulk
matter, but also for atomic and molecular aggregates.

What started out as a problem too complicated to
solve for all but the smallest systems becomes quite
manageable when one deals with one particle at a
time. The many-body effects come in via the single-
particle potential, which is generated from the par-
ticles themselves. The resulting self-consistent mean
field theory has been enormously successful in many
domains of quantum mechanics. Whenever a many-
particle system exhibits single-particle behavior,
which happens quite commonly, the mean field
theory is likely to be useful.

In the case of metal clusters, fullerenes, nanotubes,
linear carbon chains etc., there are a number of
observations which testify to the validity of the in-
dependent particle picture. In fact, the dependence of
quantities such as mass abundance and ionization
potential vary strongly with the number of atoms
(see Figures 4 and 5). In particular, the energy needed
to free one electron from the cluster exhibits a dis-
tinct shell structure with extreme values at prescribed
number of electrons. These discontinuities are
strongly connected with the independent particle
picture already mentioned. In fact, the orbits in
which an electron moves in an average potential dis-
play a bunchiness as a function of the number of
electrons which can be viewed as layers enveloping
the ions, much like the configuration of an onion.
These layers or shells each contain a number of orbits
and thus a given number of electrons, the so-called
magic numbers. Special stability is ascribed to the
filling of each of these shells. In particular in the case
of C60, the single-particle energy gap between the
highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO) is
1:870:1 eV, a quantity much larger than room tem-
perature ðE25meVÞ, a fact which testifies to the
stability of this system (see Figure 6).

Another example of a closed-shell system is
provided by Na8. The lowest energy structures of
this system calculated within the LDA are displayed
in Figure 7. These isomers are characterized by the
symmetries associated respectively with the groups
D2d (ground state (GS)), D4d (89meV), and Td

(95meV) – the figures in parentheses being the
total energies calculated in LDA and expressed with

respect to the ground-state energy. The Kohn–Sham
energy levels for the D2d system are reported in
Table 1.

In the Born–Oppenheimer (BO) approximation
(also known as adiabatic approximation) used in
deriving the LDA equations describing the electronic
motion, the equations which determine the elec-
tronic state are decoupled from those related to the
ionic dynamics. In other words, the atomic motion of
the system (molecule, cluster, or solid) is studied un-
der the hypothesis that the electronic system always
remains in the electronic ground state associated
with the instantaneous geometrical configuration
(e.g., Figure 7). One can then analyze the solution
of the problem of atomic motion in the case of small
oscillations near the equilibrium configuration (i.e.,
when every atom stays always near its equilibrium
position, and there is no atomic diffusion). In this
case, writing down a second-order expansion of the
total potential felt by the ions (harmonic approxi-
mation), one can show that it is possible to reduce
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the problem to that of a collection of independent
harmonic oscillators. The general solution is then a
superposition of 3Nat normal modes of vibration,
each of them having its own frequency and its own
eigenvector, obtained by diagonalizing the dynamical

matrix. The quantum description of this set of inde-
pendent harmonic oscillators leads to the concept of
phonons.

The harmonic approximation is generally a good
one for solid-state systems, molecules or atomic
aggregates, at sufficiently low temperature. In the
case of carbon systems (graphite, diamond, fuller-
enes), which are characterized by a quite strong
covalent bonding, the harmonic approximation is
still very good at room temperature.

In the case of atomic and molecular clusters, it is
possible to generalize the arguments of the previous
section by discussing the general properties of the
solution for the ionic motion, valid independently of
the actual form of the total potential U acting on the
ions: in particular, in order to determine the different

Figure 7 Ionic structure of Na8 in its three lowest energy iso-

mers with symmetry: D2d (top left), D4d (top right), Td (bottom

left). Also shown, the ‘‘close-packed’’ structure (bottom right).

Table 1 Kohn–Sham energy levels of Na8 for its ground state

configuration D2d

E ðeVÞ Degeneracy Occupation

�4.75 2 2

�3.54 2 2

�3.11 4 4

�2.00 2 0

�1.84 4 0

�1.54 2 0

�1.50 2 0

�1.39 2 0

�0.65 2 0

�0.47 4 0

0 1 2 3 4 5 6
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Figure 6 Energy levels of C60 calculated in LDA. The HOMO (hu) and LUMO (t1u) levels are indicated.
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parameters of the model, namely the first and second
derivatives of U, and thus the dynamical matrix.

It emerges that this matrix can be obtained from a
knowledge of the derivatives, with respect to the in-
dependent 3Nat (Cartesian) atomic displacements, of
the force exerted on the atoms. Such derivatives can
be computed numerically, evaluating the change of
the component b of the force generated on the atom
m, when the atom n is displaced by a small amount
in the direction a. This can be done by minimizing
the DFT functional with respect to the electronic
degrees of freedom and hence evaluating the forces
on the ions, after having slightly displaced a given
atom along a given Cartesian direction. The process
must be repeated for the three components x, y, and z
of every atom. Since the ionic displacements are
small, the requested set of 3Nat electronic minimiza-
tions is largely facilitated if one starts them from the
electronic configuration, which corresponds to the
equilibrium ionic positions. Many practical applica-
tions of the above method can be found in the recent
literature. A typical example from the field of carbon
clusters is the case of C60. Calculations confirm that
good agreement with respect to the experimentally
measured vibrational spectra can be obtained by
using the Car–Parrinello method in the DFT–LD ap-
proximation. Similarly, the cluster C28 has been
studied at the same level of accuracy. Its normal
modes, which couple to the LUMO electronic orbital
(i.e., those with A1, E, and T2 symmetry), are re-
ported in Table 2.

Another interesting case where the ab initio meth-
ods discussed above can be applied is that of metal
aggregates. Among them is the closed-shell Na8 clus-
ter. In this case, there are 14 distinct nonzero vibra-
tional eigenvalues, four of them being doubly
degenerate. Making use of the Car–Parrinello mo-
lecular dynamics (CPMD) formalism, one obtains,
for the D2d symmetry configuration, the results
displayed in Table 3.

Figure 8 reproduces the atomic displacements as-
sociated with the highest totally symmetric mode
(16.7meV). The displacement field associated to spe-
cific modes is an important physical quantity, to
which ab initio calculations give direct access. The
displacement fields (vibrational eigenvectors) are in
fact hardly accessible from the experiment; they are,
however, very important objects, since they govern
the size of the coupling with the electronic states
(electron–phonon coupling).

Plasmons

If a weak external time-dependent perturbation is
applied to the electronic system (e.g., a low-intensity

electromagnetic field of a sufficiently high-frequency,
such that one can neglect the response of the ionic
degrees of freedom), the electronic density will start
oscillating around the minimum energy configura-
tion. For such weak external fields, one can, to a very
good approximation, retain only the linear part of
the response. In this approximation, the frequency of
the induced oscillations will be determined by the
curvature of the energy surface around its minimum.
As the density oscillates, the effective potential
changes and, in turn, induces a change in the den-
sity itself. Therefore, to describe these electron ‘‘vib-
rations,’’ one must require self-consistency between

Table 2 A1, E, and T2 normal modes of the cluster C28 calcu-

lated within DFT–LDA

1=l ðcm�1Þ

351 E

391 T2

524 T2

565 A1

570 E

607 E

707 T2

724 T2

763 A1

771 T2

791 T2

976 E

983 T2

1093 T2

1101 A1

1116 E

1171 A1

1191 T2

1220 A1

1260 T2

1306 E

1381 T2

1414 E

Table 3 Calculated frequencies for the Na8 vibrational modes

on ðmeVÞ 1=l ðcm�1Þ

B1 5.84 47.07

B2 6.85 55.26

A1 7.93 63.92

E 8.77 70.74

E 9.36 75.52

A1 9.48 76.45

A2 10.2 82.15

B2 12.3 99.50

E 14.1 113.75

B1 14.9 119.83

A1 15.9 128.57

A1 16.7 134.83

E 17.5 140.95

B2 18.6 150.00
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the variations of the density and those of the effective
potential. In this way, a time-dependent theory can
be obtained starting, for example, from Hartree,
Hartree–Fock, or LDA energy functional within the
linear response approximation. However, the first
two approaches are intrinsically based on a mean-
field approximation and neglect correlations beyond
those arising from the Pauli principle. On the other
hand, the time-dependent extension of the LDA
(TDLDA) could also be derived, making a local ap-
proximation again, from an exact theorem leading to
the so-called time-dependent DFT (TDDFT).

Within this scheme, the response of the system to a
(weak) time-dependent field

Vpertðr; tÞ ¼ VpertðrÞexpð�iotÞ þ hc ½6�

is expressed in terms of the perturbed density

Rðr; tÞ ¼ R0ðrÞ þ dRðr;oÞ � expð�iotÞ þ hc ½7�

where R0 is the ground-state density, and where

dRðr;oÞ ¼
Z

d3r0 Pðr; r 0;oÞVpertðrÞ ½8�

The quantity Pðr; r 0;oÞ is the so-called RPA density–
density correlation function.

From the induced density dRðr;oÞ, one can extract
physical quantities of interest such as the dynamical
linear polarizability, aðoÞ, according to

aðoÞ ¼
Z

d3r dRðr;oÞVpertðrÞ ½9�

The excitation of the system by a short-duration
perturbation is conveniently described by the
strength function SðEÞ, defined by

SðEÞ �
X

n

j/njVpertj0Sj2dðE � EnÞ ½10�

where E ¼ _o is the excitation energy, and j0S and
jnS denote the ground and excited states of the
system, respectively.

The strength function is related to the cross section
for photon absorption by the following equation
(Golden rule):

sðEÞ ¼ 4p2

_c
ESðEÞ ¼ �4p

_c
E Im aðEÞ ½11�

and the total cross section is given by

Z
dE sðEÞ ¼ 2p2e2_

mec
N ½12�

Making use of the single-particle basis displayed in
Figure 6, the dipole response of C60 has been worked
out in the TDLDA, and the results are shown in
Figure 9.
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Figure 9 TDLDA response (full line) compared to the exper-

imental points (open circles) (to be noted that the cutoff at

E10 eV is due to the experimental setup). Inset: detailed spec-

trum at low energies compared to experimental results (broken

curve).

Figure 8 Displacement associated with the A1 phonon in Na8

at energy 16.7 meV.
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Theory provides an overall account of the exper-
imental findings, also for the width of the plasmon
(Mie) resonance located B17 eV and amounting to
B12 eV. Consequently, Landau damping, that is the
decay of the collective modes into single (unper-
turbed) particle–hole excitations, can be viewed as
the main relaxation mechanism of the above de-
scribed collective plasmon mode.

The experimental data at low excitation energy
correspond to the optical/UV absorption spectra of
C60 in hexane solution, at room temperature.

The present approach yields a static polarizability of
the system of 88.6 Å3, which can be compared to

measurements of að0ÞE80 Å
3
for a single molecule.

Coupling of Electrons to Phonons and
to Plasmons

So far, electrons and ions have been considered as
independent degrees of freedom. Ions have been tak-
en either as fixed in their ground-state configuration
or as moving under the action of a phonon displace-
ment field. The electrons have been treated within
the BO approximation. This means that it has been
assumed that they are able to follow the evolution of
the ionic configuration adiabatically. This approxi-
mation (based on the fact that typical frequencies
obey oelectronscoions) breaks down in a number of
cases in which the ionic motion induces correlations
between electronic states, in particular, in connec-
tion with the mass enhancement factor observed
in specific heat measurements as well as in the case
of electron–electron pairing correlations at low tem-
peratures.

Furthermore, although the renormalization effects
due to the coupling of electrons to plasmons are in
principle included in the exact DFT, in practice they
are incorporated only to some extent in the correla-
tion potential of the LDA, where important effects of
this coupling are left out. Moreover, the exchange of
plasmons between electrons, which is the basic
mechanism leading to the screening of the Coulomb
field, also gives rise to an electron self-energy whose
frequency dependence is essential to obtain a proper
description of this phenomenon.

In other words, the Hamiltonian to be diagonali-
zed is

H ¼ Helec þ Hphon þ Hel;phon þ Hplas þ Hel;plas ½13�

where the electron, phonon, and plasmon (Helec,
Hphon, and Hplas, respectively) terms are already
diagonal, while Hel,phon and Hel,plas can be diagon-
alized in the product basis, provided by electron and
phonon states, and electron and plasmon states. The

corresponding matrix elements gn of Hel,phon (see
Figure 10) lead to the partial electron–phonon coup-
ling constants

ln ¼ a
g2n
_on

Nð0Þ ½14�

where a is a statistical factor depending on the sym-
metry of the modes n, _on is the corresponding
energy, while N(0) is the density of levels at the Fermi
energy in the solid built, making use of the clusters
of interest. Tables 4 and 5 give the corresponding

j ′

j

Figure 10 Graphical representation of the electron–phonon or

electron–plasmon coupling, where the arrowed line represents

the electron while the wavy line stands for either the phonon ðn; mÞ
or the plasmon (n).

Table 4 Experimental partial electron–phonon coupling con-

stants ln=Nð0Þ in meV which measures the strength with which

an electron moving in the t1u LUMO state of C�
60 couples to the

eight Hg and the two Ag phonons of C60 whose wavelengths and

energies are shown in columns two and three

Frequency ln=Nð0Þ ðmeVÞ

l�1 ðcm�1Þ _on ðmeVÞ

Hg(8) 1575 195.3 23

Hg(7) 1428 177.1 17

Hg(6) 1250 155.0 5

Hg(5) 1099 136.3 12

Hg(4) 774 96.0 18

Hg(3) 710 88.0 13

Hg(2) 437 54.2 40

Hg(1) 273 33.9 19

Ag(1) 1470 182.3 11

Ag(2) 496 61.5 0P
Hg 147P
ðHg þ AgÞ 158
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quantities for C�
60 and Na8. It is seen that the partial

coupling constants of Na8 are, on an average, larger
than those associated with C�

60. The main reason for
this result lies in the fact that the lowest Na8 phonons
have energies which are almost one order of magnit-
ude smaller than those of C60. Consequently, the
square of the zero-point fluctuations

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_=2Mlol

p
en-

tering the expression of ln=Nð0Þ are also larger by
one order of magnitude. On the other hand, the ma-
trix elements of the gradient of the electronic poten-
tial are comparable or smaller in Na8 than in C�

60. In
this latter cluster, the delocalization of the 3p elec-
trons is larger than that of the C60 electrons, which
tend to concentrate around the bonds. The more the
electrons are delocalized, and therefore far from the
ion–ion bonds, the smaller are the electron–phonon
matrix elements.

The matrix elements of the electron–plasmon
coupling (see Figure 10)

/n; j0jHel; plasjjS ¼
Z

d3r d3r0j�
j0 ðrÞ

dveffðrÞ
dRðr 0Þ dRnðr 0;onÞjjðrÞ ½l5�

can be calculated in terms of the functional
derivative of the LDA effective potential veff, and of
the matrix between the ground state j0S and the
boson (plasmon) state jnS, that is, /njRðr 0Þj0S �
dRnðr 0;onÞ.

In Figure 11, the results of a consistent calculation
of the photoabsorbtion spectrum of the small metal
cluster Naþ9 in its lowest-energy geometry configura-
tion D3h calculated, taking into account both the
electron–phonon and electron–plasmon couplings, is
shown in comparison to the experimental findings.
Both the coupling of electrons to plasmons and to
phonons were considered and calculated ab initio.
After diagonalizing the Hamiltonian, the strength
function associated with the dipole operator as well
as the photoabsorption cross section were calculated.

The main result of the calculation is that the
electron–plasmon coupling is essential to shift the
TDLDA spectrum downwards. This is shown in
Figure 11 for the case of Naþ9 . The inset of the figure,
with the TDLDA peaks displayed by dashed lines
and those resulting from the full calculation by solid

Table 5 Reduced electron–phonon matrix elements gn and

partial coupling constants ln/N(0) associated with the LUMO

electron state and selected phonon states of Na8 calculated

making use of the CPMD scheme

_o ðmeVÞ ln=Nð0Þ ðmeVÞ gn ðmeVÞ

A1 (1) 7.93 36.3 12.0

A1 (2) 9.48 173.8 28.7

A1 (3) 15.94 56.9 21.3

A1 (4) 16.72 12.2 10.1

Total 279.2 72.1
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Figure 11 Photoabsorption cross section of Naþ
9 vs. energy E (continuous heavy line) calculated taking into account both the coupling

to plasmons and to phonons. The experimental spectrum measured at TE39 K is displayed by the thin vertical lines. The inset shows

the percentage of the EWSR calculated making use of the TDLDA results (dashed lines), and taking into account the coupling to

plasmons (continuous lines).
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lines, demonstrates that the red shift of the main
collective peaks is systematic and B0.2 eV. This re-
sult indicates that the electron–plasmon coupling can
also be of importance in other contexts where cal-
culations of the dynamical screening are in order, for
instance, in the case of the screened Coulomb po-
tential m (see Figure 12). A second result of the full
calculation is that the electron–phonon coupling acts
essentially as an averaging parameter B0.1 eV, lea-
ding to a smoothing of the spectrum.

The Effective Electron–Electron
Interaction

An electron can interact with the ions through the
deformation potential and excite a phonon. This
phonon can be absorbed by the same electron (self-
energy process) or by a second electron. This second
process gives rise to an effective electron–electron
interaction (Figure 13) whose strength is measured
by the dimensionless parameter l ¼

P
n ln (see eqn

[14]). As mentioned above, the exchange of plasm-
ons also gives rise to an electron–electron interaction
(see Figure 12), which screens the bare Coulomb
potential, an effect which is measured by the dimen-
sionless quantity m ¼ Ueðq;oÞNð0Þ, where Ueðq;oÞ
¼ 4pe2=q2eðq;oÞ.

To approximately take into account the o-depen-
dence of the Coulomb pseudopotential in a way,
which is consistent with the o-dependence kept
in the electron–phonon induced interaction, one
can change m to a new effective interaction m� obtai-
ned as

m� ¼ m
1þ m lnðB=ophÞ

½16�

where B is a typical electron energy (half the band-
width) and oph is a typical phonon energy. If B=oph

c1, m� can be strongly reduced, relative to m. In the

limit m lnðB=ophÞc1, the above expression simplifies
to m�E1=lnðB=ophÞ, which may be B0.1–0.2.

The (summed) effective interaction arising from
the exchange of phonons and plasmons between
electrons displayed in Figures 12 and 13 can lead
to an attraction between pairs of electrons moving
close to the Fermi energy, giving rise to the so-called
Cooper pairs, which behave as (quasi)-bosons. The
associated binding energy is, in the limit of weak
coupling ðl{1Þ,

E ¼ 2_oDe
�1=ðl�m�Þ ½17�

where m� is a typical screened Coulomb potential.

Superconductivity in Fullerides

Fullerenes, for example, C60, have attracted much
interest since their discovery in 1985, not least be-
cause they are the only finite, and most symmetric,
allotropic forms of carbon. This interest has in-
creased drastically because methods were found to
produce some of these fullerenes in large quantities,
and so it was possible to make solids (fullerites). In-
tercalating alkali metal atoms in solid C60 (a van der
Waals solid) leads to metallic behavior displaying a
transition temperature TcB30K.

Although there are still a number of open ques-
tions, several experimental findings testify to the
fact that superconductivity in doped fullerides is
likely to be driven by the coupling of electrons to
intramolecular vibrations (phonons) of the fullerene
molecules.

Making use of the density of states Nð0ÞE
8:1 eV�1 deduced for fullerite Rb3C60 as well as of
the results of Table 4 ðl=Nð0Þ ¼ 158meVÞ, one ob-
tains, for the total electron–phonon coupling,

l ¼ 1:3 ½18�

4
e2
+

−k +q

q2

−k 
k +q

k 

Figure 12 Scattering process of two electrons (arrowed lines)

interacting via the bare Coulomb interaction (dotted line) and by

exchanging a plasmon (wavy line).

i

v

j

i ′

j ′

Figure 13 Graphical representation of the effective electron–

electron interaction induced by the exchange of a phonon.

452 Molecular Clusters



In such a situation, the weak coupling expression
[17] is not adequate. A better expression is provided
by the McMillan solution to Eliashberg equations:

Tc ¼
_oln

1:2
exp � 1:04ð1þ lÞ

l� m�ð1þ 0:62lÞ

 �
½19�

where oln is a typical phonon frequency (logarithmic
average).

In the case of C60,

_oln ¼ 102meV ¼ 1184 K ½20�

The best available estimates of m� for alkali-doped
fullerites are 0:3pm�p0:4. Making use of the results
given in [18] and [20], and of the fact that for Rb3C60,
Tc¼ 29.5K, one obtains m�E0:34 from [19].

The interest for using fullerenes smaller than C60

to produce nanometer superconducting materials can
be simply understood by remembering that the crit-
ical temperature below which graphite compounds
are superconducting is Tc¼ 5K, while the same tem-
perature has reached E30K for C60. Because C60

can be viewed as made out of a wrapped carbon
lattice plane by introducing defects in the honeycomb
lattice so as to create 12 pentagons (C60 is made out
of these 12 pentagons and of 20 hexagons), curvature
effects and electron spill-out seem to be at the basis
of the increased electron–phonon coupling and
screening of the Coulomb field in going from grap-
hite to C60-based materials. It is thus expected that
materials made out of fullerenes (such as C36, C28,

and C20) with higher curvature and electron spill-out
than those of C60 will display higher values of Tc.

Ab initio calculations predict values of l for these
smaller fullerenes as well as for C28H4, considerably
larger than for C60. Assuming similar values of N(0)
for the corresponding fullerites, one expects critical
temperatures which are considerably larger than
those for C60-based materials. This is also true for
materials based on metal clusters. Further, experi-
mental work is needed to assess the soundness of
such expectations.

See also: Excitons in Crystals; Insulators, Electronic
States of; Insulators, Optical Properties of; Metals and
Metallic Alloys, Optical Properties of; Nanostructures,
Optical Properties of; Optical Absorption and Reflectance;
Plasmons; Polarizabilities; Polymers and Organic Com-
pounds, Optical Properties of; Small Particles and Clus-
ters, Optical Properties of; Surfaces, Optical Properties of;
Treated Surfaces, Optical Properties of.

PACS: 36.40.�C; 36.40.Vz; 36.40.Gk; 74.70.Wz
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The description of X-ray crystallography as an ex-
perimental technique to determine the three-dimen-
sional structures of molecules at atomic resolution
consists of two parts. First, the relationship between
the sample studied and its corresponding diffraction
pattern must be derived and understood. Second, the
way back from the diffraction pattern to the molec-
ular structure must be outlined.

From Objects to Diffraction Patterns

The Scattering Equation

Electromagnetic waves interact with matter. Their
electric components force charged particles to oscillate

with the same frequency as the incident wave. Oscil-
lating electrons constitute moving charges, which emit
electromagnetic radiation of the same frequency into
all directions of space. This phenomenon is called
‘‘elastic scattering,’’ ‘‘Thomson scattering,’’ or ‘‘scat-
tering without loss of energy.’’ Atomic nuclei interact
with electromagnetic waves in the same way, but since
a proton is B2000 times heavier than an electron,
and consequently much less prone to move, for pur-
poses of crystallography as a structure determination
technique, scattering by nuclei can be neglected.
The mathematical description of the phenomenon of
scattering is illustrated in Figure 1.

The incoming X-ray wave (from the left) is repre-
sented by the vector sin with jsinj ¼ 1=l, where l is
the wavelength of the incoming X-ray wave. The
wave impinges upon the object and is then scattered
by the whole object, in all directions of space. For
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simplicity, only the scattering at the points O and P
is considered now, and only the scattering in the
direction described by sout, where sout is a vector
representing the scattered wave ðjsoutj ¼ 1=lÞ. The
difference vector between sout and sin (i.e., sout � sin)
is called the scattering vector s. The scattering vector
describes the change in direction that the X-ray wave
undergoes upon scattering. The size of the object,
that is, the distance between points O and P in the
example given here, leads to a path difference Dx ¼
r . ðsout � sinÞl ¼ r . sl between the two scattered
waves shown in Figure 1. This path difference
results in a phase difference Da ¼ 2pDx=l ¼ 2pr . s
between the two scattered waves. The wave scattered
at point P has an amplitude proportional to the elec-
tron density r(P) at point P and a phase of 2pr . s
relative to the wave scattered at point O. In order to
compute the total wave f T scattered by the object
depicted in Figure 1, an integration over all volume
elements (V) of the scattering object has to be per-
formed. This leads to the general scattering equation
(eqn [1]). f TðsÞ describes the scattering by every pos-
sible object, which in turn can be described by r,
rðrÞ, and V, into the direction defined by the vector s:

f TðsÞ ¼
Z
Vol

rðrÞ e2pir . s dV ½1�

Equation [1] can also be regarded as a ‘‘Fourier
analysis’’ of the object to be studied by the X-rays.

Scattering by Atoms and Molecules

The description of the scattering of real atoms starts
from the general scattering equation (eqn [1]). The
integration over the whole volume V of the atom
implies that the function f ðsÞ is dependent on the
form of the electron cloud of the atom. It is, there-
fore, also called the ‘‘atomic form factor.’’ The atom-
ic form factor is an intrinsic property of an atom or
ion, which depends on the exact architecture of the
electron cloud of the atom or the ion. Atomic form

factors can be calculated using quantum mechanical
approximations from the electron distribution of the
atoms or ions, but they can also be measured very
accurately, for instance, by X-ray scattering. Tables
of the atomic form factors for each existing atom or
ion are available in the International Tables for Cry-
stallography (see the ‘‘Further reading’’ section).

The scattering by a molecule can now simply be
calculated based on the scattering of the atoms be-
longing to the molecule (Figure 2a). The total scat-
tered wave is the sum of the individually scattered
waves in any given direction (Figure 2b). Using the
example of a three-atom molecule, the contributions
by the three atoms have to be considered: F1 ¼
f 1ðsÞe2pir1

. s for atom 1, F2 ¼ f 2ðsÞe2pir2
. s for atom 2,

and F3 ¼ f 3ðsÞe2pir3
. s for atom 3. The result is shown

in eqn [2]. It is also called the ‘‘molecular transform:’’

FmðsÞ ¼
X3
j¼1

f jðsÞ e2pir j
. s ½2�

f jðsÞ are the atomic form factors and r j the coordi-
nates of the atoms j.

Scattering by a Crystal

A crystal is defined as an object, which is periodic in
three dimensions. In order to build up a crystal from
its smallest unit, the unit cell, one just needs to know
the contents of the unit cell and the lattice transla-
tions a, b, and c. For describing the scattering of one
single unit cell of a crystal, Funit cellðsÞ, the contribu-
tions of all N atoms in the unit cell have to be added
up (eqn [3]):

Funit cellðsÞ ¼
XN
j¼1

f jðsÞ e2pir j
. s ½3�

In order to consider the scattering by the whole
crystal, the contributions of all unit cells of the crys-
tal and all atoms in each unit cell have to be taken
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Figure 1 Scattering of electromagnetic waves by an object.
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Figure 2 (a) Scattering by a three-atom molecule, with each of

the three atoms containing a different number of electrons. (b)

Argand diagram with the vector addition of the three individually

scattered waves yielding the molecular transform.
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into account. Let Funit cellðsÞ be the scattering of the
first unit cell, and F

0

unit cellðsÞ the scattering of a sec-
ond unit cell shifted by r ¼ uaþ vbþ wc relative to
the first unit cell (u, v, and w are integer values, and
a, b, and c are the lattice translations) (Figure 3a). It
can be shown that the contribution of just the second
unit cell can be expressed as the scattering of the first
unit cell and the vector that relates the two unit cells:

F
0

unit cellðsÞ ¼ Funit cellðsÞe2piua
. se2pivb

. se2piwc . s ½4�

To arrive at the scattering equation for the whole
crystal, the sum over all unit cells should be calcu-
lated. This can be reduced to summing over all com-
binations of u, v, and w:

FcrystalðsÞ ¼Funit cellðsÞ
Xn1

u¼0

e2piua
. s

Xn2

v¼0

e2pivb
. s
Xn3

w¼0

e2piwc . s ½5�

where n1, n2, and n3 are the numbers of the unit cells
in a-, b-, and c-directions. These numbers are large
for typical crystals in the micrometer-size range. This

means that the sums
Pn1

u¼0 e2piua
. s,
Pn2

v¼0 e2pivb
. s,

and
Pn3

w¼0 e2piwc . s will be zero unless a . s, b . s, and
c . s are integral numbers. These conditions are also
known as the ‘‘Laue conditions,’’ and they are illus-
trated in Figure 3b as vector additions in an Argand
diagram. In the case of the Laue conditions being
fulfilled, the product of the three sums is equal to the
total number of unit cells in a given crystal.

There are two important consequences of this
derivation. First, the scattering of a crystal is pro-
portional to the scattering of just one unit cell and
the number of unit cells in the crystal. Consequently,
to describe the scattering by the whole crystal, it is
sufficient to consider the scattering by just one unit
cell. Second, the scattering of a crystal leads to a
discrete diffraction pattern. Only in those directions
s, in which the Laue conditions are obeyed, will
scattering be observed. In all other directions the sum
of all scattered waves will be zero. This leads to the
observation of a diffraction pattern consisting of
discrete maxima, the so-called X-ray reflections.
Each reflection is identified by a unique combina-
tion of the three numbers h, k, and l, the Miller
indices:

FcrystalðsÞ ¼ nFunit cellðsÞ ¼ n
XN
j¼1

f jðsÞ e2pir j
. s ½6�

where n is the number of unit cells. With r j ¼
xjaþ yjbþ zjc (xj, yj, and zj are the fractional coor-
dinates of atom j), and with the Laue conditions
a . s ¼ h, b . s ¼ k, and c . s ¼ l, eqn [6] can be trans-
formed into eqn [7]:

FðsÞ ¼ FðhklÞ ¼
XN
j¼1

f j e
2piðhxjþkyjþlzjÞ ½7�

Equation [7] is also called the ‘‘structure factor equa-
tion.’’ Together with the ‘‘electron density equation’’
(see below), it constitutes one of the two central
equations in X-ray crystallography. It describes the
scattering of a crystal defined by the unit cell vectors
a, b, and c, and by the atoms inside the unit cells of
this crystal as defined by the atomic form factors (fj)
and the fractional coordinates (xj, yj, and zj).

The Diffraction Experiment

A schematic representation of an X-ray experiment is
shown in Figure 4. The experiment itself involves the
production or generation of X-rays, the selection of
the X-rays for the experiment, the preparation of the
crystal for the experiment, the actual data collection
step, and the processing and validation of the result-
ing data. Of course, if one is interested only in using

c
b

a0

r = ua +vb +wc

u = 5
u = 4

u = 3
u = 2

u = 1
u = 0

2
a•s

(a)

(b)

Figure 3 (a) Two unit cells of a crystal and (b) graphical rep-

resentation of the Laue conditions in one dimension. In the case

shown, the scalar product a .sah. As a result of this, the waves

with different values of u exhibit phase differences different from

2p. Due to the large number of waves to be considered (one for

each unit cell of the crystal), the overall sum will be zero.
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X-rays to determine a crystal structure, how X-rays
are produced and prepared for the measurement may
be of little concern. However, there are some impor-
tant aspects that can potentially have a great impact
on the quality of the obtained diffraction data and
consequently on various stages of structure determi-
nation and certainly on the information content of
the resulting structure. One should always keep in
mind that the quality or the information content of a
crystal structure is directly determined by the quality
or the information content of the diffraction data
that are the basis for the determination of the struc-
ture. Furthermore, the collection of diffraction data
is the last real experimental step to be carried out in
the course of a crystal structure analysis. Everything
after that is merely an interpretation of the collected
diffraction data.

From the Diffraction Pattern to
the Structure

The Electron Density Equation

The Fourier transformation of the general scattering
equation (eqn [1]) leads to the electron density equa-
tion (eqn [8]), the second important equation in cry-
stallography. Instead of integrating over the volume
of the scattering object V, the integration proceeds
now over diffraction space, which is sometimes also
called reciprocal space, because of the reciprocal re-
lationship to the real space with respect to its geo-
metric parameters:

rðrÞ ¼
Z
Vol�

fTðsÞ e�2pir . s dV� ½8�

Similar to regarding eqn [1] as a ‘‘Fourier analysis’’ of
the object, eqn [8] can be regarded as a ‘‘Fourier

synthesis.’’ The object can be reconstructed from its
diffraction pattern by taking into account all scat-
tered waves. A simpler version of the electron density
equation (eqn [9]) can be derived considering that the
diffraction pattern of a crystal is discrete (see above),
and that instead of integrating over the whole
volume of diffraction space, one only needs to sum
over the observed X-ray reflections:

rðx; y; zÞ ¼
X
h;k;l

jFðhklÞj e�2piðhxþkyþlzÞþiaðhklÞ ½9�

Two things become clear from eqn [9]. First, in order
to calculate the value for the electron density r at any
given point (x, y, z), all reflections should be taken
into account. Second, the summation can only be
carried out if both the structure factor amplitude jFj
and the phase a are known for each reflection (hkl).

The Phase Problem

In a diffraction experiment, data, which are finally
measured, are the intensities I of the reflections (hkl).
The intensity I(hkl) can be calculated by multiplying
the structure factor FðhklÞ with its conjugated com-
plex structure factor F�ðhklÞ. The net result is that
I(hkl) is proportional to the square of the structure
factor amplitude jFðhklÞj:

IðhklÞpjFðhklÞj jF�ðhklÞj
¼ jFðhklÞj eiaðhklÞjFðhklÞj e�iaðhklÞ

¼ jFðhklÞj2

As a consequence, by measuring the intensities, one is
only able to back-calculate the amplitudes jFðhklÞj of
the waves. The information about the phases aðhklÞ
is lost. This is known as the so-called ‘‘phase prob-
lem’’ in crystallography. The phase problem is the
reason why an image of the molecule to be studied
cannot be calculated directly from the diffraction
data. Approaches to overcome the problem are brief-
ly discussed in the next section.

Phase Determination

Over time, a number of methods have been developed
to circumvent the phase problem. Today, the decision
as to which method to use seems to be governed by
both the size of the molecules to be studied and the
diffraction power of the respective crystals. Whereas
in small-molecule crystallography (molecules of up
to a few hundred atoms, and typically very good
diffraction), the so-called ‘‘direct methods’’ are dom-
inant and nowadays also mostly automated, in
macromolecular crystallography (more than 1000
nonhydrogen atoms with no apparent upper limit,

x

X-ray source Crystal on
rotation stage

X-ray sensitive
detector

Figure 4 Schematic representation of the diffraction experi-

ment. Depicted are the X-ray source, the object (crystal) mounted

on a rotatable device, and the detector for the scattered waves.
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but usually limited diffraction) the so-called ‘‘re-
placement methods’’ are the major methods to be
applied. In the following, the different approaches
are discussed in brief.

Direct methods The direct methods rely on the
principle that the phase information is somehow in-
cluded in the measured structure factor amplitudes.
The underlying rationale is that structure factors are
not independent of each other but that they are re-
lated through the structure. With the additional con-
straints that (1) the electron density can never be
negative and (2) the structure to be determined con-
sists of discrete atoms, phase sets can be constructed
randomly and examined with respect to their
validity.

The credibility of a given set of phases can be ex-
amined by considering probabilistic relationships be-
tween the phases of certain reflections, for example,
the ‘‘triplet invariants’’ (eqn [10]). It can be derived
that the phases of the three reflections (h1, k1, l1), (h2,
k2, l2), and (� h1� h2, � k1� k2, � l1� l2) are re-
lated by the following equation:

aðh1; k1; l1Þ þ aðh2; k2; l2Þ
þ að�h1 � h2;�k1 � k2;�l1 � l2ÞE0 ½10�

This equation is not absolutely but approximately
valid, and it is normally formulated as a probability.
The stronger the three reflections (h1, k1, l1), (h2, k2,
l2), and (� h1� h2, � k1� k2, � l1� l2) are, the
higher the probability that the three-phase values
sum up to zero or an integral multiple of 2p.

Various measures to evaluate the quality of a given
phase set have been introduced over time. The most
widely known formula for this purpose is the
‘‘tangent formula’’ (eqn [11]). In this formula, the
most probable value of the phase of one reflection
a(h1, k1, l1) is given as a function of the values of the
phases of all other reflections (hm, km, lm) and
(� h1� hm, � k1� km, � l1� lm), which share a tri-
plet invariant with (h1, k1, l1). The reliability of the
formula depends on the magnitude of the structure
factor amplitudes of the reflections considered:

The two sums in the numerator and the denominator
run over all possible triplet invariants m, in which the
reflection (h1, k1, l1) is involved, and the numbers
Wm describe the weighted product of the normalized

structure factor amplitudes of reflections (hm, km, lm)
and (� h1� hm, � k1� km, � l1� lm).

Relationships such as the triplet invariants and the
tangent formula help to reduce the complexity of the
phase set. Nevertheless, because of the large number
of possible phase sets, direct methods for phase de-
termination are typically only applicable to small
structures.

Isomorphous replacement One of the dominant
methods in macromolecular crystallography is the
method of isomorphous replacement. In this method,
diffraction data sets of two isomorphous crystals are
compared with each other reflection by reflection.
The first crystal may be one of the native macromol-
ecules, the second crystal may be one of the heavy-
atom derivatives of the same macromolecule. The
latter can be prepared by either co-crystallization or
soaking a native macromolecule crystal in a heavy-
atom-containing solution. Large solvent channels in-
side the macromolecule crystals allow the diffusion
of the heavy-atom compound through the crystal. If
a reactive group on the macromolecule surface is ac-
cessible to the heavy-atom compound, it can bind
there without changing the structure of the rest of the
protein. A detailed comparison of the two diffrac-
tion data sets will then, in a first step, yield the dif-
ferences between the data sets, which are due to the
heavy-atom substructure. From these differences, the
substructure can be determined. With the substructure
at hand, one can then calculate the structure factor
amplitude and the phase of just the substructure, and
then use this heavy-atom quasiphase as a reference to
calculate the phases of the reflections of the macro-
molecule crystal. An easy way to visualize this is a
vector diagram (Figure 5). The vector addition of the
structure factor of the macromolecule FP and the
structure factor of the heavy atoms FH will yield the
structure factor of the heavy-atom derivative FPH. If
the magnitudes of both FP and FPH (these are the
structure factor amplitudes which have been meas-
ured in the two diffraction experiments) and the
magnitude and direction of FH (this can be calculated
once the heavy-atom substructure is known) are now

known, all other parameters of the triangle in Figure 5
can be calculated as well.

However, this vector addition is not unambiguous.
The result of this calculation will not be a unique

tan½aðh1; k1; l1Þ� ¼
P

m Wm sin½�aðhm; km; lmÞ � að�h1 � hm;�k1 � km;�l1 � lmÞ�P
m Wm cos½�aðhm; km; lmÞ � að�h1 � hm;�k1 � km;�l1 � lmÞ�

½11�
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phase a(hkl) for the given reflection, but two possible
solutions, which are symmetrical about the vector FH.
This situation can be made unambiguous, for in-
stance, by including a second heavy-atom derivative.

Anomalous diffraction If the structure to be deter-
mined contains anomalous scatterers (anomalous
scattering occurs when the energy of the X-rays used
for the diffraction experiment is close to an energy
which is absorbed by an atom), a diffraction exper-
iment can be carried out at two (or more) different
X-ray energies. The differences between the diffrac-
tion patterns can then again be attributed to the
anomalously scattering substructure, and in the same
way as above, the substructure can be determined,
and the substructure phase be used as a reference to
determine the phase aP.

Molecular replacement A conceptually completely
different approach can be applied if the structure to
be determined is expected to be similar to another
structure which is known already. In such a case, the
known structure can be placed in the unit cell of the
structure to be determined, and the structure factor
FP calculated. The phase aP of the structure factor
amplitude jFPj will of course not be correct, but it
will be approximately correct and can be used as a
starting value for further refinement. The initial step
in the determination of the molecular replacement

structure is the determination of three rotational and
three translational parameters, which define, re-
spectively, the correct orientation and the correct
translation of the search model (the known structure)
in the unit cell of the target structure (the structure to
be determined).

Model Building and Refinement

Once initial phases have been determined by one of
the methods described above, the electron density
can be calculated according to eqn [8]. The electron
density is nothing but an image of the structure to
be determined. It shows where, in the unit cell, the
electrons (i.e., the atoms) are. Since molecular struc-
tures are usually described by the position of all of
their atoms, the electron density should be interpret-
ed in terms of atomic positions and identities. Finally,
the model thus obtained can be subjected to a math-
ematical optimization procedure called refinement,
in order to optimize the fit between the structure
factors that can be calculated from the model and the
ones that have been observed experimentally. This
constant feedback between the model and experi-
mental data is one of the greatest strengths of the
crystallographic methods.

See also: Biological Structures; Crystal Structure;
Multicircle Diffractometry Methods; Polymer Structures;
Scattering, Elastic (General); Structure Types and Clas-
sifications; Synchrotron Radiation; X-Ray Sources.
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The Basic Conceptual Framework

Consider a set of N particles with Cartesian coordi-
nates {R1, R2,y, RN}, interacting through a potential
U(R1, R2,y, RN). Both, atoms and molecules will be
referred to as ‘‘particles.’’ It is assumed that the in-
teraction potential U does not depend upon particle
velocities and it is represented by a well-behaved and
differentiable (with respect to interparticle distances)
functional.

According to classical mechanics, the total force Fa
acting on the ath particle is given by

Fa ¼ �raUðR1;R2;y;RNÞ ½1�

and a mechanical trajectory Ra¼Ra(t) can be com-
puted, provided that the instantaneous particle po-
sitions are computable at each time t. For condensed
matter systems, the trajectories will be typically
generated within a periodically repeated simulation
cell, containing the full set of N particles. Therefore,
the trajectory of any given particle or its periodic
image is investigated, in case it migrates through cell
boundary. The concept is illustrated in Figure 1.
Periodic boundary conditions (PBCs) are introduced
to minimize the absolute number of particles to deal

with and to avoid the undesired free surfaces created
by crude truncation at cell boundaries. Furthermore,
PBCs allow to simulate ensembles with a constant
number of particles, regardless of the diffusivity
properties of the simulated system.

In order to translate the classical mechanics prob-
lem into a form suitable for digital computers, one
needs to introduce the discretization of the time
evolution. This is obtained by introducing a time-
step dt (Figure 2), representing the unit of time in-
terval, and by further assuming that the force Fa is
constant over dt. The resulting particle motion is
linear and uniformly accelerated throughout dt. The
optimal value of dt depends on the investigated sys-
tem. However, in most applications it is of the order
10�15 s, so that B10–100 time-steps are needed to
span one typical phonon period. The corresponding
equations of motion are formulated according to
second-order Newton dynamics

Raðt þ dtÞ ¼ RaðtÞ þ ’RaðtÞdt þ 1
2 R̈aðtÞdt2

’Raðt þ dtÞ ¼ ’RaðtÞ þ R̈aðtÞdt
½2�

the particle acceleration being computed from the
interaction model

R̈aðtÞ ¼
1

ma
FaðtÞ

¼ � 1

ma
raU ðR1ðtÞ;R2ðtÞ;y;RNðtÞÞ ½3�

where ma is the particle mass. This simple formula-
tion allows for setting up a first rudimental iterative
scheme to generate by a computer simulation the
time evolution of the full system, as reported in
Figure 3: such a procedure is referred to as molecular
dynamics (MD) simulation.

By keeping the cell volume fixed, the MD simula-
tion generates trajectories of a physical system with�′′

�′

�

�

Figure 1 Two-dimensional example of periodic boundary con-

ditions. The full-line trajectory migrates through the simulation cell

(shaded area) boundaries; dashed lines represent its periodic

images. In this case, the computed properties are collected along

the piece-like trajectory a-a0-a00. On the contrary, the dot-

dashed trajectory b is fully contained within the simulation cell: no

periodic boundary conditions need to be applied.

t t +�t Time

R
�(

t)

Figure 2 Time discretization of trajectories aging. Bold-dashed

line represents the exact trajectory. During the numerical simu-

lation the position Ra is known only at discrete times correspond-

ing to dashed vertical lines. The associated computer-generated

trajectory is represented by the full line.
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constant number of particles N, constant volume V,
and constant energy E (no external forces are as-
sumed to act on the system). This corresponds to the
microcanonical ensemble condition (NVE). The in-
stantaneous kinetic temperature T(t) of the system
can also be computed on-the-flight during the MD
run:

TðtÞ ¼ 1

gKB

XN
a¼1

ma ’R
2

aðtÞ ½4�

where KB is the Boltzmann constant and g represents
the number of degrees of freedom of the system. This
relation (based on equipartition) represents the basic
link between classical mechanics and thermodynam-
ics. Indeed, one can gauge the instantaneous temper-
ature T(t) to a reference temperature Tref simply by
scaling at each time-step all velocities by the factorffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tref=TðtÞ
p

. Although this is a rather crude approach
(in the next section more refined and sound algorit-
hms are discussed), it represents a simple and ef-
fective way to control the temperature (or, more
precisely, the kinetic energy of the system). By
keeping Tref constant in time, an approximately con-
stant temperature is generated, that is, canonical
(NVT), ensemble. Conversely, by changing the value
of Tref during the simulation, the system is allowed to
heat or cool. It is important to stress that the present
condition of constant kinetic energy is not rigorously
equivalent to the condition of constant temperature,
as discussed below. Nevertheless, it is widely adopted
to simulate canonical systems.

Although conceptually very simple, the above ite-
rative scheme can provide valuable information
about a huge set of physical properties relevant to
condensed matter physics – provided that a reliable
interaction potential U is given. In particular, it is
possible: (1) to elaborate structural models of bulk,
low-dimensional, and molecular systems; (2) to
investigate dynamical processes like film growth,
surface diffusion, molecular interactions; (3) to sim-
ulate transport phenomena like bulk self-diffusion
and defect mobility; (4) to model materials micro-
structure evolution under ion beam processing, phase
transition, melting, and solid-phase epitaxy; and

(5) to study the structure and topology of nano-/po-
ly-structured, disordered, and complex materials.

The Generation of Particle Trajectories

The overall reliability of the MD method critically
depends on the generation of accurate and stable
particle trajectories. Special care must be devoted
to selecting the best numerical algorithm for the
integration of Newton’s equations of motion. A
widely adopted scheme is the so-called velocity-Ver-
let (VV) algorithm, which also represents a proto-
typical example of numerical integration scheme by
finite difference methods. According to the VV algor-
ithm, aging the particle trajectories corresponds to a
multiple-step procedure:

1. the particle positions Ra(t) are updated to time
tþ dt as

Raðt þ dtÞ ¼ RaðtÞ þ ’RaðtÞdt þ 1
2R̈aðtÞdt2 ½5�

2. the atomic velocities are then computed at the mid
step time t þ ð1=2Þdt using

’Raðt þ 1
2 dtÞ ¼ ’RaðtÞ þ 1

2R̈aðtÞdt ½6�

3. forces and accelerations are now computed at
time tþ dt as shown in eqn [3]; and

4. particles velocities are finally evolved to time tþ dt
according to

’Raðt þ dtÞ ¼ ’Raðt þ 1
2 dtÞ þ 1

2R̈aðt þ dtÞdt ½7�

This finite difference method is correct to the order
dt4.

The VV algorithm is simple and requires a
straightforward numerical coding. It also easily al-
lows for temperature control by velocities rescaling.
Furthermore, it is not demanding as far as memory is
required: just nine basic data (i.e., the Cartesian
components of position, velocity, and force vectors)
are actually needed for each particle in the sys-
tem. More importantly, VV algorithm is stable and
allows for the use of relatively long time-steps

Give a set of initial
position
and
velocities

Compute net forces
on each particle

Update particle
positions and velocities
by one time-step increment

Basic MD loop

Figure 3 The simplest iterative scheme ruling MD. One iteration corresponds to increasing time by an amount dt.
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(10� 15 sp dtp10�14 s), still giving optimal cons-
ervation of the mechanical time-invariant quanti-
ties. Figure 4 shows the time evolution of the total
energy E for a solid-state system aged by an NVE
MD run.

A common feature of any finite difference method
is the calculation of the particle accelerations or,
equivalently, forces. This is likely the most compu-
tationally intensive step of the MD loop, as explained
in the next section. Therefore, the number of force
calls at each loop should be minimized. For short-
ranged potentials and for large enough systems,
many particles do not contribute to the net force
acting on a given particle a. It is therefore convenient
to exclude those particles that do not interact with
a from the expensive calculation of Fa, which, as
already explained, depend upon interparticle dis-
tances. This can be obtained by means of the Verlet
list algorithm, which is illustrated in Figure 5. Sup-
pose that the interatomic potential U has a cutoff
at d1. Define a sphere of larger radius d2 and put
all the particles there contained in the neighboring
list of particle a. Obviously, d2 must be much smaller
than the simulation cell size, in order to develop a
useful algorithm. The actual particles interacting
with a are now searched only within the sphere of
radius d2 (instead of within the entire simulation
cell). If the difference |d2� d1| is properly chosen, for
quite a few time-steps there is no need to refresh
the neighboring list (an operation whose CPU work-
load scales as N2), thus saving significant computer

time. Furthermore, when the Verlet list algorithm
is coupled to the linked cell method, it provides a
CPU workload linearscaling in the number of parti-
cles N.

A rather different approach is required when the
potential energy U is long-ranged, as in polar systems
where charge–charge (or even dipole–dipole) inter-
actions must be taken into account. In this case one
cannot take advantage from potential shortrangeness
and it is necessary to compute the Coulomb contri-
bution UC to potential energy according to

UC ¼ 1

4pe0

XN
a¼1

X
b

ZaZb

jRa � Rbj
with aab ½8�
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Figure 4 Time evolution of total energy per particle for a model silicon system at T¼ 1200K. The system has been thermalized during

a NVT run until time 50000 dt. From that time step on the evolution was microcanonical (NVE): total energy is conserved to within

5�10� 4 eV per particle.

�
d1

d2

Figure 5 The Verlet neighboring list method.
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where the index a runs over all the particles in the
simulation cell, whereas the index b also labels all
the (periodic) image particles. Za and Zb represent
the particle point charges (either positive or nega-
tive). This expression cannot be computed by a
brute-force approach, since it is only conditionally
convergent and, of course, cannot be simply trun-
cated. Rather, the system of point charges is replaced
with an equivalent system of point and diffuse
charges where effective screening takes place. The
procedure – known as Ewald sum – is illustrated in
Figure 6: a diffuse charge of opposite sign is added to
any point charge, such that the net charge at each
particle position is zero (Figure 6, bottom right).
Typically, the diffuse charge has a Gaussian-like
shape. In this way, the resulting electrostatic poten-
tial due to particle a is only due to that fraction of Za

which is not screened by the added diffuse charge
and, therefore, it is short-ranged. A compensating set
of diffuse charges is then added to the system to
recover neutrality (Figure 6, top right). This latter
compensating distribution is a periodic and slowly
varying function and can be easily computed by a
rapidly converging Fourier series.

The Control of the Thermodynamical
Ensemble

The previous mechanical formulation of MD can
be naturally recast into a statistical mechanics for-
mulation. In fact, the set of instantaneous particle
positions fR1;R2;y;RNg and velocities f ’R1; ’R2;y;
’RNg uniquely defines a microstate G(t) in the 6N-
dimensional phase space of the system. Generating

trajectories is, therefore, equivalent to generate the
time evolution of the microstate G(t) in the corre-
sponding phase space, as reported schematically in
Figure 7. This is the basic ingredient for developing a
theory based on statistical mechanics.

Consider a given system property (or observable)
and define the corresponding microscopic (i.e., com-
putable on the basis of particle positions and/or
velocities) operator O. Then, if the microstate G(t) is
known, the instantaneous operator value O(G(t)) can
be evaluated. In other words, one can compute the
value assumed by the observable when the system is
in that given microstate at time t. According to sta-
tistical mechanics, therefore, the macroscopic (i.e.,
the experimentally measurable) value Omacro can be
defined to be the time average /OðtÞStobs

Omacro ¼ /OðtÞStobs
¼ 1

tobs

Z tobs

0

OðGðtÞÞ dt ½9�

where the time integral is performed over the
observation time tobs. In practice, the molecular dy-
namics run is performed over a finite number Nstep of
time steps, so that

Omacro ¼ /OðtÞStobs
¼ 1

Nstep

XNstep

i¼1

OðGðtiÞÞ ½10�

This major conceptual step allows to refine the
previous basic iterative scheme, introducing a system
observation procedure as reported in Figure 8.

The improvement of the iterative scheme forces us
to cope with the choice and the proper implementa-
tion of thermodynamical ensembles where time
averages are performed. In other words, one needs
to operationally select the thermodynamical state of
the system so that the trajectory G(t) is generated
only within a subset of the phase space compatible
with the imposed conditions of temperature, pressure
(or stress), volume, and so on. On the other hand,
this formulation widely enlarges the playground for

Figure 6 The Ewald sum method: a system of positive and

negative point charges (left) is replaced by an equivalent system

(right) of point (full line) and diffuse (dashed line) charges with

screened (i.e., short-ranged) interactions.

t t +�t Particle positions axis

Particle velocities axis

Γ(t1)
Γ(t0)

Figure 7 The time evolution of the microstate G representing

the system under investigation.

4 Molecular Dynamics Calculations



MD investigations of condensed matter systems
to include nearly any possible thermodynamical
condition.

Constant-Temperature Ensemble

According to statistical mechanics, keeping the sys-
tem into the canonical ensemble means coupling it to
an external thermal reservoir. Several algorithms are
available to implement this concept.

In the Anderson method, the thermal bath is mim-
icked by stochastic collisions (impulsive forces) oc-
casionally occurring at randomly selected particles.
The system–bath coupling strength is thus controlled
by the collision frequency n which, in turn, is defined
by combining physical insight into the system and
computational convenience. In order to generate un-
correlated collisionial events, their time distribution
(i.e., the distribution of time separations between
two consecutive collisions) is Poisson-like. The basic
MD loop is simply modified so that, during a time
interval equal to the MD time-step, a random par-
ticle undergoes a stochastic collision with probability
n dt. If this is the case, a new velocity is assigned
to that particle as extracted by the equilibrium
Maxwell–Boltzmann velocity distribution corre-
sponding to the desired temperature.

A different widely adopted algorithm is offered by
the Nosé approach which, at variance with Anderson
thermostat, is deterministic. The Nosé method is
based on the use of an extended Lagrangian, con-
taining fictitious coordinates and velocities addition-
al to the particle ones. The method is not only
important per se, but it also represents the prototyp-
ical MD approach based on extended Lagrangian
formalism, which is very extensively used in modern
developments. In order to mimic the coupling to a
thermal reservoir, a new fictitious degree of freedom s
is added to the system and a classical Lagrangian
LNosé is written as

LNosé ¼
1

2

XN
a¼1

mas
2 ’R2

a þ
1

2
ms’s

2

�UðR1;R2;y;RNÞ � gKBT ln s ½11�

where ms acts as the effective mass associated with
the new coordinate s, and g is the number of degrees
of freedom for the extended system. The Nosé
Lagrangian allows for energy (i.e., heat) exchange
between the physical system and the reservoir (de-
scribed by s), the thermal inertia being described by
the parameter ms. The new equations of motion are
easily derived for system particles

R̈a ¼
Fa

mas2
� 2 ’Ra

’s

s
½12�

and for the heat reservoir coordinate s

mss̈ ¼
XN
a¼1

masR̈
2
a � g

KBT

s
½13�

In both cases standard finite difference methods can
be used. The new extended system (i.e., the N par-
ticles plus the thermal bath) is microcanonical, while
it can be proved that ensemble averages performed
during a Nosé MD run, reduce to canonical averages.
Figure 9 shows the thermal inertia features of the
Nosé approach.

The Nosé method can be generalized into the
Nosé–Hoover chains approach: the original thermo-
stat is now coupled to a series of other fictitious
thermostats whose role is basically to allow for fluc-
tuations of the variable s. The Nosé–Hoover method
has been proved to accurately generate a canonical
distribution and to improve the ergodicity of the
simulated system.

Constant-Pressure Ensemble

The extended Lagrangian method is useful also to
simulate the constant-pressure ensemble, that is,
when the system is coupled to an external piston.
In this case the new additional variable is the volume
V of the simulation cell, which is characterized by
an effective mass mV. Andersen has shown that by
introducing the scaled variables

Rs;a ¼ V�1=3Ra ½14�

Give a set of initial
positions
and
velocities

Compute net forces
on each particle Compute O(Γ (t ))

Update particle
positions and velocities
by one time-step increment

MD loop

Figure 8 The refined iterative MD loop, including the evaluation of the instantaneous value O(G(t )) of a given observable. One iteration

corresponds to increasing time by an amount dt.
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and velocities

’Rs;a ¼ V�1=3 ’Ra ½15�

the new extended Lagrangian LAndersen reads as

LAndersen ¼ 1

2
V2=3

XN
a¼1

ma ’R
2
s;a þ

1

2
mV

’V2

�UðR1;R2;y;RNÞ � PpistonV ½16�

where Ppiston is the (hydrostatic) pressure applied by
the piston to the system. The new equations of mo-
tions for scaled particle coordinates are

R̈s;a ¼
1

maV1=3
Fa �

2

3
’Rs;a

’V

V
½17�

whereas the new variable V evolves according to

V̈ ¼ Pint � Ppiston

mV
½18�

where Pint is the system internal pressure (e.g., com-
puted by virial theorem). Once again, standard finite
difference methods are applied to solve the above
equations and the resulting dynamics of the extended
system is microcanonical. Ensemble averages per-
formed on unsealed trajectories are proved to be iso-
baric (with isotropic changes in the simulation cell
volume).

The Andersen method can be generalized accord-
ing to Rahman and Parrinello so as to allow for both
volume and shape changes of the simulation cell.
Basically, the additional variable V is now replaced
by the nine components of the metric tensor H¼
(h1, h2, h3), whose columns h1,2,3 are vector quan-
tities representing the simulation cell edges. The

Rahman–Parrinello Lagrangian (or its extensions)
allows for investigating nonisotropic deformations
under hydrostatic pressure, as well as the effect of
any kind of applied stress.

The Interaction Scheme

The physics produced by an MD simulation crucially
depends upon the adopted interatomic potential
U(R1, R2,y, RN). A good interaction model should
be accurate (i.e., it should provide accurate estima-
tion of total energy and related quantities, for ex-
ample, its derivatives), reliable (i.e., it should be
firmly rooted into a fundamental description of in-
terparticle interactions and it should provide deep
physicochemical insight into the investigated sys-
tem), and transferable (i.e., it should be able to
manage the same system in arbitrary conditions of
temperature, pressure/stress, state of aggregation, or-
der/disorder, external load).

The simplest possible approach to elaborate a the-
ory for U consists in formally expanding the total
potential into a series of two-body U(2), three-body
U(3),y, n-body U(n) terms as

UðR1;R2;y;RNÞ ¼
X
a4b

Uð2ÞðRa;RbÞ

þ
X

a4b4g

Uð3ÞðRa;Rb;RgÞ

þ? ½19�

The series is then arrested at a given order, as guessed
by the chemical nature of the underlying interparticle
bond. For instance, just a two-body term is needed to
model simple metals (although at a very crude level),
while both a two-body and a three-body term are
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Figure 9 A crystalline silicon system previously thermalized at T¼300K is coupled to a thermostat at T¼ 1200K via the Nosé

Lagrangian at time 25000dt. Three different values for the thermostat effective mass ms have been used, with ratio 1 : 10 : 100,

corresponding to the curve A, B, and C, respectively. The thermal inertia effects are governed by the parameter ms.
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indeed required to simulate materials with direction-
al and/or covalent bonding. Full set of interatomic
potentials are now available for nearly any class of
materials. Most of them are short-ranged (i.e., the
sums in the above formal expansion are limited just
to the nearest-neighbor particles), but long-ranged
potentials (i.e., containing Coulomb interactions) are
available as well for ionic and/or polar materials.

The actual expression for the U(2), U(3), y, U(n)

functionals is either guessed by physicochemical in-
tuition on the investigated system, or simply deter-
mined for numerical convenience. In any case, the
functionals depend upon empirical parameters that
need to be fitted once for all onto a suitable database
of system properties. The resulting simulation is there-
fore classified as a model-potential MD (MPMD).
The empirical character of U dramatically improves
the overall numerical efficiency of the simulation,
since the resulting CPU workload typically scales (for
short-ranged potentials) as m�N, where m is the
(average) number of neighbors for each of the N
system particles. Present-day massively parallel com-
puters allow for simulations up to NB108, although
a more typical number is below 105–106. Unfortu-
nately, the same empiricity also limits (sometimes
even severely) the transferability of the potential it-
self. In other words, model potentials are computa-
tionally inexpensive, but often not accurate enough
for predictive materials modeling.

In order to overcome this limitation, one can
develop a theory at the more fundamental quantum
level. Within the Born–Oppenheimer approximation
and adopting the one-electron picture, the total po-
tential energy of a system of ion cores (nuclei and
core electrons) and (valence) electrons can be ex-
pressed as

UðR1;R2;y;RNÞ ¼ Uee þUei þUii ½20�

where i and e labels indicate ions and electrons, res-
pectively. In order to compute such an expression,
electron energies en and wave functions Cn should be
known. Once they are known, for example, by solving
numerically the one-electron Schrödinger equation,
the total potential energy U can be written as

U ¼Uie þUii þUee

¼ 2
Xocc

n

en þUii �Uee ½21�

where the sum is perfomed over the energies of the
occupied states and the �Uee contribution corrects the
double counting of the electron–electron interactions
in the first term. The factor of 2 takes into account the
spin degeneracy. By applying the Hellmann–Feynman

theorem (with or without Pulay’s correction, depen-
ding on the choice of basis orbitals) it is straightfor-
ward to obtain interparticle forces which, therefore,
contain a full quantum mechanical picture of particle
interactions. The two most computationally intensive
steps of this first-principles MD (FPMD) scheme are:
(1) Schrödinger equation solution and (2) self-consist-
ent evaluation of Uee. The resulting CPU workload
typically scales as N3 and a large prefactor is also
found, thus preventing in practice first-principles sim-
ulations with much more than B102 particles.

Although the above formalism has been developed
from first principles, it is convenient – in order to
save computer time – to introduce some important
approximation, namely the tight-binding (TB) pic-
ture. In this framework, the electron wave function
Cn values are expanded as linear combinations of
atomic orbitals {fla}:

Cn ¼
X
la

cnlafla ½22�

where l is the quantum number index. For simplicity,
the basis set is assumed to be orthogonal. The matrix
elements /fl0b|h|flaS of the one-electron Hamiltonian
are then treated – according to Slater–Koster theory –
as disposable constants to be fitted, instead of com-
puted, self-consistently. The fitting step is typically
carried out assuming: (1) a minimal basis set, (2)
short-range hoppings, and (3) two-center approxima-
tion. Furthermore, the difference Uii�Uee is replaced
by a totally empirical effective potential Ueff which is
calibrated similarly to model potentials. It results a
semi-empirical MD (SEMD) scheme with improved
accuracy and transferability with respect to MPMD.
However, the computational workload is dramaticaly
reduced with respect to an FPMD approach since no
self-consistency is required. However, it is still signi-
ficantly heavy since the diagonalization of the TB
matrix is needed at each step of the MD loop. This
operation has a complexity scaling as N3. SEMD
simulations are typically performed on systems con-
taining as many as several hundred particles.

The SEMD approach represents an interaction
scheme bridging model-potential to first-principles
simulations. Although it could be of great help in
many cases, it nevertheless leaves unsatisfied the most
demanding requirements of accuracy and transfera-
bility. There is, in other words, a real need of para-
meter-free MD simulations in modern condensed
matter and materials physics. The best-available an-
swer to such a need is represented by the Car–Parr-
inello MD (CPMD) scheme. Within the CPMD
method the properties of the system are computed –
according to the basic formulation of MD – as time

Molecular Dynamics Calculations 7



averages, while particle interactions are derived from
the underlying electronic structure, provided by den-
sity-functional theory (DFT). The key idea consists in
replacing the real quantum (ions þ electrons) system
with a fictitious classical one. The fictitious system is
in fact described by the Car–Parrinello Lagrangian
LCP:

LCP ¼ m
Xocc

j

Z
j ’cjðrÞj2 dr þ 1

2

XN
a¼1

ma ’R
2

a

� E½fcjg; fRg�

þ
X
jk

Ljk

Z
cjðrÞ

�ckðrÞ dr� djk

� �
½23�

where r denotes electron coordinates and E[{cj}, {R}]
is the DFT potential energy functional of the coupled
electron–ion system. The parameter m plays the role
of an effective mass for the electronic degrees of free-
dom. The Lagrangian multipliers Ljk are simple ho-
lonomic constrains imposing the orthogonality of the
electron wave functions {cj(r)}. As usual for extended
systems, a new set of equations of motion can be
derived for both the ionic degrees of freedom,

maR̈a ¼ �raE½fcjg; fRg� ½24�

and the electronic degrees of freedom

m .cj ¼ �
dE½fcjg; fRg�

dc�
j

þ
X
jk

Ljkck ½25�

In principle, the ionic trajectories generated by LCP

do not coincide with the real ones, unless the func-
tional E[{cj}, {R}] is at the minimum. However, it has
been proved that by a proper choice of the fictitious
electronic mass m, the electrons follow adiabatically
the ionic motion, since their generated timescale is
much shorter than the ionic one. When this condition

is fulfilled, any sizeable deviation of the nuclear tra-
jectories from the minimum electron energy surface
corresponding to the actual ionic configuration
(Born–Oppenheimer surface) is typically observed
only after times much longer than a typical MD time
step. Consistently, meaningful time averages can be
performed. The key point of the CPMD method is
that a self-consistent minimization of the total energy
functional E[{cj}, {R}] is not required at each step of
the simulation. Rather, the equations of motion for
the electronic degrees of freedom act so as to keep
electrons constantly close to (ideally at) the Born–
Oppenheimer surface. As usual, the MD method
(e.g., control of temperature, pressure, stress) can be
applied to CPMD, thus making it the most funda-
mental and superior simulation scheme now available
for condensed matter systems.

See also: Molecular Dynamics, Car–Parrinello.

PACS: 71.15.Pd; 31.15.Qq
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Introduction

The idea of simulating the microscopic behavior of
matter by directly solving Newton’s equations on the

computer for a collection of atoms was first proposed
by E Fermi in the 1940s. The technique is generally
referred to as ‘‘molecular dynamics (MD).’’ The ex-
ponential increase of computer power and the con-
tinuous refinement of simulation techniques have
turned molecular dynamic simulations from a toy
model of statistical physics into an extremely valu-
able and predictive tool nowadays. The application
of molecular dynamics is widespread in many fields
of condensed matter physics, materials science,
chemistry, and molecular biology.
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Evolving Newton’s equations

R̈I ¼ � 1

MI

@V

@RI
ðR1;y;RNÞ I ¼ 1;N ½1�

for a collection of N atoms with positions {R1, R2,y,
RN} and masses {M1, M2,y, MN} implies that the
potential V(R1, R2,y, RN) of interaction among
them must be given. Determining the interatomic
potential is one of the more challenging problems in
molecular dynamic simulations, as discussed in detail
in Colombo’s contribution. In this article, the focus
is on how to determine the interatomic potential V
from ‘‘first principles,’’ based on the laws of quantum
mechanics, and without any empirical input. By
doing so, the computational complexity of a molec-
ular dynamic simulation increases dramatically, im-
plying, for example, that a much smaller number of
atoms can be simulated and for much shorter times
than conventional molecular dynamic simulations.
First-principle (or ab initio) molecular dynamics
combines the advantages of conventional molecular
dynamics in terms of statistical sampling with the
accuracy of quantum mechanical methods in descri-
bing electronic structure and chemical bonding in
condensed matter.

First-Principles MD

Here, the concentration is on the problem of deter-
mining a reliable interatomic potential, to be used in
the MD eqn [1]. The approach that is followed starts
from the ‘‘first-principles,’’ namely from the funda-
mental quantum mechanical laws that govern the
behavior of a collection of electrons and nuclei. Al-
though these laws are well known – the Schrödinger
equation for the coupled electrons–nuclei system –
solving them on the computer without any further
approximation would require an exceptional effort,
many orders of magnitude more than what is avail-
able at present in terms of computer memory and
speed. The first approximation to be introduced
is the so-called ‘‘adiabatic,’’ Born–Oppenheimer ap-
proximation. This approximation stems from the
consideration that electrons react much faster than
nuclei to external perturbations, due to their smaller
mass. As a consequence, electrons can be considered
to be always in their ground state, for every instan-
taneous nuclear configuration fR1;y;RNg: There-
fore, the interaction potential V can be expressed as

VðR1;y;RNÞ ¼ /c
3
jHeðR1;y;RNÞjc3

S ½2�

where c
3

is the electronic ground-state wave function
calculated for the nuclear configuration fR1;y;RNg;

according to the Hamiltonian

He ¼ �
X

i¼1;Ne

_2

2me
r2

i þ
Xj¼1;i�1

i¼1;Ne

e2

jr i � r jj

�
XI¼1;N

i¼1;Ne

ZIe
2

jr i � RIj
þ

XJ¼1;I�1

I¼1;N

ZIZJe
2

jRI � RJj
½3�

where Ne is the number of electrons and ZI the
atomic number of atom I. Note that the Hamiltonian
[3] acts on the electrons, and depends on
fR1;y;RNg only parametrically. This implies that
the ground-state wave function c0 will also depend
parametrically on fR1;y;RNg, that is, a different
wave function is obtained for every nuclear con-
figuration. Although the Born–Oppenheimer approx-
imation allows one to simplify the problem
considerably, finding c0 for the Hamiltonian [3] re-
mains a very difficult numerical task, at least for
systems with more than a few electrons, because of
the many-body nature of the electron–electron Cou-
lomb interaction (second term in the right-hand side
of [3]). Among the approximations that allow one to
overcome the problem, those based on the density-
functional theory (DFT) are probably among the
most widespread and accurate, particularly when
dealing with relatively large systems (hundreds of
electrons or more). DFT is an exact theory that al-
lows one to recast the problem of finding the many-
electron ground state of [3] into the problem of
finding the ground state of a system of independent
electrons in a potential that explicitly depends on the
electron density. Although the theory is formally ex-
act, approximations have to be made in order to
derive the functional form of the potential. The most
common of these approximations is the so-called lo-
cal-density approximation (LDA), whereby the po-
tential is approximated locally with the functional
form of the uniform electron gas, which is known
almost exactly from numerical calculations. The
LDA can be systematically improved by adding con-
tributions from the local gradient of the density
(gradient corrections, or GGA).

A final approximation that is commonly made in
first-principles calculations is to assume that core
states are actually frozen in their atomic shape and
energy. Orthogonalization of the valence states to
the core states is ensured by the replacement of the
electron–nuclei Coulomb potential, the third term
in the right-hand side of [3], with a so-called ‘‘pseu-
dopotential,’’ whose scattering properties are con-
strained to be identical to those of the full atomic
potential. When the basis set over which the wave
functions are expanded consists of plane waves, a very
popular choice in first-principles codes, smoother
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pseudopotentials may be less demanding in terms of
basis set size.

The above approximations have finally brought
the problem into the category of those that can be
nowadays solved numerically on a powerful compu-
ter. To summarize, a rough flow chart of how the
MD time step is accomplished in a first-principles
MD code consists of: (1) choosing an initial set of
nuclear positions fR1;y;RNg, (2) solving the elec-
tron Hamiltonian [3], that is, determining the
ground-state wave function for that particular nu-
clear configuration, (3) calculating the forces on the
nuclei as the derivative of the potential [2] [N.B. this
can be accomplished either numerically, by finite
differences, or by exploiting the so-called Hellman–
Feynman theorem, whereby the derivative of the
potential can be expressed as the expectation value
of the derivative of the Hamiltonian in [2], on the
ground-state wave function], (4) evolving Newton’s
equations for all nuclei with a finite time step dt, that
is, determining the new set of nuclear positions cor-
responding to time t þ dt; and finally going back to
(2) with the new set of positions. This procedure is
iterated for a large number of time steps, depending
on the system and on the property under study. In
order to integrate Newton’s equations properly, the
time step dt of integration must be much smaller than
the fastest period of oscillation of the nuclei. Since
typical periods (vibrations, phonons, etc.) are in the
range 10� 14–10� 12 s, typical dt are in the range of a
fraction of 10� 16–10�15 s, which means that one
picosecond of simulation requires B104 time steps.
One of the computationally heavier steps of a first-
principles MD simulation is the determination of
the ground-state wave function. Considering that
this step has to be repeated 104 times, most of the
methodological effort has been focused on the search
for efficient ways to update the wave function from
one time step to the next one. Most of the differences
between existing codes for first-principles MD [CA-
STEP (Cambridge), VASP (Vienna), CPMD (Stutt-
gart/Zürich), PARATEC (Berkeley), and FPMD
(Trieste), just to name a few] can be ascribed to
different techniques in the way wave functions are
evolved.

The Car–Parrinello Method

A rather original and very efficient way to evolve the
wave functions was proposed in 1985 by Car and
Parrinello. Instead of solving the Hamiltonian [3] at
each time step very accurately, they relaxed the con-
straint that the wave function be exactly in the
ground state. The exact solution was replaced by a
fictitious dynamics of the wave function about the

exact ground state. In the Car–Parrinello method, the
solution of the Hamiltonian [3], which is equivalent
to minimizing the right-hand side of [2] with respect
to the wave function, is replaced by the dynamical
evolution of the following ‘‘extended’’ Lagrangian

L ¼ 1

2

X
i

m/ ’cij ’ciSþ 1

2

X
I

MI
’R

2

I � E½fcig; fRIg�

þ
X
ij

Lijð/cijcjS� dijÞ ½4�

where E is the DFT functional, expressed here in
terms of the wave functions and, parametrically, of
the positions of the nuclei, m is a fictitious mass that
can be used to control the timescale of the electronic
dynamics, and Lij are Lagrange multipliers that en-
sure the orthogonality of the wave functions. The
second term on the right-hand side of [4] is the ki-
netic energy of the ions T, while the first term is the
fictitious kinetic energy of the electrons Te. The
equations of motion that can be obtained from
the above Lagrangian are:

m .ci ¼ �dE
dci

þ
X
j

Lijcj ½5�

R̈I ¼ � 1

MI

@E

@RI
½6�

Equation [5] defines the dynamics of the wave func-
tions, which oscillates (by virtue of the second-order
time derivative) around the equilibrium condition

dE
dci

¼
X
j

Lijcj ½7�

Notice that eqn [7] is the mathematical rephrasing of
the DFT prescription of minimizing the DFT func-
tional E with respect to variations of the (orthogonal)
set of orbitals. Thus, by definition, E½fc

3iðfRIgÞg;
fRIg� ¼ VðfRIgÞ. Equation [6], instead, coincides
with Newton’s eqn [1] as obtained from the first-
principles potential [2], with the only difference that
the wave functions in [6] are not at the exact ground
state.

If the atoms are not allowed to move, the period of
oscillation of the wave functions around the ground-
state scales with m1=2, which means that for a suffi-
ciently small value of m, the oscillations can be made
much faster than the typical timescales of the dy-
namics of the nuclei. In this limit, the effect of the
fast oscillations averages out on the timescale of the
dynamics of the nuclei, and the resulting net force on
the nuclei is very similar to the force that would be
calculated with the electrons in their ground state.
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This is only strictly true if the atomic positions are
kept fixed during the electronic dynamics. The con-
sequences of the Car–Parrinello approximation when
the atoms are allowed to evolve according to the
classical equations of motion [6] are illustrated in
Figure 1, where the force acting on a silicon atom in
a Car–Parrinello simulation of crystalline silicon at
room temperature is compared with the force calcu-
lated by putting the electrons in their instantaneous
ground state at each step of the MD trajectory. The
difference (amplified by a factor � 20 in the figure)
can be clearly seen to contain a fast component
(much faster than the nuclear oscillation) and a slow
component with frequency comparable with the nu-
clear motion. While the fast component is harmless
as its contribution to the nuclear dynamics averages
away on the timescale of the nuclear oscillations, the
slow component interferes with the nuclear dynamics
giving rise to a systematic bias of the nuclear trajec-
tories, and must therefore be strictly controlled to
ensure that the trajectory generated with the Car–
Parrinello equations of motion retains the accuracy
of a trajectory generated in the Born–Oppenheimer
limit, that is, with the electrons in their instantaneous
ground state. In the case of silicon, the difference is
anyway very small, but in other systems, such as
ionic liquids, the difference can be significant. It is
important to remark that the difference can be sys-
tematically reduced by decreasing m, which implies,
however, that a shorter time step needs to be used to
integrate the electronic equations of motion.

Spectral Properties from ab initio
Molecular Dynamics

MD calculations are very useful in extracting
equilibrium thermodynamics, static and dynamical

information from a system. One of the most impor-
tant and useful quantities that can be evaluated from
an MD simulation is the time correlation function
CAB that correlates two time-dependent quantities A
and B,

CABðtÞ ¼ /Aðt0ÞBðt0 þ tÞS ½8�

where the average /yS is over the initial time
t0.This function is important because it provides de-
tailed information on the dynamics of a system. Fur-
thermore, the Fourier transform of a time correlation
function is often related to relevant experimental
observables. For example, the Fourier transform of
the nuclear velocity–time autocorrelation function is
related, in solids, to the phonon density of states
D(o):

DðoÞp
Z

N

0

eiot
X
I

/V Iðt0Þ � V Iðt0 þ tÞSdt ½9�

where V I is the velocity of atom I. The time corre-
lation formalism was recently extended for the cal-
culation of the infrared absorption coefficient a(o).
The absolute absorption coefficient of an isotropic
system can be obtained from

aðoÞ ¼ 4po
3nc

Im
X
g

wgg ½10�

where n is the refractive index and c the speed of
light. The imaginary part of the electronic suscepti-
bility wgg is given by

Im wgg ¼
V

2_
ð1 � e�_o=kBTÞ

Z
N
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eiot
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Figure 1 Time dependence of a Cartesian component of the force on a selected atom in a simulation of crystalline silicon with a cell

containing 64 atoms at room temperature. The smooth curve corresponds to the force calculated along the Car–Parrinello MD trajectory

(1 atomic unit corresponds to B14.4 eV Å� 1). Also shown is the difference (multiplied by 20) between the Car–Parrinello and

Born–Oppenheimer force along the Car–Parrinello trajectory.
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where Pgðt0Þ is the polarization vector along the g
direction. The total polarization can be evaluated
from an ab initio (e.g., Car–Parrinello) MD simula-
tion using the discrete Berry phase at the single-point
limit.

An Example: The Water Molecule

Here, the application of Car–Parrinello MD is illus-
trated using a simple example – the calculation of
the infrared spectrum of a H2O molecule. To focus
attention on both the strengths and weaknesses of
the Car–Parrinello approach, a T ¼ 300 K MD sim-
ulation in a 10 Å periodically replicated cubic box, is
performed in three ways: (1) using a large, m ¼
400 me (me the electronic mass) and an MD time step
dt ¼ 0:1 fs for a duration Dt ¼ 2 ps; (2) using smaller,
m ¼ 200 me; dt ¼ 0:05 fs; and Dt ¼ 1 ps; (3) with
Born–Oppenheimer forces dt ¼ 0:25 fs and Dt ¼
1 ps: Note that the calculation is designed to serve
only as an illustration of basic principles, but does
not provide a numerically accurate representation of
the vibrational properties of a gas-phase water mol-
ecule. The relevant energies for 2000 steps of sim-
ulation (1) are shown in Figure 2. The DFT energy E
is dominated by oscillations with a period of B1 fs
and amplitude of 0.004 atomic units (1 atomic unit
of energy corresponds to B27.21 eV), resulting from
the stretching motion of the O–H bonds. The sum of
the nuclear kinetic (T) and DFT (E) energies, which

corresponds to the total energy of a classical MD
simulation and should be conserved for exact New-
tonian dynamics, also oscillates with a similar fre-
quency as the nuclear motion, but with a smaller
amplitude. This is due to the fact that the Hamil-
tonian contains an extra term corresponding to the
fictitious kinetic energy of the electrons (Te), which
when summed into T þ Eþ Te, gives a perfectly
conserved quantity. As can be inferred from the
above discussion, the magnitude of the oscillations in
T þ E, is a consequence of the choice of m ¼ 400 me,
which induces a drag on the nuclei, hence perturbing
the nuclear dynamics. The effect may be reduced by
decreasing m ¼ 200 me but this requires a simultane-
ous decrease in dt ¼ 0:05 fs to retain the same degree
of energy conservation. Finally, the Born–Op-
penheimer forces can be used to eliminate the effect
entirely, with the benefit that a larger dt ¼ 0:25 fs
may be employed. However, each MD step now
requires B10 self-consistent cycles to converge the
wave function coefficients to 10� 6, which is required
to obtain sufficiently converged forces for stable
Newtonian dynamics. Thus, run (1) is the computa-
tionally least demanding in terms of CPU time, but
also the least accurate, whereas for run (3) the
converse is true.

The vibrational spectrum of water, above
2000 cm� 1, is dominated by two fundamental vib-
rational frequencies v1 antisymmetric O–H stretch-
ing, and v2 symmetric O–H stretching, both of which
may be adequately sampled on the 1–2 ps timescale.
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Figure 2 Time dependence of the DFT (E), nuclear kinetic (T), and total ðT þ E þ TeÞ energies in a Car–Parrinello MD simulation of a

water molecule.
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To obtain the IR adsorption spectrum, the polari-
zation vector is calculated at each MD time step.
The water molecule is constrained to lie within the
x,y-plane providing only two components of the po-
larization vector (Px and Py) which are plotted in
Figure 3 for run (1). The two components show os-
cillations on the femtosecond timescale due to O–H
stretching, superimposed onto lower frequencies ari-
sing from the bending mode and a weak coupling to
the periodic images. Upon applying eqns [10] and
[11], the IR adsorption spectrum (see Figure 3) is
obtained, which, for trajectories of a picosecond in
duration, will reliably yield the peak positions but
not the relative intensities or the peak shape. All
three MD trajectories provide qualitatively the same
spectrum, where v2 is red-shifted from v1 by E20%
of their average. However, the Born–Oppenheimer
dynamics provides values, which are in excellent ac-
cord with the calculated harmonic frequencies of
v1 ¼ 3350 cm�1 and v2 ¼ 4150 cm�1, whereas the
average O–H frequency of the Car–Parrinello trajec-
tories are red-shifted by a factor which is propor-
tional to

ffiffiffi
m

p
. Note that this rigid shift of the Car–

Parrinello peaks allows one to formulate a simple
correction by which the nuclear masses may be less-
ened to account for the electronic drag.

Conclusions

Car–Parrinello ab initio MD provides a compu-
tationally efficient scheme, whereby Newton’s

equations of motion may be integrated subject to a
potential energy function derived from first-principles
electronic structure theory for systems of up to
several hundreds of atoms. This procedure can
provide a stable nuclear dynamics, and thus allows
for an effective sampling of configuration space to
obtain reliable statistical distribution functions. For
many systems, the Car–Parrinello approach is com-
putationally more efficient than a procedure by
which the forces required in MD simulations are
obtained from exact ground-state wave functions.
However, the method requires that one chooses the
fictitious electronic mass m with great care and for
accurate calculation of nuclear dynamical variables,
the forces must be corrected due to the drag on the
nuclei by the electronic degrees of freedom.

See also: Density-Functional Theory; Electronic Structure
Calculations: Plane-Wave Methods; Geometrical Phase
and Polarization in Solids; Molecular Dynamics Calcula-
tions; Pseudopotential Method.

PACS: 71.15.Pd; 71.15.�m; 61.20.Ja; 61.43.Bn
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Introduction

The last few decades has witnessed a dramatic im-
provement in the growth processes of thin films that
involve sequential deposition of molecular monolay-
ers on a substrate. Here, thin films and monolayers of
organic molecules are discussed as the other films
have been discussed elsewhere in this encyclopedia.
Organic films are being studied widely as the prop-
erties of these materials can be tuned by modifying
specific functional groups of the molecules and the
tailor-made films thus formed are useful for various
technological and biological applications. Moreover,
organic films provide easy-to-form model systems to
enhance the understanding regarding nanostructured
materials. The size of nanostructured materials – or
nanomaterials – in at least one of the three directions
becomes comparable with the molecular size; as a
result, the effect of molecular confinement and re-
duced dimensionality can alter various physical and
chemical properties of these materials. For example,
one can form two-dimensional (2D) nanomaterials
simply by making ultrathin films, where molecules
are confined between the top surface and film-subst-
rate interface. As the sizes of organic molecules are
big, even relatively thick organic films start exhibit-
ing theoretically predicted properties of 2D systems.

Perhaps the first controlled experiments on molec-
ular monolayers confined in air–water interface were
performed by Pockels in 1891 and then, this tech-
nique of monolayer formation of amphiphilic mol-
ecules on water surface was perfected by Langmuir
around 1917. One part (hydrophilic) of these mol-
ecules is soluble in water while the other part (hy-
drophobic) is insoluble. On water, amphiphilic
molecules, which are commonly called surfactants,
take a preferential orientation with the hydrophilic
part (also called the head) immersed in water while

the hydrophobic part (also called the tail) stays away
from water. The amphiphilicity of a molecule de-
pends on the balance between the hydrophilicity of
the head group and the hydrophobicity of the tail,
the latter depending on the chain length. Blodgett
succeeded in transferring, monolayer by monolayer,
these amphiphilic molecules from the water surface
to solid (hydrophilic or hydrophobic) substrates to
form multilayer organic films. The multilayer films
deposited by this technique are known as Langmuir
Blodgett (LB) films and the monolayers at the air–
water (or any gas–liquid) interface used for this dep-
osition has been termed as Langmuir monolayers.

Self-assembled monolayer (SAM) formation is an-
other technique to grow thin organic films either
from a solution or from a gas phase. In this tech-
nique, one also uses differential affinity of a partic-
ular portion of an organic molecule with a substrate.
The term ‘‘self-assembly’’ signifies a spontaneous and
natural process observed all around us in the forma-
tion of molecular assemblies ranging from crystals to
mammals. Various materials are being fabricated
using this process of self-assembly, which involves
designing molecules and supramolecular entities so
that shape-complementarities causes them to aggre-
gate into desired structures. Formation of thin
organic films through the process of self-assembly
has a number of advantages like atomic-level mod-
ification of structure and production of structures
that are relatively defect-free, self-healing, and rapid.
SAM structures are generally prepared from solu-
tions although molecules in vapor or gas phase can
also be used for this purpose. The organic molecular
beam deposition technique is generally used for SAM
formation from the gas phase. In this technique,
an organic material is evaporated in an ultrahigh
vacuum chamber to get it deposited on the substrate
directly as done for inorganic materials in a convent-
ional molecular beam epitaxy (MBE) chamber.

Mentioned here briefly are two more types of
organic thin films, namely, thin polymer films and
liquid-crystal films. These systems are not discussed
here as it has been covered elsewhere in this encyclo-
pedia. Thin polymer films are generally deposited on
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a solid substrate using spin-coating technique. In this
technique, a polymer solution in a volatile solvent is
spread on a substrate and then it is rotated at high
speed so that the solvent leaves the surface, keeping
the polymer on it. One can control the thickness of
the film by altering the spinning speed and concen-
tration of the polymer in the solution used for this
purpose. Molecular layering and associated interes-
ting mechanical and thermal properties of polymers
have been observed in ultrathin films. A unique
property of smectic liquid crystals is their ability to
form films that are freely suspended or freestanding
over an aperture in a frame. Apart from various
technological applications, the availability of liquid
crystalline films of variable thickness helps one to
study the crossover from three- to two-dimensional
behavior. 2D crystals melt through hexatic phase – a
phase having long-range orientational order and
short-range translational order – and both crystal-
to-hexatic and hexatic-to-liquid phase transitions are
theoretically predicted to be continuous in nature.
Ultrathin smectic membranes (freely suspended liq-
uid-crystal films) have been used extensively to study
this melting process. It is interesting to note that one
gets back conventional 3D melting with fixed melting
point in thick liquid crystal films.

Experimental Techniques

Recent advances in microscopy and scattering tech-
niques have revived the interest in organic thin films
as one can now monitor the structure and orientation
of molecules responsible for generating particular
microscopic and macroscopic properties. Sensitivity
of various spectroscopy techniques has also im-
proved and one can now even take spectroscopic
data from monolayers of organic films. Recent
advances in computer simulation techniques, molec-
ular modeling, and the phenomenological theory of
phase transitions have also provided substantial
amount of knowledge regarding organic monolayers
and thin films.

The grazing incidence X-ray and neutron scattering
techniques have provided most of the structural
and morphological information regarding the organic
monolayers and thin films. Three different measure-
ments, namely specular reflectivity, diffuse scattering,
and grazing incidence diffraction (GID), are generally
used. In these studies, the surface of the sample is
located in the x–y plane and a well-collimated inci-
dent beam of radiation is kept in the x–z plane. The
scattering measurements are performed as a function
of the incident angle a (starting from few milliradians)
with the x–y plane, and exit angles b and f with the
x–y and x–z planes, respectively. The components of

the wave vector transfer, q (qx, qy, qz), corresponding
to the incident wavelength l are qx¼ (2p/l) (cosb cos
f – cos a), qy¼ (2p/l) (cos b sin f), qz¼ (2p/l) (sin
aþ sin b). In reflectivity measurements, a¼ b¼ y, so
that qx¼ 0 and qz¼ (4p/l) (sin y), the scattering vector
q is perpendicular to the surface (specular direction),
and one obtains information about the mean electron
density profile (EDP) as a function of the depth (z).
The diffuse scattering measurements are performed
as a function of qx and qy to obtain information
regarding the morphology of surfaces and interfaces
through a height–height correlation in an interface
and between interfaces.

One can now measure X-ray diffuse scattering da-
ta over 10 orders of magnitude in intensities at a
synchrotron source, but neutron scattering studies
are basically limited to reflectivity measurements due
to lack of intensities. In the neutron scattering stud-
ies, the measured intensity depends on the scattering
length of the nucleus, which varies considerably from
one element to another and even for different iso-
topes of the same element. In particular, the deute-
rium nucleus has a large positive scattering length
whereas the hydrogen nucleus has a low negative
value. This property has been exploited quite ex-
tensively in the structural investigation of organic
monolayers and thin films. Here, one uses this con-
trast variation technique to highlight part of a mol-
ecule or selected molecules or monolayers in a film
by replacing hydrogen with deuterium and then
investigate the film structure with neutron scattering.

In GID, one obtains in reciprocal space, rods of
intensities – known as the crystal truncation rods
(CTR) – corresponding to a surface structure instead
of spots obtained for 3D structures. GID studies are
performed by keeping the incident angle a fixed just
below the critical angle, ac, and by measuring inten-
sity as a function of b and f. This technique has been
used primarily to study the structures of the different
phases of the Langmuir monolayer. As a is less than
ac, X-rays are confined within a depth of a few tens
of nanometers below the interfacial plane, whereas
they travel in the plane (x and y directions) with a
wavelength close to the free-space wavelength. This
is the condition for GID that is exploited to study the
structure of the interfacial region at atomic resolu-
tion, and any periodicity in the positions of the mol-
ecules gives rise to peaks of the scattered intensity.
The measured intensity distribution depends prima-
rily on two factors, namely the structure factor re-
flecting a 2D translational order of the molecular
centers in the plane of the monolayer and the form
factor of the individual molecules.

Various scanning probe microscopy (SPM) tech-
niques have become important tools in the study of
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organic films in recent years. All the SPM techniques
involve scanning of a very fine probe tip over the sur-
face of the sample in a raster pattern, measuring the
interaction, and collating the information into an
image of the surface. Scanning tunneling microscopy
(STM) has very high lateral resolution but is limited to
monolayers on conducting substrates or to conducting
films. Atomic force microscopy (AFM) does not have
this limitation, and can provide direct information on
the surface morphology of the sample. All of the SPM
techniques yield structural and morphological infor-
mation about only the top surface of a film. The na-
ture of interactions between the probe and surface can
be of varied nature ranging from tunneling current,
van der Waals force, to other forces such as electro-
static, frictional, capillary, or magnetic.

Optical methods such as polarized fluorescence
microscopy (PFM) and Brewster-angle microscopy
(BAM) are generally used more than SPM techniques
to study Langmuir monolayers. These techniques
have identified various phase transitions in Langmuir
monolayers as a function of temperature and surface
pressure. Fourier transform infrared (FTIR) spectros-
copy has become a very important tool for investi-
gating the structure of LB films and Langmuir
monolayers as it is now possible to obtain satisfac-
tory signal-to-noise ratio. To examine LB films, two
types of infrared measurement are often used, name-
ly attenuated total reflection (ATR) and grazing in-
cidence reflection (GIR). In the ATR technique, the
LB film is deposited onto both sides of an IR-trans-
mitting crystal, for example, germanium or silicon.
The radiation enters the crystal at one end so that it
is incident on the sides at an angle less than the crit-
ical angle. It thus undergoes multiple reflections in-
side the crystal before emerging at the far end. On
each reflection, the evanescent field of the IR beam
penetrates the LB film and absorption may take
place. GIR is performed on a highly reflective metal
substrate, and p-polarized IR light is normally used
in these measurements. This method is particularly
sensitive to the orientation of the molecular groups
on the substrate. In addition to FTIR measurements,
several other spectroscopic measurements, such as
Raman spectroscopy, are also being carried out but
these techniques are not being used frequently as it
demands special sample preparation. Similarly, elec-
tron microscopy and diffraction techniques are also
used infrequently to characterize organic films.

Monolayers and Thin Films

Formation of Langmuir Monolayers

The Langmuir monolayer of any organic molecule is
generally formed by spreading a measured quantity

of this material on water by using a spreading solvent.
It is desirable that the solvent be capable of dispersing
the molecules of the film-forming material at the air–
water interface and then evaporate completely so that
the film is not contaminated. It is essential to under-
stand the structure of Langmuir monolayers to con-
trol the growth process of LB films. Moreover, the
Langmuir monolayer is an ideal model system on a
smooth liquid surface for investigating ordering in
two-dimensions. Monolayers of lipids or amphiphilic
molecules have been studied in detail to generate a
complete phase diagram as a function of two ther-
modynamic variables, temperature and surface pres-
sure. The surface pressure of these monolayer films is
measured by calculating the difference in surface ten-
sions between a clean or pure liquid surface and that
covered by the film. The surface tension is determined
by measuring accurately the downward force on
a suspending plate, known as the Wilhelmy plate –
made of sandblasted platinum or any other material
that is wetted by the liquid. Surface tension has also
been measured using diffuse scattering technique as a
function of the length scale, and interesting effects of
the molecular interaction on this thermodynamic
variable have been observed.

Figure 1 indicates a basic experimental setup and
generally obtained surface pressure versus area iso-
therms of fatty acids. The area of the monolayer and
hence, the average area per molecule is varied by
moving barriers across the water surface in a trough
at various temperatures, and the resultant surface
pressure is measured to generate these isotherms –
the main source of thermodynamic data. An abrupt
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fracture of the monolayer occurs and 3D structures
appear if the monolayer is compressed beyond a
‘‘collapse’’ pressure. One obtains different phases
such as 2D gas (G), liquid-expanded (LE or L1), and
condensed phases with decreasing molecular area.
Molecular configurations, structures of the various
phases, and associated phase transitions have been
identified by optical microscopy and GID techniques.
The observed features have been explained in terms
of the Landau theory. It should be mentioned here
that these phases may not be in a thermodynamic
equilibrium state, as implied by the term, but these
are stable in an experimental timescale. Figure 2
shows the phase diagram of a well-studied behenic
acid as an example where T1, T2, T3, and T4 indicate
phase-transition temperatures. L2 and L

0

2 phases are
both known as liquid-condensed (LC) and both have
a centered rectangular lattice but the tails are tilted
toward the nearest neighbor (NN) in the L2 phase
and in the L

0

2 phase, this tilt is toward the next near-
est neighbor (NNN). At higher-pressure, one reaches
solid (S), super-liquid (LS), or closed-packed solid
(CS) phases depending upon the temperature and in
all these phases, the tails become normal to the water
surface without any tilt. One obtains a centered rec-
tangular lattice in S and CS phases, but the LS phase
retains a hexagonal lattice. It was observed that the
temperature of a phase transition increases with the
length of the hydrocarbon chain of the molecules.
A significant alteration of the phase diagram of
acid monolayers due to interactions between head

groups has been observed as different metal ions in
the subphase are added and the pH of the subphase is
altered. Several other phases have been identified in
Langmuir monolayers, for example, the Ov phase
is a hexagonal lattice with an NNN tilt. However,
the situation may become more complicated for
molecules having multiple chains. For example, the
biologically important class of amphiphiles and
phospholipids should give rise to additional order
due to the linkage between chains, but X-ray scat-
tering techniques have not been able to detect these
new phases – perhaps more sensitive measurement
techniques are required.

Deposition of LB Films

To deposit an LB film, the precursor monolayer is
prepared in a condensed phase and is maintained at a
fixed temperature (refer Figures 1 and 2). During
deposition, the surface pressure is held constant by
moving the barriers to compensate the material
transferred onto the substrate. It is well known that
monolayers of salts of fatty acids are much easily
transferred onto a solid support than the acids.
Hence, most LB films are prepared from salts of the
fatty acids. There are two different ways in which LB
films of salts of long chain fatty acids, the prototyp-
ical amphiphilic molecules, may be deposited. The
most common method is to spread the monolayer of
the corresponding acid on a controlled subphase of
the suitable inorganic salt kept at a definite pH (usu-
ally alkaline) in water. In the other method, the salt is
actually prepared and spread on water at normal pH
(B5.6). Although chemically, these two methods are
expected to give identical results, the isotherms are
found to be different for these methods. The subst-
rates used for deposition of these films have to be
treated specially for good transfer (they are made
hydrophilic in most depositions). Normally, the
transfer is quantified by a parameter called ‘‘trans-
fer ratio’’ that is defined as the ratio of the area swept
by the moving barriers of the trough during transfer
to the area of film deposition on the substrate. Ide-
ally, this should be close to unity. For hydrophilic
substrates, the first stroke of deposition should be
from below the water to air for efficient transfer of
molecules from the Langmuir monolayer. If the
substrate is made hydrophobic, then the first stroke
should start from above the water. The substrate is
deposited with a monomolecular layer during each
subsequent up/down stroke through the Langmuir
monolayer. However, it has been found by X-ray and
neutron scattering techniques that substantial reor-
dering of molecules takes place after the molecules
are transferred on the substrate (Figure 3).
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The scattering studies and AFM measurements
have revealed that LB films have remarkably well-
ordered vertical structure independent of the condi-
tion of deposition but in-plane morphology can
change drastically depending upon substrate morph-
ology and deposition condition. It was also observed
that in-plane morphology remains unaltered at
elevated temperatures. The X-ray reflectivity curve
of a typical LB film and the extracted EDP by model

fitting are shown in Figure 4. The interference
(Kiessig) fringes observed in the reflectivity curve
are due to the total film thickness. If Dqz is the
separation between two consecutive Kiessig fringes
(refer Figure 4), the total film thickness (D) can be
estimated as D¼ 2p/Dqz. The separation of Bragg
peaks in Figure 4 gives a quick measure of the bilayer
thickness. The extracted density profiles from a detail
fitting of the reflectivity data (refer, for example, inset
of Figure 4) provide us information about the mo-
lecular configuration. For example, from these stud-
ies on monolayer and trilayer films, one could
conclude that molecules of divalent salts near a hy-
drophilic substrate remain in asymmetric configura-
tion with a metal ion near the substrate, but in upper
layers molecules take a natural symmetric configura-
tion. The in-plane structure of LB films having single
and multiple layers has been studied extensively.
These structures have a strong similarity to structures
of the condensed phases of Langmuir monolayers.

Diffuse X-ray scattering studies have shown that
the interfacial correlation of LB films can vary from
self-affine fractal, observed in diverse physical sys-
tems, to long-range logarithmic, characteristic of
capillary waves on liquid surfaces. Systematic stu-
dies of these interfacial morphologies can provide a
clear basis for the theoretical and simulation studies
undertaken to link the evolution of interfacial
morphology with the possible growth mechanism
of the LB films.
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ture of a typical Langmuir–Blodgett film of a divalent fatty acid salt

is shown. The metal–metal distances in various directions are

also indicated. The molecular configuration of the first monolayer
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text.
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Growth of Self-Assembled Monolayers

Preparation of SAMs from a solution is a simple
process – one has to only keep the substrate for a
certain amount of time in a solution having the de-
sired molecules. However, one should be very careful
in cleaning the substrate surface and in keeping the
solution free from contaminants. The defining fea-
ture of SAM formation is to identify the pair of the
chemisorbing head-group of the molecule and the
substrate. Although several systems have been found
to form SAM, probably the most popular system is
that of thiols on an Au(111) substrate. Organo-sil-
icon monolayers on hydroxylated surfaces are an-
other class of a well-studied system though these
monolayers do not exhibit the same degree of long-
range order observed for thiols on gold. The (111)
surface of gold is the lowest energy surface and thus
easy to form by evaporating gold on less-expensive
substrates, such as glass, to make it more suitable for
applications rather than using gold single crystals.
Moreover, the relative inertness of the gold surface
makes it comparatively easy to clean and SAMs of
various thiol molecules form a well-defined order in a
full-coverage phase. The full-coverage phase, by def-
inition, corresponds to the highest possible packing
of the molecules on a substrate surface. Early dif-
fraction studies of the structure of alkanethiols on
Au(111) indicated the existence of the full-coverage
phase forming a ð

ffiffiffi
3

p
�

ffiffiffi
3

p
Þ structure, which was

confirmed by STM. The tilt structure of the SAM was
obtained directly from the analysis of the X-ray dif-
fraction data and it was found that hydrocarbon
chains are tilted by 321 from the surface normal. An
IR spectroscopy study of this surface confirmed this
finding. SAM can also form in a ‘‘lying down’’ con-
dition on Au(111) and a lattice is obtained even in
this configuration. In the ‘‘lying down’’ condition,
molecules occupy large substrate space forming a
low-coverage phase with a structure like ð23 �

ffiffiffi
3

p
Þ.

SAM of thiols and other molecules have also been
prepared on Au(0 0 1) and other surfaces, and the
obtained structure was found to be much more com-
plicated. Even an Ag(1 1 1) surface, which is quite
similar to the Au(1 1 1) surface, forms a much more
complicated SAM structure of thiols including in-
commensurate structures. It is obvious that forma-
tion of a self-assembled lattice is a delicate process
involving chain–chain interaction and headgroup–
substrate interaction. Various models have been
developed to understand this delicate growth proc-
ess and the structural variation of SAM as a function
of temperature. Another active research area in this
field is to develop a heterostructure in SAM and the
simplest approach is to use the end-group of SAM to

adsorb other molecules. The adsorbed molecules
may vary from ‘‘simple adsorbates’’ such as water to
‘‘complex adsorbates’’ such as protein or other bio-
related molecules.

Specular reflectivity, diffuse scattering, and GID
techniques are being used to characterize the SAM
structures and the adsorbed molecules on these struc-
tures. Neutron scattering techniques have added
advantage in characterizing the adsorbed layers as
one can have better scattering density contrast
here. Low-energy atom diffraction (LEAD) and
low-energy electron diffraction (LEED) are other
techniques being used for the structural characteri-
zation of SAM grown through both the solution and
vapor routes. In addition to these diffraction tech-
niques, SPM and various spectroscopy techniques are
used for these films.

Applications of Organic Monolayers
and Thin Films

Perhaps the first application of organic thin films was
demonstrated by Franklin in calming water waves. In
early 1930, coatings of amphiphilic monolayers were
used to control the wetting properties of metal con-
denser plates in steam engines. Control of wetting,
lubrication, and adhesion properties of various ma-
terials continue to be important application areas of
organic films. Organic thin films are also being used
to anchor capped metallic nanoclusters in the form of
thin films to fabricate devices for nanotechnology.
The application areas for these heterostructures
range from nonlinear optics to soft-magnets. The
idea of anchoring these adlayers has also been ex-
ploited to make chemically attached polymer films,
which are very different from the spin-coated poly-
mer films. Organic films are also used to link
inorganic materials to biological materials for var-
ious biotechnological applications. A ‘‘dip-pen’’
writing technique has been developed that involves
transfer of thiol molecules from an AFM tip to a gold
substrate to form a patterned SAM. This technique is
potentially useful for creating nanoscale devices.

Apart from all these technological applications,
organic thin films are providing ideal model systems
to investigate low-dimensional physics. LB films are
suitable for studying 2D magnetic ordering with a
fatty acid salt of a magnetic ion like gadolinium.
Langmuir monolayers, on the other hand, have
been used to study the interplay between hexatic
ordering, chirality, and tilt in generating order in
two-dimensions.

See also: Film Growth and Epitaxy: Methods; Liquid
Crystals; Scanning Probe Microscopy.
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PACS: 68.55.� a; 68.47.Pe; 68.37.�d; 75.70.Ak;
68.60.�p; 82.45.Mp; 61.12.Ex; 61.10.Eq; 87.64.Dz
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Introduction

The discovery of the recoilless nuclear resonance
emission and absorption in solids is approaching its
fiftieth anniversary. Although the resonance absorp-
tion of gamma rays by nuclei is analogous to the
well-known optical phenomenon of resonance fluo-
rescence and the underlying physics of the phonon
theory of the lattice (Debye) and its quantum me-
chanical theory (Dirac, Lamb) had been well known
and nuclear resonance absorption had already been
predicted in 1929, it was only in 1957 that Rudolf L
Mö�bauer discovered this phenomenon during his
doctoral studies. So it took a long time to combine
nuclear physics with solid-state physics and to trans-
fer absorption and emission resonances from the
electron shell to the nucleus. This recoilless nuclear
resonance absorption was named after R L
Mö�bauer, who was awarded the Nobel prize in
1961, and has been known as the Mössbauer effect
since then. This effect is an easy way to eliminate the

recoil energy loss that occurs during the emission and
absorption of photons. Consequently, g-lines of the
highest possible sharpness could be obtained and
applied. Soon after the discovery of the Mössbauer
effect, it became obvious that this effect can be used
to study various properties of materials on a micro-
scopic scale via hyperfine interactions with an un-
precedented resolution. This was the beginning of a
new analytical tool – Mössbauer spectroscopy, which
has now developed into a standard analytical tech-
nique in many laboratories.

The purpose of this article is to first give a short
introduction to the basic physical processes and the
hyperfine interactions, to sketch the typical experi-
mental setup, and then to show how this can be ap-
plied as a unique analytical tool to many problems in
solid-state physics. For more details and further rea-
ding, the reader is referred to the ‘‘Further reading’’
section, where the physical principles and applica-
tions of the Mössbauer effect and Mössbauer spec-
troscopy are described in great detail in a series of
books. Nevertheless, regarding the most recent
developments and applications of the method (e.g.,
the synchrotron-based methods), the current original
literature should be referred to, because a recent
review is still missing.
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The Nucleus and Nuclear Radiation

When either an atom or a nucleus undergoes a tran-
sition from an excited state (Ee) to a lower or the
ground state (Eg), a quantum of electromagnetic ra-
diation (a photon) is emitted. This photon, in turn,
can induce the opposite transition in an atom or nu-
cleus of the same kind. This principle of resonant
emission and absorption is sketched in Figure 1.

If a nucleus in an excited state with a mean lifetime
of tN (e.g., tN ¼ 141 ns for 57Fe) emits g-radiation,
the energy distribution I(E) follows the Breit–Wigner
law (Lorentzian):

IðEÞ ¼ I0 �
ðG=2Þ2

ðE� E0Þ2 þ ðG=2Þ2
½1�

where E0 is the transition energy ðE0 ¼ Ee � EgÞ
and G ¼ _=tN is the resonance width (FWHM)
(E0 ¼ 14:401 keV, G ¼ 4:7 � 10�9 eV for 57Fe). The
momentum of the g quantum is p ¼ _k.

Momentum conservation for the emission process
causes the energy available for the emission process
to be shared by the emitted quantum and the recoil-
ing atom or nucleus. A free atom of mass M emitting
a g-quantum will experience a recoil with the energy
Er ¼ p2

g=2M, which is generally much larger than the
natural line width G (Er ¼ 2 � 10�3 eV is much
higher than G ¼ 4:7 � 10�9 eV for 57Fe). As the
same is true for the absorption process also, the ab-
sorption energy is increased by the recoil energy of
the absorbing nucleus. Thus, the energy shifts by the
recoiling nuclei are big enough to preclude resonance
absorption of the emitted photon by other nuclei.
This is sketched in Figure 2 for the free atom. The
shifts lead to only a very small overlap of the emis-
sion and absorption Lorentzians and thus a very low
probability of resonance, illustrated in Figure 2 by
the shaded area.

If the nucleus is bound in a solid and the springs in
Figure 2 are strong enough, that is, the atoms are
bound rigidly, the recoil goes to the whole lattice,
and the recoiled mass M is drastically increased
(M-1016M). Thus, the recoil energy Er becomes
negligibly small. Since the lattice does not consist of
rigid springs, in other words, the phonon system (the
spring) is a quantized system, there is a certain prob-
ability that lattice vibrations (phonons) will be ex-
cited and the recoil of the atom is transferred to
phonons. On the other hand, there is also a high
probability that no phonons will be excited and the
whole solid takes the recoil. Thus, in a solid for a
certain fraction of nuclei, the emission, and in an
equivalent manner the absorption, occurs without
recoil energy loss. The chance that the emission takes
place without inducing any phonons is called, in
analogy to X-ray diffraction, the Debye–Waller fac-
tor, fD ¼ expð�k2/x2SÞ, where k is the wave vector
of the photon and /x2S the mean square displace-
ment of the nuclei (atom). This factor – sometimes
more accurately called Lamb–Mössbauer factor –
depends on the temperature T, the energy of the
g-quantum k ¼ E0=_c, and the Debye temperature
YD (representing the stiffness of the lattice springs) of
the solid:

fDðTÞ ¼ exp � 3_2k2

4MkBYD
1 þ 4

T

YD

� �2
" 

�
Z YD=T

0

y

expðyÞ � 1
dy

#!
½2�

The fraction of recoilless emission or absorption is
fD ¼ 0:76 for 57Fe in a-Fe with YD ¼ 470 K at room
temperature and thus allows fast measurement of
the nuclear resonance, the Mössbauer effect. For the
sake of completeness, it should be mentioned that the
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Figure 1 Schematic view of resonant emission and absorption. States with a finite lifetime are spread in energy according to the

Heisenberg uncertainty principle, as indicated for the excited levels. This gives rise to a Lorentzian shape in the energy distribution of the

corresponding emission (absorption) line.
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Debye–Waller factors can be different in different
crystallographic directions, causing the Goldanski–
Karyagin effect, which leads to an anisotropy in the
observed line intensities.

Another decisive factor for the feasibility and
speed of the measurements is the cross section of the
absorption. It determines the probability of a photon
with matching energy to be absorbed by the corre-
sponding nucleus. This cross section s is given,
together with the maximum cross section s0, as a
Lorentzian by

s ¼ s0 �
ðG=2Þ2

ðE� E0Þ2 þ ðG=2Þ2
½3�

The maximum cross section can be determined
from the nuclear spin number I in the excited and
ground state, the photon wavelength l, and the in-
ternal conversion coefficient a via

s0 ¼ l2

2p
2Ie þ 1

2Ig þ 1

1

1 þ a
½4�

The internal conversion coefficient a represents the
ratio of the number of g quanta interacting upon
emission with the electron shell and thus leads to the
emission of conversion electrons and conversion
X-rays to the number of g quanta with undisturbed
emission, that is, the resulting probability of the g
emission is 1=ð1 þ aÞ.

In order to obtain the g quanta, one has to pop-
ulate the excited state; in other words, one needs a

source for the Mössbauer radiation. This is normally
achieved easily via parent isotopes, which then decay
to the corresponding nucleus in the excited state.
Such a source is illustrated in Figure 3, where the
decay scheme of the 57Co source for 57Fe Mössbauer
spectroscopy is shown. The 57Co isotope decays via
electron capture to the excited state of 57Fe. The half-
life of 57Co is B272 days so that with such a source,
one can easily measure for a couple of years. The
parent isotopes are normally produced by nuclear
reactions (neutrons, deuterons, protons) in reactors
or in accelerators and are commercially available.
In addition, the radioactive isotopes are embedded
into an appropriate matrix – normally chosen to be
a cubic nonmagnetic material – in order to achieve a
high Debye–Waller factor and a single line source.
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Figure 3 Schematic view of the 57Co source for 57Fe

Mössbauer spectroscopy. The energy levels, spins, probabilities,

and lifetimes are indicated.
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Figure 2 Principles of emission and absorption with and without recoil. In the upper part, a free atom involves recoil for emission and

absorption. If the atom and thus the nucleus is bound in a lattice, the recoil is transferred to the whole lattice if the springs are tight

enough. The shaded area represents the probability for resonance absorption.
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Embedding in magnetic material can give multiline
and polarized sources for certain applications. 57Co
is mostly embedded into the f.c.c. Rh metal as the
source for Fe Mössbauer spectroscopy.

From the Effect to Spectroscopy

In the case of recoilless emission and absorption,
one observes extremely sharp g lines, the so-called
Mössbauer lines. The width of these lines is often
much smaller than the line shifts caused by interac-
tions between the emitting or absorbing nuclei and
their environment in the solid. For this reason, the
Mössbauer effect is very suitable for resolving and
measuring hyperfine interactions via a Doppler mod-
ulation of the g energy by moving the source and the
absorber relative to each other with velocity v:

EðvÞ ¼ E0 � 1 þ v

c

� �
½5�

Usually, the source is moved and the velocities
required for 57Fe lie in the range of 10 mm s� 1,
which can easily be produced and controlled in the
lab. Another Doppler effect is caused by the thermal
vibrations in the lattice. The atoms and nuclei in
the source and absorber have a finite temperature,
have thermal energy, and are thus vibrating. As seen
before, the movement causes a shift in energy, but the
thermal velocities are isotropic and thus the positive
and negative velocities cancel each other leading
to only a small broadening of the spectral lines.

Nevertheless, there are also relativistic effects, which
are causing a net shift of the energies with the tem-
peratures, which is called ‘‘second-order Doppler
shift’’ (SOD):

dSOD ¼ %v2

2c2
E0 ½6�

The standard geometry of Mössbauer spectros-
copy is the transmission geometry (transmission
Mössbauer spectroscopy (TMS)), which is shown
schematically in Figure 4.

The sample is irradiated from the source and the
absorption is measured with a detector behind the
sample. The source is moved by a drive system (con-
stant acceleration, sinusoidal or constant velocity)
and the emitted and Doppler-modulated photons
move through an aperture toward a detector. Only
those quanta are counted that have the involved
transition energy E0. Gas-filled proportional coun-
ters or solid-state detectors are most widely used for
that purpose. For the measurement, the sample is
placed between the source and detector, and it ab-
sorbs photons at certain energies represented by a
certain source velocity. Of course, this absorption is
again followed by emission, but it is not directed
to the detector any more, but emitted more or less
homogeneously into the full 4p solid angle (and
additionally diminished by the internal conversion
process). This way, one obtains a velocity-correlated
intensity spectrum I(v), which then contains all the
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Figure 4 Schematic view of the setup for measuring a Mössbauer spectrum in transmission geometry. The source is moved in a

controlled way and the photons are detected in a detector (HV – high voltage), whose signals are amplified (Amp). The single-channel

analyzer (SCA) selects only those signals corresponding to the desired Mössbauer transition. These counts are stored in the computer

for the respective drive velocities.
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information from the Mössbauer effect. These
Mössbauer spectra are stored in a multichannel
scaler. Sometimes, the source or the absorber (sam-
ple) is put into a cryostat, an oven, a magnetic field,
etc., in order to measure temperature-dependent ef-
fects or the effects of certain physical situations. If
the sample is too thick, then there is no count rate
left behind it, and multiple absorption and emission
processes can influence the spectra. If the sample is
too thin, there are not enough nuclei for the absorp-
tion process, and not enough statistics for analysis is
available (there is always nonresonant background).
To be concise, one has to solve the full Hamiltonian
(transmission integral) to find the absorption spec-
trum (I(E)BI(v)). Nevertheless, one can derive an
analytical solution for the transmission integral (i.e.,
the folding of the emission, absorption, and re-emis-
sion over the sample), if the absorber can be treated
as a thin absorber. The adimensional effective thick-
ness of the absorber (sample) tA is given by

tA ¼ s0fANAdAaA ½7�

with the maximum cross section s0, the recoilless
fraction (Debye–Waller factor) fA, the atomic density
NA, the absorber thickness dA, and the abundance
of the Mössbauer isotope aA. For 57Fe at room
temperature, the following values are obtained: s0 ¼
256:6 � 10�20 cm2, fAE0:75, NA ¼ 8:476� 1022

atoms cm�3, and aA ¼ 2:19%. The effective thick-
ness should have values of tAE1, allowing fast meas-
urements with the thin absorber approximation still
valid. Then, there is the simple folding of the emis-
sion and the absorption spectra (with their respective
energy eigenvalues Ei or vi), resulting in a Lorentzian
line again:

IðvÞ ¼ I0 � Iabs
G2

ðE� E0Þ2 þ G2
½8�

In this thin absorber approximation, this results in
the double line width (more general by the sum of
source and absorber line width: G ¼ GS þ GA). If the
absorber becomes thicker, the lines become some-
what broader due to multiple re-emission and ab-
sorption effects, and for thick samples, one has to
solve the full transmission integral.

A calibration of the Mössbauer spectrometer is
carried out by measuring standard materials with
well-known properties. For Fe, calibration is usually
performed using a 10–25 mm a-Fe foil at room tem-
perature (a-Fe: Bhf ¼ 33 T or 10.6245 mm s�1). All
isomer shifts are normally related to the center of the
a-Fe spectrum at room temperature. The spectra are
fitted according to a least-squares routine by super-
imposing Lorentzian lines in simple cases or by more
sophisticated theories for complicated samples.

If a sample consists of several sites or phases, the
relative area of the corresponding set of Lorentzians
gives the atomic fraction of the Mössbauer spy iso-
tope in the site or phase. In order to calculate the real
fraction, this area has to be corrected by the Debye–
Waller factor. The latter is hardly known, so it has to
be determined experimentally. As a simplification, it
is often assumed that all subspectra and all phases
have the same Debye–Waller factors fD and neglec-
ting (most of the times) smaller errors caused by that.
Thus, the phase fraction can be identified with the
relative fractions (areas) of the phases in the
Mössbauer spectrum.

The isotopes most frequently used for Mössbauer
spectroscopy are (listed according to their impor-
tance): 57Fe, 119Sn, 151Eu, 121Sb, 125Te, 197Au, 129I,
155Gd, 161Dy, and some others. Their properties are
summarized in Table 1.

Internal Conversion

The effect of internal conversion plays an important
role in Mössbauer spectroscopy. It is most important

Table 1 Properties of the most frequently used Mössbauer isotopes

Isotope a ð%Þ E0 ðkeVÞ tN ðnsÞ Ie Ig s0 ð10�20 cm2Þ 2G ðmms�1Þ Er ð10�3 eVÞ
57Fe 2.19 14.41300 98.1 3/2 1/2 256.6 0.1940 1.957
57Fe 2.19 136.4743 8.7 5/2 1/2 4.300 0.2304 175.4
119Sn 8.58 23.871 17.75 3/2 1/2 140.3 0.6456 2.571
151Eu 47.82 21.64 9.7 7/2 5/2 11.42 1.303 1.665
125Te 6.99 35.46 1.48 3/2 1/2 26.56 5.212 5.401
121Sb 57.25 37.15 3.5 7/2 5/2 19.70 2.104 6.124
129I 27.77 16.8 5/2 7/2 40.32 0.5863 3.210
197Au 100 77.35 1.90 1/2 3/2 3.857 1.861 16.31
161Dy 18.88 25.65 28.1 5/2 5/2 95.34 0.3795 2.194
161Dy 18.88 43.84 920 7/2 5/2 28.29 0.006782 6.410
161Dy 18.88 74.57 3.35 3/2 5/2 6.755 1.095 18.55

a – natural isotopic abundance, E0 – transition energy, tN – half-life, Ie and Ig – nuclear spin quantum number of excited and ground

states, s0 – maximum resonance cross section, G – natural line width (FWHM), Er – recoil energy of a free atom.
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for lower mass numbers and becomes negligible for
very heavy atoms. For a certain fraction of nuclei, the
emitted photon does not leave the atom, but spends
its energy for kicking off an electron from the shell –
a conversion electron. As a result of internal con-
version, conversion electrons, and subsequently a
cascade of Auger electrons and conversion X-rays are
emitted. They too can be used for the measurements,
since they contain the same information as the
originally absorbed (emitted) photon. This internal
conversion is shown in Figure 5.

If the electrons originating from the internal
conversion process are detected for the Mössbauer
measurement, this is called (conversion electron
Mössbauer spectroscopy (CEMS)). Because the elec-
trons cannot penetrate detector windows, the sam-
ples have to be mounted inside an appropriate
detection system. Depending on the material and
the electron energies, the electrons can only escape
from the sample surface within 10–500 nm. There-
fore, CEMS is especially suited for the investigation
of surfaces and thin films (up to a depth of some
100 nm for Fe-Mössbauer spectroscopy) and is even
able to measure the properties of a monolayer.

Also the conversion X-rays or re-emitted g-radia-
tion can be used to measure the Mössbauer effect in
the samples under investigation. This method is
named (conversion X-ray Mössbauer spectroscopy
(CXMS)). The X-rays can penetrate B10–30 mm of
most metals and thus the information depth of
CXMS is in this order. For such backscattering meas-
urements as visualized in Figure 6 in reasonable
times, special detectors with large solid angles have
been developed.

Based on the different information depths of the
different modifications of Mössbauer spectroscopy, it
is especially interesting to measure these different ra-
diations simultaneously. Simultaneous measurements

achieve a discrete depth profile of the measured
samples. The arrangement for the simultaneous meas-
urement of all three modifications was named (simul-
taneous triple-radiation Mössbauer spectroscopy
(STRMS)). It should be noted again that the samp-
ling range in the case of iron-based materials for the
CEMS measurements is B150 nm, while for CXMS,
it is 10–20mm and TMS scans the whole sample.

Hyperfine Interactions

Hyperfine interactions are based on effects caused
by the interplay between the atomic nucleus and
its electronic environment. As early as in 1924,
Wolfgang Pauli interpreted the hyperfine structure of
atomic spectral lines by the magnetic coupling be-
tween the nucleus and its electronic shell, and also
predicted properties of the Zeeman and Paschen–
Back splittings in the presence of a nuclear magnetic
moment. So the hyperfine interactions were merely
an extension of the fine structure and observed in the
atomic spectra with increasing resolution of the ex-
periments in atomic physics.

The high-energy resolution of the Mössbauer ef-
fect (as well as that of other nuclear methods such as
nuclear magnetic resonance or perturbed angular
correlation) allows the direct observation of the
hyperfine interactions, that is, the change of the
energy levels due to electric or magnetic fields acting
at the Mössbauer nucleus. These interactions are
mainly the electric monopole interaction, the electric
quadrupole interaction, and the magnetic dipole
interaction.

Isomer Shift

The electric monopole interaction is the interaction
of the nuclear charge Ze with the electron density at
the nucleus with finite size. It leads to a difference in
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the energy states in the source (S) and absorber (A),
when comparing to a point nucleus (infinite small):

ES ¼ E0 þ 2
5 pZe2jCSð0Þj2½R2

e � R2
g � ½9�

EA ¼ E0 þ 2
5 pZe2jCAð0Þj2½R2

e � R2
g � ½10�

where R is the radius of the nucleus in the appro-
priate state (g – ground state, e – excited state) and C
the electron wave function. e|C(0)|2 then gives the
electron density at the nucleus. These shifts of the
levels (equivalent to the isotope effect in atomic
physics) lead to the isomer shift d as sketched in
Figure 7:

d ¼EA � ES

¼ 2
5 pZe2½jCAð0Þj2 � jCSð0Þj2�½R2

e � R2
g � ½11�

Thus, the lines for materials with different electron
densities at the nucleus are shifted by d with respect
to the undisturbed center. Thus, charge densities in
the materials can be calculated from this isomer shift.

Quadrupole Splitting

An electric quadrupole moment of the nucleus
eQ, that is, a nonspherical shape of the nucleus,
interacts with an electric field gradient (EFG) act-
ing at the nucleus, which leads to a splitting of the
energy levels, as displayed in Figure 7. Diagonalizing

the EFG tensor Vij ¼ @2V=@ri@rj ðV ¼ electrical
potentialÞ with jVzzjXjVyyjXjVxxj and Vxx þ Vyyþ
Vzz ¼ 0, the asymmetry parameter Z is given by

Z ¼ Vxx � Vyy

Vzz
½12�

and the energy eigenvalue for a state with spin I and
magnetic quantum number mI is

EqðmIÞ ¼
eQVzz

4Ið2I � 1Þ ½3m
2
I � IðI þ 1Þ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 1

3
Z2

r

½13�

For 57Fe with Ig ¼ 1=2 and Ie ¼ 3=2, only the excited
state splits and the quadrupole splitting DEq is

DEq ¼Eq mI ¼ 3
2

� �
� Eq mI ¼ 1

2

� �
¼ 1

2 eQVzz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 1

3 Z2

q
½14�

This leads to a doublet in the Mössbauer spectrum,
where the splitting, that is, the distance between the
two lines, determines the magnitude of the quadru-
pole interaction and thus the field gradient. Conse-
quently, charge distributions of atomic arrangements
or defect structures can be deducted. Lattices with
cubic symmetry and without any defects always re-
sult in single lines, because, due to the symmetry, no
EFG can be present.
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Figure 7 Electric monopole and quadrupole interactions cause a shift and a splitting of the nuclear levels, and accordingly shift and

split the lines in the Mössbauer spectrum.
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Magnetic Splitting

The magnetic moment m of the nucleus interacts with
a magnetic field B acting at the nucleus (nuclear
Zeeman effect). This interaction gives rise to the
splitting of the otherwise degenerated states. The
state with spin I splits into 2I þ 1 magnetic substates
with the eigenvalues:

Em ¼ �mBmI

I
¼ �gNmNBmI ½15�

where the magnetic quantum number mI can have
the values mI ¼ I, I � 1;y;�ðI � 1Þ, �I. The
magnetic moment m is given by the Bohr magneton
mN and the Landé factor gN by

m ¼ gNmNI ½16�

Based on the selection rule for absorption (emis-
sion) of dipole radiation Dm ¼ 0, 71, only six tran-
sitions are allowed, and they represent the significant
Zeeman sextet structure in the Mössbauer spectra of
magnetic materials, as demonstrated in Figure 8.

Mixed Hyperfine Interaction

If the magnetic dipole interaction and electric quad-
rupole interaction act together, the eigenvalues can-
not be determined as easily as for each interaction
alone. Normally, perturbation methods are applied.
As the magnetic interaction is usually much stronger,
first the eigenvalues are determined for this magnetic
interaction and the electric interaction is treated as a
perturbation. For the energy states in a first-order
perturbation calculation, one finds

Em ¼ � gNmNBmI þ ð�1ÞjmI jþ1=2 � 1
4 � eQVzz

� 1
2ð3 cos2 y� 1 þ Z sin2 y cos 2fÞ ½17�

where y and f are the angles between the direction of
the magnetic field B and the principal axis of the EFG
tensor Vzz. For 57Fe,

Eq ¼ 1
8 eQVzzð3 cos2 y� 1 þ Z sin2 y cos 2fÞ ½18�

Now the line positions for the general case can be
given by eqn [19]:

L1 ¼ d� g1mNBþ Eq

L2 ¼ d� g2mNB� Eq

L3 ¼ d� g3mNB� Eq

L4 ¼ dþ g3mNB� Eq

L5 ¼ dþ g2mNB� Eq

L6 ¼ dþ g1mNBþ Eq ½19�

The g-factors gi result from the Landé factors of
the ground-state gg and the excited state ge:

g1 ¼ 1
2 � ð3jgej þ ggÞ

g2 ¼ 1
2 � ðjgej þ ggÞ

g3 ¼ 1
2 � ðjgej � ggÞ ½20�

The resulting shift of the energy levels and the shift
of the inner four lines in the spectrum with respect to
the outer lines 1 and 6 is sketched in Figure 9.

Angular Dependence of Absorption and Emission

The relative line intensities Ii for a sextet depend
on the angle y ¼ +ðk; IÞ between the propagation
direction k of the g-radiation and the direction of the
spin (magnetization) I, as shown in Figure 10.
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Figure 8 Magnetic dipole interaction causes a splitting of the nuclear levels, and accordingly leads to the typical Zeeman sextet in the

Mössbauer spectrum.
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For y ¼ 90�, the intensity ratio is I1 : I2 : I3 ¼ 3 :
4 : 1, whereas for y ¼ 0�, the lines 2 and 5 disappear
and the ratio is I1 : I2 : I3 ¼ 3 : 0 : 1. If the directions
of magnetization are randomly (isotropic) distributed
ð%y ¼ 54:7�Þ, the ratios are I1 : I2 : I3 ¼ 3 : 2 : 1.

This can be used to determine the magnetization
orientation in the sample. Mössbauer polarimetry
and magnetic orientation Mössbauer spectroscopy
(MOMS) have evolved as specialized methods for
this purpose.

Ee

Eg ∆Eg

+3/2
+1/2
–1/2
–3/2

+1/2

–1/2

m

I = 3/2

I = 1/2

∆Ee

∆Ee
m – 2Eq ∆Ee

m + 2Eq

∆Eg
m

Eq
1 2 3 4 5 6 1 2 3 4 5 6

–7 –6 –5 –4 –3 –2 –1 210 3 4 5 6 7

In
te

ns
ity

1 65432

Velocity (mm s–1)

Figure 9 Mixed hyperfine interaction: magnetic dipole interaction causes a Zeeman splitting of the nuclear levels and an additional

smaller electric quadrupole interaction shifts the split lines, which is also visible in the Mössbauer spectrum.
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Applications

One of the first applications of the Mössbauer effect
was the proof of the gravitational red shift. Due to its
extremely high-energy resolution, Mössbauer spec-
troscopy was able to verify the tiny energy shift of
dgrav ¼ ðgd=c2ÞE0, which a g-quantum experiences
when it falls only by d ¼ 20 m in the Earth’s gravity g.

Phase Analysis

One of the standard applications of Mössbauer spec-
troscopy is the accurate phase analysis. One of the
first examples was the determination of the amount of
retained austenite in heat-treated steels. Here, Möss-
bauer spectroscopy is superior to any other method
(e.g., XRD) with respect to its detection limit (o1%)
and accuracy (o1%). In addition, by using Möss-
bauer spectroscopy the question of the interstitial ar-
rangements of carbon and nitrogen in the retained
austenite could be solved and it also allows an accu-
rate calculation of the carbon or nitrogen content.

Another famous application of Mössbauer spec-
troscopy is the determination of Fe2þ=Fe3þ ratios in
biomatter, minerals, and other oxides for medical,
archeological, or industrial applications. Currently,
the first Mössbauer spectrometer is doing this even
on the surface of Mars.

The excellent resolution of the hyperfine interac-
tions also allows the determination of the magnetic
properties of materials, which is especially useful in
alloys, and magnetic and amorphous materials. Due
to the short lifetime of the nuclear states, all dynamic
effects occurring in this time regime influence the
Mössbauer spectra in shape and line width. This
fact has been used to study diffusion and hopping
mechanisms, relaxation, superparamagnetism, nano-
crystalline materials, effects by RF-fields, and other
time-dependent effects. More recent developments
also deal with Mössbauer diffraction or the produc-
tion of X-ray lasers.

Site Determination

The ability of Mössbauer spectroscopy for determi-
ning and quantifying different sites in a phase is
demonstrated by a simple example, the iron nitride
g0-Fe4N.

This material has an antiperovskite structure
Pm3m, which is presented in Figure 11. The iron
forms an f.c.c. structure and the nitrogen is located in
the center of the unit cubes in an ordered manner.
There are two crystallographic iron sites, Fe-I at the
corners of the cube and Fe-II at the face centers, both
sites having 12 iron nearest neighbors at the same
distance. The Fe-I site has no nitrogen nearest

neighbor (0 nn N), whereas the Fe-II sites have
exactly two nitrogen nearest neighbors (2 nn N).

In contrast to these two crystallographic sites, the
Mössbauer spectrum of this material, as shown in
Figure 12, has to be fitted with three subspectra cor-
responding to three different arrangements for the
iron. The hyperfine fields are 34 T for the Fe-I sites
and 21.6 T for the Fe-II sites. The difference in the
two different Fe-II sites has to be explained by the
magnetism of the material, which is invisible for
X-ray diffraction.

The hyperfine parameters and the subspectral
abundances are summarized in Table 2.

The f.c.c. material is ferromagnetic with a Curie
temperature of TC ¼ 767 K, that is, well above
the measurement temperature, which in this case
is the room temperature. The magnetic easy axis is
the (1 0 0) direction, which is indicated by the z-axis
in Figure 11. There is no electric field gradient for the
Fe-I site, but one for the Fe-II site having nitrogen
neighbors. Thus, one has to distinguish two cases for
the Fe-II site: for site Fe-IIa, the main component Vzz

is collinear with the hyperfine field Bhf, that is,
y ¼ 0�. For the site Fe-IIb, EFG and z-axis are per-
pendicular, that is, y ¼ 90�. For both cases, the
asymmetry parameter is Z ¼ 0 and Vzz is identical.
From eqn [18], it follows that the magnitude of Eq

for the Fe-IIb site is twice as large as that for the
Fe-IIa site but of opposite sign. This exactly matches
the experimental findings in Table 2.

The subspectra areas should behave like
Fe-I : Fe-IIa : Fe-IIb ¼ 1 : 2 : 1, because 25% of the
iron atoms are located at the corners, and Fe-IIa :
Fe-IIb ¼ 50% : 25% because four Fe-atoms at the face
centers have y ¼ 0 and only two have y ¼ 90�. This
theory is nicely reflected in the experimental results.
This example demonstrates the ability and power of
Mössbauer spectroscopy in site determination.

Figure 11 Crystallographic structure of the cubic g0-Fe4N with

site assignment explained in the text.
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Magnetic Orientation Mössbauer Spectroscopy

For Mössbauer polarimetry, magnetic fields and mul-
tiline Mössbauer sources (e.g., 57Co in Fe gives six
lines from the source and when measuring Fe with
six absorption lines, this results in a spectrum of 36
lines) are used to polarize the quanta from the source
and thus obtain information about the magnetic do-
main orientations in magnetic samples. On the other
hand, with a proper modification of the traditional
Mössbauer technique, with a method called magnetic
orientation Mössbauer spectroscopy (MOMS), one is
also able to determine the spin distribution in a sam-
ple. An important advantage of this MOMS technique
in comparison to, for example, the magneto-optical
Kerr effect technique (MOKE) is the absence of any
external magnetic field during the measurements,
which may change actual magnetization and spin
distribution. Thus, it is also a magnetically nondes-
tructive method.

In standard geometry, the photon beam is incident
along the normal direction of the sample. For the
MOMS experiments, the specimen normal is tilted
by various angles a away from the incident g-beam

and then the spectra are measured subsequently after
different sample rotations around their normal. This
way, the spin distribution can be obtained by fitting
the intensity ratio I2ðjÞ=I3ðjÞ of the second and the
third sextet lines as a function of the various tilt and
rotation angles, yielding a ‘‘picture’’ of the spin dis-
tribution in the sample.

Synchrotron-Based Methods

The improvement of recent synchrotron facilities and
the development of new channel-cut monochroma-
tors with superior resolution allowed the transfor-
mation from the classical Mössbauer spectroscopy in
the energy domain into the time domain of nuclear
resonance scattering (NRS). Many methods and ap-
plications have evolved here. Unfortunately, here this
comprehensive subject cannot be treated.

Summary

In summary, it should have become obvious that
Mössbauer spectroscopy is a very powerful method,
which has proven its suitability for many problems in
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Figure 12 Mössbauer spectrum at room temperature in transmission geometry of Fe4N powder. The spectrum is fitted by super-

imposing three Lorentzian sextets, corresponding to three different atomic Fe sites in the material as explained in the text.

Table 2 Hyperfine parameters as measured for Fe4N powder at room temperature

Site IS d ðmms�1Þ QS Eq ðmms�1Þ BHF Bhf ðTÞ LW G ðmms�1Þ RA f ð%Þ

Fe-I 0.19(2) 0.00(1) 34.0(2) 0.28(1) 25.0(13)

Fe-IIa 0.27(2) 0.10(1) 21.6(2) 0.28(1) 51.9(09)

Fe-IIb 0.26(2) � 0.22(1) 21.6(2) 0.28(1) 23.1(21)

IS – isomer shift, QS – quadrupole splitting, BHF – hyperfine field, LW – line width, RA – relative area.
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solid-state and materials physics, chemistry, geology,
archeology, environmental and space physics, and
even relativistics. Mössbauer spectroscopy is based
on nuclear physics, solid-state physics, and hyperfine
interactions. It gives a microscopic image of the
Mössbauer spy isotope and its immediate surround-
ings, which makes the method very powerful to study
properties, short-range order and dynamic effects in
many interesting materials. It is still under developm-
ent and not used as widely as it should be. This may
be due to the fact that ‘‘suppliers’’ (Mössbauer spec-
troscopists) and ‘‘customers’’ (scientists with ques-
tions) do not know enough of each other. Especially,
the new developments of its synchrotron-based branch
seem to lead to another push in its applications.
Mössbauer spectroscopy should be seen as a powerful
analytical tool, which can significantly contribute to
answer many open questions for many materials. So
ask your questions to a Mössbauer spectroscopist.

See also: Lattice Dynamics: Anharmonic Effects; Lattice
Dynamics: Aperiodic Crystals; Lattice Dynamics: Struc-
tural Instability and Soft Modes; Lattice Dynamics: Vibra-
tional Modes; Magnetic Interactions; NMR Methods for
the Determination of Local Structure; Scattering, Nuclear
Resonant.

PACS: 87.64.Pj; 76.80.þ y; 33.45.þ x; 61.18.Fs;
81.70.�q; 07.85.Fv; 31.30.Gs; 23.20.�g; 29.30.�h;
29.40.�n
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Nomenclature

a, aA isotopic abundance
aA atomic density (1 cm� 3)
c, c0 speed of light (m s� 1)
dA absorber thickness (m)
E0 transition energy (eV)
En, Eg, Ee energy levels of states, excited, ground

state (eV)
fD, fA Debye–Waller factor
h; _ Planck constant (J s, eV s)
I spin, nuclear spin I
I, I0, I(v), I(E) intensity (counts)
M mass, atomic mass
p momentum ðp ¼ _kÞ
tA effective thickness ðtA ¼ s0fANAdAaAÞ
Z atomic number
a conversion coefficient
d isomer shift, shift (eV, mm s� 1)
g photon, radiation
G line width (FWHM) (eV, mm s� 1)
l wavelength ðn � l ¼ cÞ
n, o frequency ðo ¼ 2pnÞ
s, s0 cross section, maximum cross section

(barn)
tn lifetime (s)
v velocity (m s� 1)
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Introduction

When a monochromatic, collimated beam of radia-
tion (X-rays or neutrons) is incident upon a station-
ary single crystal, the diffraction condition will
probably be satisfied for few if any reflections, de-
pending on a number of parameters such as the size
of the unit cell, crystal mosaicity, and the energy
spread of the radiation. It is even less likely that any
particular reflection will be observed, and useful in-
formation, such as a reflection’s integrated intensity,
is not immediately available. Over the years, several
methods of collecting scattering data have developed.
The earliest X-ray experiments were performed with
polychromatic radiation and a two-dimensional (2D)
detector (photographic film); known as the Laue
method, this technique has remained useful for quick
sample alignment and has found new use in timing
experiments in which an entire diffraction pattern is
collected in a very short exposure. The powder-dif-
fraction method consists of literally grinding the
sample to a powder, effecting an ensemble average
over all sample orientations; a powder-diffraction
pattern is then collected with 1D scan of the detector.
The rotation method consists of rotating a single-
crystal sample through a given angle while measuring
the pattern on a 2D detector with the use of modern
image plates or charge-coupled device (CCD) detec-
tors; this is the standard technique for macromolec-
ular protein crystallography. While the above
methods are practical for collecting integrated in-
tensities of sharp, well-defined Bragg points, they
may compromise on measurement of diffuse fea-
tures. As an alternative, multicircle diffractometry
uses computerized control of a high-precision gon-
iometer (i.e., angle-positioning instrument) in order
to hold both sample and detector at precise orientat-
ions, becoming a powerful tool to provide quanti-
tative scattering data at well-defined positions in
reciprocal space. Monochromatic radiation is used
and, typically, observed by a point detector (a detec-
tor with a small, well-defined aperture).

Multicircle diffractometry is regularly applied to
studies of systems in which orientational information
cannot be sacrificed, such as measurement of pole
figures for texture analysis or residual stress analy-
sis; grazing-incidence or grazing-exit diffraction for

studies of surfaces, thin films, and superlattices; and
observation of diffuse scattering due to short-range
order, defects such as twins or voids, or thermal dif-
fuse scattering. Two examples of scattering data that
require multicircle collection methods are shown in
Figure 1. The reciprocal-space map in Figure 1a is
from an Ni film grown on MgO(0 0 1); the peaks in
the diffraction pattern are used to identify the var-
ious epitaxial orientations of the Ni crystal relative to
the substrate, as well as the film’s strain and mosaic
spread. Figure 1b shows integrated intensities from
two truncation rods of an epitaxial SrTiO3 film on
Si(0 0 1); the rods are continuous, diffuse features
which can be analyzed to determine the atomic
structure of the film and interface. The foremost
drawback of multicircle diffractometer methods,
compared to the other methods mentioned above,
is that data are collected relatively slowly, often one
point at a time rather than over a wide range of re-
ciprocal space at once. The fairly involved calcula-
tions of the technique, described in some detail
below, are no longer the issue that they once were,
given the power and economy of modern computers;
various diffractometer-control software packages are
available.

In this article, several geometries of multicircle
diffractometers, beginning with the standard four-
circle Eulerian diffractometer, are reviewed. An
overview of the transformation between reciprocal
space and angle space is given, and various options
in operating a diffractometer are described. Other
diffractometer geometries will then be presented,
including alternate four-circle geometries, then
progressing to five- and six-circle geometries.
Throughout the article, an attempt is made to point
out potential sources of confusion, such as those
caused by conflicting systems of nomenclature; cor-
respondingly, the names of angles used here may
differ from those in the literature or those imple-
mented on various instruments. In that vein, it is to
be noted that this article uses the term ‘‘multicircle
diffractometers’’ to refer to instruments whose circles
rotate the sample or detector; additional circles,
which are used for polarization analysis or wave-
length-dispersive analysis of the radiation, are not
counted.

Four-Circle Eulerian Geometry

The basic four-circle diffractometer geometry is
shown in Figure 2. The sample sits at the center of
rotation on the f circle, which rotates on the w circle.
The w and f circles together constitute a Eulerian
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Figure 1 Two examples of thin-film diffraction data collected on a six-circle diffractometer. In both cases, the reciprocal lattice of the

substrate material is used as a reference. (a) Reciprocal-space map of a 12nm film of Ni grown at MgO(00 1). The map was made at

L ¼ 0:05 reciprocal lattice units, with the incident beam set at a grazing angle of 0.21; the contours are spaced logarithmically. The sharp

peak near the main MgO(00 2) peak at H ¼ 2, K ¼ 0 shows that the substrate is somewhat twinned. The peak marked A corresponds to

an Ni(2 0 0) peak with relaxed cube-on-cube epitaxy. The peaks marked B, C, and C 0 are Ni(1 1 1) peaks due to regions with the epitaxial

relationship (1 1 0)Ni 8 (0 0 1)MgO. (b) Truncation-rod data of five unit cells of SrTiO3 grown on Si(0 0 1), collected with a fixed 0.31 angle

of incidence. Circles indicate integrated intensities along the (20L) rod, and diamonds represent the (31L) rod (vertically offset for clarity).

Data points very close to the bulk Bragg points (2 02), (3 1 1), and (3 1 3) were not measured, since they have very high intensities and

no surface sensitivity.
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cradle, for which this geometry is named. The
Eulerian cradle then rotates on the y circle. The
detector rotates on the 2y circle. The y-axis is col-
linear with the 2y axis; since both axes are perpen-
dicular to the incident beam, this diffractometer is
classified as normal-beam geometry. The scattering
plane is defined as the plane that contains the dif-
fracted wave vector K and the incident wave vector
K0, as well as their difference, the scattering vector
Q, as shown in Figure 2b. The scattering plane is
often horizontal for a laboratory-based X-ray dif-
fractometer, so that the effects of gravity are mini-
mized; at synchrotron sources the scattering plane is
usually vertical, to take advantage of the (typically)
s-polarization of the radiation and the higher degree
of collimation in the vertical plane.

The correct operation of a diffractometer hinges on
its being properly configured. Figure 2a shows the
Eulerian four-circle diffractometer with all angles at
their zero positions, in which case the direct beam
travels along the axis of the w circle, defining the zero
position of y; the detector intercepts the direct beam,
defining the zero of 2y; and the y and f axes are
collinear, defining the zero of w. The zero of f is ar-
bitrary. The sense of rotation, as shown in Figure 2b,
is left-handed for all axes except w.

The origin of the rather inelegant naming system is
historical. In Bragg’s original derivation of X-ray
diffraction, the incident and exit X-ray beams both
made an angle of y with the diffracting planes, for a
total scattering angle of 2y. For normal-incidence
diffractometers, the scattering angle is set by a single
rotation typically labeled 2y. The sample angle y is
not necessarily equal to one-half of 2y, except in the
special case of some three-circle diffractometers
where the axes are mechanically coupled with a 1:2

gear ratio. Thus, although Bragg’s law is often writ-
ten as l ¼ 2d sin y, it is better written as

l ¼ 2d sinð2y=2Þ ½1�

where l is the wavelength and d is the lattice-plane
spacing. The angle between y and 2y is o, which is
defined as

o ¼ y� ð2yÞ=2 ½2�

The case of o ¼ 0 is called the symmetric mode of
diffraction. Unfortunately, there is no standard nota-
tion even for the most common type of diffractome-
ter, and the y circle is sometimes labeled o.

Common angle scans performed on a four-circle
Eulerian diffractometer include y and y/2y scans. A
scan of the y-axis probes the sample at a given
magnitude of the scattering vector |Q| (defined below
in eqn [9]). As an example, a y scan might be used
to probe a sample’s mosaic spread; one possible
source of instrumental broadening for this scan
would be the beam divergence. In the y/2y scan,
the 2y circle rotates at twice the rate of the y circle.
The trajectory of the y/2y scan is radially outward
from the origin of reciprocal space (i.e., Q increases
in magnitude, with constant direction). This two-
angle scan might be used to measure variations in a
sample’s lattice-parameter or strain; a source of
instrumental broadening could be the radiation’s
band pass (i.e., the spread in wavelength). A y/2y
scan is preferable to a single-axis 2y scan because the
reciprocal-space trajectory of a y/2y scan is simpler
to interpret. However, the power of modern multi-
circle diffractometry is to move to arbitrary positions
and scan in arbitrary directions of the reciprocal
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Figure 2 Diagram of a four-circle Eulerian diffractometer with (a) all angles at 01 and (b) all angles with positive displacements. The

coordinate system is shown in (a), while incident wave vector K0, diffracted wave vector K, scattering vector Q, and azimuthal angle c
are shown in (b).
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space; the following sections of this article show how
this is accomplished.

Angle Calculations

The Diffraction Equation

The fundamental problem in multicircle diffractome-
try is to map a sample’s reciprocal-space coordinates
to the diffractometer’s angles: to measure the scat-
tered intensity at a certain point in reciprocal space,
what values should the angles have? The solution to
this question was worked out by Busing and Levy for
the case of a four-circle diffractometer, with exten-
sions by many authors to other geometries. Here, the
principles for the ideal four-circle case are outlined;
detailed calculations for a variety of geometries can
be found in the literature.

The question of mapping from reciprocal space to
angle space could be restated as how to set the scat-
tering vector Q equal to a desired reciprocal-lattice
point h, that is,

h ¼ Q ½3�

The two sides of eqn [3] must be written in the same
reference frame and in the same coordinates; here
one may choose to transform eqn [3] to Å� 1 units in
the laboratory frame. Beginning with the left-hand
side of eqn [3], the transformation of reciprocal-lat-
tice vector h from reciprocal-lattice coordinates (h,
with no subscript) to lab coordinates (hl) is achieved
in a number of steps by successive application of a
number of matrices. First, h in reciprocal-lattice units
is transformed into Cartesian coordinates (hc, in Å� 1

units) via the matrix B:

hc ¼ Bh ½4�

where B is constructed from the lattice parameters.
The matrix B is most easily expressed as a combi-
nation of real-space lattice parameters ai, ai, and
reciprocal-space lattice parameters bi, bi (i ¼ 1–3):

B ¼
b1 b2 cos b3 b3 cos b2

0 b2 sin b3 �b3 cos b2 cos a1

0 0 2p=a3

0
B@

1
CA ½5�

where ai � bj ¼ 2pdij. Generally, B is not orthonor-
mal, but the other matrices in this section are all
orthonormal rotation matrices. The next step is to
transform hc into the coordinate system of the dif-
fractometer’s f axis:

hf ¼ Uhc ½6�

where U describes the orientation of the crystal
relative to the diffractometer, and as such, is known
as the orientation matrix. The determination of U is a
critical step in multicircle diffractometery and is de-
scribed in the next section. hf is then transformed
into laboratory coordinates by the successive appli-
cation of the diffractometer-axes rotation matrices R:

hl ¼ RðyÞRðwÞRðfÞhf ½7�

where

RðyÞ ¼
cos y sin y 0

�sin y cos y 0

0 0 1

0
B@

1
CA

RðwÞ ¼
cos w 0 sin w

0 1 0

�sin w 0 cos w

0
B@

1
CA

RðfÞ ¼
cos f sin f 0

�sin f cos f 0

0 0 1

0
B@

1
CA

½8�

Turning to the right side of eqn [3], the scattering
vector or momentum transfer, Q, is defined as

Q ¼ K � K0 ½9�

where K and K0 are the diffracted and incident wave
vectors, respectively. Their magnitudes are equal and
defined as

jKj ¼ jK0j ¼ K ¼ 2p=l ½10�

The magnitude of Q is then

jQj ¼ 2p
d

¼ 4p sinð2y=2Þ
l

½11�

It should be noted that numerous conventions exist
for the definitions of eqns [9] and [10]. For example,
the symbols s and s0 or k0 and k may be used for the
diffracted and incident wave vectors respectively.
These wave vectors are often defined without the
factor of 2p in eqn [10]; correspondingly, the factors
of 2p are removed from eqns [5] and [11]. Other
common symbols for the scattering vector include G,
H, and K.

In laboratory units, the incident wave vector is
along the y-axis:

K0 ¼
0

K

0

0
B@

1
CA ½12�
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The diffracted wave vector is along the y-axis of the
detector frame, which can be transformed into the
lab frame with a rotation matrix for the 2y axis:

K ¼ Rð2yÞ
0

K

0

0
B@

1
CA;

Rð2yÞ ¼
cos 2y sin 2y 0

�sin 2y cos 2y 0

0 0 1

0
B@

1
CA ½13�

The scattering vector Q, then, equals ½Rð2yÞ � I� K0,
where I is the identity matrix. Substitution into eqn
[3] results in the basic diffractometer equation for a
four-circle diffractometer:

RðyÞRðwÞRðfÞUBh ¼ ½Rð2yÞ � I�
0

K

0

0
B@

1
CA ½14�

Several possible generalizations of the above
procedure are fairly straightforward to derive. For
another diffractometer geometry, one simply incor-
porates the appropriate rotation matrices R into
eqn [14]. One can also measure the directions of a
diffractometer’s rotation axes with, for example, an
autocollimator, creating empirical R matrices rather
than the idealized ones of eqns [8] and [13]. One also
need not assume that the incident beam is perfectly
collinear with the y-axis but can generalize the
beam’s direction (eqn [12]). This can be very useful in
situations where the incident beam is not level (e.g.,
deflected upwards by a grazing-incidence mirror),
but the entire diffractometer cannot be tilted. Several
authors have worked out the equations for com-
pletely general diffractometer geometries.

Determining the Orientation Matrix

With the diffraction equation (eqn [14]) otherwise
solved, the orientation matrix U must be determined;
B must also be found if the sample’s lattice param-
eters are not precisely known. Busing and Levy dem-
onstrated several methods of determining U that
result in a 1D set of solutions in diffractometer-angle
space. To uniquely determine U, a constraint must be
added; selection of constraints are discussed in the
following section.

If the sample’s lattice parameters are known, then
two noncollinear orientation reflections, hl and h2,
must be found to determine U. Then, in principle,
solving the following equations for h1 and h2 will
determine U:

hif ¼ UBhi ½15�

where i ¼ 1; 2 and the hif vectors are calculated from
the observed angular positions of hi. But in practice,
experimental uncertainties prevent one U matrix
from exactly satisfying eqn [15] for both h1f and h2f.
Errors can arise from effects such as mosaic spread,
refraction, beam divergence, or mechanical imper-
fections in the diffractometer. Therefore, the follow-
ing procedure is commonly used to determine U: h1f,
called the primary reflection, exactly satisfies eqn
[15], but h2f, as the secondary reflection, only de-
termines the rotation of the coordinate system about
h1f. Exchanging h1 and h2 generally results in
slightly different solutions for U. Generally, to min-
imize the effect of angular misalignment and achieve
a more accurate solution of U, the orientation re-
flections should be at fairly high angles (high |Q|) and
fairly far apart in angle (as a suggestion, the angle
between h1 and h2 should be at least 401). On the
other hand, when a good alignment is not easily
maintained, one could select orientation reflections
that are close to each other and then probe only the
nearby region of reciprocal space. Then, when an-
other region is to be probed, a new set of orientation
reflections can be chosen in the new region.

When the sample’s lattice parameters are not
known, the matrix UB must be determined; some-
times the UB matrix, rather than just U, is known as
the orientation matrix. In the unknown lattice-pa-
rameter case, three non-coplanar reflections (h1, h2,
h3) with known (or assumed) Miller indices should
be found that, with the selection of one constraint as
discussed below, allows for a unique solution of UB
in eqn [15]. With four or more reflections, a least-
squares fitting method can be applied to eqn [15] to
refine the lattice parameters. The resulting lattice
parameters will not exactly reflect the symmetry of
the crystal lattice but should be fairly close. For ex-
ample, with a cubic crystal, the unit cell lengths
should be nearly equal, and the angles should be
within a few tenths of 901. With a sufficiently large
set of orientation reflections hi, still other parameters
may also be refined, such as a displacement of the
crystal from the diffractometer’s center of rotation.

Operating Modes

As mentioned above, the calculation of diffracto-
meter angles for a given reciprocal-lattice point is
under-determined, since reciprocal space is three-
dimensional while a four-circle diffractometer has,
obviously, four degrees of freedom. An additional
constraint is needed that is usually achieved by free-
zing one angle at a certain value. In the case of a four-
circle normal-incidence diffractometer, the detector
angle 2y is determined by the magnitude of the
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scattering vector Q; a constraint cannot be placed on
2y without restricting the range of accessible recip-
rocal space to a single magnitude of |Q|. Therefore,
constraints in the four-circle Eulerian geometry
should be applied only to a diffractometer’s sample
angle or to an appropriately defined azimuthal angle.

The simplest and perhaps most common four-cir-
cle mode is to constrain o (see eqn [2]) at a fixed
value. The constraint of o ¼ 0 is called the symmet-
ric or bisecting mode, since the incident and dif-
fracted beams make the same angle to the plane of
the w circle; generally, this mode permits the greatest
access to reciprocal space. Another mode based on
sample angles is to constrain w or f to a fixed value;
such a mode might be useful when a sample environ-
mental cell (e.g., oven, cryostat, or vacuum chamber)
has a small window that must be kept oriented to the
incident beam, but is otherwise fairly limiting.

Another possible operating mode is to choose a
zone, a plane of reciprocal space passing through the
origin, as the scattering plane. A zone can be defined
by two non-collinear Bragg points; appropriate val-
ues of w and f are then selected to place the two
Bragg points in the scattering plane. This mode con-
tains two constraints, that is, it freezes two sample
angles. Thus, access to reciprocal space is reduced to
a single plane, but data collection is simplified since
the zone can be studied with movements of only 2y
and y.

Instead of constraining a particular sample angle
to a given value, one can also constrain the azimuthal
rotation of the sample about the scattering vector. As
shown in Figure 2b, c is the azimuthal rotation
about Q. In defining c, a reference vector N must be
chosen. N can point in any direction except parallel
to Q, but is often a special direction for the sample,
for example, the surface normal, a magnetic field di-
rection, or the direction of polarization in a polar
material. The definition of c ¼ 0� is when N lies in
the scattering plane; c ¼ 90� when N lies in the plane
defined by Q and the diffractometer’s y/2y axes. The
constrained-c mode is particularly useful in surface
diffraction when N is chosen to be the surface nor-
mal. Mochrie has shown how to calculate c for a
given incident angle or exit angle, which provide
particularly convenient modes for grazing-incidence
or grazing-exit studies. The constraint of c ¼ 90�

sets the incident angle equal to the exit angle.

Equivalent Angle Settings

In addition to selection of an operating mode, other
choices of angle must be made in the operation of a
diffractometer. Although any angle can theoretically
be rotated by 3601 without changing anything, the

axes of most diffractometers have limited ranges of
motion and cannot rotate indefinitely. The diffracto-
meter-control software must determine, for example,
whether a rotation from � 170 to þ 1701 will be
done with a motion of � 20 or þ 3401. Furthermore,
symmetry operations make some sets of angle com-
binations equivalent. For example, for a given w and
f, the pair of angles (2y, o) are equivalent to (� 2y,
o� 180), but both settings may not be equally prac-
tical or accessible on a given diffractometer. In gen-
eral, seven sets of angles can substitute for the set of
(2y, y, w, f), although not all of these sets are com-
patible with all operating modes. A diffractometer-
control program must, implicitly or explicitly, select
one of these sets. A convenient choice is to select
angles that fall within the allowed range as set by
software limits.

Alternative Four-Circle Geometries

Kappa Geometry

Several types of four-circle diffractometer geometries
exist in addition to the Eulerian geometry described
above. Perhaps the most common is the ‘‘kappa’’
geometry, originally developed by Enraf–Nonius. As
shown in Figure 3, the w circle of the Eulerian
geometry is replaced by a k-axis, which is built on an
arm at an angle of a0 to the yk axis; typically, a0 is
nominally 501. The k-axis rotates another arm with
another angle of a0, upon which sits the fk-axis. The
‘‘k’’ subscripts on the yk and fk circles distinguish

	κ

�κ

2�

�0
�0

κ

D
etector

Figure 3 Diagram of a four-circle kappa diffractometer. The

angles are chosen to hold a sample at the same place as the

Eulerian diffractometer shown in Figure 2b, via the relations

given eqn [16].
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those circles of the kappa diffractometer from similar
y and f circles of a standard Eulerian diffractometer,
although not all systems of nomenclature make this
explicit distinction. One could incorporate the rota-
tion matrix of k in deriving solutions to the diffrac-
tion equation (eqn [14]). However, it is often simpler
to directly relate the kappa angles (yk, k, fk) to the
Eulerian angles (y, w, f):

y ¼ yk � cosðk=2Þ=cosðw=2Þ
w ¼ 2arcsin½sinðk=2Þ sin a0�
f ¼ fk � cosðk=2Þ=cosðw=2Þ

½16�

The relations in eqn [16] are straightforward to be
included in the diffractometer-control software after
an appropriate solution to eqn [14] is computed in
Eulerian geometry, with the advantage of allowing
users to operate a kappa diffractometer just as the
more familiar Eulerian diffractometer is. In doing
so, (y, w, f) are called ‘‘pseudoangles,’’ whereas the
physically present (yk, k, fk) are called ‘‘real’’ angles.

The foremost advantage of a kappa-geometry dif-
fractometer is the elimination of the w circle. The
primary weakness of Eulerian geometry is the limited
mechanical perfection of the w circle; any deviation
from a perfect circle will, for example, increase the
sphere of confusion. This issue is often exacerbated
for diffractometers with an open or split w circle. On
the other hand, a closed w circle blocks the incident or
diffracted beam for some values of y; beam blockage
is less of an issue with kappa geometry. A related
advantage is the relative compactness of the k arm
compared to the w circle, making kappa geometry
popular for confined spaces or crowded experimental
stations. One hypothetical drawback of the kappa
geometry is its limited angular range. As seen in eqn
[16], a kappa diffractometer whose k-axis has a full
range of 71801 emulates a Eulerian diffractometer
with a maximum theoretical range of w ¼ 72a0 (i.e.,
typically 71001). This issue can be dealt with by
selection of a suitable angular setting, as discussed
above, and should not generally pose a problem. A
practical caution is that the asymmetric shape of the
kappa arm, as it folds and unfolds, makes it partic-
ularly vulnerable to collisions with nearby objects
(e.g., the input flight path or the detector arm); care
should be taken to properly set hardware and soft-
ware limit switches such that collisions cannot occur
in any potential angular configuration.

Four-Circle General-Inclination Geometries

Another class of diffractometers, known as general-
inclination geometries, is distinct from the normal-
incidence geometries in that it provides more than

one degree of freedom to the detector. Such geome-
tries can significantly increase the range of accessible
reciprocal space in situations where the angular
range is limited by a sample cell. In contrast to the
normal-incidence geometry, the scattering plane
(containing K, K0, and Q) of the general-inclination
geometry is no longer fixed; there is no simple one-
to-one correspondence between the general-inclina-
tion and normal-incidence geometries such as that
which exists between the Eulerian and kappa geome-
tries. Since the position of the detector in a general-
inclination geometry is a compound motion of
several angles, the total scattering angle 2y must be
calculated, and cannot be simply read from one dial
on the instrument. In this article, the convention that
2y is the total scattering angle is followed. As such,
only the normal-incidence geometry has a single cir-
cle that can be properly labeled 2y, although many
systems of nomenclature use 2y as the label for one
of the detector circles.

Several variations of four-circle inclined-geometry
diffractometers have been developed, two of which
are illustrated in Figure 4. For the ‘‘Z-axis’’ dif-
fractometer (Figure 4a), the sample sits on the Z-axis
and the detector on the d and g-axes; all three axes
then rotate about the a-axis. It may be noted that
many Z-axis diffractometers call the sample axis y
(or o); here, this axis is labeled as Z to emphasize that
it is not equivalent to the Eulerian y-axis, since the
Z-axis is not orthogonal to the X-ray beam when
aa0. The Z-axis geometry is particularly useful in
holding heavy sample equipment such as vacuum
chambers, as it minimizes motions that must be cou-
pled through the sample chamber. The total scatter-
ing angle 2y is given by

2yZ-axis ¼ arccosðcos g cos d cos aþ sin a sin gÞ ½17�

Another example of inclined geometry is the
‘‘S2D2’’ diffractometer. As shown in Figure 4b, the
S2D2 geometry is composed of two pairs of
orthogonal axes: the sample rotates on Z and m,
while the detector rotates on d and n. Indeed, the
name ‘‘S2D2’’ is meant to indicate that this geometry
has two degrees of freedom for the sample (‘‘S2’’) and
two degrees of freedom for the detector (‘‘D2’’). In
this nomenclature, the normal-incidence four-circle
Eulerian and kappa diffractometers both have
‘‘S3D1’’ geometry. The Z-axis geometry does not
exactly fit into this naming system, since one degree
of freedom is shared between the sample and detec-
tor, but the designation ðS1D2Þ�1 has been used,
implying that a Z-axis diffractometer is an S1D2
(three-circle) diffractometer mounted upon a fourth
circle. A practical advantage of the S2D2 geometry is
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the mechanical decoupling of the sample and detec-
tor motions, limiting the propagation of mechanical
errors. The scattering angle of the S2D2 diffracto-
meter is given by eqn [17] with g set to zero:

2yS2D2 ¼ arccosðcos n cos dÞ ½18�

The orientation matrix U of a four-circle inclined
geometry can be calculated in the same way as for
the four-circle normal-incidence geometry case, and a
mode with one constraint must be selected. The dif-
fraction equations are similar to the normal-inci-
dence case, but the appropriate rotation matrices for
the sample and detector axes must be incorporated
on both sides of eqn [14].

The Z-axis and S2D2 geometries are particularly
useful for surface scattering when the surface normal
is aligned parallel to the Z-axis, since the angle of
incidence is given simply by the diffractometer angle
a or m, respectively. However, sufficiently precise
sample alignment is often not easy, especially in a
vacuum environment, which leads naturally to the
desire for additional degrees of freedom for the sam-
ple. Such diffractometer geometries are described in
the next section.

Five-Circle and Six-Circle
Diffractometers

Representing the next level of complexity and flexi-
bility, five- and six-circle diffractometer geometries

all fall into the class of inclined geometries. In gen-
eral, such diffractometers have been developed to
provide better access to larger ranges of reciprocal
space or to provide greater flexibility in sample
positioning, given the constraints of a particular
experiment.

Several varieties of five- and six-circle diffracto-
meters have been constructed. The basic five-circle
diffractometer could be characterized as a four-circle
normal-incidence diffractometer (either Eulerian or
kappa) with the y-axis horizontal, mounted on a fifth
rotation stage whose axis is vertical. The sample and
detector motions are coupled by the fifth circle, so
this five-circle geometry could be labeled ðS3D1Þ�1.
This five-circle diffractometer can be converted into a
six-circle instrument by the addition of another ver-
tical axis, upon which sit the sample circles (y, w, and
f); the entire diffractometer rotates on the bottom-
most axis. Alternatively, one could add the w and f
circles of a Eulerian cradle (or the k and fk circles of
a kappa arm) to an S2D2 diffractometer (Figure 4b);
this geometry decouples the sample and detector
motions and would thus be labeled S4D2. Another
six-circle geometry is formed by adding a Eulerian
cradle to a Z-axis diffractometer (Figure 4a); the
sample and detector motions of this geometry are
coupled through the a-axis.

While the additional degrees of freedom in five-
and six-circle diffractometers provide much greater
flexibility in operation, the degree of complexity in
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Figure 4 Two examples of general-inclination four-circle diffractometers: (a) Z-axis geometry; (b) S2D2 geometry.
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operation increases correspondingly. On a practical
level, five- and six-circle diffractometers are generally
quite large, with more (and heavier) counterweights
than four-circle diffractometers. The large size and
extra degrees of freedom increase the possibility of
collisions and the damage that a collision can cause;
hardware and software limits must be carefully set to
avoid a collision in any potential angular configura-
tion. More fundamentally, the choice of a mode be-
comes more complicated. Each additional degree of
freedom (rotation axis) requires an additional con-
straint in the transformation between angle space
and reciprocal space. Specifically, to uniquely deter-
mine the angle settings for a reciprocal lattice point,
a five-circle or six-circle diffractometer requires, re-
spectively, two or three constraints. The number of
possible operating modes becomes correspondingly
larger, and the geometry calculations supported by
the diffractometer-control software also grow in
complexity.

Although the modes of a five- or six-circle dif-
fractometer require selection of several constraints,
the constraints cannot be chosen arbitrarily. For ex-
ample, one could not constrain two detector circles,
since that would limit reciprocal-space access to a
single magnitude of |Q|. In the case of surface dif-
fraction, one could not choose both the incident angle
and the exit angle since that would overconstrain the
azimuthal angle; one could choose to make the inci-
dent and exit angles equal but could not select a spe-
cific value for both. In the particular case of S4D2
geometry, a system was developed by You to organize
mode selection by categorizing the angles which
could be subject to constraints. The three categories
of angles are detector, azimuthal, and sample. A de-
tector constraint would fix one of the angles upon
which the detector rotates, or would fix the angle of
Q or reference vector N with respect to the horizontal
plane; for example, Q or N could be fixed to lie in the
horizontal or vertical plane. Azimuthal constraints
include fixing the incident or exit angle, or otherwise
fixing the azimuthal angle c. Possible sample con-
straints include fixing a sample angle at a certain
value or constraining it relative to another angle. The
key to this method is that no more than one con-
straint may be placed on either detector angles or
azimuthal angles; the remaining constraint(s) must be
applied to sample angles. Both sets of data in Figure 1,
for example, were collected on an S4D2 diffracto-
meter with one detector constraint (fixed angle of N),
one azimuthal constraint (fixed angle of incidence),
and one sample constraint (Z was fixed to be half of
d). One could also select one detector or azimuthal
constraint and two sample constraints, or one could
select three sample constraints.

The development of five- and six-circle diffracto-
meters was driven by the need for flexibility in
diffractometer operation, especially for access to the
widest possible range of reciprocal space, given the
experimental constraints. While some future advan-
ces in this technique may lie in the area of new
diffractometer geometries, more critical needs lie in
the area of improved data-collection efficiency. For
example, many experiments may benefit from detec-
tors with the sometimes-conflicting qualities of better
resolution, larger dynamic ranges, or parallel data
collection by use of 1D or 2D detectors. The over-
head expense of motor motion can be reduced by the
so-called trajectory or on-the-fly scanning: rather
than collect data point by point, the diffractometer
axes rotate continuously and the incoming data are
binned into multichannel counters. In general, just as
modern computers have made multicircle diffract-
ometry viable as a regular research tool, increased
automation will improve the efficiency in all steps of
a diffraction experiment.
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Nomenclature

ai, ai (i ¼ 1–3) real-space lattice parameters (Å,1)
bi, bi (i ¼ 1–3) reciprocal-space lattice parameters (Å,1)
B matrix which produces a Cartesian coor-

dinate system for reciprocal space (Å� 1)
d lattice-plane spacing (Å)
h reciprocal lattice vector (reciprocal lat-

tice units)
hc reciprocal lattice vector in Cartesian co-

ordinates (Å� 1)

hl reciprocal lattice vector in lab frame
(Å� 1)

hf reciprocal lattice vector in frame of f
axis (Å� 1)

K diffracted wave vector (Å� 1)
K0 incident wave vector (Å� 1)
N reference vector (Å� 1)
Q scattering vector (Å� 1)
R(z) rotation matrix describing the effect of

diffractometer axis z (unitless)
U orientation matrix (unitless)
a0 kappa diffractometer angle (1)
g, d, Z, a Z-axis diffractometer angles (1)
d, n, Z, m S2D2 diffractometer angles (1)
2y total scattering angle (1)
2y, y, w, f four-circle Eulerian diffractometer an-

gles (1)
2y, yk, k, fk kappa diffractometer angles (1)
l wavelength (Å)
c azimuthal angle (1)
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Introduction

mSR spectroscopy uses implanted muons to probe
properties of matter at the microscopic level.
According to one of the earliest definitions of
mSR – appeared on the cover of the first issue of
the mSR Newsletter in 1974 – : ‘‘mSR stands for
Muon Spin Relaxation, Rotation, Resonance, Re-
search or what have you’’. The intention of the mne-
monic acronym was to draw attention to the analogy
with NMR and ESR, the range of whose applications
were already well known at that time. More gene-
rally speaking, the abbreviation covers any study of
the interactions of the magnetic moment of the muon
with its surrounding when implanted into any kind
of matter.

mSR is a relatively new nuclear method. Roughly
speaking, it can be classified in between NMR and
diffraction techniques. The NMR technique which is
the closest parallel to mSR is ‘‘pulsed NMR,’’ in
which one observes time-dependent transverse
nuclear polarization or a so-called ‘‘free induction
decay’’ of the nuclear polarization. However, a key

difference is the fact that in mSR, one uses a specifi-
cally implanted spin (the muon’s) and does not rely
on internal nuclear spins. In addition, and due to the
specificity of the muon, the mSR technique does not
require any radio-frequency technique to align the
probing spin. On the other hand, a clear distinction
between the mSR technique and those involving neu-
trons or X-rays is that scattering is not involved.
Neutron diffraction techniques, for example, use the
change in energy and/or momentum of a scattered
neutron to deduce the sample properties. In contrast,
the implanted muons are not diffracted but remain in
a sample until they decay. Only a careful analysis of
the decay product (i.e., a positron) provides infor-
mation about the interaction between the implanted
muon and its environment in the sample.

Similar to many of the other nuclear methods, mSR
relies on discoveries and developments made in the
field of particle physics. Following the discovery of
the muon by Neddermeyer and Anderson in 1936,
pioneer experiments on its properties were per-
formed with cosmic rays. Indeed, with one muon
hitting each square centimeter of the earth’s surface
every minute, the muons constitute the foremost
constituent of cosmic rays arriving at ground level.
However, mSR experiments require muon fluxes of
the order of 104–105 muons per second and square
centimeter. Such fluxes can only be obtained in high-
energy accelerators which have been developed
during the last 50 years.
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Muon Production, Properties, and
Implantation

Muon Production

The collision of an accelerated proton beam (typical
energy 600 MeV) with the nuclei of a production
target produces positive pions (pþ ) via the possible
reactions

pþ p-pþ nþ pþ

pþ n-nþ nþ pþ
½1�

From the subsequent decay of the pions ðtpþ ¼
26:03 nsÞ, positive muons (mþ ) are formed via the
two-body decay

pþ-mþ þ nm ½2�

Since the neutrino has a helicity h¼ � 1, both the
neutrino and the mþ have their spin antiparallel to
their momentum in the pion rest frame. According to
the value of the pion momentum at the decay time,
two types of mþ -beams are available for mSR meas-
urements.

The first type of muon beam is formed by the pþ

escaping the production target at high energies. They
are collected over a certain solid angle by quadrupole
magnets, and directed on to a decay section consist-
ing of a long superconducting solenoid with a field of
several tesla. If the pion momentum is not too high, a
large fraction of the pions will have decayed before
they reach the end of the solenoid. In the laboratory
frame, the polarization of a high-energy muon beam
is limited to B80%, and its energy is B40–50 MeV.
Although such a high-energy beam requires the use
of suitable moderators and samples with sufficient
thickness, it guarantees a homogeneous implantation
of the muons in the sample volume. Such beams are
also used to study specimens inside recipients, for
example, samples inside pressure cells.

The second type of muon beam is often called the
‘‘surface’’ or ‘‘Arizona’’ beam (recalling the pioneer
works of Pfifer et al. from the University of Arizona).
Here muons are used that arise from pþ decaying at
rest still inside, but near the surface, of the produc-
tion target. Such muons, which are 100% polarized,
ideally monochromatic, and have a very low
momentum of 29.8 MeV c� 1, which corresponds to
a kinetic energy of 4.1 MeV, have a range width in
matter B180 mg cm� 2. Hence, the paramount
advantage of this type of beam is the possibility of
using relatively thin samples.

Finally, muon beams of even lower energy (‘‘ultra-
slow muons’’ with energy down to the eV–keV range)
can be obtained by further reducing the energy of an
Arizona beam using moderators, as a thin layer of a

van der Waals gas frozen on a substrate. The tunable
energy range of such muon beams corresponds to
implantation depths in solids of less than a nanome-
ter up to several hundred nanometers. Therefore, the
study of magnetic properties as a function of the
distance from the surface of the sample is possible.

In addition to the above-mentioned classification
based on energy, muon beams are also divided ac-
cording to the time structure of the particle acceler-
ator, that is, continuous or pulsed.

For continuous muon beams, no dominating time
structure is present. By selecting an appropriate muon
incoming rate, muons are implanted into the sample
one by one. The main advantage is that the time res-
olution is solely determined by the detector construc-
tion and the read-out electronics. There are two main
limitations for this type of beam: (1) a non-negligible
random background signal and (2) a rather limited
muon incoming rate. Only the background problem
can be overcome by using electrostatic deflectors to
ensure that no muons enter the sample until the decay
of the precedent muon has been observed.

For pulsed muon beams, protons hitting the
production target are bunched into pulses which
are also reflected on the secondary muon beam. The
advantages of a pulsed muon beam are that, in
principle, one can use the entire incoming muon
intensity and there is almost no background due to
accidental coincidences between the incoming muons
and decay positrons. The absence of background
allows the extension of the time window for meas-
urements up to about 10 � tm. The reverse of the
medal is that the width of the muon pulse limits the
time resolution.

lSR-Relevant Muon Properties

The main properties of the muon relevant to mSR are
listed below:

* Charge: þ e
Since condensed matter physics or chemistry stud-
ies are carried out almost exclusively with positive
muons, the following description will be limited to
these muons (studies involving negative muons are
primarily of interest to nuclear physicists).

* Magnetic moment: 3.183345118(89)mp ¼
8:89059698ð23ÞmN

* Gyromagnetic ratio: gm ¼ 2p� 13:553882
ð70:2 ppmÞkHz=gauss
This large magnetic moment makes the muon an
accurate magnetometer which can be implanted
directly into a sample.

* Spin: 1/2
The muon is free of quadrupolar interaction.
Compared to NMR experiments, this simplifies
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the analysis of the mSR spectra, with a reduced set
of adjustable parameters.

* Mass: mm¼ 206:7682838ð54Þ�me¼0:112 609
526 9ð29Þ �mp.
The muon can be considered as a light isotope of
the proton.

* The decay of the muon into an electron and two
neutrinos occurs via the weak interaction process
after an average lifetime of tm ¼ 2:19703ð4Þ ms:

mþ-eþ þ ne þ %nm ½3�

The parity violation in the weak interaction leads to
an anisotropic distribution of the positron emission
with respect to the spin direction of the mþ at the
decay time. The positron emission probability is
given by

WðyÞdypð1 þA cos yÞdy ½4�

where y is the angle between the positron trajectory
and the mþ -spin, and A is an asymmetry parameter
which depends on the polarization of the muon beam
and positron energy. This anisotropic emission con-
stitutes, in fact, the basics for the mSR technique.

The asymmetry of W is given by A ¼ aPmð0Þ,
where Pmð0Þ ¼ jPmð0Þj is the beam polarization (B1),
and a is an intrinsic asymmetry parameter deter-
mined by the weak decay mechanism. Theoretically,
an average of /aS ¼ 1=3 is obtained if all emitted
positrons are detected with the same efficiency irre-
spective of their energy. Practically, values of
AC0:25 are routinely obtained (Figure 1).

Muon Implantation

The muons are implanted into the sample of interest
where they lose energy very quickly. Fortunately, this
deceleration process occurs in such a way that it does
not jeopardize a mSR measurement. On one side it is
very fast (B100 ps), which is much shorter than a
typical mSR time window (up to 20ms), and on the
other side, all the processes involved during the
deceleration are Coulombic (ionization of atoms, elec-
tron scattering, electron capture) in origin and do not
interact with the muon spin, so that the muon is ther-
malized without any significant loss of polarization.

The muons invariably adopt interstitial sites of the
crystallographic lattice. In metallic samples, the
muon’s positive charge is collectively screened by a
cloud of conduction electrons. Thus, in metals, the
muon is in a so-called diamagnetic state and behaves
like a free muon. In insulators or semiconductors, a
collective screening cannot take place and the muon
will usually pick up one electron and form a so-called
muonium ðMu ¼ mþe�Þ, which has size (Bohr radi-
us), reduced mass, and ionization potential similar to
the hydrogen atom.

The Technique

The Fundamentals

A schematic diagram of a mSR experiment is shown
in Figure 2. Incoming muons trigger a clock that de-
fines a time t0. The trigger is defined either by the
signal produced by the muon crossing a thin plastic
detector located in front of the sample (continuous
beam), or by the well-defined arrival time of a muon
pulse (pulsed beams). If the implanted mþ are subject
to magnetic interactions, their polarization becomes
time dependent, PmðtÞ. Since the decay of the muon is
asymmetric, the polarization of the muon ensemble
can be deduced by measuring the positron distribu-
tion as a function of time in different detectors
located around the sample. In the time-differential
mSR technique, repeated measurements (B107) are
made of the time interval between the mþ implan-
tation into the sample and the detection of the emit-
ted positron in a particular direction, say, in the
direction of the initial polarization Pm(0); the exten-
sion of the following discussion for other arbitrary
directions of detection is straightforward.

The time histogram of the collected time intervals
has the form

NeþðtÞ ¼BþN0 exp � t

tm

� �

� 1 þA
PmðtÞ
Pmð0Þ

� 	
½5�
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Figure 1 Polar diagram of the angular distribution W(y) of pos-
itrons from muon decay: for the maximum positron energy (dotted

line) and integrated over all positron energies.
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where B is a time-independent background, N0 is
a normalization constant, and the exponential
accounts for the decay of the mþ . PmðtÞ is defined
as the projection of PmðtÞ along the direction of
the initial polarization, that is, PmðtÞ ¼ PmðtÞ:
Pmð0Þ=Pmð0Þ ¼ GðtÞPmð0Þ, where G(t) reflects the
normalized mþ -spin auto-correlation function

GðtÞ ¼ /SðtÞ � Sð0ÞS
Sð0Þ2

½6�

which depends on the average value, distribution,
and time evolution of the internal fields, and there-
fore contains all the physics of the magnetic interac-
tions of the mþ inside the sample. Equation [5] can
therefore be written as

NeþðtÞ ¼ BþN0 exp � t

tm

� �
1 þAGðtÞ½ � ½7�

where AG(t) is often called the mSR signal and the
envelope of G(t) is known as the mþ -depolarization
function. Since N0 and B do not contain physical
information about the sample investigated, usually
only the mSR signal AG(t) is reported for a mSR
measurement.

Precession and Relaxation

A first example is taken to understand the ability of
the muon to study internal magnetic fields. The pres-
ence of a local internal field Bm (e.g., created by a
magnetic state) at the muon stopping site is to be
assumed. If the magnetic field is at an angle y to the
initial muon polarization, the muon will precess
around a cone about the magnetic field (see Figure 3).
The time evolution of the mþ -polarization is there-
fore given by

GðtÞ ¼ cos2yþ sin2y cosðgmBmtÞ ½8�

where Bm¼ |Bm| and the angular frequency gmBm is
known as Larmor precession.

By assuming that the internal field is always per-
pendicular to the muon polarization (e.g., if an
external field is applied), the first term on the right-
hand side of eqn [8] disappears and a simple oscilla-
tion of the muon precession is observed (see Figure 2).
On the other hand, if the internal field direction
is entirely random (e.g., for spontaneous fields in a
magnetic polycrystalline sample), then a simple aver-
aging would yield

GðtÞ ¼ 1
3 þ 2

3 cosðgmBmtÞ ½9�
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Considering the gyromagnetic ratio of the muon and
a typical measurement time-window of 10–20 ms,
tiny internal fields as low as 0.1 G can be detected by
the mSR technique.

So far, a well-defined value of the internal field was
assumed. But nature is of course more complicated
and usually a distribution has to be considered. Such
a distribution can arise from disorder, dynamics, or
additional sources of internal field (as nuclear
moments). In the case of static local magnetic fields,
and assuming a magnetic field distribution function
f(Bm), G(t) is given by

GðtÞ ¼
Z

f ðBmÞ½cos2y

þ sin2y cosðgmBmtÞ�dBm ½10�

In other words, the value of the Larmor precession
observed in the mSR signal provides the value of the
internal field, whereas the envelope of the signal
provides information on the type and strength of the
field distribution itself.

Hence, even field distributions centered around
zero can be detected through a depolarization of the
mSR signal. As an example, if the strength of the local
magnetic field is taken from a Gaussian distribution
with zero average, then one observes a signal

GðtÞ ¼ 1

2
þ 2

3
ð1 � D2t2Þexp �1

2
D2t2

� �
½11�

where D2=g2
m represents the second moment of

the field distribution along one Cartesian axis

perpendicular to the initial mþ -polarization, that is,

D2=g2
m ¼ /B2

xS ¼ /B2
yS ¼ /B2

zS ½12�

This relaxation function is often observed experi-
mentally and reflects the field due to the neighboring
nuclear dipoles, which are randomly oriented and
considered static within the mSR time window.

Transverse-Field (TF) Technique

For this technique, an external field Hext is applied
perpendicular to the initial muon polarization Pmð0Þ.
PmðtÞ precesses around the total field Bm at the muon
site, the value of which can be extracted from the
oscillatory component of G(t), recalling that the mþ

frequency nm ¼ om=2p ¼ gmBm=2p (see eqn [8]).
For a system which is not magnetically ordered,

the total field at the muon site is given by

Bm ¼ Hext þ Bhf þ ðBDF þ BLFÞ ½13�

The last two terms are the demagnetization and
Lorentz fields which can be easily calculated from the
bulk magnetization and demagnetization tensor. Bhf

are the internal fields induced by Hext.
The mþ -frequency shift

K�
m ¼ jBmj � jHextj

jHextj
¼ om

oext
� 1 ½14�

(where oext ¼ gmjHextj � gmHext) can be corrected for
the contributions of BDF and BLF to furnish the
mþ -Knight shift Km which, as in NMR, contains the
relevant information about the hyperfine fields, and
therefore about the local susceptibility. In addition,
the knowledge of the mþ -Knight shift provides valu-
able indication concerning the type of interstitial site
occupied by the muon in the crystallographic lattice.

In addition, the TF technique allows one to gain
more insight into the inhomogeneous field distribu-
tion at the muon site caused by static fields and into
the presence of 1/T2 processes responsible for
homogeneous line broadening.

Zero-Field (ZF) and Longitudinal-Field
(LF) Techniques

With the ZF technique, one monitors the time
evolution of the muon ensemble under the action of
internal magnetic fields. This technique is widely
utilized to measure the spontaneous mþ -Larmor fre-
quencies in magnetically ordered phases, providing
information about the values of the static moment
and the type of magnetic structures (see, e.g., eqn
[9]). The observation of spontaneous mþ -frequencies
is, however, limited to systems where the presence of

B

Z
P(0)

P(0) cos2�

P (0) sin2� cos(�t )

�

Figure 3 Muon-spin precession around an internal field Bm at

an angle y. The wiggling and nonwiggling components of the

polarization are schematically represented.
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static electronic moments produces well-defined local
fields at the mþ -stopping site. Hence, the mþ -spin
autocorrelation function G(t) depends sensitively on
details of the magnetic structure and of course on the
mþ -stopping site.

In a ZF experiment, a depolarization can occur
due to the presence either of a static distribution of
internal fields arising from static nuclear or electronic
dipole fields (see eqn [11]), or of a time dependence
of the internal fields at the muon site. This time
dependence may arise from a fluctuation of the
magnetic moments or from muon diffusion. For fast
fluctuation (diffusion) the depolarization function
will no more assume a Gaussian character at early
times, but will be given by

GðtÞ ¼ expð�ltÞ; l ¼ 2D2t ½15�

where t represents the characteristic fluctuation (dif-
fusion) time.

In an LF configuration (i.e., HextjjPmð0ÞÞ, by choo-
sing Hext to be stronger than the internal fields, the
muon’s states ‘‘up’’ and ‘‘down’’ are eigenstates of the
Zeeman Hamiltonian and any inhomogeneous (stat-
ic) distribution of the internal fields will not affect
the time evolution of the mþ -polarization, which will
remain constant. This behavior reflects the dec-
oupling of the mþ -spin from the static internal fields.
Hence, to pinpoint the origin of the depolarization,
decoupling experiments in a longitudinal field are
routinely performed.

lSR and Condensed Matter

The aim of this section is to present some aspects of
the application of mSR in a condensed matter. The
interested reader is referred to more complete review
articles.

Magnetism

There are several advantages in using the mSR tech-
nique to study magnetic systems.

* As said, due to the large muon magnetic moment,
the technique is sensitive to extremely small
internal fields, and therefore can probe local mag-
netic fields which can be nuclear or electronic in
nature.

* The local probe character of the muon makes mSR
very sensitive to spatially inhomogeneous magne-
tic properties. Hence, the occurrence of different
phases in the sample will be reflected by different
components in the mSR signal, that is,

AGðtÞ ¼
X
i

AiGiðtÞ ½16�

A careful analysis of the amplitude Ai of these
components furnishes a direct measure of the
fraction of the sample involved in a particular
phase (with the condition

P
i Ai ¼ A). Similarly,

mSR is a powerful tool when the magnetic order is
of short range and/or random nature where neu-
tron experiments will fail. In addition, the mSR
technique can be utilized to check the coexistence
of different types of ground states at the micro-
scopic level.

* In magnetic phases, the possibility given by mSR to
extract independently the value of the ordered
static moment and the sample volume involved in
the magnetic phase allows one to overcome a
shortcoming of other techniques (such as the neu-
tron scattering technique), for which these two
parameters are strongly coupled, therefore ham-
pering their absolute determination.

Organic magnets constitute a typical example of the
application of the mSR technique to study magnetic
phenomena. It is well known that neutron scattering
can provide extensive information on magnets, in
particular, on the magnetic structure and on the
excitations. But in compounds with small magnetic
moments such as the organic magnets, the mSR tech-
nique is a sensitive and useful probe: it easily yields
the value of the critical temperature and information
on the thermal behavior of the order parameter.
Hence, the first direct observation of spontaneous
magnetic order in the system para-nitrophenyl nit-
ronyl nitroxide (p-NPNN) was made using the mSR
technique, and has been subsequently confirmed by
neutron diffraction.

Figure 4 exhibits the zero-field muon spin rotation
frequency in the organic ferromagnet p-NPNN,
which orders only at very low temperatures
(TC¼ 0.67 K. The temperature dependence of the
frequency of oscillations is a direct measure of the
temperature dependence of the internal magnetizat-
ion, that is, of the ferromagnetic order parameter.

Superconductors

An important research area of recent mSR studies is
the characterization of the superconducting state.

Meissner state For a superconducting sample in the
Meissner state, diamagnetic shielding currents flow-
ing close to the sample surface screen a static magne-
tic field from the interior of the body. Near the sample
surface, the magnetic field falls off exponentially
with distance over a characteristic length scale l,
called the ‘‘magnetic penetration depth.’’ Inversely,
the superconducting order parameter increases and is
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characterized by the coherence length x which con-
trols the length scale over which the superconducting
order parameter can vary near the surface without
undue energy cost. In the limit where the penetration
depth is much larger than the coherence length x, and
where the mean free path for scattering of the normal
electrons lcx, a magnetic field applied parallel to
the surface of a semi-infinite superconducting slab
in the Meissner state decays with depth z according to
the exponential decay law

BðzÞ ¼ B expð�z=lÞ ½17�

Although generally accepted, such a law was only
very recently confirmed on a high-Tc system
(YBa2Cu3O7� d) by using low-energy muons. In this
experiment, muons were implanted at several differ-
ent depths in the superconducting film, by adjusting
their kinetic energy (Figure 5). Therefore, the internal
field B(z) could be measured directly as a function of
depth, and the validity of eqn [17] could be verified
experimentally for the first time. In contrast, with
bulk experiments, such as magnetization, or even mSR

using usual muons, the funtional form of eqn [17] is
assumed when appropriate, and the magnetic pene-
tration depth is extracted. This direct determination
illustrates the power of low-energy muons for near
surface studies in superconductivity and magnetism.

Vortex state It is well known that for a type-II
superconductor in the mixed (or vortex) phase, an
applied magnetic field Hc1oHoHc2 enters the
superconductor in the form of quantized flux lines
or vortices arranged into a lattice, usually hexago-
nal. Each vortex contains one quantum of flux
F0 ¼ h=2e, and the distance d between vortices is,
except at very high magnetic fields, much larger than
the unit-cell dimensions (given for a hexagonal vor-
tex-lattice by the relation d2 ¼ 2F0=

ffiffiffi
3

p
B). Outside

the core region of a vortex, the magnetic field falls off
exponentially with distance over a characteristic
penetration depth l (see above). Since the implant-
ed muons sit at certain crystallographic sites and
since the vortex lattice is incommensurate with the
crystal lattice, the muon ensemble will randomly
sample the field distribution of the vortex lattice (see
Figure 6). This field distribution will create a depha-
sing of the muon polarization, reflected by a relax-
ation of the mSR signal. Assuming a Gaussian
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Contemporary Physics 40: 175.) and temperature dependence of

the local field at the muon site deduced from the observed fre-

quency.
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relaxation of the signal, the relaxation rate of the
observed precession signal is related to the penetra-
tion depth l by

s ¼ gm/B2ðrÞ �/BðrÞS2S1=2

¼
0:0609gmF0

l2
½18�

where B(r) is the field at position r, and the averages
are taken over all positions. Therefore, the relaxation
rate s of the mSR precession signal is a measure of the
magnetic penetration depth. Its temperature depend-
ence yields valuable information concerning the sym-
metry of the superconducting gap and therefore
about the pairing mechanism. In addition to the
determination of the magnetic penetration depth, a
detailed analysis of the data provides information
about the coherence length x.

Semiconductors

As said, implanted into semiconductors and insula-
tors, the muon often picks up an electron and forms
muonium. Muonium can exist in three charge states:
Mu0, Muþ , and Mu� which correspond to the three
distinct charge states of isolated hydrogen: H0, Hþ ,
and H� . This opens new directions of investigation
as the behavior of muonium provides important in-
formation on the charge state, lattice site, and dyna-
mics of its hydrogen analog. For example, implanted
in silicon, neutral muonium has been observed at the
tetrahedral site (T) and at a bond-centered (BC) site
between two silicon atoms (Figure 7). While the
muonium at the T site was found to be mobile,
and rapidly diffusing between such sites, the BC
muonium is stationary. The electronic state in the

T site is isotropic, whilst it is highly anisotropic for
the BC site, with axial symmetry along the Si–Si
bond. Such site characterization appears rather im-
portant since hydrogen is present, as an impurity, in
all semiconductors but its low concentration makes it
difficult to be investigated using direct spectroscopi-
cal methods. In addition, hydrogen is able to passi-
vate dangling bounds known to be present at grain
boundaries in the promising new multicrystalline Si
photovoltaic cells.

In certain II–VI compounds, on the other hand, it
appears that hydrogen may instead act as a shallow
donor – in other words, it could be used as a dopant
in its own right. This has important implications for
the electronic properties of new wide-gap materials,
now under development for optoelectronic applica-
tions. The most recent and compelling evidence for
these shallow donor states comes from studies not of
hydrogen itself but of its pseudo-isotope, muonium.
Such results are particularly significant in that they
confirm recent theoretical predictions.

See also: Magnetism, History of; Semiconductors, Gen-
eral Properties; Solid-State NMR Structural Studies of
Proteins; Superconductivity: General Aspects.

PACS: 76.75.þ I; 71.27.þ a; 75.30.m; 75.70.Ak;
74.25.Qt; 74.72.Bk; 61.72.Ji; 61.72.Vv
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Dalmas de Réotier P and Yaouanc P (1997) Muon spin rotation

and relaxation in magnetic materials. Journal of Physics: Con-
densed Matter 9: 9113.

Kalvius GM, Noakes DR, and Hartmann O (2001) mSR studies of

rare-earth and actinide magnetic materials. In: Gschneidner Jr
KA, Eyring L, and Lander GH (eds.) Handbook on the Physics
and Chemistry of Rare Earths, vol. 32, p. 55. Amsterdam:

North-Holland.

Schenck A (1985) Muon Spin Rotation Spectroscopy. Bristol:
Adam Hilger.

Schenck A and Gygax FN (1995) Magnetic materials studied by

muon spin rotation spectroscopy. In: Buschow KHJ (ed.) Hand-
book of Magnetic Materials, vol. 9, p. 57. Amsterdam: Elsevier.

Nomenclature

e elementary electrical charge (Cb)
e� electron
eþ positron
G muon depolarization function

Hext applied magnetic field (Oe)
Mu muonium
n neutron
p proton
ne electron neutrino
W asymmetry parameter positron emission
Bm magnetic field at muon site (G)
Pm muon polarization
nm muon neutrino
D Gaussian depolarization rate (ms� 1)
gm gyromagnetic ratio of the muon (Hz G� 1)
l Lorentzian depolarization rate (ms� 1)
l London magnetic penetration depth (m)
mþ muon
mN nuclear magneton (erg G� 1)
mp proton magnetic moment (erg G� 1)
x superconducting coherence length (m)
pþ pion
t magnetic fluctuation time (s)
tm lifetime of the muon (s)
F0 magnetic flux quantum (G cm� 2)
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Introduction

At the atomic scale, electronic states are typically
characterized by discrete energy levels that are often
separated by electron volts; the spatial distribution of
these states is highly localized. In contrast, electronic
states in crystalline matter are typically characterized
by energy bands: the energy states form a quasicon-
tinuous spectrum with delocalized spatial distribu-
tions. At the nanoscale, the distribution of energy
states resides between these limits. This evolution of
energy levels from an atom to large clusters to
‘‘quantum dots’’ is illustrated in Figure 1. A large
cluster in this scheme may possess hundreds or thou-
sands of atoms. When its surface is electronically
passivated, such large clusters are called quantum
dots. While the energy spacing between electronic
levels in a quantum dot is not quasicontinuous, it is
usually too small to be measured. For example, the
spacing may be much smaller than the thermal
energy associated with a vibrational mode.

Understanding the evolution of the electronic
structure of matter at the nanoscale is a challenging
task. Matter at this length scale is not especially
amenable to techniques based on atomic or macro-
scopic descriptions, as the spatial and energetic dis-
tribution of electron states are quite disparate.
Methods for calculating the electronic properties of
these systems usually start from either the atomic or
molecular limit or from the solid-state limit. Atomic

or molecular methods are often not equipped to
handle the large number of atoms or electrons in
nanoscale materials whereas solid-state methods of-
ten require translational symmetry, which is not
present for confined systems. Moreover, the electron-
ic interactions and spatial extent of wave functions at
the nanoscale can be remarkably different than either
the atomic or macroscopic limit.

An electron confined within a one-dimensional
box of size a is considerd. The lowest energy level of
this system is given in elementary textbooks as

E ¼ p2_2

2ma2
½1�

where _ is the Planck constant divided by 2p, and m
is the mass of the particle, for example, the mass of
an electron. If the size of the box is reduced, then E
increases.

This phenomenon, that is, the energy level spacing
increasing with reduced dimensionality, is called
quantum confinement. Quantum confinement can
be readily understood from the Heisenberg uncer-
tainty principle. The uncertainty principle states that
the uncertainty in momentum and position must be
such that the product exceeds _=2:

Dp � DxX
_

2
½2�

where Dp is the uncertainty in the momentum and
Dx is the uncertainty in the position of the elec-
tron. Consider the energy of a free electron with
momentum p:

E ¼ p2

2m
½3�

Since the uncertainty in the momentum cannot ex-
ceed the momentum itself, one can write p4Dp. As
such, one has the following inequality:

E4
_2

8ma2
½4�

If one tries to localize the position of an electron by
reducing the box size, its energy must increase and
diverge as the confining region vanishes.

Atom
Small
cluster

Large
cluster

Quantum
dot

Figure 1 Schematic energy levels for an atom, a cluster, and a

quantum dot.



Although this very simple picture of quantum con-
finement is given for one dimension, it is also true for
an electron confined in three dimensions. For exam-
ple, if a particle is confined within a sphere whose
radius is R, one might expect an energy level to vary
with the radius according to

EðRÞ ¼ EN þ a
R2

½5�

where a is a constant and EN is the energy as R -N.
Suppose one considers an optical gap, Egap, as the
difference between the high filled and lowest empty
states for a system confined in a sphere of size R. In
the simplest description of the gap, one might expect
Egap to scale as

EgapðRÞ ¼ Egap þ
b

R2
½6�

where b is a constant.
Quantum confinement has been observed experi-

mentally for nanostructures such as quantum dots of
Si and CdSe. In Figure 2, a quantum dot of hy-
drogenated silicon is illustrated. The interior of the
dot consists of silicon atoms in the bulk diamond
structure; the surface of the dot is hydrogenated.
Hydrogen removes any dangling bonds on the sur-
face. As such, all the atoms in the system should be
fully coordinated and should not contribute to the
electronic properties of the quantum dot. Typically, a
quantum dot is a few nanometers to tens of nano-
meters in size. The smallest dots contain hundreds of
atoms whereas large dots may contain hundreds of
thousands of atoms.

Also illustrated in Figure 2 is the corresponding
optical gap as a function of the dot size. The quantum

dot gap with this size range is approximately twice the
gap of crystalline silicon; silicon exhibits weak optical
absorption near 1.1 eV. The absorption is weak owing
to the nature of the gap in silicon. It is an indirect gap
because the optical excitation couples an electron
with a hole of different crystalline momentum or
wave vector. Conservation of crystal momentum
would require the electron and hole to have the
same momentum. As such, this process can only occur
by the participation of the quantized vibrational
modes of the lattice or phonons, which provide the
required momentum to satisfy the conservation rules.
Unlike a two-body process (electron and hole), a
three-body process (electron, hole, and phonon) re-
sults in a very weak interaction between light and
matter.

In finite systems, crystal momentum is not well
defined, owing to the lack of translation symmetry.
As the system approaches nanoscale sizes, the nature
of an indirect gap or direct gap becomes moot. Con-
sequently, the optical absorption becomes stronger in
quantum dots and the size of the gap increases owing
to quantum confinement. An approximate fit of eqn
[6] is consistent with the experimental data shown in
Figure 2. This example shows the striking effect of
size on the electronic structure of nanostructures,
that is, silicon at this length scale is transformed from
an optical inactive material to an optically active
one.

Theory for the Electronic Structure at
the Nanoscale

Quantum mechanical laws that describe the behavior
of matter at the nanoscale were discovered in the first
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Figure 2 Ball and stick model for a quantum dot of hydrogenated silicon (left). The gray balls represent the silicon atoms, the white

balls represent the hydrogens. Also shown is the corresponding optical absorption. Note the increase in gap size from the known bulk

gap of silicon, which is 1.1 eV.
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part of the twentieth century. Using these laws, it is
possible to predict the electronic structure of matter
from the atomic- to nano- to the macroscale, at least
in principle. While it is relatively easy to write down
the equations for interacting atoms, that is, interact-
ing nuclei and electrons, obtaining a solution to the
problem that is sufficiently accurate to make predic-
tions is a formidable task.

Consider N nuclei of charge Zn at positions fRng
for n¼ 1, y, N and M electrons at positions fr ig for
i¼ 1, y, M. This is shown schematically in Figure 3.
The quantum mechanical equation for this system in
its simplest form can be written as

HðR1;R2;R3;y; r1; r2; r3yÞ

¼
XN
n¼1

�_2r2
n

2Mn
þ 1

2

XN
n;m¼1;nam

ZnZme2

jRn � Rmj

�
XM
i¼1

_2r2
i

2m
�
XN
n¼1

XM
i¼1

Zne2

jRn � r jj

þ 1

2

XM
i;j¼1;iaj

e2

jr i � r jj
½7�

Mn is the mass of the nucleus. This expression omits
some terms such as those involving relativistic inter-
actions, but captures the essential features for nano-
scale matter.

Using the Hamiltonian in eqn [7], the quantum
mechanical equation known as the Schrödinger
equation for the electronic structure of the system
can be written as:

HðR1;R2;R3;y; r1; r2; r3yÞ
�CðR1;R2;R3;y; r1; r2; r3yÞ

¼ ECðR1;R2;R3;y; r1; r2; r3yÞ ½8�

where E is the total electronic energy of the system
and C is the many-body wave function.

Soon after the discovery of the Schrödinger equa-
tion, it was recognized that this equation provided
the means of solving for the electronic and nuclear
degrees of freedom. Using the variational principle
which states that an approximate wave function will
always have a less favorable energy than the true
ground-state energy, one had an equation and a
method to test the solution. One can estimate the
energy from

E ¼
R
C�HCd3R1d3R2d3R3yd3r1d3r2d3r3yR
C�Cd3R1d3R2d3R3yd3r1d3r2d3r3y

½9�

However, a solution of eqn [8] for anything more
complex than a few particles becomes problematic
even with the most powerful computers. Obtaining
an approximate solution for systems with many at-
oms is difficult, but considerable progress has been
made since the advent of reliable computers.

Approximations to the Electronic
Structure Problem

A number of highly successful approximations have
been made to solve for both the ground-state and
excited-state energies of matter. These approxima-
tions are constructed to remove as many unimpor-
tant degrees of freedom from the system as possible.

For example, one common approximation is to
separate the nuclear and electronic degrees of free-
dom. Since the nuclei are considerably more massive
than the electrons, the electrons will respond instan-
taneously to any changes in the nuclear coordinates.
This approximation is called the Born–Oppenheimer
or adiabatic approximation. It allows one to treat the
nuclear coordinates as classical parameters. For most
condensed matter systems, this assumption is highly
accurate.

Another highly useful approximation is the pseu-
dopotential approximation. The pseudopotential
model of a solid has led the way in providing a
workable model for computing the electronic prop-
erties of materials. Using pseudopotentials, it is pos-
sible to predict accurately the properties of complex
nanosystems such as quantum dots with hundreds, if
not thousands of atoms. The pseudopotential model
treats matter as a ‘‘sea of valence electrons’’ moving
in a background of ion cores (Figure 4). The ion
cores are composed of nuclei and inert inner elec-
trons. Within this model, many of the complexities of
an all-electron calculation are avoided. Since only the
valence electrons are considered, a group IV solid
such as C with six electrons is no more difficult than
Pb with 82 electrons as both elements have four val-
ence electrons.

O

R1

R2

R3

r1

r3

r2

Figure 3 Simplified picture of electrons and nuclei in matter.
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Pseudopotential calculations center on replicating
the wave function in the spatial region from the core,
that is, within the chemically active bonding region.
The smoothly varying pseudo-wave-function is taken
to be identical to the all-electron wave function in the
bonding regions.

A third approximation is based on the density-
functional theory. Methods for understanding the
electronic structure of matter based on a knowledge
of the charge density have existed since the late
1920s. For example, the Thomas–Fermi description
of atoms was based on a knowledge of the electronic
density. This theory was one of the first attempts
at a quantitative theory for the electronic structure of
atoms.

Most contemporary treatments of the density-
functional theory begin by considering a free electron
gas of uniform charge density. The justification for
this starting point comes from the observation that
simple metals, such as aluminum and sodium have
properties that appear to resemble those of a free
electron gas. In the mid 1960s, Hohenberg, Kohn,
and Sham published a classic set of papers on the
density-functional theory. Their work justified
the replacement of the many-body wave function by
one-electron orbitals based on the electronic charge
density.

A key aspect of their work is the local density ap-
proximation. Within this approximation, one can

express the exchange energy as

Ex½rðrÞ� ¼
Z

rðrÞEx½rðrÞ�d3r ½10�

where Ex½r� is the exchange energy per particle of
uniform gas at a density of r. Within this framework,
the true exchange potential is replaced by a potential
determined from the functional derivative of Ex½r�:

Vx½r� ¼
dEx½r�
dr

½11�

One serious issue is the determination of the ex-
change energy per particle, Ex, or the corresponding
exchange potential, Vx. The exact expression for
either of these quantities is unknown, save for spe-
cial cases. If one assumes the exchange energy to be
given by the Hartree–Fock expression for the ex-
change energy of the free electron gas, then one can
write

Ex½r� ¼ � 3e2

4p
ð3p2Þ1=3

Z
½rðrÞ�4=3d3r ½12�

and taking the functional derivative, one obtains

Vx½r� ¼ � e2

p
ð3p2rðrÞÞ1=3 ½13�

In contemporary theories, numerical studies have
been performed on uniform electron gases resulting in
local density expressions of the form: Vxc½rðrÞ� ¼
Vx½rðrÞ� þ Vc½rðrÞ�, where Vc represents contribu-
tions to the total energy beyond the Hartree–Fock
limit. It is also possible to describe the role of spin
explicitly by considering the charge density for up and
down spins: r ¼ rm þ rk. This approximation is
called the local spin density approximation.

The Kohn–Sham Equation

The work of Kohn and Sham resulted in a workable
framework for the electronic structure problem. Spe-
cifically, the Kohn–Sham equation for the electronic
structure of matter is given by

�_2r2

2m
þ V ion

p ðrÞ þ VHðrÞ þ Vxc½rðrÞ�
 !

� fiðrÞ ¼ EifiðrÞ ½14�

V ion
p is the ion core pseudopotential, VH is the

Hartree or Coulomb potential, and Vxc is the ex-
change–correlation potential. The Hartree potential

Nucleus
Ion core

(nucleus plus
core electrons)

Outer  electrons
(valence electrons)

Figure 4 Schematic of the pseudopotential model of

condensed matter.
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is obtained from

r2VHðrÞ ¼ �4perðrÞ ½15�

where the charge density is given by

rðrÞ ¼ �e
X

i;occup

jfiðrÞj
2 ½16�

The summation is over occupied states. When pseu-
dopotentials are employed, these states correspond to
the valence states of the system.

The Kohn–Sham equation is solved self-consist-
ently. An approximate charge is assumed to estimate
the exchange–correlation potential and to determine
the Hartree potential from eqn [15]. These estimated
potentials are inserted in the Kohn–Sham equation.
Once the Kohn–Sham equation is solved, a new out-
put charge density is determined from eqn [16].
The output charge density is used to estimate new
exchange–correlation and Hartree potentials. The
process is repeated until the input and output charge
densities or potentials are identical to within some
prescribed tolerance.

Given a solution of the Kohn–Sham equation, the
total energy, ET, can be computed from

ET ¼
XM

i

Ei � 1=2

Z
rðrÞVHðrÞd3r

þ
Z

rðrÞðExc½rðrÞ� � Vxc½rðrÞ�Þd3r ½17�

where Exc is a generalization of eqn [10], that is, the
correlation energy density is included. The electronic
energy as determined from ET must be added to the
ion–ion interactions to obtain the structural energies.
This is a straightforward calculation for confined
systems.

Owing to its ease of implementation and overall
accuracy, the local density approximation is a pop-
ular choice for describing the electronic structure of
matter. It is relatively easy to implement and surpri-
singly accurate. Recent developments have included
the so-called generalized gradient corrections to the
local density approximation. The generalized gradi-
ent approximation often yields accurate cohesive
energies.

Computational Approaches for
Nanostructures

Several methods exist for determining the electronic
structure of nanostructures. These methods are often
based on choosing a basis set for the electronic
wave functions and directly solving the Kohn–Sham

equation. For example, the wave functions can be
expanded as

CnðrÞ ¼
X

jk

aj;kðnÞFjðr � RkÞ ½18�

where the sum is over (j, k). These indices label the
atomic positions, given by Rk, and a local orbital, Fj,
associated with an (s, p, d, y) state. The local or-
bitals, Fj, can be taken to be atomic orbitals, Gauss-
ians, exponentials, and so on. With the form of eqn
[18] as the basis, the eigenvalue problem takes the
form of the matrix equation:

HKSWn ¼ EnSWn ½19�

where the Hamiltonian matrix elements, HKS
lm , are

given by

HKS
lm ¼

X
jk;j0k0

a�j;kðlÞaj0;k0 ðmÞ
Z

F�
j ðr � RkÞ

� HKSFj0 ðr � Rk0 Þd3r ½20�

and the overlap matrix elements, Slm; is given by

Slm ¼
X
jk;j0k0

a�j;kðlÞaj0;k0 ðmÞ
Z

F�
j ðr � RkÞ

� Fj0 ðr � Rk0 Þd3r ½21�

The Kohn–Sham Hamiltonian is given as in eqn [14]:

HKS ¼ �_2r2

2m
þ V ion

p ðrÞ þ VHðrÞ þ Vxc½rðrÞ� ½22�

The matrix elements can be computed directly if HKS

is specified. Otherwise, the matrix elements can be fit
to experiment. Once the matrix elements are spec-
ified, the eigenvalue and eigenfunctions can be found
using standard matrix operation packages.

Methods using local orbitals can be very efficient
for nanostructures. If the local orbital expansion is
restricted to a small number of orbitals, the size of
the matrix in eqn [19] can be quite tractable.

Another option is to use a plane wave basis instead
of a localized basis, such as a set of Gaussian orbitals.
In the case of a plane wave basis, pseudopoten-
tials play a crucial role. The pseudopotential can
be expanded using a rapidly converging set of
plane waves. Likewise, no cusps are present in the
wave functions allowing a much smaller set of plane
waves than would be sufficient to converge the all-
electron wave function. The plane wave basis can be
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written as

Cn;k0 ðrÞ ¼
X
G

aGðnÞ expðiðkþGÞ � rÞ ½23�

k is a wave vector as for a Bloch state in a crystal and
G is a reciprocal lattice vector. The reciprocal lattice
vectors are defined by the size and shape of the crys-
talline unit cell. They are defined such that

expðiG �RÞ ¼ 1 ½24�

where R is a lattice vector.
A plane wave basis is a well-known and utilized

instrument for calculating the electronic structure of
crystalline matter. Methods based on a plane wave
basis can be implemented for localized systems such as
a quantum dot by retaining an artificial periodic sys-
tem, for example, by placing the system of interest in a
large unit cell, or supercell. Provided the cell size is
sufficiently large, the solution of the problem results in
the electronic structure of the isolated quantum dot.
This method is very easy to implement and has been
employed for systems of several thousand atoms. A
significant complication concerns charged systems. In
this case, the supercell is not neutral and the net charge
on the system diverges. Compensating background
charges are sometimes used to overcome this problem.

It is also possible to solve the Kohn–Sham equa-
tions without the use of an explicit basis. One ap-
proach is to solve the eigenvalue problem in real
space where a grid serves the role of a basis. The real
space method is highly advantageous over the plane
wave method in a number of respects. Real space
methods do not require supercells, and as a conse-
quence, can be employed to examine charged systems
without adding compensating backgrounds.

Real space methods for nanostructures are often
based on a three-dimensional cubic grid. The
Kohn–Sham equation can be discretized via a higher-
order finite differencing procedure over the grid to
yield

� _2

2m

XM
n1¼�M

Cn1
cnðxi þ n1h; yj; zkÞ

"

þ
XM

n2¼�M

Cn2
cnðxi; yj þ n2h; zkÞ

þ
XM

n3¼�M

Cn3
cnðxi; yjzk þ n3hÞ

#

þ ½Vionðxi; yj; zkÞ þ VHðxi; yj; zkÞ
þ Vxcðxi; yj; zkÞ�cnðxi; yj; zkÞ

¼ Encnðxi; yj; zkÞ ½25�

where h is the grid spacing, Cðn1; n2; n3Þ are coeffi-
cients for the finite difference, the summation is over
M neighboring grid points, for example, if M¼ 1, then
standard finite differencing is used.

Real space methods can be utilized without a uni-
formly spaced cubic grid, but such implementations
are more complicated, especially when used to com-
pute interatomic forces. A uniformly spaced grid
within a three dimensional is frequently used for
nanostructures. Simple boundary conditions are em-
ployed, such as outside a spherical domain, the wave
functions are constrained to zero. Special data struc-
tures are used to discard these points and keep only
those having a nonzero value for the wave function.
Iterative diagonalization methods, which can be
made very efficient for sparse grids, are easy to im-
plement for real space problems.

Calculated Electronic Levels in
Nanostructures

Solutions of the Kohn–Sham equation can be used to
describe the electronic structure of a variety of nano-
structures such as nanowires, nanotubes, or quantum
dots. In the case of nanowires or nanotubes, the
structure is localized in two dimensions and often
periodic in the third. In this case, Bloch wave func-
tions can be used for the periodic structure. For
quantum dots, supercells or localized domains can be
utilized along with plane waves or grid methods.

In Figure 5, the evolution of energy levels are ill-
ustrated for GaAs quantum dots. The stoichiometry
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Figure 5 Energy levels of ðGaAsÞnH
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m quantum dots. The
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occupied level is taken as the zero energy reference.
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of the dots are ðGaAsÞnH�
m: The H�

m notation refers
to fictitious hydrogen-like atoms used to passivate
any dangling or partially occupied bonds. In this ex-
ample, the structure of the dots is taken to be that of
a fragment of the GaAs crystal. For small dots such
as ðGaAsÞ2H�

6, the energy levels are well separated
and the gap between filled and empty states is of the
order of B6 eV. Technically, this gap cannot be com-
pared to the observed gap as these energy levels do
not correspond to those created by an electron–hole
pair. The Kohn–Sham eigenvalues have meaning only
in solving for the total energy as in eqn [17].
However, more realistic approaches to excited state
properties have validated the use of Kohn–Sham
eigenvalues as a qualitative or, in some cases, a semi-
quantitative method of determining the optical gap.

As a function of cluster size, the size of the gap
between empty and filled states decreases as the size
of the cluster increases. This is illustrated in Figure 6
where the gap size is plotted versus the cube root of
the number of GaAs units present. The cube root
should scale with the diameter of the quantum dot,
provided a large number of atoms are present. The
general trend of the gap with the size of the dot is
consistent with eqn [6] with one notable exception.
The scaling is not consistent with R�2 behavior,
which would only be expected for a particle con-
tained by an infinite well. Owing to the finite size of
the quantum well in real systems, the scaling ob-
tained from accurate calculations yields gaps that
scale closer to R�1 as indicated in Figure 6.

A notable feature of the energy level spacings is the
distribution of these states as a function of the dot
size. For large systems, the distribution of the

eigenvalues should approach the crystalline state. In
Figure 7, the crystalline density of states is compared,
that is, the number of states per unit energy, to the
number of eigenvalues per unit of time for a large
dot. The structure in the density of states can be at-
tributed to the topology of energy bands. When the
energy band is flat, that is, the derivative of the
energy with respect to the wave function vanishes,
the density of states possesses an identifiable struc-
ture. As a function of size, one would expect large
clusters to possess similar structural features. The
number of atoms in a dot required to reproduce bulk
features of the density of states can be assessed
through the direct calculation of the eigenvalue spec-
trum. In Figure 7, a comparison between the crystal
and dot density of states for the dot, ðGaAsÞ342H�

192

is illustrated. The distribution of eigenvalue states
matches the bulk density of states very well with one
notable exception. Some states are associated with
the fictitious hydrogens; these states have been
removed from Figure 7. More complex nanostruc-
tures can be examined using similar approaches.

See also: Density-Functional Theory; Nanostructures,
Optical Properties of; Pseudopotential Method; Semicon-
ductor Nanostructures.
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Nomenclature

a box size (m)
e electron charge (C)
E energy (J)
Ec correlation energy (J)
Egap optical gap (J)
En energy eigenvalue (J)
Ex exchange energy (J)
Ex exchange energy density (J m� 3)
G reciprocal lattice vector (m� 1)
h grid spacing (m)
H Hamiltonian operator (J)
HKS Kohn–Sham Hamiltonian (J)
_ Planck’s constant (J s)
k wave vector (m� 1)
m electron mass (kg)
M nuclear mass (kg)
p momentum (kg m s� 1)
r electronic position (m)
R dot radius (m)
R nuclear position (m)
R lattice vector (m)
t time (s)
VH Hatree potential (J)
Vp ionic pseudopotential (J)
Vp pseudopotential (J)
Vxc exchange–correlation potential (J)
x particle position (m)
Z atomic number
r electronic charge density (Cm� 3)
f electronic orbital
Fj localized orbital
C wave function
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Introduction

The reason for the optical properties of nanostruc-
tures to attract special attention is the explicit de-
pendence of optical response on the size, shape, and
internal structure of a matter, which leads to an
additional possibility of controlling materials for
various applicational purposes. In view of the im-
portance of the coherence of matter excitations in the
description of the optical processes in nanostruc-
tures, which has been neglected in the traditional
theory for bulk systems, it is worth having a separate
item for this subject.

The optical properties of matter are a consequence
of the interaction between matter and light (oscillat-
ing electromagnetic (EM) field), which depends sen-
sitively on the space–time structure of the EM field
and the induced polarization of the matter. The fac-
tors that determine this dependence are the frequency
or pulse structure, polarization, and propagation di-
rection of light, and the amplitudes of the induced
polarization of matter with various resonance fre-
quencies corresponding to the quantum mechanical
level structure of the matter.

The light–matter interaction is fully described by
the equations of motion for the dynamical variables
of light and matter. For variables, a usual choice is
the electric field E(r, t) and polarization P(r, t), but
there is another choice, that is, vector potential of
light A(r, t) and current density of matter J(r, t). The
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latter is slightly more general, because the current
density may include the magnetic one (proportional
to the rotation of magnetization). If this contribution
is neglected, J(r, t) and P(r, t) are simply related as
J ¼ @P=@t, which applies to most cases of optical
response of matter.

The scheme of equations of motion for A and J (or
E and P) is common to quantum electrodynamics
(QED) with a quantized EM field and the semiclas-
sical treatments in terms of a classical EM field. The
difference is whether the vector potential is treated as
an operator or not. This difference does not always
lead to a difference in the calculated physical quan-
tities. In QED, the photons of each mode are de-
scribed as a statistical ensemble, while in the
semiclassical picture, the EM field of each mode is
represented by a complex amplitude corresponding
to an average value of the photon ensemble. The
QED description is absolutely necessary when the
physical quantity is related with some details of
the photon ensemble, or when the optical processes
involve the contribution of a noncommutative rela-
tion of the photon creation and annihilation opera-
tors. Typical examples are the squeezed light or
various multitime correlation functions. However,
there are many other quantities which can be cor-
rectly calculated semiclassically, that is, those depen-
ding just on the average photon number and phase
(of each mode) arising from the optical processes
without involving noncommutative terms of the pho-
ton operators. Examples are the light intensities ari-
sing from the linear and nonlinear processes without
involving the same photon modes in the elementary
steps of light–matter interaction.

Another important aspect in optical processes
is the microscopic spatial structure in E(r, t) and
P(r, t). This has been neglected in macroscopic res-
ponse theories, and also in QED treating atoms and
molecules. In such a treatment, the r-dependence of
the EM field is assumed to be always much weaker
than that of induced polarization, so that the latter is
represented by its zeroth moment, that is, the electric
dipole moment of the transition,Z

dr /mjP̂ðrÞjnS ½1�

where m, n are the quantum numbers of matter
eigenstates. In other words, all the optical transitions
are approximated as point-like electric dipoles
with various eigenfrequencies and amplitudes in
the long-wavelength approximation (LWA) for an
EM field.

Nanostructures have attracted attention because of
the size-quantized energy levels of matter. The mi-
croscopic spatial structure of induced polarization is

exactly the counterpart of the energy quantization,
so that it is quite consistent to consider these aspects
simultaneously in the description of optical response
in nanostructures. Every quantum state has its own
resonant frequency and the characteristic spatial
structure in its induced polarization, which depend
sensitively on the size and shape of matter. Though
this applies in principle to atomic and macroscopic
systems also, it is only in nanostructures that one can
easily observe the size y and shape dependence of
optical responses.

Optical properties of matter are usually described
in terms of linear and nonlinear polarizabilities (elec-
tric susceptibility, or more simply, susceptibility). In
macroscopic systems, they are considered to be in-
tensive quantities, that is, independent of the size
and/or shape of matter, which can be derived by the
so-called Lorentz oscillator model based on classical
mechanics (forced oscillation of harmonic oscillator
with damping) under LWA. However, a quantum
mechanical calculation of polarizabilities without
the use of LWA gives an expression in terms of the
energy eigenvalues fEng and the matrix elements of
the dipole density operator, a result different from
that of the Lorentz model. For example, the linear
susceptibility at absolute zero Kelvin is given, in units
of e0, as

wð1ÞeZ ðr; r 0;oÞ ¼
X
n

/0jP̂xðrÞjnS /njP̂Zðr 0Þj0S
En � E0 � _o� i0þ

(

þ/0jP̂Zðr 0ÞjnS /njP̂xðrÞj0S
En � E0 þ _oþ i0þ

)
½2�

where n ¼ 0 stands for the ground state. The positive
infinitesimal (0þ ) represents the adiabatic switching
of light–matter interaction. When the nonradiative
damping of the matter excitations needs to be con-
sidered, the f0þgs are replaced with the self-energies
of the excitations caused by nonradiative scattering,
and are often approximated by a phenomenological
parameter.

This polarizability, as well as higher-order ones, is
not an intensive quantity, but a position-dependent
integral kernel with various resonances appearing as
poles of frequency-dependent functions. It depends
on the size and shape of matter through the resonant
frequencies ðEn � E0Þ=_ and the coupling matrix el-
ements of transitions, which is most conspicuously
seen in the range of nanometers. One of the funda-
mental problems is the evolution of polarizabilities
from size-dependent to size-independent regimes,
which is due to the size dependence of (1) the con-
tribution of single quantum states, and (2) the
intervals of neighboring quantum states. In the case
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of nonlinear polarizabilities, the size dependence
is deeply related with the so-called cancellation
problem.

The dependence of the resonance frequencies, that
is, absorption and/or emission peaks, on the system
size and shape is due to the boundary condition for
the wave function of each excited state extending
coherently over the whole structure. This is under-
stood from an analogy of a particle of mass M con-
fined in a one-dimensional well of size d. The
boundary condition restricts the form of its wave
function to sin(kx) and the energy eigenvalue
E ¼ _2k2=2M, with the size-quantized wave number
k¼ integer� p/d.

This allows one to design the optical properties of
matter for various aims. Together with the technical
development of nanosize fabrication, it has enc-
ouraged the studies of applicational aspects of nano-
structures. At the same time, this has opened a new
phase of fundamental character of matter, in partic-
ular of nanostructured materials, where the coher-
ence of matter states plays an essential role. Due to
the coherence of the excited state of matter main-
tained over the whole nanostructure, a full quantum
mechanical treatment of polarizabilities is required.
In other words, the microscopic character of the EM
field and induced polarization need to be thoroughly
considered, which inevitably leads to the nonlocal
polarizability.

The nonlocal nature of optical response in the mi-
croscopic theory means that the cause (EM field) and
the result (polarization) may occur at microscopical-
ly different spatial points, as far as the points are
within the extension of the relevant wave functions.
The nonlocality of response is a common feature to
all excitations of a wave-like character, such as
sound, light, and the quantum mechanical excita-
tions described by wave functions.

It may seem to be a complication that polarizabil-
ities become position-dependent integral kernels,
in comparison with their constant values in the
macroscopic approach. It is simply not the case,
however, because the fact that they are, in gene-
ral, separable kernels allows one to rewrite the
(Maxwell) integral equations as simultaneous poly-
nomial equations, which is certainly easier to handle.
In this sense, nonlocal response is a key method to
provide a good overview and technical ease, based
on the first-principles formulation of light–matter
interaction.

Scheme of Microscopic Response

For a given initial condition of light and matter, the
optical response is obtained in the following way.

The polarization induced by an EM field and the EM
field produced by polarization are expressed, and
then solved simultaneously. For nanostructures, it is
necessary to do this in terms of the microscopic po-
larizabilities and without the use of the LWA. In view
of the importance of resonant processes in nano-
structures, which reflect the size and shape depend-
ence sensitively, it is essential to solve the equations
self-consistently (simultaneously).

The two sets of equations to be solved, in the case
of, for instance, a linear response, are

Pxðr;oÞ ¼ e0

X
Z

Z
dr 0 wð1ÞxZ ðr; r

0;oÞEZðr 0;oÞ ½3�

and

Exðr;oÞ ¼E
ð0Þ
x ðr;oÞ

þ
X
Z

Z
dr 0 GxZðr; r 0;oÞPZðr 0;oÞ ½4�

The latter equation is the solution of the Maxwell
equations for a given source polarization Pðr;oÞ in
terms of the radiation Green function Gðr; r 0;oÞ of a
vacuum EM field

Gðr; r 0;oÞ ¼ 4p
V

X
ks

êsðkÞ
eik�ðr�r 0Þ

k2 � ðq þ idÞ2
êsðkÞ ½5�

where q ¼ o=c and êsðkÞ ðs ¼ 1; 2Þ are two mutually
orthogonal unit vectors perpendicular to k, and
V ð-NÞ is the quantization volume. This Green
function describes the propagation of light in
vacuum. The initial condition of light (e.g., incident
light) is represented by E

ð0Þ
x ðr;oÞ, and that of matter

(usually, the ground state) is included in the suscep-
tibilities. For a nonlinear response, the terms of non-
linear polarizations are to be added to the right-hand
side of eqn [3]. The equations are a closed set for a
given frequency o in the case of a linear response, but
they are not so in nonlinear cases.

The set of integral equations, [3] and [4], can be
put into a set of simultaneous linear equations for
the variables Xm0ðoÞ ¼ gmðoÞFm0ðoÞ, and X0mðoÞ ¼
hmðoÞ F0mðoÞ, where

gmðoÞ ¼
1

Em � E0 � _o� i0þ

hmðoÞ ¼
1

Em � E0 þ _oþ i0þ

½6�

FmnðoÞ ¼
Z

dr Eðr;oÞ �/mjP̂ðrÞjnS ½7�
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The solution of such equations gives the polarization
P as

Pðr;oÞ ¼
X
n

½X0n/njP̂ðrÞj0Sþ Xn0/0jP̂ðrÞjnS� ½8�

The simplest version of the linear equations to de-
termine fXg is the one in the rotating wave approx-
imation (RWA) and is given as

F
ð0Þ
m0 ðoÞ ¼

X
n

½ðEn � E0 � _o� i0þÞdmn

þAm0;0nðoÞ�Xn0ðoÞ ½9�

where

F
ð0Þ
m0 ðoÞ ¼

Z
dr Eð0Þðr;oÞ �/mjP̂ðrÞj0S ½10�

is a known factor for a given incident light, and the
radiative correction A is defined as

Am0;0nðoÞ ¼ �
Z

dr

Z
dr 0/mjP̂ðrÞj0S

�Gðr; r 0; oÞ �/0jP̂ðrÞjnS ½11�

This is a complex quantity representing the interac-
tion energy between two induced dipole densities
/0jP̂ðrÞjmS and /0jP̂ðrÞjnS through the EM field of
frequency o. The real and imaginary parts of a
diagonal term ðm ¼ nÞ represent the shift and width,
respectively, of the matter transition energy Em � E0.
The off-diagonal elements Am0;0n represent the ra-
diative interaction among different matter excita-
tions, giving additional contribution to the radiative
shift and width.

The solution of eqn [9] determines the polarization
through eqn [8] (without the terms X0n because of the
RWA), which further determines the induced field
through eqn [4]. In this way, the optical response is
determined uniquely from the set of simultaneous
linear equations. In the case of nonlinear response,
eqn [3] contains nonlinear terms of the factors FmnðoÞ
for various m; n; and o, and in this case the equations
to be solved are a set of simultaneous polynomial
equations of the order N, where N is the order of
nonlinearity in consideration.

In this way of solution, there is obviously no re-
quirement of the boundary conditions for an EM
field at the surface/interface of matter. This is because
the boundary conditions (of the matter system) are
already taken into account in the expression of
polarizability. An additional boundary condition
(ABC) is not required when the matter excitations
contain the effect of spatial dispersion. In fact, such
a method is developed from an ABC-free formalism

to solve confined exciton problems without using
the ABC.

It should be stressed that the condition det |S|¼ 0,
where S ¼ ðEn � E0 � _oÞ1þA, for the existence of
nontrivial solution of eqns [9] in the absence of an
external field (i.e., F(0)¼ 0), is exactly the resonance
condition for X in the presence of the external field.
The modes satisfying this condition are the eigen-
modes of the coupled light–matter system. They are
self-sustaining modes in the sense that they consist of
finite amplitudes of E and P in the absence of external
excitation. Thus, one understands that the resonance
in the optical spectra appears at the frequency of a
self-sustaining mode, that is, matter excitation energy
corrected by a radiative shift and broadening. When
there is translational symmetry in the matter system,
the matrix S is diagonal with respect to the corre-
sponding wave number, so that det |S|¼ 0 holds for
each wave number separately, giving the dispersion
relation o ¼ oðkÞ. This is a most general dispersion
equation for interacting light–matter systems.

The factor Xn0 contains an energy denominator
which diverges at a matter excitation energy En � E0,
while the factor Xn0 itself is enhanced, not at En � E0,
but at the energy corrected by a radiative shift. One of
the peculiar points of nanostructures is that the in-
tervals of matter excitation energies and the radiative
corrections, which are both sensitive to the size and
shape of matter, are comparable in magnitude. Thus,
the proper treatment of a radiative shift is essential
in obtaining correct results of optical responses.
An example of the size dependence of (complex)
eigenmode energies with the radiative shift Re½A� and
width Im½A� is shown in Figure 1 for an exciton
weakly confined in a dielectric sphere. The large res-
onant variation at a certain size for each mode is due
to the radiative correction A, which shows the central
importance of this quantity in the calculation of the
response spectrum.

In a macroscopic response theory, a resonance is
ascribed to that of susceptibility, that is, the reso-
nance with a matter excitation energy. However,
in the microscopic treatment, the resonance is as-
cribed to the resonant enhancement of the internal
electric field. Thus, the self-consistent treatment of
response is seen to lead to a rather different picture
of resonance.

Cavity Effect

Nonlocal Scheme in Terms of Cavity Green
Function

Induced polarization consists of various frequency
components corresponding to the transitions among
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quantized levels of matter. For a given frequency of
incident light, some of them are resonant and others
are nonresonant. Since the number of transitions is
infinite in general, it is not feasible to consider all the
transitions in the above set of eqns [9]. To neglect all
the nonresonant components is permissible only for
optically thin systems, such as gases of atoms and
molecules. For solids (and liquids, too), however, one
needs to consider the effect of nonresonant (but in-
finitely many) components in dealing with the mo-
tions of resonant components. For appropriate
configurations, these components produce ‘‘cavity
modes’’ of an EM field, which have a completely
different frequency spectrum and spatial structure
from those of the vacuum modes. The interaction of

cavity modes and resonant matter transitions offers
very interesting problems of cavity QED, remarkable
enhancement effects, and various typical situations
showing the mechanism of light–matter interaction
in a simplified manner.

A well-known recipe dealing with this kind of sit-
uation is to regard all the nonresonant components
as an effective background medium of a given shape
and size with electric susceptibility wb (background
polarizability). Then, the Maxwell equation to de-
termine the electric field Eðr;oÞ is written as

r�r� E� q2e0½1 þ wbYðrÞ�E ¼ q2Pres ½12�

where Pres is the resonant part of the polarization.
Defining the EM Green function Gbðr; r 0;oÞ of the
background medium as

r�r�Gb � q2e0½1 þ wbYðrÞ�Gb

¼ q2dðr � r 0Þ ½13�

where YðrÞ ¼ 1 or 0 for r inside or outside the
background medium, respectively, one can derive the
solution of eqn [12] as

Eðr;oÞ

¼ Ebðr;oÞ þ
Z

dr 0 Gbðr; r 0;oÞ � Presðr 0;oÞ ½14�

where Eb is the field due to the background polar-
ization alone. This field is equivalent to that of [4],
expressed differently in terms of the Green function
Gb.

In a nanostructure, the resonant polarization of
interest will consist of a few frequency components,
and is written in the form of eqn [8] with
n ¼ 1; 2;y; s. The equations to determine the Xs
are eqns [9] for n ¼ 1; 2;y; s, but the parameters in
the equations should be changed as follows. (1)
The excitation energies fEn � E0g contain the inter-
action energy of induced polarizations, which are af-
fected by the presence of background dielectrics. This
‘‘screening’’ effect can be divided into bulk-type and
surface- or interface-type contributions. The former is
the screened Coulomb interaction by the factor 1/eb,
where eb ¼ 1 þ wb, and the latter is the image poten-
tial effect for the interaction among the components
of induced charge density. (2) The evaluation of
radiative interaction A should be made in terms
of Gb instead of G. In terms of the modified excita-
tion energies fE0

n � E0g and radiative correction
AðbÞ, eqns [9] are solved for n ¼ 1; 2;y; s to obtain
the (modified) expansion coefficients X, which
uniquely determine the response field and induced
polarization.
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Figure 1 (a) Real and (b) imaginary parts of the eigenmode

energies of an exciton in a sphere with background dielectric

constant of eb¼5.6. The material parameters correspond to those

of the Z3 exciton in CuCl. Each curve is specified by total angular

momentum J, its projection, TE or TM mode character, and radial

quantum number for the exciton state. (from Cho K (2003) Optical

Response of Nanostructures: Microscopic Nonlocal Theory.

Berlin: Springer. Reproduced with permission of Dr. Hiroshi Ajiki.)
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A typical effect of cavity on the optical response of
matter is the modification of the mode structure of an
EM field and the characteristic spatial pattern of each
mode. Through this change in the EM field, the
coupling with matter excitations can be strongly af-
fected, and their resonant frequencies and widths are
modified rather strongly. In optical response, there
appear the resonant contributions of both cavity
modes and matter excitations in general, where one
can distinguish two regimes, namely, the case where
the cavity mode has a much smaller Q-value than
that of the matter excitation, and the case where their
Q-values are comparable. In the former case, only the
effect on the matter excitation is appreciable as an
increase in its width, while, in the latter, there occur
new coupled modes through the mixing of the cavity
mode and matter excitation.

The two regimes mentioned above can be de-
scribed by the single scheme of the microscopic re-
sponse in a cavity. The condition for the existence of
a nontrivial solution of the modified equations for
fXn0g in the absence of an external field leads to
the eigenmodes of the matter in a cavity. The fact
that this solution covers two different regimes can be
seen from the structure of the eigenmode equation.
The Green function Gb has poles at the energies
of the cavity modes, so that the radiative correction
A has the same poles with the strength determined
by the coupling with the matter excitations. Thus,
the eigenvalue equation

det jðE0
n � E0 � _oÞ1þAðbÞj ¼ 0 ½15�

provides complex roots for the coupled cavity modes
and matter excitations. Depending on the coupling
strength in AðbÞ and the imaginary parts of the cavity
modes contained in Gb, two regimes appear as men-
tioned in the previous paragraph.

EM Green Function of Cavity Polariton

A typical example of matter in a cavity is a quantum
well (QW) in a distributed bragg reflector (DBR). In
this case, the coupled modes are called cavity polari-
tons, and the nonlinear response of cavity polaritons
is a very popular subject of study, such as in pump–
probe spectroscopy, four-wave mixing, parametric
amplification, and so on. In these optical processes,
probe beams are sent from outside the cavity, and the
result of the nonlinear process inside the cavity is
observed as an external light coming out of the
cavity. A standard treatment of these processes is
the so-called quasi-mode coupling scheme, where the
cavity mode is assumed to be completely confined in
the cavity, that is, to have an infinitely large Q-value.
The well-defined cavity mode allows a simple and

rigorous treatment of the light–matter coupling at
various nonlinear levels, and the resulting signal light
is calculated by assuming the coupling of the Q ¼ N

cavity mode and the photon modes outside the
cavity. The coupling strength is assumed to be such
that it reproduces the radiative width of the cavity
polaritons. This is used rather often, but it is a kind
of make-shift approach. This cannot be justified in a
rigorous sense, because the problem of the boundary
condition at the cavity surfaces cannot be translated
into that of interaction between spatially separated
modes of the EM field.

An alternative way to handle such a problem
rigorously is to use the Green function of the cavity
polariton, which is defined by renormalizing the ex-
citon linear polarization as well as the background
polarization comprising the cavity mode, into the
definition of the EM field causing the nonlinear op-
tical interaction. The equation to define this Green
function Gcp has a similar form as eqn [13]. The only
difference is that it additionally contains, on the left-
hand side, a term representing the linear polarization
due to the exciton:

r�r� E� q2e0½1 þ wbYðrÞ�E

þ e0

Z
dr 0 wð1Þx ðr; r 0;oÞEðr 0Þ ¼ q2PNL ½16�

Keeping the nonlocal character of wð1Þx , one can solve
this integro-differential equation, and obtain the an-
alytical form of Gcp in terms of Gb alone. Since Gb is
obtained in a simple form for a QW in a DBR cavity,
Gcp can be used as a practical tool. Considering that
Gcp describes the propagation of the EM field both
inside and outside the cavity according to the de-
tailed construction of the cavity, one understands the
merit of this Green function to calculate the signal
field outside the cavity caused by the nonlinear in-
teraction in the cavity.

The EM field produced by the nonlinear polariza-
tion is given as

Eðr;oÞ ¼Ecpðr;oÞ

þ
Z

dr Gcpðr; r 0; oÞ � PNLðr 0; oÞ ½17�

The main issue in this formalism is to give the explicit
form of PNL according to the problem in question.
The nonlinear polarization contains several com-
ponents of the EM field, so that one needs self-
consistency conditions based on the above solution. It
is noteworthy that the Green function for the cavity
polariton is obtained in a closed form through the use
of a nonlocal form of exciton linear polarizability.
The use of local approximation for this polarizability
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leads to a Bethe–Salpeter type equation, which is
rather complicated to solve. Thus, a nonlocal de-
scription makes the solution much easier than the lo-
cal one. This is another example of recommending
the use of the nonlocal way of description.

See also: Interaction of Light and Matter; Optical Proper-
ties of Materials; Polarizabilities.
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Nomenclature

A(r, o) vector potential at position r with fre-
quency o

Am0;0nðoÞ radiative interaction energy between the
matter excitations ð0-mÞ and ð0-nÞ
via the EM field of frequency o

AðbÞ radiative interaction energy between the
components of induced polarization via
the EM field of background dielectric

E(r, o) electric field at position r with frequency
o

E(0) solution of homogeneous differential
equation, usually an incident field in-
ducing polarization

Eb electric field induced by the scattering of
an incident field from background die-
lectric alone

En energy of the nth eigenstate of matter,
n¼ 0 for the ground state

E
0

v energy eigenvalue including the screen-
ing effect of the background dielectrics

Fmn expansion coefficient of induced polari-
zation

G Green function describing the propagat-
ion of an EM field

Gb Green function describing the propagat-
ion of an EM field in the presence of a
background dielectric

Gcp Green function describing the propagat-
ion of an EM field of a cavity polariton

J(r, o) current density at position r with fre-
quency o

P(r, o) polarization at position r with frequency
o

P̂(r) electric dipole density operator
Pres resonant part of induced polarization
PNL nonlinear part of induced polarization
q wave number of light in vacuum (¼o/c)
Q-value quality factor of a resonance, that is,

resonant frequency divided by reso-
nance width

S coefficient matrix of the linear equation
to determine X

Xmn another expansion coefficient of induced
polarization

w(1) linear polarizability
wb polarizability of a background dielectric
e0 dielectric constant of vacuum
eb background dielectric constant
Y Heaviside function to describe the size

and shape of a background dielectric
x, Z Cartesian coordinates
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Introduction

Neuroscience aims at studying, directly or indirectly,
the structure and activity of the animal nervous sys-
tem, including the brain. This system is responsi-
ble for receiving stimuli from the external world and

producing internal states and ultimately movement
in response to them, according to the scheme, per-
ception - information processing - action. As is
the case for any other biological system or apparatus,
the nervous system is composed of cells, the basic
elements of living beings. Many cell types are present
in the nervous system but those functionally specific
for it are termed ‘‘neurons.’’ Neurons are highly spe-
cialized cells, primarily characterized by an abnor-
mally high surface-to-volume ratio, even three orders
of magnitude higher than that of other types of cells,
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making them extremely well suited for exchanging
information with their environment, cellular or oth-
erwise. Neurons continually communicate with one
another and are interconnected in circuits and su-
percircuits. The study of the nervous system requires
knowledge about the nature and functions of neu-
rons, about the way they exchange information and
how this is analyzed, mostly in centralized structures,
and ultimately utilized. All this is very strongly in-
fluenced by the history of its development and sub-
sequent modifications.

General Overview of the Nervous System

From the nucleus-containing cell body, sometimes
termed ‘‘soma,’’ of a typical neuron emerge two types
of protrusions: many thin and relatively short dend-
rites and, on the opposite side, a single thick and
sometimes very long axon. Although all of them
share some general features, it is appropriate to point
out that neurons occur in an incredible number of
different types. Neurons are strictly polarized – neu-
ral information can, in fact, flow through each one of
them only in one direction, from dendrites to the cell
body and from this to the axon – and tightly inter-
connected cells. Upstream of every neuron there is a
neuron or, exceptionally, a sensory receptor, in con-
tact with the environment, both external and internal
to the body. Downstream from every neuron there is
a neuron, or sometimes a muscle cell, deputed to
generate movement, or internal anatomical struc-
tures able to release specific molecules in their own
environment.

Every neuron on its own and the nervous system
on the whole primarily work at the integrative level.
On a small scale, neurons may be regarded as com-
bined into neural circuits, some of which are clearly
identifiable, whereas others may be traced only on a
physiological basis. Most circuits are interconnected.
On a broader scale, the entire nervous system may be
regarded as composed of pathways and centers.
Pathways are essentially one-dimensional sequential
successions of neurons, whereas centers are three-di-
mensional assemblies of interconnected cell bodies.
Pathways include nerves which are bundles of axons
running from one location to another, often wrapped
up in a myelin sheath. Pathways and centers are in
turn combined into systems that serve specific func-
tions, for example, the visual system or the auditory
system. A more general distinction in the nervous
system is that between the sensory and the motor
systems.

From the anatomo-physiological point of view, the
nervous system has been traditionally subdivided in-
to central and peripheral components. The central

nervous system comprises the brain (including the
brain proper, or cerebrum, the cerebellum, and the
connecting the brainstem) and the spinal cord.
The peripheral nervous system includes sensory
neurons, connecting the sensory receptors to the
brain and spinal cord, as well as motor neurons,
connecting the brain and spinal cord to muscles and
glandular structures. The motor components of the
peripheral nervous system are, in turn, assigned to a
somatic division, which innervates skeletal muscles,
and an autonomic division, innervating smooth
muscles, cardiac muscles, and glands. Neurons or
pathways carrying information toward the spinal
cord and from this to the brain are termed ‘‘afferent,’’
whereas those carrying information away from the
brain to the spinal cord and from this to the periph-
ery of the body are termed ‘‘efferent.’’ A number
of neurons, mostly but nonexclusively present in
centers, reciprocally connect neurons and help in
processing the nervous signal; they are generally
termed ‘‘interneurons.’’ Most of the processing work
carried out in the brain is through interneurons.

Electrical Signals of Nerve Cells

Neural information is generated and propagated
throughout the nervous system as electrical signals
and neurons have evolved elaborate mechanisms for
generating them, based on the flow of ions across
their plasma membranes. Generated near the soma,
electrical signals run along neuronal axons, which
may be very long. Although capable of passively con-
ducting electricity, axons are not good electrical con-
ductors. In order to compensate for this deficiency,
neurons have evolved a sort of a booster system
allowing them to conduct electrical signals over
great distances. The electrical signals produced
by this booster system are called ‘‘action potentials,’’
also referred to as ‘‘spikes’’ or ‘‘impulses.’’ The pro-
duction of an action potential is, of course, an energy-
consuming process, but energy is also required for
a neuron at rest in order to be ready to produce
and conduct it. While resting, a living neuron
continually generates a negative potential, termed
the ‘‘resting membrane potential.’’ The action poten-
tial abolishes the negative resting potential and makes
the transmembrane potential transiently positive.
Generation of both the resting potential and the
action potential is best understood in terms of the
nerve cell’s selective permeability to different ions and
the normal distribution of these ions across the cell
membrane.

A difference in electrical potential is generated
whenever ions flow across cell membranes. Such
ion fluxes occur when the membranes are permeable
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to one or more ion species, and when there is an
electrochemical gradient that favors ion flow. The
negative resting potential results from a net efflux of
Kþ across neuronal membranes that are predomi-
nantly permeable to Kþ . An action potential occurs
when a transient rise in Naþ permeability allows a
net flow of Naþ across a membrane that is now
predominantly permeable to Naþ . The brief rise in
Naþ membrane permeability is followed by a sec-
ondary, transient rise in membrane Kþ permeability
that repolarizes the neuronal membrane and produc-
es a brief undershoot of the action potential. As a
result of this series of molecular events, the mem-
brane is transiently depolarized in an all-or-none
fashion. When these active permeability changes
subside, the membrane potential returns to its resting
level because of the high resting membrane perme-
ability to Kþ . All this requires both selective mem-
brane permeability and specific ion concentration
gradients across the plasma membrane. The mem-
brane proteins that ensure these two essential con-
ditions are called ‘‘ion channels’’ and ‘‘pumps,’’
respectively. These mechanisms appear to account
for virtually all of the observed properties of all-
or-none action potentials. By virtue of local current
flow, action potentials can also be propagated along
the length of neuronal axons, explaining how elec-
trical signals are conveyed throughout the nervous
system.

For a given axon, form, duration, and amplitude
of the action potential are fixed. As a consequence,
the intensity of a stimulus is encoded in the frequency
of action potentials rather than in their amplitude.
The velocity of signal propagation also differs from
axon to axon, as the rate of the action potential
propagation depends on the diameter and on the
degree of electrical insulation. In this light, by acting
as an electrical insulator, a myelin sheath surround-
ing an axon greatly speeds up its action potential
conduction. Myelinated axons can conduct at velo-
cities up to 150 m s� 1.

Synaptic Transmission

Communication among neurons is mediated by
synapses, specific functional contact microstructures.
Synapses transfer from one neuron to another (or,
occasionally, to a muscle cell) the information carried
by action potentials. Although there are many synap-
tic subtypes, they can be subdivided into two classes:
electrical and chemical synapses. Electrical synapses,
a minority, permit direct, passive flow of electrical
current from one neuron to another. Most synapses
are actually chemical and enable communication via
the secretion of neurotransmitters. Chemical agents

released by the presynaptic neuron produce second-
ary current flow in postsynaptic neurons by activat-
ing specific receptor molecules. Neurotransmitters
are released from presynaptic terminals in quantal
packets after the arrival of an action potential. The
secretion of neurotransmitters is triggered by vol-
tage-dependent Ca2þ channels, which elevate Ca2þ

within the presynaptic terminal. The rise in Ca2þ

concentration causes synaptic vesicles – presynaptic
organelles that store neurotransmitters – to fuse with
the plasma membrane and release their contents into
the space, termed ‘‘synaptic cleft,’’ between the pre-
and postsynaptic cells.

The functional cycle of all neurotransmitter mol-
ecules is similar. They are synthesized and packaged
into vesicles in the presynaptic cell; they are then
released from the presynaptic cell and bound to re-
ceptors on one or more postsynaptic cells; once re-
leased into the synaptic cleft, they are rapidly
removed or degraded. Many synapses release more
than one type of neurotransmitter, and multiple
transmitters are sometimes packaged in the same
synaptic vesicle. The total number of neurotransmit-
ters is not known, but is believed to be well over 100.
Despite this diversity, these agents can be classified
into two general categories: small-molecule neuro-
transmitters and neuropeptides. In general, small-
molecule neurotransmitters mediate rapid reactions,
whereas neuropeptides tend to modulate slower,
ongoing neural functions. For this reason, neuropep-
tides, mostly present in the brain, are sometimes also
termed neuromodulators. Glutamate is the major
excitatory neurotransmitter in the brain, whereas
GABA and glycine are the major inhibitory neuro-
transmitters.

Neurotransmitters evoke postsynaptic electrical
responses by binding to members of a diverse group
of proteins called neurotransmitter receptors, which,
in turn, give rise to electrical signals by opening or
closing ion channels in the postsynaptic membrane.
The postsynaptic currents produced by the synchro-
nous opening and closing of the ion channels change
the membrane potential of the postsynaptic cell.
Changes in potential that increase the probability of
firing an action potential are excitatory, whereas
those that decrease this probability are inhibitory.
Whether the postsynaptic actions of a particular ne-
urotransmitter are excitatory or inhibitory is deter-
mined by the class of ion channel affected by the
transmitter. Because postsynaptic neurons are usually
innervated by many different inputs, the integrated
effect of all excitatory and inhibitory postsynaptic
potentials produced in a postsynaptic cell at any
moment determines whether or not the cell fires an
action potential.
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Neurotransmitter Receptors and
Their Action

There are two major classes of receptors: those in
which the receptor molecule is also an ion channel,
and those in which the receptor and ion channel are
separate molecules. The former are called ‘‘ionotropic
receptors’’ or ligand-gated ion channels. They give rise
to fast postsynaptic responses that typically last only a
few milliseconds. The latter are called ‘‘metabotropic
receptors,’’ and they produce slower postsynaptic ef-
fects that may endure much longer. Metabotropic re-
ceptors affect postsynaptic ion channels indirectly by
activating transducer molecules called G-proteins.
These proteins may alter the properties of ion chan-
nels directly, or may activate intracellular second-
messenger pathways that then modulate the channels.

Synapses may be distinguished according to the
kind of processes that take part in them. Thus, a
contact from an axon onto a cell body is termed an
‘‘axosomatic’’ synapse, whereas that onto a dendrite
is termed ‘‘axodendritic’’ synapse. Similarly, a contact
between two axons is termed ‘‘axoaxonic’’ and one
between two dendrites a ‘‘dendrodendritic’’ synapse.
Within the brain, a synapse seldom occurs in isola-
tion; on the contrary, it is usually one of a number of
very small varicosities present mostly on dendrites
and termed ‘‘spines.’’ In addition, it has to be pointed
out that the synapse is not a simple mechanism for
unidirectional transmission between neural cells. The
complexity revealed by modern research has widened
this view to include several new concepts. First, the
presynaptic terminal may have receptors for its own
released products; thus, the presynaptic terminal may
be postsynaptic as well to its own transmitter. This
can be seen as an expression of a general principle of
regulation by feedback of the output. Second, the
postsynaptic terminal may send retrograde signals to
the presynaptic terminal. These may be rapid signals,
as in the case of gaseous molecules such as NO,
which mediate activity-dependent effects, or they
may be slowly acting growth factors, which play
roles in determining the types of neurotransmitters
produced. By these actions, the synapse can be vie-
wed as having at least a bidirectional nature. Third,
the synapse is not a simple link between two neurons,
but rather a complex organelle in its own right. Fur-
thermore, it is unique among cell organelles in being
constructed by more than one cell; it is, in fact, a
multicellular organelle. This view allows one to ap-
preciate the synapse as a building block of nervous
circuits. It also helps one to understand how syna-
ptogenesis, that is the establishment of new synaptic
contacts (see below), is a main concern of neuronal
development and evolution during life, and to what

extent the synapse is adapted for information-
processing functions in different nervous pathways.

Neural Signal Generation

Ultimately, the neural information is generated in
sensory receptors that, through sensory components
of the peripheral nervous system, provide informa-
tion to the central nervous system about the internal
and external environment. Here, there are specific
receptor cells tuned to be sensitive to different forms
of energy in the environment. These forms of energy
serve as stimuli for the receptor cell that responds by
generating a receptor potential, or generator poten-
tial, which ultimately leads to encoding of the re-
sponse in an impulse discharge, sent to the higher
centers in the brain. The receptor potential is graded
smoothly and continuously in amplitude in relation
to the intensity of the stimulus. This translates, in
turn, within the cell, into a specific impulse frequen-
cy of the transmitted neural signals. Sensory recep-
tion thus involves the transformation from a
continuously varying domain of sensory stimuli in-
to a neural domain of all-or-nothing impulses.

In all of these processes the integrative properties of
neurons prove essential, which are at the heart of the
neural action and represent the essence of neural proc-
esses. Most neurons have an extensive somadendritic
surface and a complex branching geometry, which
provide multiple sites for local processing of synaptic
and active properties. In this view, the neuron is not
one node but many; it is itself an extensive computa-
tional system, equivalent in computer terms to an
integrated multifunction chip. This rich complexity is,
in turn, incorporated into a number of neural circuits.

Circuitry

At the first level, there is the arrangement of synapses
at a local site on a cell body, dendrite, or axon ter-
minal. These may involve simple convergence of
several inputs onto that site, or simple divergence to
several output sites. In addition, it may involve serial
relays of information, or reciprocal interactions. In
all these cases, there is a set of synaptic connections
that acts as an integrative unit. These local patterns
of connections have been termed microcircuits. It is
very common for a particular type of microcircuit to
be repeated throughout a given region or on a given
cell type, thus acting as a module for a specific kind
of information processing or memory storage. The
microcircuits on a computer chip represent the same
operating principle.

At a higher level of organization is the circuit that
connects different neurons over longer distances
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within a given region. This transmission may take
place through a dendritic branch or dendritic trunk
or it may take place through the axon of an inter-
neuron, or the axon collateral of an output neuron.
The key point about all of these pathways is that they
remain within a given region. The term introduced
for all these is ‘‘local circuits.’’ The most restricted
local circuits include microcircuits; the most ex-
tensive involve interlaminar and intraregional axonal
connections. The function of these different types
varies widely. Some provide for re-excitatory spread
of activity from neuron to neuron; others provide for
antagonistic interaction between neighboring inte-
grative units within a region.

The next highest level of organization involves
connections of one region with another; one may
refer to this as a ‘‘projection circuit.’’ Generally,
a region receives an input from more than one other
region and projects output to more than one other
region. Thus, the same principles of convergence,
divergence, and integration of different kinds of infor-
mation operate at this level too. There are also feed-
back lines from one region to another. Note that
feedback loops are present at all levels. The more
local feedback loops can be regarded as nested within
the more extensive projection feedback loops.

At a still higher level are sequences of connections
through several regions. These are said to constitute
a system. The function is normally to transmit in-
formation from the periphery into the central
nervous system (as in a sensory system), or from
the central nervous system to the periphery (as in a
motor system). However, in any pathway there are
often connections running in the opposite direction
to provide for descending, ascending, or centrifugal
control. Finally, at the highest level are sets of con-
nections between a number of regions, which
together mediate a behavior that involves, to some
extent, the whole organism. These are called distrib-
uted systems. They are characteristic of higher func-
tions of motor and sensory systems, and of many
central systems.

Development and Plasticity

Nervous circuits and subtle connections are neither
inborn nor established once and for all at any stage of
life. On the contrary, the processes through which this
working circuitry is laid down during individual
development and continually modified through-
out life are an integral part, if not the most charac-
teristic part, of the study of the nervous system. Its
function in fact, depends critically on its anatomy and
microanatomy, and it is fundamental for its full func-
tionality that the connectivity may be subtly adjusted

throughout life. As a consequence, a major field of
investigation in neuroscience is the description of the
construction and modification of neural circuits. This
is, by the way, a qualifying difference from human-
designed artificial computing machines. Furthermore,
any alteration in one of these processes is likely to
cause major developmental defects or contribute to
some complex genetic disorders of the nervous sys-
tem. The initial development of the nervous system
entails the birth of neurons, the formation of specific
axonal pathways, the elaboration of vast numbers of
synapses, and the emergence of increasingly complex
behaviors. After birth, experiences during postnatal
life shape behavioral repertoires and cognitive abilities
in highly specific ways, typically within restricted
temporal windows. Even in maturity, synaptic con-
nections continue to be modified as new memories are
laid down and older ones reshuffled or discarded.

Fortunately, a great deal has been learnt in the past
decades about the events and principles of biological
development of the animal body and, in particular, of
the nervous system, and new data emerge every day.
The underlying cellular and molecular mechanisms
have been explored and a number of principles and
developmental pathways of general validity have been
discovered. Many of these appear to be evolutionarily
conserved. For example, in taxa as different as ver-
tebrates and insects, a key role in the regulation of
these developmental events is played by the so-called
regulatory genes, genes acting through the control of
the expression of other genes placed hierarchically
downstream from them and sometimes termed target
genes. Regulatory genes generally code for transcrip-
tion factors, that is, nuclear proteins able to recognize
specific DNA sequences and modulate the level of
expression of the corresponding genes.

The nervous system arises as a longitudinal tube in
the dorsal midline of the embryo with a definite
rostro-caudal as well as dorso-ventral polarity. Sub-
sequently, the neural tube has to be properly segmen-
ted into the head-to-tail sequence of body regions
and the appropriate cellular and functional areas
have to emerge and differentiate. Uncovering the
forces, and ultimately the genetic instructions behind
these events has been one of the major triumphs of
today’s genetics and molecular biology. Within the
neural tube, and to some extent away from it, neu-
ronal development, that is neurogenesis, involves a
series of steps. The first step is the proliferation of
precursor cells through a sequence of cell divisions
up to the birth of the neuron. After this final division,
the cell is destined to become a neuron of a given
type or limited range of types. Soon after, the cell
begins to migrate from its site of origin to its final
location and to differentiate toward its final form,
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with extension of axon and dendrites and with
growth in size. During this time, the expression of
functional membrane properties and the formation
of synapses begin. All of these mechanisms charac-
teristically have well-defined time periods that over-
lap considerably. Maturation of the cell into its final
form and function is a process that in many animals,
especially humans, may last over considerable peri-
ods of time. In addition to production of cells and
cell processes, pruning of the synaptic connections
and cell death are important factors in early matu-
ration as well as in old age. Many of these events
take place in an activity-dependent fashion.

A general rule in the vertebrate nervous system is
that neurons do not remain at their site of origin, but
rather, migrate to their final position. This is a nec-
essary consequence of the fact that the nervous sys-
tem starts as a relatively thin tube within the embryo
(the neural tube), and the final product is a much
larger structure (the nervous system). In addition, the
initial relations between the sites of origin of neurons
may be very different from their final relations. Neu-
rons of the peripheral nervous system, in particular,
arise largely from the neural crest, so called because
it is a clump of cells which first appears on the dorsal
surface of the neural tube. During migration, neu-
rons begin to elaborate the axons and dendrites that
will eventually form neural pathways and networks.
Axons, in particular, have to make long journeys to
form their synaptic connections. At the progressing
ends of the fibers, there are enlargements endowed
with ameboid movements termed ‘‘growth cones.’’
These movements enable them to push aside obsta-
cles in their way until they reach their own destina-
tion. The study of the progression of growth cones
has offered invaluable information about molecules
and mechanisms favoring neuronal growth and those
providing positional clues to direct the progression
and pathfinding process. The essence of nervous
organization is the establishment of synaptic circuits.

Normal behavior requires precision in assembling
these circuits, and many of the disorders of behavior
that occur in humans and other animals are due to
abnormalities in the development of the circuit con-
nections. Many developmental factors contribute to
keep this developmental program as near as possible
to the programmed scheme.

In addition to all this, there are firm reasons to
believe that at least part of learning and memory rely
on the formation and reshuffling of synaptic connec-
tions in the brain, especially at the level of micro-
wiring and establishment of dendritic spines within
the cerebral cortex. In the human brain, there are not
less than 1011 neural cells, each one possessing an
average of 104 synaptic contacts. This makes a grand
total of approximately 1015 synapses. Common wis-
dom at present maintains that the essence of our
cerebral cortex unambiguously resides in the con-
figuration of these 1015 synapses. The ability of neu-
ral circuits and synaptic connections to undergo
major or minor changes throughout life is usually
termed plasticity or neuronal plasticity.

See also: Electromagnetic Biological Effects; Elementary
Excitations in Biological Systems.
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Introduction

Neutron scattering is an important scientific
and technological resource that provides essential

information about the fundamental properties of
condensed matter. The quality and precision of neu-
tron scattering experiments are determined by the
available neutron flux. The history of neutron sourc-
es has seen a tremendous increase of the neutron flux
of fission reactors from 107 n cm–2 s–1 in 1942 to
1015 n cm–2 s–1 in 1972; since then no further
progress has been reported. Only very recently, some
projects utilizing accelerator-based spallation sources
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have been initiated and are expected to be realized
within a few years in order to surpass the limit ac-
hieved in 1972.

This article starts with a summary of the unique
character of neutron scattering experiments in the
investigation of the static and dynamic properties of
condensed matter. Then a survey of the historical
evolution of neutron sources is presented. The basic
principles of the most commonly used neutron sourc-
es based on nuclear fission and spallation reactions
are discussed in greater detail. All neutron sources
release neutrons in the MeV energy range; however,
thermal neutrons in the MeV energy range are need-
ed to perform scattering experiments in condensed
matter research; thus, a section is devoted to the
moderation of neutrons as well as to the devices that
transport the thermal neutrons to the instrument po-
sitions. Finally, some prospects for future neutron
sources are discussed.

Neutron Scattering: A Unique
Experimental Tool for Condensed
Matter Research

Modern materials research, together with the tradi-
tional scientific interest in understanding condensed
matter at the atomic scale, requires a complete
knowledge of the arrangement and the dynamics of
the atoms and molecules, and of their magnetic
properties as well. This information can be obtained
by investigating the interactions of the material in
question with various types of radiation, such as
light, X-rays or synchrotron radiation, electrons,
ions, and neutrons. Among all these tools, neutrons
have outstanding properties, as simply stated in the
1994 physics Nobel prize award to Cliff Shull and
Bertram Brockhouse: ‘‘Neutrons reveal where atoms
are and what atoms do.’’ The most relevant, unique
character of thermal neutrons, which can hardly be
matched by any other experimental technique, can be
summarized as follows:

* The neutron interacts with the atomic nucleus,
and not with the electrons as X-rays do. This has
important consequences: the response of neutrons
from light atoms (e.g., hydrogen, oxygen) is
much higher than for X-rays; neutrons can easily
distinguish atoms of comparable atomic number;
and finally, neutrons easily distinguish isotopes
which allows one, for example, by deuteration of
specific parts of macromolecules (or biological
substances) to focus on specific aspects of their
atomic arrangement.

* For the same wavelength as hard X-rays, the
neutron energy is much lower and comparable to

the energy of elementary excitations in matter.
Therefore, neutrons do not only allow the deter-
mination of the ‘‘static average’’ chemical struc-
ture, but also the investigation of the dynamic
properties of atomic arrangements which are
directly related to the physical properties of
materials.

* By virtue of its neutrality, the neutron is rather
weakly interacting with matter, which means that
the properties of the investigated materials remain
unchanged under neutron irradiation; further-
more, there is almost no radiation damage to
living biological objects under study. Also, the
rather weak interaction with matter results in a
large penetration depth and therefore the bulk
properties of matter can be studied. This is also
important for the investigation of materials under
extreme conditions such as very low and very high
temperatures, high pressures, high magnetic, and
electric fields, or several of these together; in such
cases, the studied sample is always surrounded by
numerous shields which make the use of X-rays
difficult.

* The neutron carries a magnetic moment which
makes it an excellent probe for the determination
of the static and dynamical magnetic properties of
matter (magnetic ordering phenomena, magnetic
excitations, spin fluctuations).

The quality and precision of neutron scattering
experiments are primarily determined by the count-
ing rate and, therefore, by the flux of the available
neutrons, normally quoted in units of neutrons per
square centimeter per second (n cm–2 s–1). Although
about half of the world is made up of neutrons,
they are tightly bound deep inside the atomic nucleus
and quite difficult to set free. Facilities that accom-
plish this task in a manner useful for scientific
and technological applications are called neutron
sources.

Historical Evolution of Neutron Sources

For all neutron sources, nuclear reactions are dealt
with. Some nuclear reactions with a practical poten-
tial are listed in Table 1. Neutrons were observed for
the first time in 1932 by Chadwick who used the
interaction of a-particles from decay of natural po-
lonium with beryllium, and subsequently neutron
sources based on natural a-radiation were the basis
of the earliest neutron physics research. Nuclear fis-
sion reactions were the next generation of sources;
however, they were initially built for research in the
nuclear industry, and the consequent possibility of
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studying neutron scattering was simply an unfore-
seen spin off. The development started in 1942 with
a thermal neutron flux of 107 n cm–2 s–1 (CP-1, USA)
and had its climax in 1972 with the reactor at the
Institute Laue-Langevin (ILL) in Grenoble, a dedi-
cated neutron scattering facility with thermal neu-
tron fluxes just exceeding 1015 n cm–2 s–1.

Meanwhile, pulsed sources, starting with Alvarez’s
use of a radiofrequency (RF)-pulsed cyclotron,
and in particular, electron accelerators that produce
neutrons through Bremsstrahlung photoneutron re-
actions have been increasingly applied for slow-
neutron research. In addition, repetitively pulsed
reactors have been developed. However, all these
facilities could not really compete, for instance, with
the overall performance of the ILL reactor, except
perhaps the pulsed reactor IBR at Dubna (Russia)
which produces instantaneous thermal fluxes up to
1016 n cm–2 s–1 in pulses several hundred microsec-
onds long. Today the most intense pulsed neutron
sources are based on proton accelerators and the
production of neutrons by spallation. Currently, the
worldwide leading facility is the spallation neutron
source ISIS at Didcot (UK), which provides instan-
taneous thermal neutron fluxes over 1016 n cm–2 s–1

with short pulse lengths B50 ms. Next-generation
pulsed neutron sources with fluxes 41017 n cm–2 s–1

are currently under construction in USA and Japan.

Practical Requirements for Neutron
Sources

The primary goal of a neutron source must be to
release as many neutrons as possible in as small a
volume as possible to achieve a high luminosity.
Another important property of neutron sources is
the heat deposition going along with the neutron re-
lease, since cooling problems are a limiting factor in
practically all neutron source designs. In this respect,
fusion is by far the most optimal process for neutron
production as can be seen from Table 1, followed by
spallation and fission. Fusion may be the technique
of neutron production in the far future, but today the

two most commonly employed reactions are thermal
nuclear fission in 235U and spallation by protons in
the energy B1 GeV, thus the discussion is restricted
to the latter two reactions.

Fission and Spallation Neutron Sources

Fission Sources

Fission of the uranium isotope 235 by slow neutron
capture has been the most frequently employed re-
action in neutron sources till date. The reaction can
be made self-sustaining because it is exothermal and
releases more neutrons per fission process than are
needed to initiate the process. If a slow neutron is
captured by a fissionable nucleus, the resulting de-
formation can cause the nucleus to break into two
fragments as visualized in Figure 1. Very often, a
neutron is released directly during this process, but
mostly the neutrons ‘‘evaporate’’ from the fragments.
This is a very important feature, because a small
fraction of these evaporation neutrons are released
with a time delay of the order of seconds (up to
minutes) and thus enable a critical arrangement to be
run in a controlled fashion. The spectral distribution
of the fission neutrons are well described by a
Maxwellian

nðEÞ ¼ 2

p1=2 � E
3=2
T

ffiffiffiffi
E

p
� exp � E

ET

� �
½1�

with a characteristic energy ET¼ 1.29 MeV. Fission
reactors produce a continuous flux of neutrons
(except IBR at Dubna which is designed as a pulsed
reactor).

Spallation Sources

The term ‘‘spallation’’ is applied to a sequence of
events that take place, if target nuclei are bombarded
with particles (e.g., protons) of a de Broglie

wavelength l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2=2mE

p
, which is shorter than

the linear dimension of the nucleus. In this case,
collisions can take place with individual nuclides

Table 1 Neutron yields and deposited heat for some neutron-producing reactions

Reaction Energy/event Yield ðn=eventÞ Deposited heat MeV=nð Þ

T(d,n) 0.2MeV 8�10� 5 n/d 2500

W(e,n) 35MeV 1.7� 10� 2 n/e 2000
9Be(d,n) 15MeV 1.2� 10� 2 n/d 1200
235U(n,f) fission B1 n/fission 200

(T,d) fusion B1 n/fusion 3

Pb spallation 1GeV B20n/p 23
238U spallation 1GeV B40n/p 50
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inside the nucleus and large amounts of energy are
transferred to the nuclides which, in turn, can hit
other nuclides in the same nucleus. The net effect of
this intranuclear cascade is twofold (see Figure 1):
first, energy is more or less evenly distributed over
the nucleus leaving it in a highly excited state; sec-
ond, energetic particles may leave the nucleus and
carry the cascade on to the other nuclei (internuclear
cascade) or escape from the target. The excited nu-
cleus left behind will start evaporating neutrons (and
to a lesser extent protons). The low-energy part of
the spectrum of these evaporation neutrons is quite
similar to the one resulting from fission (eqn [1]), but
as a consequence of the neutron escape during the
intranuclear cascade, the spectrum extends to en-
ergies up to that of the incident particles (i.e., up to
1 GeV). The release of spallation neutrons takes
place within less than 10–15 s after the nucleus was
hit, so that the time distribution of spallation neu-
trons is exclusively determined by the time distribu-
tion of the driving particle pulse.

Modern spallation sources are generally based on
a linear accelerator (linac). The process starts at the
front end of the linac with the creation of negatively
charged hydrogen ions by powerful ion sources. As
they are electrically charged, these hydrogen ions can
be accelerated in RF structures with strong fields
along the linac to kinetic energies in the GeV range
(which is B90% of the speed of light). When this
highly energetic particle stream exits the linac, the

hydrogen ions are stripped off their electrons by let-
ting them pass through a thin carbon sieve, so that
the hydrogen ions have become protons. The protons
are then fed into a compressor ring which collects the
protons from a large number of successive bunches
fired out of the linac into a single very high-intensity
proton pulse. For this purpose, an assembly of
magnets bends each accelerated proton bunch into
a circular orbit of such a diameter (B50–100 m) that
the next bunch of protons arrives exactly when the
previous has gone around once. In this way, all these
bunches pile up. After B1000 revolutions, sufficient
intensity is accumulated and the full proton pulse
with a pulse length of B1ms is extracted and pro-
pelled toward the target, which is normally a liquid
metal (mercury or a lead–bismuth eutectic mixture)
encased in special materials to take up a beam power
of a few megawatts. This whole process – from the
creation of the hydrogen ions to the arrival of the
highly energetic protons at the target – should occur
with a pulse repetition rate in the range of 10–100 Hz
in order to achieve an optimal neutron economy in
scattering experiments.

Neutron Energies and Neutron Properties

The energies of neutrons produced by neutron sourc-
es span many orders of magnitude. Table 2 gives a
summary of terms commonly used to characterize
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Figure 1 Schematic representation of (a) fission and (b) spallation.

72 Neutron Sources



different neutron energy regimes. Table 3 summarizes
the basic properties of the neutron as well as some
useful relations regarding thermal neutrons.

Moderation of Neutrons

The energy spectrum of neutrons released from
neutron sources is in the MeV range, whereas meV
neutrons are required for scattering experiments in
condensed matter research. Therefore, an energy
shift of several orders of magnitude is necessary,
which is accomplished by collisions with the atoms
of a moderator substance. The goal in the layout of
a moderator is to create the highest possible flux
of moderated neutrons either in the shortest pos-
sible time (pulsed neutron sources) or in the largest
possible volume (continuous neutron sources). This
can be achieved by using moderators made of light
atoms such as H2O and D2O. The time for slowing
down the neutrons is B10–6 s after which the neu-
trons are in thermal equilibrium with the moderator
kept at a constant temperature T according to the

Maxwellian distribution

FðlÞp 1

l3
exp � h

2kBTml2

� �
½2�

where l and m are the wavelength and the mass of
the neutron, respectively. Moderators are generally
kept at room temperature, and this is the reason why
the corresponding neutrons are called thermal neu-
trons, with a maximum peak flux around the neutron
wavelength lE1 Å, see Figure 2.

Scattering experiments which require cold or hot
neutrons (i.e., neutrons with wavelengths considera-
bly different from lE1 Å) would experience a tre-
mendous flux penalty when working with the
thermal neutron spectrum. However, the Maxwellian
energy spectrum of the neutrons can be shifted by
inserting either a cold source (e.g., a vessel contain-
ing D2 at TX20 K) or a hot source (e.g., a graphite
block heated up to Tp2000 K) into the moderator;
typical spectral shifts for cold and hot neutrons are
displayed in Figure 2. By choosing the adequate
neutron spectrum, the scattering experiments can be

Table 3 Neutron properties and useful relations for thermal neutrons

Neutron properties

Mass m¼ 1.675� 10� 24 g

Charge 0

Spin quantum number sN¼ 0.5

Magnetic dipole moment mN¼ � 1.913mK (mK¼ nuclear magneton)

Life time t1/2E7� 102 s

Thermal neutrons

Kinetic energy
E ¼ h2

2ml2
¼ _2k2

2m
¼ mv2

2
¼ kBT

Conversion factors
E meVð Þ ¼ 81:81� 1

l2ðÅ2Þ
¼ 2:072� k2 Å

�2
� �

¼ 5:227� v2 km s�1
� �

1meV�0.242THz�8.07 cm�1�11.6K

Table 2 Approximate limits of neutron energy regimes classified by names
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optimally tailored to the particular experimental
requirements.

Neutron Beam Transport Devices

Once neutrons have been produced and moderated in
the neutron source, it is still necessary to transport the
neutrons to the experimental positions. Since neutron
sources radiate isotropically, they must be surrounded
by a heavy biological shielding. Beam tubes are insert-
ed into the shielding to transport the neutron beam in a
line-of-sight from the moderator surface to the instru-
ments for neutron scattering. It is essential that these
beam tubes are arranged tangentially to the core of the
neutron source in order to reduce unwanted radiation
significantly (e.g., fast neutrons). The angular accept-
ance of a neutron beam tube is determined strictly by
the line-of-sight geometry between the source and the
instrument. The beam divergence of a beam tube is
normally B11, so that the neutron flux available at the
instrument position is drastically reduced by about six
orders of magnitude as compared to the core flux.

The flux at the instrument position can be consid-
erably improved by using neutron guides. A neutron
guide works via total reflection of neutrons from the
smooth walls of the guide material. This occurs for
scattering angles less than the critical angle yc which
is given by

yc ¼ 2l

ffiffiffiffiffiffi
rb

2p

r
½3�

where r and b are the atom number density and
the coherent scattering length of the wall material,
respectively. Among common materials, nickel is

the best choice with critical angles yc(1)¼ l � 10–1

(Å). The angular acceptance of a neutron guide can be
dramatically increased by reflection from the so-called
supermirrors which consist of a sequence of layers of
variable thickness with alternatingly high positive and
negative scattering length density. Supermirrors can
be characterized by a number m defining the increase
of yc compared to nickel. At present, m¼ 3 can be
routinely achieved which results in an order of
magnitude flux increase at the instrument position
as compared to a conventional beam tube.

Prospects for Future Neutron Sources

An ever-growing scientific community uses neutrons
in various disciplines of condensed matter research;
however, the currently active neutron sources (see
Table 4) will not be able to supply the future demand.
In fact, some time between 2010 and 2020, the cur-
rently installed capacity of neutron sources serving the
scientific community will decrease to a level below
one-third that of today. Thus new neutron sources are
indispensable to ensure the continuity and further
developments in neutron scattering.

The history of the evolution of fission sources was
impressive some decades ago, but progress was
leveling off after the commissioning of the high-flux
reactor at the ILL, Grenoble. This is clearly due to
the technical difficulty of removing the heat from the
reactor core. Another problem is the worldwide con-
sciousness about the risk of installations based on
nuclear fission. This makes it difficult to surpass the
performance of existing high-flux reactors, so that
one may conclude that fission sources do not have a
serious prospect for the future.
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However, future progress can be expected for spa-
llation sources which – unlike fission sources – offer
the possibility of imposing a time structure on the
neutron flux, so that the source performance depends
on the peak flux in the pulse rather than on the time-
averaged flux. The present spallation sources and
spallation source projects are largely designed such
as to create rather short neutron pulses B100 ms. A
further increase of the power level beyond 1–2 MW
(the envisaged power level for the spallation source
projects in USA and Japan) may be difficult due to
target problems. Nevertheless, an order of magni-
tude increase of the power level seems to be feasible
for increased proton pulse lengths of the order of
milliseconds duration, as obtainable from a linac
without pulse compression. The European 5 MW
spallation source project was partly based on such a
concept, and it was demonstrated that significant
advantages can be drawn from long proton pulses for
certain categories of neutron scattering instruments.
Although target problems become increasingly severe
as the power goes up, it is probably realistic to see
the ultimate limit of (long-pulse) spallation sources
approaching a proton power level of 20 MW (i.e.,
20 mA proton current at 1 GeV).

See also: Electron and Positron Sources; Neutrons
and Neutron Scattering, History of; Nuclear Fission and
Fusion.

PACS: 14.20.Dh; 25.40.Sc; 28.50.Dr; 61.12.Ex
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Nomenclature

E neutron energy (MeV)
h Planck’s constant (h¼ 6.626� 10� 27

erg s)
k neutron wave number (Å� 1)
kB Boltzmann constant (kB¼ 1.381�

10–16 erg K� 1)
m mass of the neutron (m¼ 1.675�

10� 24 g)
l neutron wavelength (Å)
v neutron velocity (km s� 1)
F neutron flux (n cm� 2 s� 1)

Table 4 Currently active neutron sources offering access to the scientific community for condensed matter research (4100 users/

year). The flux of pulsed sources corresponds to the peak flux

Location Country Source Type Power ðMWÞ Thermal flux

ð1014 n cm�2 s�1Þ

Lukas Heights Australia HIFAR Fission/continuous 10 1.4

Chalk River Canada NRU Fission/continuous 120 3.0

Grenoble France HFR Fission/continuous 58 12.0

Saclay France Orphée Fission/continuous 14 3.0

Berlin Germany BER-2 Fission/continuous 10 2.0

Geesthacht Germany FRG Fission/continuous 5 0.8

Jülich Germany FRJ-2 Fission/continuous 23 2.0

Munich Germany FRMII Fission/continuous 20 7

Budapest Hungary BNC Fission/continuous 10 1.6

Tokai Japan JRR-3 Fission/continuous 20 2.0

Tsukuba Japan KENS Spallation/pulsed 0.003 3

Dubna Russia IBR2 Fission/pulsed 2 100

Studsvik Sweden R-2 Fission/continuous 50 1.0

Villigen Switzerland SINQ Spallation/continuous 1 2.0

Didcot UK ISIS Spallation/pulsed 0.16 100

Oak Ridge USA HFIR Fission/continuous 85 12.0

Gaithersburg USA NBSR Fission/continuous 20 2.0

Los Alamos USA LANSCE Spallation/pulsed 0.056 34

Argonne USA IPNS Spallation/pulsed 0.007 5
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Introduction

The expression ‘‘neutron scattering’’ commonly re-
fers to the study of condensed or gaseous matter by
observing the scattering of a neutron beam from a
sample of the material in question. If the energy of
the neutrons in the beam is much higher than the
typical energy of the interactions of the atoms in the
sample matter (e.g., the energy of chemical binding
within constituent molecules), the collision of neu-
trons with the nuclei of the atoms depends only on
the properties of the individual nuclei and carries
no information on the properties of the material.
Thus, the subject matter of this article is the history
of using low-energy (typically less then 1 eV) neutron
radiation for exploring what happens inside common
materials.

The idea that neutrons can reveal precious infor-
mation about the structure of such materials – solids,
liquids, and to some extent also gases – was born
shortly after neutrons were discovered by Chadwick
in 1932. Practical neutron scattering started as a
parasitic activity on research reactors built in the
1940s for developing nuclear energy. Since the
1960s, several facilities around the world have been
specifically designed, built, and dedicated primarily
for neutron scattering research to serve by the end of
the twentieth century a worldwide community of
about 7000 users of neutrons as one of their tools in
the study of a vast variety of topics in condensed
matter research, including physics, chemistry, biol-
ogy, geology, archeology, and engineering. In 1994,
Shull and Brockhouse, the two outstanding pioneers
of neutron scattering in the 1950s, were awarded the
Nobel prize in physics for discovering how the neu-
trons show ‘‘where the atoms are and what they do.’’

Establishing the Conceptual Foundations

As early as in 1936, Elsasser suggested that neutrons
move as waves through matter and as these waves
scatter on the nuclei of individual atoms, interference
may occur between the partial waves scattered from
different atoms, as was known since the 1910s for
X-rays. This was demonstrated in the same year by
observing the strong reflection of neutrons on large
magnesium oxide single crystals. In this respect, the
fundamental difference that neutrons scatter on the

nuclei and X-rays on the electron cloud surrounding
these nuclei in the atoms was of no principal con-
sequence.

In 1936, Bloch also made a visionary proposition,
which in contrast had no analogy in X-rays. Due
to the fact that the neutron possesses a magnetic
moment, Bloch realized that they could also feel
the magnetic fields inside magnetic materials. The
magnitude of the neutron magnetic moment is
mn¼ 1.04� 10� 3mB, where the Bohr magneton mB

essentially equals the magnetic moment of a free
electron. The internal average magnetic field (induc-
tion) inside ferromagnetic iron is B¼ 2.2 T and the
energy of the Zeemann interaction in this field
E¼ � mnB¼ 1.32� 10� 7 eV acts as a potential on
the neutron (attractive if the neutron magnetic mo-
ment is parallel to the field B, and repulsive for an-
tiparallel direction), which can measurably deflect a
neutron beam. Bloch pointed out that, since the in-
ternal magnetic field distribution in a magnetic ma-
terial is not homogeneous but shows strong maxima
centered around the position of the nuclei, the inter-
nal magnetic field distribution shows a periodic struc-
ture in crystalline magnets and therefore with
neutrons, not only the atomic structure determines
the Bragg diffraction peaks well known for X-rays,
but there is also a contribution from the magnetism of
the atoms.

It is of particular historical interest that while
Bloch’s visionary recognition of the great potential
of neutron scattering in the study of magnetic ma-
terials proved to be of outstanding importance in the
investigation of magnetic phenomena, for example,
the study of high-temperature superconductors in
recent decades, he proposed a mathematical expres-
sion, which was debated for nearly 15 years and
finally proved to be wrong. This controversy reflect-
ed a fundamental ambiguity of electromagnetic the-
ory, which could finally be settled by the neutron
reflectivity experiments of Hughes and Burgy
(1951). In electromagnetic theory, two fields are as-
sociated with magnetic materials: the so-called
magnetic field H and magnetic induction B. These
two are equal outside the magnetized matter, the
only place where one could place a measuring
device. This was going to change with the neutrons:
as neutral particles, neutrons interact weakly with
most materials and can penetrate deep inside heavy
objects (e.g., many centimeters in steel), and as a
quantum mechanical particle wave, they can theo-
retically spread over an unlimited volume of
the sample. So magnetism could, for the first time,
be observed inside magnetic materials, with the

76 Neutrons and Neutron Scattering, History of



measuring probe, the neutron occupying the same
space as the sample magnetic material. Although the
details did not appear to be so clear at that time,
Bloch’s 1936 theory implied that the interaction be-
tween the neutron magnetic moment and magnetism
corresponds everywhere, including the inside of
matter, to the energy

E ¼ �mnH ½1�

whereas the different formulas proposed by Sch-
winger in 1937 were shown to correspond to the
general assumption

E ¼ �mnB ½2�

The experiments of Hughes and Burgy, which
could only be done when a few years after World
War II intense neutron beams became available for
research at nuclear reactors, settled the ambiguity in
favor of eqn [2]. To overcome a repulsive energy
barrier of B100 meV corresponding to the magnetic
induction B inside iron for the neutrons with magne-
tic moment opposite to the magnetization of the
sample, the neutrons needed to have at least 5 m s� 1

velocity perpendicular to the surface. Below this
value, the neutron beam is totally reflected. Thus for
typical velocities of the neutron beams available
from reactors in the range of 2000 m s� 1, the range
of total reflection will extend up to grazing incident
angles of B0.11 (the so-called critical angle). Hughes
and Burgy determined the potential energy by the
observation of the critical angle in magnetized Fe
films. Their conclusion that E¼ � mnB was shown to
imply that the magnetic moment of the neutron
should be considered as a microscopic Amperian
current loop, and not as a dipole built by opposing
charges.

Actually, the total potential energy at a surface is
the sum of the magnetic and nuclear contributions,
where the latter designates the average potential pre-
sented by the interaction between the neutrons and
the nuclei of the atoms in the sample, and the
detailed shape of the reflectivity curve above the
critical angle of total reflection depends on the de-
tailed profile of the potential, which can show
considerable structure, for example, in surfaces con-
sisting of a number of thin layers. Decades after the
pioneering work of Hughes and Burgy, neutron re-
flectivity became a widely-used tool for the study of
surfaces and thin film structures, in particular fol-
lowing Felcher’s important study of the penetration
depth of magnetic fields at the surface of supercon-
ductors in 1979.

Neutron Diffraction

Practical neutron scattering work started more than
10 years after the theoretical suggestions by Elsasser
and Bloch, when nuclear fission reactors became
available for research. The energy of fission neutrons
is very high (BMeV), and they first need to be
slowed down before they can be used in neutron
scattering work. This was achieved by the thermal-
ization process, in which neutrons are made to col-
lide randomly with light, small absorbing nuclei
(originally C in graphite) whereby after a few colli-
sions a neutron gas with a temperature close to the
temperature of the moderator is produced. The
energy of the neutron emerging from a moderator

E ¼ mv2=2 ½3�

(where m is the neutron mass, m¼ 1.67� 10�24 g) is
on average close to the thermal energy kBT at the
temperature of the moderator, that is, 25 meV at
room temperature. The corresponding neutron velo-
city v¼ 2200 m s� 1 is equivalent in quantum wave
mechanics to a wavelength of l¼ 0.18 nm, as given
by the de Broglie relation

h=l ¼ mv ½4�

where h is Planck’s constant. This wavelength is
comparable to the 0.154 nm of the Ka X-ray radi-
ation of copper, mostly used for crystallographic
studies at that time. However, the wavelength distri-
bution in the neutron beam extracted from the mod-
erator was very broad and to build the first neutron
diffractometer in 1948, Shull and Wollan at Oak
Ridge used a monochromator single crystal to obtain
a neutron beam with a well-defined wavelength. The
next step was to measure the neutron scattering
power for a large number of atomic nuclei by study-
ing the neutron diffraction pattern for many well-
known crystals. It turned out that this power changes
rather randomly from one nucleus to the other, and,
in particular, in neutron diffraction one can see
the contributions of light elements (e.g., hydrogen)
also in the presence of much heavier ones. This is an
important contrast of great practical utility to X-ray
diffraction, where heavy elements in the crystals tend
to mask the lighter ones.

The first decisive discovery by using neutron scat-
tering was made by Shull and Smart in 1949 at Oak
Ridge: they found a new Bragg peak in the neutron
diffraction pattern of MnO at low temperatures,
which could not be seen in X-ray studies (Figure 1). It
was the first experimental evidence for antifer-
romagnetism, showing that the magnetic moments
of the Mn atoms are aligned parallel for every second
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atom in certain lines and antiparallel for the atoms
in-between. This breakthrough established neutron
scattering as the preferred tool for the study of
magnetism on the atomic scale. It is worth noting
that this seminal discovery was made before the
controversy on the coupling between neutron and
magnetism had been settled. However, the existence
of Bragg peaks in a sample without preferred magne-
tic orientation did not depend on the exact form of
the interaction.

Neutron diffraction experiments can not only
reveal crystalline long-range order, but also much
less regular arrangements of atoms. In such cases the
Bragg peaks are replaced by broad ‘‘diffuse scatter-
ing’’ structures in the scattering diagram (such as in
the lower curve in Figure 1 arround 111 scattering
angle), which carry information on a large variety of
phenomena, such as the way in which one atom is
surrounded by neighbors in a liquid or the size and
arrangement of precipitates in an alloy. Information
on larger structures shows up at smaller scattering
angles, which gradually led (from the late 1950s) to
the development of small angle neutron scattering
(SANS) as a very special form of neutron diffraction.

Inelastic Scattering

The atoms and molecules inside condensed matter
move around locally with energies comparable to

kBT. This leads to the appearance of the so-called
inelastic scattering processes, in which the energy of
the scattered particle is changed by an exchange with
the kinetic energy of the atoms. Since for ordinary
temperatures, the energy of the thermal motion of
atoms in the sample is comparable to the energy of
the neutrons from ambient moderators, the energy
change of the neutron in the corresponding inelastic
scattering processes can be quite substantial, and
therefore readily measurable. In contrast, the quanta
of X-rays with wavelength convenient for scattering
work on condensed matter (i.e., in the range of
atomic distances in the sample) are very high, and
inelastic processes due to motion of atoms are dif-
ficult to observe. For example, the energy of the
above-mentioned Ka X-ray radiation is 7.8 keV,
B300 000 times higher than energy of neutrons with
similar wavelength. Since the early 1950s, several
research groups have demonstrated the existence of
such inelastic processes in neutron scattering. The
decisive breakthrough came from Brockhouse at
Chalk River by the introduction of triple-axis-spec-
troscopy in 1958, a technique to put these studies on
firm grounds adequate for theoretical interpretation.

In 1954 van Hove developed a general theoretical
framework for neutron (and other) scattering exper-
iments in condensed matter. The particular signi-
ficance of the van Hove theory for neutrons was that
since the neutron interaction with most condensed
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matter sample is weak (again a very important dif-
ference from X-rays), this theory applies with great
precision in most cases. The theory allows us to cal-
culate the probability for the neutron to scatter from
an initial state with velocity vi to a final state with
velocity vf for any complete model of the behavior of
the sample, including both the arrangement of the
atoms in space and their motion, for example, vib-
rations around steady equilibrium positions in solids,
or the microscopic motion leading to fluidity in liq-
uids. The van Hove scattering function S(q, E) is a
function of two parameters, the momentum transfer
vector q and the energy transfer E, which are defined
in terms of the initial and final neutron velocities
as follows:

q ¼ mvf=_� mvi=_ and E ¼ mv2
f =2 � mv2

i =2 ½5�

where _ ¼ h=2p and vf and vi are the absolute values
of the velocity vectors vf and vi. The triple-axis tech-
nique of Brockhouse allows us to select a well-de-
fined pair of values q and E. This was a real
breakthrough, since the computing power in theo-
retical calculations was rather limited at that time
and model calculations such as the energy dispersion
relation of a phonon or magnon excitation branch a
in single crystals, Ea(q), could only be calculated for
special momentum transfer vectors q in highly sym-
metric directions in the crystals.

The principle of triple-axis spectroscopy is very
simple (Figure 2): both the initial and final neutron
velocities can be selected with great flexibility, by a
monochromator and an analyzer crystal, in order to
fulfill both the equations in [5] for a wide range of

desired values of the four parameters represented by
the vector q and the scalar E. This requires calculat-
ing the three scattering angles for the monochroma-
tor, sample and analyzer, and automatically setting
the spectrometer and the orientation of these three
crystals in the right configuration. This was the key
technical innovation behind the introduction of tri-
ple-axis spectroscopy. The most common mode of
operation is to design scans of one of the above-
mentioned four parameters, for example, in ‘‘constant
q’’ scans a set of data points are taken at different E
values, while the vector q is kept constant with re-
spect to the sample. The diffractometer, or ‘‘two-axis’’
spectrometer, used by Shull and collaborators differs
from the one in Figure 2 only by the lack of the
analyzer crystal: the detector only records the distri-
bution of the scattered neutrons as a function of
the scattering angle, without analyzing the magnitude
of their velocity. This is done under the tacit and
frequently valid assumption that the inelastic scatter-
ing is weak compared to the elastic one with vf¼ vi,
and therefore it can be neglected.

An alternative approach to inelastic scattering is to
produce pulses of neutrons with a constant initial
velocity vi and determine the final velocity vector vf

by recording the time of arrival of the neutrons at the
immobile detector banks surrounding the sample,
where the position of each detector corresponds to a
given scattering angle. A 2–4 m flight path between
the sample and the detectors is sufficient to determine
the final neutron velocities with a reasonable preci-
sion. This ‘‘time-of-flight’’ (TOF) method was devel-
oped at several places in incremental steps parallel to
the triple-axis technique, including early work with
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mechanical choppers to produce neutron pulses by
Jacrot at Saclay. TOF techniques are most often used
for isotropic samples, for example, liquids, where only
the absolute value of q matters, not its direction com-
pared to the orientation of the sample. Figure 3 shows
the elementary excitation spectrum of superfluid 4He
below 2.17 K. The observation of the minimum
in the E(q) dispersion relation at q¼ 19.3 nm� 1

provided direct evidence for the theories of Landau
and Feynman.

Polarized Neutrons

The van Hove scattering function as given above
applies to the simplified situation of neglecting the
neutron magnetic moment. While the initial and final
states of the neutrons are only fully characterized by
not only keeping track of the velocity but also of the
direction of the magnetic moment vector l (or that of
the associated neutron spin with s¼ 1/2), only the
velocity has been considered so far. This corresponds
to the real experimental situation in ‘‘unpolarized
neutron scattering,’’ where l is randomly oriented
in the incoming beam and its orientation is not de-
termined in the scattered beam. In the most general
case, one needs to define both the initial and final
states by the five parameters (vi, li) and (vf, lf),
respectively (vector l represents only two free pa-
rameters, since its magnitude is given). Thus, the
van Hove scattering function will take the form
Sa;bðq;EÞ, describing the scattering probability from
an initial neutron state with magnetic moment
direction a to a final one with magnetic moment
direction b.

The two basic methods used nearly exclusively
until now to produce polarized neutron beams were
also discovered early on, in 1951. One of them is
essentially the reflection of neutrons on magnetized
mirrors used by Hughes and Burgy to identify the
interaction of neutrons with magnetic fields, as dis-
cussed above. The potential in eqn [2] for the internal
B field in the ferromagnetic mirror (Fe or Co or their
alloys) makes the critical angle of total reflection
different for neutrons with magnetic moment orient-
ed parallel or antiparallel to the direction of the field
magnetizing the mirror. Thus, in the angular range
between these two critical angles (referred to as ‘‘spin
up’’ and ‘‘spin down’’ critical angles), the reflectivity
will be substantially larger for one direction of the
neutron magnetic moment, and the mirror selects
from the originally unpolarized beam a preferred
magnetic moment (or spin) direction. This technique
is simple and inexpensive; it has the disadvantage
though that the difference between the ‘‘up’’ and
‘‘down’’ critical angles is rather small, and therefore
it can only select a rather limited fraction of the
neutrons emerging from the reactor in all directions.
In 1976 Mezei introduced the ‘‘supermirrors’’ to en-
hance the angular range of efficient polarizing neu-
tron mirrors by complementing the range of total
reflection by a range of nearly total reflection by in-
terference on a stack of up to B500 thin layers of
alternating magnetic and nonmagnetic layers with
carefully designed sequence of thicknesses between
B3 and 50 nm. Most mirror-based neutron polar-
izers in operation today use supermirrors.

The other basic method of polarizing neutrons is
to use an adequate Bragg reflection from a single
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crystal. In ferromagnetic materials, unlike the case of
antiferromagnets shown in Figure 1, the magnetism
of the atoms leads to a magnetic contribution to the
Bragg peaks corresponding to the atomic crystal
structure. This makes the intensity of the reflection
dependent on the relative direction of the neutron
magnetic moment with respect to the magnetic field
polarizing the sample. For a few special Bragg peaks
in various materials, the intensity of the reflection
can be two orders of magnitude different for neutron
spins parallel or antiparallel to the crystal magnet-
ization. This was first observed by Shull in 1950 for a
reflection in magnetite, Fe3O4. He also pointed out
that by observing the effect of the beam polarization
on the scattered beam intensity in a magnetized sam-
ple one can increase the sensitivity of neutron scat-
tering experiments in the study of weak signals from
magnetic samples by orders of magnitude, for exam-
ple, for detecting ordered magnetic moments in the
range of 10� 3 mB per atom.

Polarization Analysis

For the unambiguous identification of the magnetic
signals in complex magnets or inelastic scattering, in
particular in paramagnetic or antiferromagnetic sam-
ples which cannot be magnetized in moderate fields,
one needs to resort to polarization analysis. Here the
scattered beam intensity might not depend on the
initial beam polarization; instead, the scattered beam
polarization needs to be determined. Experimentally
this can be achieved by replacing both the monoch-
romator and analyzer crystals on a triple-axis spec-
trometer by a crystal with a polarizing reflection and
control the beam polarization between the polarizer
and analyzer crystals, for example, by maintaining it
in a given direction or ‘‘flipping’’ it. Several research-
ers have made important steps in this direction, in
particular, Drabkin and collaborators at Gatchina. In
1969, Koehler, Moon, and Riste established the first
experimental evidence for the characteristic polari-
zation behavior of different scattering processes. In
the approach, they established (what is now called
‘‘one-dimensional polarization analysis’’) that both
the initial and final beam polarization can be either
parallel (þ or ‘‘up’’) or antiparallel (� or ‘‘down’’)
to the field direction on the sample. Thus, the choice
of a and b directions in the above general form of the
van Hove scattering function reduces to the combi-
nations: ‘‘þþ ’’ for the probability of scattering from
the þ neutron spin direction to the same one,
Sþþ (q, E), and similarly ‘‘� � ,’’ ‘‘þ � ,’’ and
‘‘� þ .’’ The first two processes are without change
of spin direction (‘‘non-spin flip’’) and the last
two ones involve the reversal of the neutron spin

(‘‘spin flip’’). Later developments (primarily at Delft,
Gatchina, and ILL, Grenoble) led to generalized or
vectorial (3D) polarization analysis (or polarimetry),
where a and b can be arbitrary directions. A histor-
ically important example of complex vectorial
behavior of the scattered beam polarization is the
early prediction by Halpern and Johnson in 1942 for
the magnetic scattering in paramagnetic samples,
giving the direction of the scattered beam polariza-
tion Pf (which is defined as the average of the
individual neutron magnetic moment directions
in the beam) as a function of the initial one Pi and
the unit vector parallel to the momentum transfer
û ¼ q=q as

Pf ¼ �ûðPiûÞ

Special cases of this relation (when Pi and û are
either parallel or perpendicular) have been demon-
strated in 1969 by Koehler, Moon, and Riste, while
the full vectorial relation could only be verified later.

Neutron Spin Echo

The generic scheme of neutron scattering experi-
ments consisting of preparation of an initial beam
with more or less well-defined vi and analysis of the
final distribution of vf, as it is common, for example,
for triple axis (Figure 2), TOF, and other techniques.
It implies that for the observation of small changes,
the initial and final velocities must be very well de-
fined, that is, very few neutrons will be selected from
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Figure 4 The layout of a neutron spin echo spectrometer.

(Mezei F (ed.) (1980) Neutron Spin Echo. Berlin: Springer.)
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a broad distribution in direction and absolute
velocity. The neutron spin echo method, invented
by Mezei in Budapest (1972) uses a drastically dif-
ferent paradigm. It consists in making each neutron
effectively carry its own stopwatch and, using this,
compare a selected component of vi with another
component of vf. Thus, the determination of minute
relative changes of the neutron energy in the 10� 6

range can be measured at a rough monochromaticity
of 10–20%. The Larmor precession of the magnetic
moment of each neutron in well-defined magnetic
fields serves as the clock attached to each neutron
(Figure 4). Neutron spin echo thus allows to extend
the upper limit of time domain 10�14–10�9 s where
atomic motions can be studied by methods of ine-
lastic neutron scattering up to 10� 6 s, making ac-
cessible many processes in macromolecular systems.

Steady-State and Pulsed Neutron
Sources

The most recent revolution in neutron scattering is
driven by the evolution of the methods of producing
neutron beams. As we have seen, the need to select
neutron beams with a more or less well-defined in-
itial velocity vi by some monochromator implies that
one should throw away the vast majority of the neu-
trons produced with a broad velocity distribu-
tion and emitted in all directions by the moderators.

Cutting out pulses of the beam by a mechanical
chopper was found early on as an efficient way to
select their velocity, for example, 0.2 ms pulses every
10 ms provide a suitable monochromatic beam for
TOF spectroscopy over a typical flight path of 20 m.
Such a monochromator only needs neutrons for a
short time every 10 ms; for the rest the source could
be switched off to save costs and heat production, the
latter being the ultimate technical limitation. It is
difficult but not impossible to operate reactors in
a pulsed fashion, and this approach has been pio-
neered at Dubna near Moscow since the 1960s.
The IBR-2 pulsed reactor source at Dubna today
achieves 1500 MW instantaneous power (heat pro-
duction) when switched on for about 0.3 ms,
while steady-state reactors cannot practically surpass
100 MW.

Neutrons can also be produced by accelerators,
that can easily operate in a pulsed mode. This ap-
proach was first pioneered by Tohuku University in
the 1960s using electrons. The most efficient accel-
erator-based neutron production technique, the so-
called ‘‘spallation,’’ was established in Argonne near
Chicago by Carpenter and collaborators in the
1970s. Here a pulsed proton beam is accelerated to
typically 1 GeV energy, and each proton absorbed
in a heavy-metal target sets free B30 neutrons in a
series of collisions with the nuclei. Thus, the energy
needed per neutron produced (B30 MeV) is much
less than the B190 MeV heat accompanying the
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birth of a recoverable neutron in the fission process
in reactors. The great new potential offered by high-
power spallation sources, as illustrated in Figure 5 by
the peak instantaneous neutron flux they can pro-
duce during the pulse, is based on this double gain of
efficiency: less heat is produced per usable neutron
and the source is switched off for much of the time
when no neutrons are needed. Although, by itself, the
peak flux of a pulsed source compared to the time
average flux of a steady-state reactor does not fully
characterize its performance in all applications, the
great potential of progress with future multi-MW
spallation sources is well illustrated in Figure 5.

Neutron Optics

While source performance has not improved much
since the 1950s in terms of number of neutrons pro-
duced, the intensity of neutron beams available in
scattering experiments has steadily increased over the
same period of time, in particular by the advent of
Institut-Laue-Langevin (ILL) in Grenoble, the most
powerful neutron scattering facility in the world op-
erated through a European collaboration. At the
58 MW fission reactor at ILL three different moder-
ator temperatures 25, 300, and 2000 K are available
in order to provide the best-adapted neutron spec-
trum for the various instruments, and that has
become a standard for more recent research reac-
tors. The art of ‘‘neutron optics,’’ the development of
increasingly efficient components for transporting,
shaping, monochromatizing, and analyzing neutron
beams has also steadily progressed. One of the key
inventions was the introduction of neutron guides by
Maier-Leibniz in München in the early 1960s. Neu-
tron guides are rectangular tubes with cross-section

up to 100–200 cm2 with the internal walls made of
totally reflecting mirrors (usually highly polished
glass coated with an adequate metallic layer). These
guides can transport intense neutron beams over
large distances with minimal losses with a beam
divergence limited by the critical angle of total re-
flection (typically a few tenths of a degree). More
recently, the divergence, and hence the intensity of
the beam transported in the guides, is enhanced by
using supermirror coating. The early single crystal
monochromators are replaced by arrays of single
crystals focusing the beam on the sample, and an
increasingly larger fraction of the scattered neutrons
is captured by using large position-sensitive area de-
tectors. The combination of continuously advancing
neutron optics with the enhanced neutron flux of the
next-generation neutron sources means that the pow-
er of neutron scattering methods is increasing much
faster than indicated by the trendline in Figure 5 for
spallation sources.

See also: Neutron Sources; Scattering, Inelastic: Bril-
louin; Scattering, Inelastic: Electron; Scattering, Inelastic:
Raman.

PACS: 03.75.Be; 61.12.�q; 61.12.Bt; 61.12.Ex;
61.12.Ha; 61.12.Ld; 75.25.þ z.
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Introduction

Ideal crystals exhibit perfect translational symmetry.
The arrangement of the atoms in a unit cell repeats
itself in one, two, and three dimensions. In disor-
dered systems on the other hand, the translational
symmetry is locally broken. It is only the average
structure, which is translationally invariant.

Many physical properties of disordered systems
are of great interest both for basic physics as well as
applications. Generally, they are not determined
by the average structure, but by the local structure.
Examples of such systems are, for instance, relaxors,
that is, perovskite solid solutions with exceptional
dielectric and electromechanical properties, which
are characterized both by substitutional site and
charge disorder, and the formation of polar nano-
clusters. It has been shown that disorder is important
also in perovskites such as BaTiO3 and SrTiO3,
which were long considered to be classical exam-
ples of displacive soft-mode type ferroelectrics or
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ferroelastics, describable by anharmonic lattice dy-
namics. These are important in thin films and ferro-
electric memory devices. The local rather than the
average structure also determines the properties of
hydrogen-bonded ferroelectrics such as KH2PO4,
proton, and deuteron glasses as well as related
H-bonded biomolecules and DNA. The same is true
for many fullerenes as, for instance, for the purely
organic ferromagnet TDAE-C60 or Cs4C60. Incom-
mensurate systems, where one has perfect long-range
order but no translational symmetry in one, two, or
three dimensions, represent a special case. Here, the
local structure is determined by the modulation
wave, the periodicity of which is incommensurate
to the periodicity of the basic lattice. Therefore, the
translational periodicity is lost and the whole crystal
is the unit cell. The small deviations from the average
structure are hard to determine by X-ray or neutron
scattering techniques, which depend on spatial
averages. Local techniques, such as nuclear or elec-
tron magnetic resonance, on the other hand, directly
reflect the local structure.

The relevant Hamiltonian is here, in the most gen-
eral case, the sum of a Zeeman term, a chemical shift
term, a dipole–dipole term, a nuclear quadrupole
coupling term and a hyperfine coupling term

H ¼ Hz þHcs þHd2d þHQ þHhpf ½1�

The last four terms in expression [1] depend on the
local structure and dynamics of the atomic surround-
ing of a given nucleus, and are very sensitive to small
deviations from the average structure. The shifts of
the Zeeman energy levels in case of a nonzero electric
quadrupole coupling are schematically illustrated in
Figure 1. The relation between the site symmetry and
the quadrupole coupling term is shown in Table 1.

Disorder in Classical Perovskites

The question to be answered is whether the potential
for Ti motion in the cubic phase of classical
perovskites such as BaTiO3 or SrTiO3 exhibits a
minimum at the center of the oxygen cage or whether
the Ti ion is disordered between several off-center
sites (Figure 2). Since the electric field gradient (EFG)
tensor is zero by symmetry at the central position and
nonzero at the off-center sites, the above problem
can be solved by quadrupole perturbed Ti-nuclear
magnetic resonance (NMR).

A recent NMR study indeed observed unresolved
47Ti (I¼ 5/2) and 49Ti (I¼ 7/2) first-order satellites
indicative of nonzero quadrupole coupling in the cu-
bic phase of BaTiO3. This can only be understood if
the Ti ions are off-center even in the cubic phase
above the ferroelectric transition at Tc. Similar re-
sults have been obtained also in the cubic phases of
SrTiO3, 18O enriched SrTiO3

18, and KTaO3 doped
with Nb.

For the case that the EFG tensor at the Ti sites is
nonzero, one expects 2I quadrupole perturbed NMR
lines for each isotope in BaTiO3. The frequency shift
Dvm¼ vm� 12m� vL of the m� 12m transition is
given by

Dvm ¼ � vQðm � 1=2Þð3 cos2 y� 1

þ Z sin2 y cos 2fÞ=2 ½2�

where vQ¼ 3K/[2I(2I� 1)] is the quadrupole fre-
quency, Z is the asymmetry parameter of the EFG
tensor, K ¼ e2qQ=h is the electric quadrupole coup-
ling constant, and y and f are the tilt and azimuthal
angles, respectively, of the direction of the external
magnetic field in the EFG tensor eigenframe xyz.
Instead of sharp satellite lines, broad background
components in addition to the two sharp � 1/221/2
central lines are observed, which are not affected
by quadrupole coupling in the first order. The
presence of the satellite background in BaTiO3 and

Table 1 EFG tensor and symmetry of the nuclear site

Site symmetry EFG tensor

Cubic 0

Threefold, fourfold or higher

symmetry rotational axis

Axially symmetric EFG

tensor, asymmetry

parameter

Z ¼ Vxx�Vyy

Vzz
¼ 0

Twofold axis One principal axis of EFG

tensor is parallel to the

twofold axis

B = 0
eq = 0

B ≠ 0
eq = 0

B ≠ 0
eq ≠ 0

M : ± 3/2, ± 1/2

−3/2

−1/2

3/2

�L
�L + ∆�Q

�L + ∆�Q

�L

�L

1/2
�L

−3/2

−1/2

3/2

1/2

Figure 1 Shift of the Zeeman energy levels of a nucleus with a

spin I¼ 3/2 in the presence of nonzero electric quadrupole coup-

ling, e2qQ/ha0. Instead of a single Zeeman line now there are

three lines: a central 1/22�1/2 transition and two satellite tran-

sitions, 3/22� 1/2 and � 1/22�3/2 . Here eq¼Vzz is the

largest eigenvalue of the EFG tensor, e is the elementary charge,

Q the nuclear quadrupole moment, and h Planck’s constant.
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SrTiO3 demonstrates the local breaking of the Oh

symmetry of the cubic phase. Without this breaking,
there should be no satellite background around
the central lines. The width of this unresolved sat-
ellite background shows that one has dynamic Ti

disorder among a subset of off-center sites (Figures 3
and 4).

The angular dependence of the second moments
M2(W) of the 47Ti spectra (Figure 5) shows that local
tetragonal breaking of the cubic symmetry in BaT-
iO3, SrTiO3, and SrTiO3

18 is dealt with.
The results can be understood within the eight-site

order–disorder model (Figure 4). Sites 1, 2, 3, and 4
are each visited 25% of the time, whereas sites 5, 6,
7, and 8 are unvisited resulting in a local tetragonal
state with a polarization along the [001] unit cell
edge. The bias slowly switches so that after some
time the sites 1, 2, 5, and 6 are visited 25% of the
time and the polarization is along [010], etc. Thus,
even in the cubic paraelectric phase, each unit cell
is polarized. Only the time-averaged macroscopic
polarization is zero. It should be stressed that two
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Figure 2 Possible Ti ion positions compatible with the cubic Oh

symmetry of the paraelectric phase of BaTiO3: (a) static Ti ion at

the center of the oxygen cage of the ideal perovskite lattice, (b) Ti

dynamically disordered among eight off-center sites displaced

along the [111] body diagonals.
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distinct timescales as demonstrated by the T2 data
are dealt with here. On a short timescale, the Ti ions
hop rapidly between four [111] off-center positions
giving rise to a dipole moment along the cubic di-
rections [100], etc. On a longer timescale, these tet-
ragonal nanodomains can reorient between six
equivalent directions.

Orthorhombic and rhombohedral symmetry bre-
aking does not agree with the M2(W) data in the cubic
phase. Below Tc the broad component (i.e., the un-
resolved satellite background) disappears and is re-
placed in BaTiO3 by well-resolved satellites showing
the presence of 901 ferroelectric domains. The
tetragonal nanodomains become macroscopic and
static below Tc.

One further point should be stressed. Assuming a
fast motional exchange of the Ti ions among the off-
center sites and site occupation probabilities ni, one
finds the motionally averaged EFG tensors for the
cubic (Oh) and tetragonal (C4v) phases as

/VS ¼
X8

i¼1

niVi ½3�

leading to

/VSOh
¼ 1

2
ð3 cos2 y� 1ÞV0

V0 ¼ eq

�1=2 0 0

0 �1=2 0

0 0 1

0
B@

1
CA ½4�

and

/VSC4v
¼ 2ðn1 þ n5Þð3 cos2 y� 1ÞV0 ½5�

In the cubic phase ni¼ 1/8, i¼ 1,y,8, whereas in the
tetragonal phase n1¼ n2¼ n3¼ n4an5¼ n6¼ n7¼
n8. In the undistorted cubic and tetragonal phases,
the body diagonals [111] lie at the magic angle
yM¼ 54.71 with respect to the cubic cell edges. As a
result of this, 3 cos2(y¼ yM)� 1¼ 0, and the motion-
ally averaged EFG tensor /VS vanishes though the
EFG tensors at the eight off-center sites are different
from zero. In fact, the tetragonal bias induces a slight
deformation of the unit cell, c/aa1, in the tetragonal
nanodomains in the cubic phase so that /VSa0.
The angle between the body diagonals and the unit
cell edges deviates from the magic angle, y¼ yMþ d.
In the tetragonal clusters inside the macroscopically
cubic phase dE0.011. The situation is similar in
SrTiO3 and SrTiO18

3 .
On further cooling, BaTiO3 undergoes a tetra-

gonal–orthorhombic and at still lower temperatures,

an orthorhombic–rhombohedral phase transition.
These transitions are connected with a rotation of
the spontaneous polarization due to changes in the
site occupation probabilities ni resulting from the bi-
ased freeze-out of dynamical Ti disorder. In the low T
rhombohedral phase, the disorder is frozen out and
only one of the eight sites is occupied.

Relaxors

‘‘Weak’’ Relaxors

A well-known example of a prototype incipient
ferroelectric or a ‘‘weak’’ relaxor is substitutionally
diluted KTa1�xNbxO3. Pure KTaO3 does not un-
dergo any ferroelectric transition as T-0. On dec-
reasing temperature, it shows a strong increase in the
dielectric constant related to the softening of its
ferroelectric phonon mode. KNbO3, on the other
hand, is a perovskite ferroelectric displaying transi-
tions from the paraelectric cubic to the ferroelectric
tetragonal, orthorhombic, and rhombohedral phases
in complete analogy to BaTiO3. Substituting Nb for
Ta induces a diffuse ferroelectric phase transition in
KTa1� xNbxO3 for x40.008, so that the transition
temperature Tc varies with x as Tc(x)¼A(x� xc)

1/2.
Within the experimental accuracy, the Ta ions occu-
py the center of symmetry position, whereas the Nb
ions are off-center even in the cubic phase and move
in a multiwell potential as in the case of BaTiO3. For
small x, one has a transition to a dipolar glass phase
(xp0.06) with no symmetry breaking. For larger x,
one finds the same sequence of phase transitions as in
BaTiO3.

The breaking of the average cubic symmetry in
KTa1� xNbxO3 far above TcD150 K can be easily seen
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Figure 6 93Nb (I¼9/2) NMR spectrum of a KTa0.85Nb0.15O3

single crystal in the cubic phase at room temperature. The pres-

ence of the quadrupole-coupling-induced unresolved satellite

background demonstrates that the Nb ions are disordered

between off-center sites in analogy to the Ti case in BaTiO3.
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from the nonzero Nb quadrupole coupling-induced
unresolved satellite background for x¼ 0.15 (Figure 6).

‘‘Strong’’ Relaxors

‘‘Strong’’ perovskite relaxors such as PbMg1/3Nb2/3

O3 (PMN) are intermediate between dipolar glasses
and classical ferroelectrics. They exhibit both site and
charge disorder, and are therefore characterized by
the presence of both random interactions and random
fields. They show a broad and large, frequency-de-
pendent peak in the dielectric constant (B300 K for
PMN) and huge electro-mechanical coupling. In
analogy to dipolar glasses, they show no macroscop-
ic symmetry breaking and the structure remains cubic
down to liquid helium temperatures. This is true even
on the micrometric scale. On the nanometric scale, on
the other hand, the local structure is different from
the average structure. Burns and Dacol suggested that
randomly oriented polar nanoclusters appear in PMN
below 925 K so that one deals with a heterostructure
consisting of two phases.

A characteristic difference between dipolar glasses
such as Rb1� x(NH4)xH2PO4 and relaxors is that, in
relaxors a ferroelectric state appears for electric fields
larger than a critical field, E4Ec, whereas this is not
the case in dipolar glasses. This difference is obviou-
sly due to polar nanoclusters, which do not exist in
dipolar glasses.

The local structure of PMN has been recently stud-
ied by field-cooled (FC) and zero field-cooled (ZFC)
207Pb (I¼ 1/2) NMR. Since 207Pb has no electric
quadrupole moment, the dominant interaction which
allows for the study of polar nanoclusters, is here the
chemical shift. If the Pb nuclei in the polar clusters are
displaced from their high-symmetry cubic perovskite
sites, the 207Pb chemical shift tensors become aniso-
tropic. They can be written as a sum of a scalar part
s0 and a traceless second-rank tensor part �a:

s ¼ s01 þ �a ½6�

The eigenvalues of the traceless part are � sa/2, � sa/2,
and sa. The largest principal axis of �a should be

parallel to the direction of the average shift of the Pb
nucleus, that is, to the direction of the polarization pi

of a given polar cluster i.
For a general orientation of the crystal with respect

to the direction of the magnetic field B0 specified
by (y,f), the 207Pb NMR transition frequency is
given by

vPb ¼ vL½1 þ s0ðpÞ þ sZZðp; W;j; y;fÞ� ½7�

where vL is the unperturbed Pb Larmor frequency, s0

is the isotropic part of the chemical shift tensor, and

sZZ is the component of �a along the magnetic field

direction. The angles (W, j) determine the orientation
of the eigenframe of �a with respect to the crystal
fixed frame.

A simple nearly isotropic Pb spectrum of roughly
Gaussian-line shape (Figure 7) is seen for both ZFC
and FC spectra above 210 K. Its half-width at 410 K is
B30 kHz, that is, much larger than what can be ac-
counted for by nuclear dipolar interactions. The line
shape reflects a spherical shell-type distribution of
chemical shift tensors due to nearly isotropic Pb dis-
placements of various magnitudes from the cubic po-
sitions. The corresponding polarization distribution
function is the one predicted by the spherical random
bond–random field model. Below 210 K, an aniso-
tropic line appears in addition to the isotropic com-
ponent in both FC and the ZFC spectra. For E4Ec, a
sudden increase in the intensity of the anisotropic
component takes place (Figure 7) at 210 K. This
signals a first-order type phase transition into an elec-
tric field-induced ferroelectric phase. The angular
dependence of the anisotropic line shows that it cor-
responds to frozen-out Pb shifts along the [111] di-
rection, that is, the direction of the spontaneous
polarization. About 50% of the Pb nuclei still reside in
the isotropic spherical glass matrix. The transition at
Tc is thus an orientational percolation transition of
frozen ferroelectric polar clusters with the polarization
and the Pb shift parallel to the [111] direction. A sim-
ilar though smaller increase in the concentration of
frozen-out clusters with a Pb shift along [111] is seen
also in the absence of an electric field. The concentra-
tion of ferroelectric clusters here does not seem to be
large enough to induce a transition to the ferroelectric
state. PMN thus seems to be an incipient ferroelectric.

The temperature dependence of the spin–spin re-
laxation time T2 reflecting the nanocluster dynamics
is shown in Figure 8. On cooling down from 400 K,
T2 decreases with decreasing temperature demons-
trating the rapid slowing down of the nanocluster
dynamics in the spherical glass matrix. A very pro-
nounced T2 minimum appears at B255 K, that is, at
the temperature where a maximum of the dielectric
susceptibility is found. Here the inverse nanocluster
correlation time is in the kHz range. The same
mechanism, that is, fluctuations in the orientation of
the nanocluster polarization, related to Pb jumping
between several off-center sites, is responsible for the
dielectric losses as well as for the T2 behavior. The
spin–lattice relaxation time T1 is here by three orders
of magnitude longer than T2, demonstrating that one
deals with a frequency distribution peaked at low
frequencies. At T4250 K, T2 only weakly depends
on the frequency offset, demonstrating that the
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nanocluster dynamics is similar in different parts of
the crystal.

There is no difference in the FC and ZFC T2

values above Tc¼ 210 K. Below the percolation
transition at Tc, on the other hand, T2 strongly de-
pends on the frequency offset in the FC measure-
ments, that is, the nanocluster dynamics is different
in different parts of the crystal as expected for a two-
component system. The FC and ZFC data differ
significantly. A second rather flat T2 minimum ap-
pears at B140–150 K in the FC data. It can be at-
tributed to the ferroelectric [111] polarized clusters,
whereas the first minimum is due to the spherical
glass matrix.

H-Bonded Systems

The chemical, physical, and biological properties of
H-bonded systems and biomolecules are determined

by the local structure of the H-bonds, that is, by the
position of the proton or deuteron in the hydrogen
bonds and its dynamics. 17O and deuteron quad-
rupole coupling, in particular, have been shown to
be very sensitive indicators of that. The case of
KH2PO4 is illustrated in Figure 9. Here, one has in
the paraelectric phase, a fast exchange of the protons
between the two equilibrium sites in the H-bond,
17O–HyO and 17OyH–O. These two sites cor-
respond to the ‘‘close’’ respectively ‘‘far’’ positions of
the proton with respect to a given 17O (I¼ 5/2)
nucleus. Due to fast exchange, only one averaged
17O nuclear quadrupole resonance (NQR) line is
seen in the paraelectric phase. In the ferroelectric
phase below Tc, however, the proton motion is
frozen out and one sees two separate 17O NQR
lines corresponding to the ‘‘close’’ and ‘‘far’’ proton
positions. Still another technique, which allows for a
very precise measurement of the 17O–H distance, is
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based on the measurement of the proton dipolar
splitting of the 17O NQR line by proton-17O double
resonance.

A significant progress in the understanding of the
proton dynamics and proton transfer in solids has
been recently achieved by two-dimensional (2D)
deuteron and 31P exchange NMR spectroscopy.
Due to the so-called Pauling–Slater ice rules, only
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Figure 8 Temperature dependence of the 207Pb spin–spin relaxation time T2 in single crystal PMN reflecting the nanocluster dynamics

in the FC and ZFC case.
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Figure 9 17O (I¼5/2) quadrupole resonance transitions in

KH2PO4 obtained by the quadrupole double resonance tech-

nique. Below Tc are seen separate lines for the proton in the ‘‘far’’
17OyH–16O and ‘‘close’’ 17O–Hy16O positions whereas

above Tc only one ‘‘average’’ line due to fast proton exchange

between the two positions in the H-bond is seen. The 16O

nucleus has no quadrupole moment and does not contribute to

the spectrum.
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Figure 10 (a) Motion (steps I–IV) of Takagi H3PO4 defect (T)

and (b) shape of the O–HyO H-bond potential in the proton (or

deuteron) glass Rb1� x(NH4)xH2PO4 or Rb1� x(NH4)xH2AsO4.

After several Takagi defect visits, the O–HyO potential linking

different H2PO4 Slater groups becomes effectively of the

symmetric double minimum type, thus explaining the tetragonal

symmetry of these glasses and of the paraelectric phase of

KH2PO4.
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two out of the four protons linking adjacent PO4

groups via double minimum type O–HyO bonds,
are close to each PO4 ion in KH2PO4 type ferro-
electrics and proton or deuteron glasses. The intra-
bond proton transfer from one well to another creates
a Takagi HPO4–H3PO4 defect pair which has a higher
energy than the Slater pair H2PO4–H2PO4 it is
originating from. In contrast to that, a H-bond
linking an unpaired Takagi defect with a Slater group
has a symmetric double-well potential (Figure 10).
The visits of Takagi groups to a given Slater group
invert the bias of the H-bonds (Figure 10), thus
symmetrizing the double-well H-bond potential on a
long enough timescale.

The switching among different Slater H2PO4 con-
figurations induced by unpaired Takagi H3PO4 and
HPO4 diffusion has been indeed directly detected in a
deuteron glass Rb0.5(ND4)0.5H2P04 by 31P 2D ex-
change NMR (Figure 11). The resulting symmetrizat-
ion of the O–HyO double minimum potential
has been observed by 2D deuteron exchange NMR
in Rb0.68(ND4)0.32H2AsO4 (Figure 12). tmix is the
mixing time of the 2D NMR exchange experiment
pulse sequence, that is, the time over which the

correlation of proton configurations in the H-bond
network is measured.

Jahn–Teller Effect in C60
�

Heisenberg predicted in 1928 that ferromagnetism
is not expected to be found in organic systems made
only of first row elements such as hydrogen, carbon,
oxygen, and nitrogen. In view of that, it is rather
remarkable that the C60-based compound TDAEþ -
C60

� (here TDAE stands for tetrakis-dimethyl-
aminoethylene) exhibits ferromagnetism below
16 K. This has been ascribed to the possible
Jahn–Teller distortion of the spherical C60

� ion into
a rugby-like ball shape and the resulting redistribu-
tion of the unpaired electronic spin density into a
belt-like form. The expected Jahn–Teller distortions
are rather small (E0.01 Å) and could not be
observed by scattering techniques. Recently, how-
ever, 13C NMR of the C60

� ion provided for a direct
evidence of this effect. The observation is made pos-
sible by the changes in the hyperfine Fermi electron–
nuclear coupling shift of the 13C NMR lines which
accompany the Jahn–Teller distortion and act as a
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magnifying glass. In the undistorted C60
� ion (or in

a C60
� ion exhibiting very fast exchange between

different distorted configurations), all 13C nuclei in
the C60

� ion are equivalent resulting in a narrow 13C
NMR line (Figure 13). In the frozen distorted case,
on the other hand, the coupling Hamiltonian,
which is a sum of the chemical shift term, the
Fermi contact term and the electron nuclear dipole–
dipole coupling term

H ¼ Hcs þHhf;F þHde;dn
¼
X

j

I j KiB0 ½8�

becomes different for different nuclei.
This results in a huge increase in the width of the

13C NMR spectrum when the dynamic Jahn–Teller
distortions freeze out (Figure 13). The resulting
belt-like distribution of the unpaired spin density
enhances the ferromagnetic coupling between neigh-
boring C60

� ions (Figure 14), giving rise to an increase
in Tc by three orders of magnitude. Similar Jahn–
Teller distortions should take place in other fuller-
enes, for example, CsC60.

Incommensurate Systems

In incommensurate (I) systems, the periodicity of at
least one of the modulation waves cannot be ex-
pressed as a rational fraction of the periodicity of the
underlying lattice. As a result of that, the translational
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lattice periodicity is lost in spite of the existence of
perfect long-range order. Phase transitions leading to
such I phases are described by order parameters with
a minimum dimensionality two (n¼ 2), four (n¼ 4),
or six (n¼ 6), resulting in systems with one (1-q), two
(2-q), and three (3-q) I modulation waves. Examples
of 1-q systems are, for example, Rb2ZnCl4, 2-q sys-
tems AlPO4, and 3-q systems Ag3AsS3.

The modulation waves are independent if the
modulation vectors q are independent and the cor-
responding phases are not correlated. If, however, the
number of modulation waves is larger than the di-
mension of the space spanned by the corresponding
wave vectors, and their phases are correlated, the
modulation waves are not independent. The proper-
ties of such a system now strongly depend on the
relative phases of the modulation waves. Such a sit-
uation occurs, for example, in quartz and berlinite
(AlPO4) where n¼ 6, but the three modulation waves
are coplanar, D¼ 2, q1þ q2þ q3¼ 0, and their re-
lative phase is fixed, c1þc2þc3¼ 0, 7p/2 , or p, as
well as in several charge density wave (CDW) sys-
tems, for example, in 2H-TaSe2. It should be stressed
that the properties of the above 3-q, D¼ 2 systems
should be qualitatively different from those of a no-
ncoplanar 3-q, D¼ 3 I system with three independ-
ent modulation waves.

NMR and NQR are ideally suited for a determi-
nation of the number of independent modulation
waves in I systems and their nature, as well as for the
determination of their relative phases if the modula-
tion waves are correlated (Figure 15).

Solitons have been observed in 1-q insulators such
as Rb2ZnCl4 and in a number of coplanar 3-q CDW
systems, for example, in 2H-TaSe2 by 77Se NMR, as
well as in proustite by 75As NQR.

The I state in proustite Ag3AsS3 can be described
by a six-component order parameter

Q7l ¼ rl exp½7iflðxlÞ�; l ¼ 1; 2; 3 ½9�

where rl stands for the amplitude and fl for the
phase of the three independent I modulation waves.
If the 1-q multidomain state is realized below TI,
then for a given domain, one of the following pos-
sibilities is realized:

ð1Þ r1 ¼ r2 ¼ 0; r3a0

ð2Þ r2 ¼ r3 ¼ 0; r1a0

ð3Þ r1 ¼ r3 ¼ 0; r2a0

½10a�

Each domain is here modulated in a single direc-
tion, but the direction of the modulation wave vector
varies from one domain to another. For the genuine
3-q state, one has on the other hand a simultaneous I

C

Figure 14 Lattice of Jahn–Teller distorted C60
� ions leading to

maximum ferromagnetic exchange interaction.
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Figure 15 Theoretical NQR line shapes for the 1-q, 2-q, planar

3-q, and nonplanar 3-q incommensurately modulated systems in

the plane wave and multisoliton lattice limits for a linear relation

between the resonance frequency and nuclear displacement.

The line shapes are obtained from eqn [13]. For the soliton limit,

the phases are obtained as solutions of the sine-Gordon eqn [15].

In the planar 3-q case, the position of the central logarithmic

singularity depends on the relative phases of the modulation

waves even in the plane wave limit, while in this limit the

spectrum is independent of the initial phases for the noncoplanar

3-q case.
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modulation along three different directions

r1 ¼ r2 ¼ r3 ¼ ra0 ½10b�

In the general case, the dependence of the NQR
resonance frequency vi on the nuclear displacements
ui in the I phase is nonlocal,

vi ¼ v½uiðxiÞ; ujðxjÞ;y�; iaj ½11�

where j runs over all ions that contribute to the
resonance frequency at the ith site. Expanding the
above relation in powers of the displacements, one
finds for the 75As NQR frequency in proustite in the
3-q case:

viðf1;f2;f3Þ ¼ v0 þ v1

X3

l¼1

cos fl

þ v2

X3

l¼1

cosð2fl þ f20Þ þ? ½12�

where v1 is proportional to the amplitude of the
modulation wave, that is, to the order parameter,
v1prpðTI � TÞb, and v2pðTI � TÞ *b with *bE2b.
f20 describes the relative phase shift between the
linear and quadratic terms. The I frequency distri-
bution f3-q is now obtained in the constant amplitude
approximation as

f3-qðvÞ ¼K

Z Z Z
d v � v½f1ðx1Þ;f2ðx2Þf ;

f3ðx3Þ�g dx1 dx2 dx3 ½13�

where the xl are variables along the directions of the
modulation wave vectors. In the 1-q case, expression
[13] simplifies to the well-known expression

f1-qðvÞ ¼K

Z
d v � v½fðxÞ�f g dx

¼ const

dv=dx
¼ const

ðdv=dfÞðdf=dxÞ ½14�

The resulting line shapes for 1-q, 2-q, planar 3-q,
and noncoplanar 3-q cases are shown in Figure 15
for the plane wave as well as for the multisoliton
lattice limits. In the linear case (v2¼ 0), one finds, for
a 1-q plane-wave type modulation, a frequency dis-
tribution limited by two edge singularities at
v� v0¼7v1, where dv/df¼ 0 (Figure 15). In the
2-q case, a line shape is found, characterized by a
logarithmic singularity in the center. For the planar
3-q case, the line shape is similar to that of the 2-q

case, but the position of the central singularity
depends on the relative phases between the modula-
tion waves. For the noncoplanar 3-q phase with three
independent modulation waves, the NMR spectrum
is bell-shaped and does not depend on the initial
phases in the plane-wave limit. In contrast to the 1-q
and 2-q cases and to the planar 3-q case, there are no
singularities in the NMR spectrum but there are
singularities in the derivative spectrum. As long
as f is a linear function of x, df/dx is nonzero
and constant, and this term does not affect the spec-
tral line shape. In the nonlinear case of a multi-
soliton lattice, on the other hand, df/dx-0 in the
commensurate regions, leading to the appearance of
the characteristic ‘‘commensurate’’ lines in the
spectrum.

From the Landau type free energy expansion
model of Pokrovsky, one finds that in the simplest
case the independent phases of the three mod-
ulation waves are obtained as solutions of the three
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Figure 16 Comparison between the observed and theoretical
75As NQR line shapes in proustite: (a) T¼ 60.1K, para phase,

(b) T¼ 58.8K, 1-q I phase, (c) T¼ 58.2K, coexistence of 1-q and

3-q phases, (d) T¼ 53K, plane-wave regime of 3-q I phase,

(e) T¼49.4K, multisoliton regime of 3-q I phase and, (f)

T¼48.7K, commensurate phase.
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uncoupled sine-Gordon equations:

f
00 ðxlÞ ¼ �6Dt2 sin½6fðxlÞ�; l ¼ 1; 2; 3 ½15�

Here t¼ 1�T/TI and D is a constant dependent on
the parameters of the Landau free energy expansion
first derived for proustite by Pokrovsky. The solu-
tions for fl are elliptic amplitudes as in the 1-q case.
The multisoliton line shapes in Figures 15 and 16 are
now obtained by inserting solutions of eqn [15] into
eqn [13].

The temperature dependence of the soliton density
nsl on approaching TI can be relatively well described
by the Pokrovsky model, which in the simplest ap-
proximation predicts

nsl ¼
p

2KðkÞp
1

ln½ðT � TIÞ=TI�
; l ¼ 1; 2; 3 ½16�

where K(k) is a complete elliptic integral of the first
kind. Here k, which depends on the amplitude of the
modulation wave, is determined by a minimization
of the free energy. The constant k is also directly
related to the spatial derivative of the phase of
the modulation wave df/dx, and is thus experimen-
tally accessible via NMR and NQR line shape meas-
urements. A comparison between observed and
theoretical 75As NQR line shapes in proustite is pre-
sented in Figure 16 and a good agreement is found.

See also: Ferroelectricity; Jahn–Teller Effect; Solid-State
NMR Structural Studies of Proteins.

PACS: 61.43.� j; 61.43.Fs; 64.70.Pf; 64.70.Rh;
71.20.Tx; 71.70.Ej; 76.30.Fc; 76.60.Gv; 76.60.� k;
76.60.Pc; 77.84.Dy
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perimental observations of incommensurate phases. In: Blinc R

and Levanyuk AP (eds.) Incommensurate Phases in Dielectrics-
Fundamentals, vol. 1, pp. 143–276. Amsterdam: Elsevier BV.
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Remarks on Classical Chaos

Quantum chaos is a recent field of investigation of
great importance for fundamental physics as well as
in different research areas such as atomic physics,

condensed matter, nuclear physics and, more recent-
ly, quantum computers. In order to understand the
phenomena, it is necessary to start from the concep-
tion of dynamical chaos in classical mechanics. To
simplify the discussion, only Hamiltonian (nondissi-
pative) systems are considered as they are also more
fundamental.

Dynamical chaos destroys the deterministic image
of classical physics and shows that, typically, the
trajectories of the deterministic equations of motion
are, in some sense, random and unpredictable.
Such surprising classical behavior is rooted in the
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exponential instability of motion. The local instabil-
ity is described by the linearized equations of motion:

’x ¼ @2H

@q@p
xþ @2H

@p2
Z

’Z ¼ �@2H

@q2
x� @2H

@q@p
Z

½1�

where H ¼ Hðq; p; tÞ is the Hamiltonian, ðq; pÞ are
the coordinates of the 2f-dimensional phase space
and x ¼ dq; Z ¼ dp are f-dimensional vectors in the
tangent space. The coefficients of the linear eqns. [1]
are taken on the reference trajectory and, therefore,
depend explicitly on time.

An important quantity characterizing the stability
of the motion on the reference trajectory is the so-
called Lyapounov exponent l, which is defined as the
limit

l ¼ lim
jtj-N

1

jtj ln
dðtÞ
dð0Þ ½2�

with d2 ¼ x2 þ Z2, the length of the tangent vector.
The positivity of the Lyapounov exponent l40
means exponential instability of motion.

The reason why exponentially unstable motion is
called chaotic is due to the fact that almost all orbits,
though deterministic, are unpredictable, in the
framework of fixed finite precision for specifying da-
ta and doing calculations. Indeed, according to the
Alekseev–Brudno theorem in the algorithmic theory
of dynamical systems, the information IðtÞ associated
with a segment of trajectory of length t is equal, as-
ymptotically, to

lim
jtj-N

IðtÞ
jtj ¼ h ½3�

where h is the so-called KS (Kolmogorov–Sinai) en-
tropy, which is positive when l40. This means that
in order to predict a new segment of a chaotic tra-
jectory, one needs an additional information propor-
tional to the length of this segment and independent
of the previous length of the trajectory. In this sit-
uation, information cannot be extracted from the
observation of the past history of motion. If, on the
other hand, the instability is not exponential but
power-law, the required information for unit time is
inversely proportional to the previous length of the
trajectory and, asymptotically, prediction becomes
possible.

Quite clearly, prediction is possible even for a
chaotic system inside a short time interval. More
precisely, one can introduce the ‘‘randomness

parameter’’ r,

r ¼ hjtj
jln mj ½4�

where m is the accuracy at which a trajectory is re-
corded. Prediction is possible only inside the finite
interval corresponding to ro1 while, for r41; the
motion is not distinguishable from a completely ran-
dom motion.

Exponential instability implies a continuous fre-
quency spectrum. Different parts of a trajectory are
then statistically independent, and the latter property
may be seen as the basis of statistical descriptions of
chaotic many-body dynamics in terms of a few mac-
roscopic variables, both with respect to equilibrium
and effectively irreversible equilibration.

Is exponential instability necessary for a mean-
ingful statistical description? While for integrable
systems the instability is only linear in time, the
converse is not true. On the contrary, examples of
systems with linear instability have recently been
found which exhibit normal diffusion and lead to
normal transport coefficients.

Dynamical chaos represents a limiting case of clas-
sical motion. The opposite limiting case is given by
completely integrable f-freedom systems, which pos-
sess f integrals of motion. Trajectories then wind
around an f-torus with f discrete frequencies; the re-
sulting quasiperiodic motion does not allow for
‘‘mixing’’: a cloud of points on a fixed f-torus draws
out a bundle of trajectories such that close-by points
separate only linearly. Nevertheless, the motion can
be ergodic on the f-torus, provided the f frequencies
are incommensurate.

Instead of using trajectories (in what might be called
‘‘Newton picture’’), classical dynamics can be de-
scribed in terms of distribution functions (‘‘Liouville
picture’’). Distribution functions obey the linear
Liouville equation. Therefore, the condition of non-
linearity for the dynamical chaos to occur refers to the
description in terms of trajectories. Dynamical chaos
implies the approach of any initially smooth distribu-
tion to a steady state: a cloud of points on the energy
shell will start spreading out exponentially, and
eventually cover that shell with uniform density. In
particular, a chaotic evolution of the distribution func-
tion is nonrecurrent while, according to Poincaré’s
theorem, a single trajectory recurs to any neighbor-
hood of some initial point infinitely many times.

Chaos in a Standard Model

The distinction of regular and chaotic motion
survives quantization, even though the distinction
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criteria change. In particular, the alternative of ex-
ponential or power-law divergence of trajectories
disappears in quantum mechanics, Heisenberg’s un-
certainty principle forbidding the notion of trajecto-
ries. Conversely, genuine quantum criteria for chaos
such as quantum dynamical localization or level re-
pulsion which one is headed for, have no classical
meaning. Not surprisingly, classical and quantum
notions of chaos are complementary and reflect the
basic particle–wave duality.

There is a common structure underlying both clas-
sical and quantum chaos, deeper than the more
tangible but complementary phenomena. All auton-
omous single-freedom (f ¼ 1) systems are integrable
and show no chaos of any sort. For fX2, integrabil-
ity, and thus regular motion, requires that the dy-
namics can be split into f single-freedom ones; chaos
can arise only if such reduction is impossible. The
foregoing ‘‘definition’’ applies to classical point me-
chanics (where the issue is separability of, say, the
Hamilton–Jacobi equation), to classical wave me-
chanics (where wave chaos comes with a nonsepa-
rable wave equation, see Figures 5d–5f below), and
finally to quantum mechanics where Schrödinger’s
equation reigns.

For systems with a compact classical energy shell
and, correspondingly, a discrete quantum energy
spectrum, the complementarity mentioned brings
about a conceptual difficulty worthy of brief discus-
sion. How can the correspondence principle (which
requires classical behavior to arise as a limiting case
of quantum behavior) be reconciled with a discrete
quantum energy spectrum when the limit is to be
chaotic and thus characterized by a frequency con-
tinuum? The answer to that question must lie in the
existence of _-dependent timescales and, equivale-
ntly, energy scales. For quantum features to become
manifest, one must resolve discrete energy levels
(whose spacings vanish as _-0), or sustain observat-
ion times which diverge in the formal limit _-0.
Examples are given below.

In order to illustrate quantum chaos, a simple
model, the so-called kicked rotator is taken. Even
though this model possesses a single pair of canon-
ically conjugate variables, an angle y and an angular
momentum (alias action) p with the Poisson brackets
fp; yg ¼ 1; it allows for chaos due to periodic
driving. Its classical Hamiltonian reads

H ¼ p2

2I
þ k

I

T
cos y dTðtÞ ½5�

where k is the dimensionless strength and T the pe-
riod of the perturbation, dTðtÞ a periodic d-function
of period T, and I a moment of inertia. The system

[5] allows for a stroboscopic description by Chir-
ikov’s standard map

ptþ1 ¼ pt þ k
I

T
sin ytþ1

ytþ1 ¼ yt þ pt
T

I

� 	
modð2pÞ

½6�

where the integer t counts the number of delta
kicks. The motion [6] takes place on the cylindrical
phase space jpjoN; 0pypp; alternatively, the
motion can be restricted to the compact torus
�pmax=2opppmax=2, with pmax defining the ‘‘cir-
cumference’’ in the p direction. (Some authors
employ the dimensionless action P ¼ ðT=IÞp to
underscore the fact that the classical dynamics is
controlled by the single parameter k.)

The kicked rotator allows for a convenient study
of classical and quantum motion since it is simple
and nevertheless displays the rich complexity and
variety of time-dependent systems. Moreover, it
provides a local description for a broad class of
physical systems, including experimentally observed
ones (see below).

For kc1, the classical motion can be considered
ergodic, mixing, and exponentially unstable with the
Lyapounov exponent lElnðk=2Þ; negligibly small
stability islands apart. In particular, the action
variable p displays a random-walk type of motion
with /p2

tS ¼ /p2
0Sþ Dt and the diffusion constant

D ¼ ðk2=2ÞðI=TÞ2; of course, for the toroidal phase
space, the foregoing diffusion law is valid only as
long as the width in p remains smaller than the cir-
cumference, that is, up to a characteristic time
tclB2ðpmaxT=IÞ2=k2; thereafter, and indeed on that
latter timescale, any nonsingular distribution func-
tion equilibrates to the ergodic state, f ðp; y; tÞ-
1=2ppmax.

Quantum mechanically, the Hamiltonian [5] and
the map [6] remain valid with p and y operators. The
one-step map for the wave function ctðyÞ reads
ctþ1 ¼ Uct with the unitary Floquet operator

U ¼ exp �i
kI

T_
cos y

� 	
exp �ip2 T

2I_

� 	
ct ½7�

and p ¼ ð_=iÞ@=@y. With the classical motion con-
fined to a torus of volume 2ppmax; the wave function
cðyÞ lives in a Hilbert space whose dimension N is
(the integer part of) pmax=_: (Authors employing P ¼
pðT=IÞ encounter the dimensionless variant _T=I of
Planck’s constant.)
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Timescales of Quantum Chaos and
Quantum Dynamical Localization

In order to understand the existence of different
timescales, the classical and quantum evolution are
compared starting from the same initial conditions.
According to Ehrenfest’s theorem, a quantum packet
follows a beam of classical orbits as long as the
packet remains narrow. During this time interval, the
quantum motion is exponentially unstable and ran-
dom as the classical one. However, the initial size of
the quantum packet is bounded from below by the
elementary quantum phase space cell of order _,
while the final size, for a bounded motion, is a char-
acteristic value of the action variable, in this case of
the order pmax. Starting from an initial minimum-
uncertainty wave packet of size Dy0Dp0H_; the time
for exponential spreading is given by

trB
lnðpmax=_Þ

l
¼ lnðpmax=_Þ

lnðk=2Þ ½8�

This is the random timescale introduced by Berman
and Zaslavsky, often referred to as Ehrenfest time.
Note that tr increases indefinitely as _-0, in agre-
ement with the correspondence principle.

Even after the random timescale, the quantum
motion follows the classical diffusive energy growth

p2

2I


 �
t
� p2

2I


 �
0

¼ 1

2I
_2

XþN=2

n¼�N=2

n2jcnj2E
k2

4

I

T2
t ½9�

up to some further timescale tb to be determined
presently; here, cn are the coefficients of the expan-
sion of the wave function in the angular momentum
representation, pjn ¼ _njn;�N=2onoN=2.

The second timescale tb, at which the quantum
evolution breaks away from the classical diffusion
[9], is related to the phenomenon of quantum local-
ization. The eigenvectors of the Floquet operator U
given in [7] turn out localized in the p-representation
with a width _x; the dimensionless ‘‘localization
length’’ x will be determined by a self-consistency
argument presently, and self-consistency obviously
requires x{N. Assuming localization, an initial min-
imum-uncertainty wave packet can involve only
about x eigenstates of U with appreciable weight.
Consequently, the width in p of the time-evolved
packet ct ¼ Utc0 can never exceed the order of
magnitude given by _x; more quantitatively, the
angular-momentum distribution reaches a steady
state of approximately exponential form

jcnj2Bexpð�2jn � n0j=xÞ ½10�

In Figures 1 and 2, classical and quantum diffusive
behavior obtained by numerical integration of the
classical [6] and quantum [7] standard map are com-
pared.

The ‘‘break time’’ tb can then be estimated as
DtbEð_xÞ2. An independent condition on tb is that
the x eigenstates of U, appreciably excited in the
wave packet in question, have a mean spacing 2p=x
of the associated eigenphases of U. The quasiperiodic
behavior of /p2St �/p2S0 for times beyond tb can
become manifest only for times larger than the
inverse of the mean spacing mentioned, and the es-
timate tbEx thus results. The two conditions on x
and tb reveal these two dimensionless quantities as
roughly equal and given by the classical diffusion
constant as

tb ¼ x ¼ D=_2 ½11�
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Figure 1 Classical (black) and quantum (red) mean energy as

a function of time obtained by numerically iterating maps [6] and

[7] for the same parameter values of Figure 3.
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Figure 2 Quantum vs. classical probability distributions over

the momentum basis at t ¼ 5000. The blue curve gives the

Gaussian classical distribution while the red line has slope x ¼ D ,

according to [11].
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Clearly, x{N ¼ pmax=_ must hold for consistency
(unless the classical phase space is left as the cylinder
jpjoN; 0oyp2p). Note that both tb and x diverge
in the classical limit and this is how the correspond-
ence principle is satisfied.

Figure 3 shows the evolution of an initially narrow
wave packet, demonstrating both the random
(Figures 3a–3c) and the relaxation timescale (Figures
3d–3f) compared with the classical evolution.

The limitation of classical diffusion and random-
ness by quantum dynamical localization has been
discovered in 1979 by G Casati et al. It can be shown
that quantum dynamical localization is analogous
to the famous Anderson localization of electronic
motion in disordered solids. Interesting differences
are that (1) in this case, localization takes place
in angular-momentum space instead of coordinate
space, and (2) no disorder is introduced in this
model.

The above picture has been confirmed by a theo-
retical and experimental analysis of the microwave
excitation and ionization of highly excited hydrogen
atoms as well as in other atomic systems.

It is important to add that dynamical localization,
even though one of the prominent manifestations of
quantum chaos, is not shared by all chaotic dynam-
ics. First of all, the rotator on the torus discussed
above displays localization only under the condition
x{N already mentioned. Further below, the section
on universality in quantum chaos will dwell on an
important alternative to localization, that is, level
repulsion. Here, it would be apt to point out that the
kicked rotator on the ‘‘cylinder,’’ as the prototype of
dynamics with localization, can be seen as a limiting
case of the so-called kicked top, which in general
does not display localization. The kicked top features
an angular-momentum vector J moving with cons-
erved length, J2 ¼ _2jðj þ 1Þ ¼ const:; with the quan-
tum number j taking on integer or half-integer
values; the classical limit is attained as j grows large.
The classical phase space is a sphere (of radius B_j).
Suitable periodic kicking leads to globally chaotic
classical motion on the sphere, islands of regular
motion being of negligible size. Moreover, a small
cloud of initial points spreads over the whole sphere
within a few iterations of the classical stroboscopic
map. Quantum mechanically, no localization arises:
when the quasienergy eigenfunctions are visualized
by their Wigner or Husimi functions, they all turn
out to ‘‘live everywhere’’ on the sphere; the quasi-
energies (the eigenphases of the Floquet operator U)
display level repulsion. Only very special choices
of the angular-momentum dynamics entail a certain
anisotropy, such that a cloud of points initially con-
fined to an ‘‘equatorial waistband’’ rapidly spreads

therein but diffuses only extremely slowly, by com-
parison, in the transversal directions. Under such
conditions, the part of phase space actually explored
within finite times is practically indistinguish-
able from the cylinder or the torus characterizing
the kicked rotator. The quantum quasienergy eigen-
functions then become localized, as for the rotator,
and the dimensionless localization length is much
smaller than the size 2j þ 1 of the Hilbert space;
conversely, no localization can be manifest when
the localization length would not fit into the Hilbert
space.

Dynamical Stability of Quantum Motion

In previous sections, it has been noted that analytical,
numerical, and experimental results show that clas-
sical diffusive behavior can be suppressed or at least
strongly inhibited by quantization. In addition to
this, strong empirical evidence has been obtained
that the quantum evolution is very stable, in sharp
contrast to the extreme sensitivity to initial condi-
tions and rapid loss of memory which is the very
essence of classical chaos. In computer experiments,
this effect leads to irreversibility. Indeed, even
though the exact equations of motion are reversible,
nevertheless any, however small, imprecision in
solving them, such as computer round-off errors, is
magnified by the exponential instability of orbits to
the extent that initial conditions are effaced and
reversibility is destroyed. Figure 4 demonstrates
the stability of quantum chaotic motion for the
chaotic diffusive ionization of a Rydberg hydrogen
atom in a microwave field. Here, the electron velocity
was reversed after t ¼ 60 periods of the microwave
and the backward motion was observed. In both
classical and quantum mechanics, the hydrogen
atom would be expected to find its way back to the
initial state. However, due to the finite computer
precision, in the classical case such a return is not
observed. The system retraces its history backward
just for a few periods of the field and then, again,
diffusive excitation occurs. Instead, in the quantum
case, almost exact reversion is obtained. This result
can be understood by taking into account that
the random timescale is much shorter than the re-
laxation timescale. Yet, the accuracy of the reversal is
surprising.

This property may turn out to be relevant in prac-
tical implementations of quantum computation, in
which the stability of quantum computing in the
presence of unavoidable imperfections in the quan-
tum computer hardware is important for quantum
information processing.
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Figure 3 Classical and quantum evolution for the Chirikov standard map for parameter values K ¼ 5; L ¼ 300;N ¼ 213 ¼ 8192. The

classical evolution is computed by iterating the classical map [6] starting at time t ¼ 0 with an ensemble of 104 orbits chosen in the

interval ðy;nÞ[½2� 0:5;2þ 0:5� � ½�2;2�. The quantum evolution is obtained by iterating the quantum map [7] starting from an initial

least-spreading Gaussian wave packet of size Dy0 ¼ ðDn0Þ�1B
ffiffiffiffi
T

p
E0:5 centered on the initial classical density of points. The black

dots represent the classical phase space density. In the quantum case, the Husimi function is plotted; different colors correspond to

different intensity of the Husimi function: from red (maximum intensity) to white (zero intensity). The figure shows snapshots at different

times: (a) t ¼ 0, (b) t ¼ 1, (c) t ¼ 3, (d) t ¼ 10, (e) t ¼ 500, (f) t ¼ 5000. Recall that the Husimi function on a given point is obtained by

the projection of the evolving quantum state on the coherent state centered on that point.
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Universal Spectral Fluctuations

Interesting quantum signatures of classical chaos are
encountered when quantum (quasi-) energy spectra
of classically chaotic systems are scrutinized for fluc-
tuations in the sequence of levels. One finds those
levels correlated within local clusters, but statistically
independent as their distance becomes much larger
than the mean level spacing D. The correlation decay
on the scale D is empirically found to be system-
independent, within certain universality classes dis-
tinguished by symmetry. One speaks of universal
spectral fluctuations.

A popular indicator of spectral universality is the
level spacing distribution P(S), obtained by throwing
the spacings of neighboring energy levels into a his-
togram. Figure 5 depicts such histograms for six dif-
ferent dynamics. In all cases, the histogram is a
rugged variant of one and the same smooth curve,
the so-called Wigner distribution which is discussed
presently. One may note that this Wigner distribution
rises linearly out of the origin and, with growing
spacing S, passes through a maximum and eventually
falls off like a Gaussian; negligible probability is thus
assigned to spacings very small compared to the
mean spacing, such that one can say that levels repel
one another. Level repulsion is discussed below.

The dynamics referred to in Figure 5 are all time-
reversal invariant and belong to the so-called or-
thogonal universality class for which the antiunitary
time-reversal operation squares to unity, T2 ¼ 1.
Two further universality classes are known as the
symplectic (T- invariance with T2 ¼ �1, as typical
for systems with half-integer spin) and the unitary
(no T- invariance) ones. More recently, seven more
classes were discovered and shown to have rea-
lizations in disordered electronic systems, some of
them superconducting. The classification is now
considered complete inasmuch as the ten classes are

one-to-one with the ten symmetric spaces sorted out
by Cartan.

Universality goes further. As revealed by experi-
ments and numerical work, fluctuations on the scale
D turn out to be the same for the energy spectra of
Hamiltonians as for the quasienergy spectra of
Floquet operators, provided full classical chaos and
the same symmetries reign. While proving that sta-
tistical similarity of autonomous and periodically
driven dynamics is difficult, an intuitive understan-
ding can be reached as follows. An energy spectrum
of N levels En, n ¼ 1;y;N, of a Hamiltonian H
corresponds to a quasienergy spectrum of the time
evolution operator e�iHt=_, with quasienergies Ent=_.
If the time t is chosen such that these N quasienergies
just fit into the interval [0, 2p], the quasienergy spec-
trum in question becomes similar to the Floquet
spectra of periodically driven systems with period t.
Only one difference is obvious: the lowest level E1 of
H gives rise to the lowest quasienergy E1t=_, and
similarly the highest energy EN to the highest qua-
sienergy ENt=_; even though close modulo 2p and
being nearest neighbors as quasienergies, these two
levels do not repel one another. In the quasienergy
spectrum of a periodically driven system, on the oth-
er hand, there are no lowest and highest levels, and
level repulsion is manifest for all neighboring levels.
However, that difference can hardly be expected to
play any role for the universal spectral fluctuations
and correlations: as already emphasized, the univer-
sal fluctuations are of local character, that is, are
supported by clusters of relatively few levels exten-
ding over a few mean level spacings. Many such local
clusters exist for Nc1, such that exceptional ones at
the edges of a spectrum have negligible weight. At
any rate, with appeal to the statistical equivalence
of energies and quasienergies, the subsequent discus-
sion of universal spectral fluctuations is confined
to energy spectra of autonomous dynamics (with
finite N).

Experiments on microwave resonators and elastic
vibrations of quartz blocks have brought into evid-
ence fluctuations in the respective frequency spectra
(see Figures 5d–5f) coinciding with the ones found
for quantum chaos, the classical nature of the
observed electromagnetic and elastic waves not-
withstanding. This highly important finding suggests
that one could see quantum chaos as a special case of
a wider class of phenomena, wave chaos. Whichever
wave phenomenon is looked at, as long as the per-
tinent ray limit (the classical limit in the case of
quantum matter waves) displays chaos in the sense of
positive Lyapounov exponents, it is now known
to display universal fluctuations in the pertinent
frequency or energy spectrum. The wave equations
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Figure 4 Classical (closed circles) and quantum (open circles)

ionization probability as a function of time for a hydrogen atom

under an external microwave field. Notice the perfect specular

symmetry of the quantum curve about the time of reversal t ¼ 60.
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differ from case to case, but common to all chaotic
waves is nonseparability: the respective boundary
value problems defy solution by separation into one-
dimensional problems. Such nonseparability is, of
course, shared by wave and ray chaos, as well as by
quantum and classical chaos.

Finally, and perhaps surprisingly, universal spectral
fluctuations can also be found in a completely dif-
ferent context, for random matrices. Indeed, when
throwing dice to specify the elements of Hermitian
(or unitary) matrices, respecting nothing but symme-
try (in the sense of the classes mentioned), one finds
the level spacing distribution as well as other indi-
cators of spectral fluctuations to be the same as for
Hamiltonians (or Floquet operators) from the same
symmetry class.

Random-Matrix Theory

Random matrices play an important role in the the-
ory of quantum and wave chaos since certain ran-
dom-matrix ensembles yield analytic expressions for
many indicators of universal spectral behavior. For
the three ‘‘classic’’ classes (orthogonal, unitary,
symplectic), Wigner and Dyson have introduced the
‘‘Gaussian’’ ensembles (GOE, GUE, GSE) of Hermit-
ian N � N matrices and the ‘‘circular’’ ensembles
(COE, CUE, CSE) of unitary N � N matrices. The
original motivation for investigating such random-
matrix ensembles was unrelated to chaos since the
latter notion had not yet seen the light of the world.
Wigner and Dyson rather set out to understand the
fluctuations in nuclear spectra and, for lack of good
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Figure 5 Level spacing distributions for (a) the Sinai billiard, (b) a hydrogen atom in a strong magnetic field, (c) an NO2 molecule, (d) a

vibrating quartz block shaped like a three-dimensional Sinai billiard, (e) the microwave spectrum of a three-dimensional chaotic cavity, (f)

a vibrating elastic disk shaped like a quarter stadium. (Courtesy of Stöckmann H-J (1999) Quantum Chaos: An Introduction. Cambridge:

Cambridge University Press.)
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Hamiltonians describing the innards of nuclei, re-
sorted to random Hermitian matrices. Similarly,
scattering processes involving nuclei and their con-
stituents were modeled by means of random unitary
matrices.

In respect of limits of space, this discussion is re-
stricted to the three Gaussian ensembles GOE, GUE,
and GSE which model Hamiltonians of the respective
symmetries. The ensembles in question are defined by
the following Gaussian density of the independent
matrix elements of the Hermitian H,

WðHÞ ¼ Ae�B Tr H2 ½12�

where the constants A and B are fixed by normal-
ization and the choice of a unit of energy.

The number N of independent elements in a
matrix H differs for the three classes. In the ortho-
gonal class, the matrices H are real symmetric and
N � N such that N ¼ NðN þ 1Þ=2 independent real
elements arise. The unitary class has complex
Hermitian N � N matrices H, whose elements have
N ¼ N2 independent real and imaginary parts.
Hamiltonians from the symplectic class have a more
complicated matrix structure, often called quatern-
ion real. Quaternion real 2N � 2N matrices H con-
sist of N2 2� 2 blocks; each block is formed with a
pair of basis vectors fci;Tci; i ¼ 1;y;Ng, which
are orthogonal due to T2 ¼ �1; eigenvectors for-
ming different blocks are mutually orthogonal. All
eigenvalues are doubly degenerate (Kramers’ degene-
racy follows from T2 ¼ �1). To have N such pairs
of levels, the matrix H must be 2N � 2N; its ele-
ments can be shown to have N ¼ Nð2N � 1Þ inde-
pendent real and imaginary parts. For all three
ensembles, the normalization of the densities,R

dH WðHÞ ¼ 1, involves an N-fold integral over
the (real and imaginary parts of the) independent
matrix elements with the measure dH, the product of
the respective differentials.

One may note that the aforementioned structures
of H, that is, real symmetric, complex Hermitian,
and quaternion real, as well as the distribution [12]
are preserved under, respectively, orthogonal, uni-
tary, and symplectic transformations of H. In fact, it
is these invariances which have led to the names of
the respective universality classes and their associat-
ed matrix ensembles.

The N independent real parameters in a random
matrix H can be organized in two subsets, the N
eigenvalues and N� N parameters, characterizing
the eigenvectors (or, equivalently, the diagonalizing
orthogonal, unitary or symplectic transformations).
Upon integrating out the latter, one finds the

eigenvalue distributions

rðE1;y;ENÞ ¼A0
Y1;y;N

ioj

jEi � Ejjb
 !

� exp �B0
XN
i¼1

E2
i

 !
½13�

here, the parameter b takes the values 1, 2, 4 in the
orthogonal, unitary, and symplectic class, re-
spectively.

The simplest nontrivial ensemble average arises for
the distribution of the level spacing for N ¼ 2. One
finds the ‘‘Wigner surmizes,’’

PbðSÞ ¼ A00Sbe�B00S2 ½14�

with the constants A00;B00 again fixed by normaliza-
tion,

R
dS PðSÞ ¼ 1, and the choice of a unit of

energy, like
R

dS SPðSÞ ¼ 1. The parameter b is now
revealed as the degree of level repulsion, since the
spacing distribution vanishes like Sb for S-0; one
speaks of linear, quadratic, and quartic level repulsion
in the orthogonal, unitary, and symplectic classes, re-
spectively. The orthogonal case P1ðSÞ is plotted as the
smooth curve in Figure 5. Surprisingly, that curve
turns out an excellent approximation to the spacing
distribution of large spectra. Similarly good and
surprising is the agreement of the Wigner surmizes
P2ðSÞ and P4ðSÞ with the spacing distributions of
large spectra in the unitary and symplectic class.

When the spacing distributions for N42 are cal-
culated for the three Wigner–Dyson ensembles, no
simple analytic expressions arise. In particular, the
asymptotic densities for N-N are known, both as
converging infinite products and series. In confirma-
tion of numerical and empirical findings, the differ-
ence between the Wigner surmizes based on N ¼ 2
and the asymptotic spacing distributions based on
N-N is small: the integrated root-mean-square
difference is found as

Z
N

0

dSðPðN¼2Þ
b ðSÞ � P

ðN-NÞ
b ðSÞÞ2

� �1=2

o1:6 � 10�4

for all three Wigner–Dyson classes. Such insensitivity
of the spacing distributions to the matrix size gives
great practical importance to the Wigner surmizes.
To verify that a single large spectrum is more faithful
to the asymptotic distribution P

ðN-NÞ
b ðSÞ than to the

Wigner surmize P
ðN¼2Þ
b ðSÞ, several thousands of levels

must be available.
In order to appreciate the faithfulness of large

spectra to the predictions of the random-matrix the-
ory (RMT) based on ensembles of two-level spectra,
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the locality of correlations among levels may again
be recalled. It appears that correlations between
neighboring levels dominate the local correlations. It
in fact turns out, that at least the universal small-S
behavior, PðSÞpSb, can be understood by applying
the familiar perturbation theory of nearly degenerate
levels to pairs of neighboring levels.

Level repulsion of the various degrees just charac-
terized is, in fact, a highly important quantum signa-
ture of chaos, since classically integrable dynamics
with two or more freedoms usually display level clus-
tering. The pertinent spacing distribution PðSÞ ¼ e�S

is often referred to as Poissonian since a fully uncor-
related sequence of levels generated by a Poissonian
random process would yield just that exponential.

Most classical dynamics have a mixed phase space,
where chaotic and regular trajectories coexist. The
universal spectral fluctuations prevail provided the
classical islands of regular motion are overwhelmed
in relative size by a single ‘‘chaotic sea.’’

Recently, exceptional dynamics were discovered
that do display full classical chaos but no quantum
level repulsion; they have quantum symmetries and
conservation laws (the so-called Hecke symmetries),
which disappear in the limit _-0.

In contrast to the spectral fluctuations on the scale
D, the energy dependence of the mean density of
levels on larger scales is system specific, as is, of
course, the precise location of the N levels.

This brief exposition of level repulsion and local-
ization may be concluded by stating that these two
quantum manifestations of chaos are, in a sense,
mutually exclusive. Under conditions of localization,
(quasi-)energy eigenfunctions, whose centers are
much further apart than a localization length, have
exponentially small overlap; their (quasi-)energies
then have no reason to repel one another. When
building up the spacing distribution PðSÞ from all the
nearest-neighbor spacings in the spectrum, one must
expect and does indeed find the exponential distri-
bution characteristic of statistically independent
levels. However, upon building different distribu-
tions PðSÞ, each from a group of eigenfunctions with
strong mutual overlap, those individual distributions
do reveal universal level repulsion; by superposing
the distributions from different groups, the statistical
basis for comparing with RMT can be improved.

Why Universality?

Universal spectral fluctuations were conjectured
early on in the development of the field of quantum
chaos and later supported by a wealth of num-
erical and empirical data, and, as already indicated,
confronted with exceptions. No mathematically hard

formulation of the conjecture is available to date,
leave alone proof. Nevertheless, some understanding
has arisen along several lines of thought.

First progress was brought about by ‘‘parametric
level dynamics,’’ the change of energy levels EiðlÞ
and eigenfunctions ciðlÞ under variation of the
weight l of a perturbation in the Hamiltonian
H ¼ H0 þ lH1. A closed system of N ordinary
first-order differential equations for the N eigenval-
ues and N� N parameters representing the eigen-
functions can be established which, perhaps
surprisingly, takes the form of classical Hamiltonian
equations for a certain N-particle system of the
Calogero–Moser–Wojciechowski type. The parame-
ter l plays the role of time, and the eigenvalues Ei are
the coordinates of the fictitious particles. Such dy-
namics had been noted previously in the mathemat-
ical literature for being integrable, their nontrivial
two-body interaction notwithstanding. Before their
independent rediscovery in the context of parametric
level dynamics, they were not paid much attention in
physics; now, they may be seen as an elegant and
closed form of the perturbation theory since indeed,
their solution in terms of a power series in l is no-
thing but the perturbation theory with respect to H1.
More importantly for the present context, the ficti-
tious N-body system invites a statistical description.
Inasmuch as the spectral fluctuations in the original
quantum system do not change as l varies, equilib-
rium statistical mechanics for the fictitious ‘‘gas’’ is
called for. One may employ a generalized canonical
ensemble which nails down all constants of the mo-
tion in the mean, through appropriate Lagrange pa-
rameters, and allows for equipartition otherwise. In
fact, such a canonical ensemble turns out to yield the
spacing distribution as coinciding with that of the
RMT, up to corrections of the order 1=N. One might
argue that nothing is gained by replacing one en-
semble (RMT) with another. However, the generali-
zed canonical ensemble of level dynamics yields
ensemble averages equalling l averages, due to the
ergodic behavior of the fictitious gas in the part of its
phase space left accessible by the constants of the
motion. For l averages to equal ensemble averages,
the l averages must be extended over a sufficiently
large parameter ‘‘window’’ dl; that window must be
taken somewhat larger than a collision ‘‘time’’ lcoll

for the fictitous gas, that is, the mean ‘‘temporal’’
separation between ‘‘avoided collisions’’ of neighbor-
ing particles in the fictitious gas; for the original
quantum levels, lcoll is the mean parameter distance
between subsequent avoided crossings of neighbor-
ing levels. Inasmuch as that collision time is found to
scale with the number N of ‘‘particles’’ such that
lcoll-0 for N-N, and since N-N in the classical
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limit _-0, one concludes that dl can be considered
vanishingly small classically. Consequently, the ca-
nonical ensemble in question and thus RMT also
have a status like that of equilibrium statistical me-
chanics for a stationary N-body system.

Further support for universality à la RMT comes
from Gutzwiller’s semiclassical periodic-orbit theory.
The density of levels rðEÞ ¼

PN
i¼1 dðE � EiÞ is given

there as a formal sum over classical periodic orbits,
rB

P
g Ag cosðSg=_Þ, where Sg and Ag are the action

and stability coefficients of the gth orbit. The two-
point correlator of the level density thus becomes a
sum over pairs of orbits, each pair represented by a
phase factor eiðSg�Sg0 Þ=_. Since the action difference
Sg � Sg0 ‘‘knows’’ no quantum unit _, most pairs in-
terfere destructively in their contribution to the cor-
relation function. However, a paradigmatic discovery
by Sieber and Richter as well as successive work
brought to light families of pairs of orbits which do
make finite contributions and, in fact, give the cor-
relation function predicted by RMT.

The orbit pairs in question have periods of the or-
der of the Heisenberg time TH. The two orbits in a
relevant pair are practically indistinguishable nearly
everywhere. To understand the minute but conse-
quential difference within a pair, it is useful to recall
that an orbit cannot cross itself in phase space;
however, a long orbit can, even must, have close
‘‘self-encounters,’’ in which two orbit stretches come
very close (possibly up to time reversal in T-invar-
iant systems). Given the fact that the smallest ap-
proaches that are discernible quantum mechanically
have an order magnitude given by Planck’s constant,
the durations of such self-encounters have the typical
order of the Ehrenfest time T 0

E. On either side of a
self-encounter, the orbits in a relevant pair have a
long loop within which both orbits practically coin-
cide; the two orbits differ in the order of traversals of
the loops due to different connections within the
short self-encounters. It is due to the relative small-
ness of the Ehrenfest time (TE=TH-0 in the limit
_-0) that the typical action difference can be of the
order of the Planck’s constant, thus enabling the orbit
pairs to contribute constructively to the correlation
function. The frequency of occurrence of such orbit
pairs can be calculated by assuming ergodicity. It is
thus clear that the latter universal property of clas-
sical chaos is intimately related to the universal spec-
tral fluctuations characteristic of quantum chaos.

Conclusions

Chaos, both classical and quantum, requires two or
more degrees of freedom and impossibility to reduce
the dynamics to single-freedom ones.

From a quantum point of view, classical dynamical
chaos appears as a transient, observable until quan-
tum effects due to the discreteness of (quasi-)energy
spectra take over. The correspondence principle is
respected inasmuch as the breakaway from expo-
nentially unstable classical motion to quantum qua-
siperiodicity takes place at a time formally diverging
as _-0. Quite analogous is the relation of classical
waves to their ray limits.

Classical and quantum chaos have complementary
manifestations reflecting the familiar particle–wave
duality. Intrinsically quantum (or wave) manifesta-
tions of chaos are quantum dynamical localization
and universal spectral fluctuations. Conditions under
which these mutually exclusive phenomena arise
have been discussed.

Universal spectral fluctuations can be modeled by
suitable ensembles, of large random matrices. The
status of random-matrix ensembles, relative to
individual dynamics, bears analogies to the status
of the ensembles, employed by equilibrium statistical
mechanics, relative to individual many-body systems.
Universal spectral statistics are beginning to be
understood in terms of Gutzwiller’s semiclassical
‘‘periodic-orbit theory.’’

See also: Lattice Dynamics: Anharmonic Effects.

PACS: 05.45.� a; 05.45.Mt
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Introduction

The propagation of optical waves inside a medium is
described by the wave equation:

r2E ¼ 1

c2

@2E

@t2
þ mo

@2P

@t2
½1�

where E(r; t) is the electric field and P(r; t) is the
macroscopic polarization. Traditional optics is based
on the simplified assumption that P is linearly related
to E through a differential equation describing the
noninstantaneous response of the medium. In the
frequency domain, Pðr;oÞ ¼ e0wðoÞEðr;oÞ, where
E(r; o) and P(r; o) are the electric field and polar-
ization Fourier transforms, and wðoÞ is the frequency
-dependent electric susceptibility that is related to the
index of refraction of the material through the ex-
pression: nðoÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ wðoÞ

p
. Actually the relation

between P and E is intrinsically nonlinear and can be
considered approximately linear when the optical
field is much smaller than the internal field seen by
the electron. Whereas in the past the optical intensi-
ties available with conventional sources were too
weak to explore optical nonlinearities, it is now very
easy to generate nonlinear optical effects by explo-
iting laser beams. The term nonlinear optics should
apply to all the physical situations in which the linear
approximation is not adequate. This article is limited
to a treatment of those nonlinear optical interactions
that are nonresonant. Resonant interactions, such as
those responsible for laser behavior, optical bistabil-
ity, or electromagnetically induced transparency, are
discussed elsewhere in this encyclopedia.

Nonlinear optics has enhanced the understanding
of fundamental light–matter interactions and pro-
vided new powerful methods for the investigation of

materials. At the same time, nonlinear optics has a
strong impact on technology as it offers the way to
develop coherent radiation sources, emitting at new
frequencies that are not usually available with lasers,
and offering tunability from ultraviolet to visible and
near infrared. Important applications also concern
optical devices performing the same functions
provided at radio frequencies by electronic devices,
such as modulators, switches, and logical circuits.

Physical Origin of Nonlinearity

A simple physical model describing the relation be-
tween P and E is represented by the Lorentz model
that treats a bound electron as a harmonic oscillator.
Clearly, the assumption that the electron is in a
parabolic potential well is valid only for small
displacements from the equilibrium position. As
shown in Figure 1, if the exciting field is strong
enough, the electron displacement will also probe a
range of distances over which the potential is no
longer parabolic. The potential can be written
as a Taylor expansion in the displacement x:
VðxÞ ¼ V0 þ ax2 þ ð1=2Þbx3 þð1=3Þgx4 þ?. It can
be easily seen by a perturbative approach that the

V (x )

x

Figure 1 Particle motion in an asymmetric potential well under

the action of a sinusoidal field: the oscillation is not symmetric;

thus, it contains higher-harmonic contribution.
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cubic term in V(x) can give rise to a polarization term
proportional to the square of the field, and the
quartic term gives a term proportional to the cube of
the field.

Note that a cubic term in V(x) can exist only if the
material structure is not centrosymmetric, as it hap-
pens with a crystal having a noncentrosymmetric
unit cell or a system of oriented polar molecules. On
the macroscopic scale the relation between P(r; o)
and E(r; o) can be written as

P ¼ e0wð1ÞEþ e0wð2ÞE2 þ e0wð3ÞE3 þ? ½2�

Materials presenting a second-order nonlinearity,
when illuminated with a beam at angular frequency
o, can generate a second-harmonic beam at frequen-
cy 2o. If two beams at frequencies o1 and o2 are sent
into the material, a third beam at the sum or differ-
ence frequency o3 ¼ o17o2 can be generated. Such
a process is used in optical parametric amplifiers and
oscillators. In the case of third-order materials, be-
sides the generation of new frequencies through var-
ious frequency-mixing processes, phenomena such
the optical Kerr effect, self-focusing, self-phase mod-
ulation, and optical phase-conjugation can be ob-
served and exploited for the realization of optical
devices. In addition, stimulated Raman and Brillouin
scattering also belong to the family of third-order
effects.

Second-Order Nonlinear Effects

Second-Harmonic Generation

In order to illustrate the basic aspects of nonlinear
interactions, it is better to start with the simplest
situation: a second-order material illuminated by a
monochromatic plane wave propagating along the z-
axis – E1 exp½iðo1t � k1zÞ�. It is easy to see from eqn
[2] that such a wave gives rise to a nonlinear polar-
ization oscillating at 2o1. In turn, the nonlinear po-
larization, once inserted into eqn [1], behaves like a
source for a second-harmonic (SH) optical wave.
Limiting the consideration to stationary waves
in the slowly-varying-envelope-approximation and
expressing the pump and SH fields E1 and E2 as
E1 ¼ A1ðzÞexpðik1zÞ and E2 ¼ A2ðzÞexpðik2zÞ, re-
spectively, the evolution of the SH generation phe-
nomenon can be described through the following
equations:

d

dz
A1ðzÞ ¼ i

o1

cn1
deffA2ðzÞA�

1ðzÞexpð�iDkzÞ

d

dz
A2ðzÞ ¼ i

o1

cn2
deffA

2
1ðzÞexpðiDkzÞ

½3�

where deff ¼ wð2Þ=2 is called the effective nonlinear
coefficient, Dk ¼ k2 � 2k1 is the wave vector mis-
match, c is the light velocity, and n1 and n2 represent
the refractive indices experienced by the pump and
SH fields during the propagation through the non-
linear medium. It is important to remark that, in
scientific literature, the nonlinear properties of ma-
terials are usually expressed in terms of the deff co-
efficient values. It can be seen from eqns [3] that the
condition for efficient SH generation is: Dk ¼ 0. Such
a condition is called the phase-matching condition. It
expresses the requirement that the nonlinear polar-
ization wave travels at the same phase velocity as the
SH wave. It should be noted that the process consists
in an exchange of energy (and momentum) between
waves in which the nonlinear medium acts as a cat-
alyst. If the process is described by a quantum-me-
chanical approach, two photons of the fundamental
wave are converted into an SH photon; the phase-
matching condition corresponds to momentum cons-
ervation in the nonlinear process.

In the case Dk ¼ 0, the propagation equations can
be solved analytically, giving the SH intensity as a
function of the propagation distance z:

I2ðzÞ ¼ I1ð0Þtanhðz=LSHÞ ½4�

where the constant LSH is inversely proportional
to the nonlinear coefficient of the medium and to
the square root of the input intensity. Equation [4]
shows that the input intensity can be fully converted
into the SH provided that the propagation distance
is sufficiently long (the crystal length L should be
larger than LSH). As an example, by using a lith-
ium niobate crystal with a second-order coefficient

Phase-matched second
harmonic generation

Not phase-matched second
harmonic generation

lSH

� /∆k Z

Figure 2 SH intensity as a function of propagation distance in a

nonlinear crystal.

106 Nonlinear Optics



deff ¼ 5 pm V�1 and a neodymium laser (l ¼ 1064
nm) beam with an intensity of 10 MW cm�2, LSH ¼
1 cm. When the phase-matching condition is not
satisfied, I2(z) is an oscillating function of z (see
Figure 2): the SH intensity achieves a maximum after
a distance called coherence length lc ¼ p=Dk and
vanishes at z ¼ 2lc.

SH generation of a laser beam becomes particu-
larly efficient if the nonlinear crystal is placed inside
a laser cavity (see Figure 3). At present, such an ap-
proach represents one of the most convenient meth-
ods of generating coherent green and blue light by
using near infrared solid-state lasers. As an example,
a 532 nm green light is efficiently generated by int-
racavity frequency doubling of a neodymium laser.

Phase Matching

Recalling that the modulus of k is related to the
angular frequency by the relation k ¼ ðo=cÞnðoÞ,
the phase-matching condition Dk ¼ 0 requires that
the index of refraction of the second harmonic be
equal to that of the fundamental. In normal cases, n
is an increasing function of frequency, so that phase
matching is not satisfied for beams having the same
polarization. A very clever method of obtaining
phase matching is that of exploiting the crystal bire-
fringence to compensate for the material dispersion
(see Figure 4). Recall that, in a crystal possessing an
optical axis, the propagation velocity of a linearly
polarized plane wave depends on its polarization di-
rection: a wave polarized perpendicularly to the op-
tical axis sees the ‘‘ordinary’’ index of refraction no,
whereas a wave polarized along the optical axis sees
the ‘‘extraordinary’’ index ne. A typical nonlinear
crystal is lithium niobate, a uniaxial crystal presen-
ting negative birefringence, that is, no4ne. It can be
shown that there is a frequency opm for which
noðopmÞ ¼ neð2opmÞ. In such a situation, an ordinary
input beam at frequency opm, propagating perpen-
dicularly to the optical axis, can be efficiently conver-
ted into an extraordinarily polarized SH beam.

Noting that the index of refraction of the extraordi-
nary beam can be changed continuously between no

and ne by changing the angle y between k and the
optical axis, opm can be tuned by appropriately ro-
tating the crystal.

Since the indices of refraction depend on temper-
ature, it is possible to tune opm finely by varying
T. More degrees of freedom are added to the SH
experiment if two input beams having the same fre-
quency, but different direction or different polariza-
tion, are considered.

From the point of view of applications, a very im-
portant trend that emerged in recent years is that of
considering nonlinear interactions in microstructured
materials and in waveguides. It goes beyond the
scope of this article to approach such a subject;
however, mention may be made here that a micro-
structured material, in which the value of the wð2Þ

coefficient varies with a spatial periodicity L, can
exchange momentum with the propagating waves in
multiples of the unit 2p/L, so that, in principle, phase
matching can be achieved at any desired frequency by
appropriately choosing the period L (see Figure 5).
Concerning waveguided propagation, the main dif-
ference with respect to bulk propagation is that the
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Figure 3 Scheme of an SH laser: mirrors 1 and 2 have high

reflectivity for the frequency o corresponding to the laser tran-

sition, but are transparent for 2o.
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Figure 4 Birefringence phase matching.
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waveguide can support different spatial modes pos-
sessing different phase velocities even if they have the
same frequency; such a ‘‘modal dispersion’’ also
opens new possibilities of phase matching.

This section concludes with an important consid-
eration: whereas the ‘‘ideal’’ phase-matching condi-
tion is Dk ¼ 0, the ‘‘practical’’ condition in a crystal
of finite length L is DkLop, or, equivalently, lc4L.
As a consequence, there is a frequency interval,
centered on opm, in which efficient SH generation
can be achieved. The existence of a nonzero spectral
acceptance makes it possible to use short pulses,
instead of stationary beams, in nonlinear optical
experiments.

Parametric Amplification and Oscillation

If two beams, possessing different frequencies o1 and
o2, and different wave vectors k1 and k2, are sent
into a second-order nonlinear crystal, the nonlinear
polarization can give rise to new frequencies repre-
senting the SH of each beam or the sum/difference of
the input frequencies. By choosing a specific phase-
matching condition, only one process is selected
among all possible processes. If the difference-fre-
quency generation (DFG) is selected, and it is as-
sumed that o14o2, a new beam at frequency
o3 ¼ o1 � o2 and wave vector k3 is obtained,
provided that the condition k3 ¼ k1 � k2 is satisfied
(see Figure 6).

All the phase-matching methods discussed in the
previous section in connection with SH generation
can also be applied to the sum/difference frequency
generation. By using the same approach outlined
for SH generation, it is easy to derive nonlinear
propagation equations for the sum/difference fields
having a structure similar to that of eqns [3]. In the
DFG process, one photon at frequency o1 is annihi-
lated and two photons at frequencies, respectively o3

and o2, are created, so that the process not only
produces a new coherent beam at o3, but also am-
plifies the beam at o2. Such an amplification process
is called parametric amplification. Whereas standard
optical amplifiers work only at frequencies corre-
sponding to transitions among energy levels, para-
metric amplifiers use transparent crystals and can
work, in principle, over the whole transparency win-
dow of the crystal, provided that phase matching can
be achieved (see Figure 7).

Recalling that an optical amplifier can become a
laser oscillator once inserted into an optical cavity, a
similar approach can transform the parametric am-
plifier into a parametric oscillator. Whereas in the
laser case, the trigger to cavity oscillation comes
from spontaneous emission from the upper level of

the amplifying medium, the initial seed for paramet-
ric oscillation comes from parametric fluorescence,
the process by which the ‘‘pump’’ photon at frequen-
cy o1 spontaneously breaks down into two photons
at frequencies o2 (signal) and o3 (idler). Potentially,
parametric fluorescence can yield any couple of fre-
quencies satisfying energy conservation, the choice
among all possible couples being determined by the
phase-matching condition. The tuning of the para-
metric oscillator is generally achieved by rotating the
crystal or by changing the operating temperature.

Nonlinear Optical Materials

The second-order processes described in the previous
sections require the availability of noncentrosym-
metric media. Such media are intrinsically anisotrop-
ic, so that the electric susceptibilities become
tensorial quantities. In particular, w(2) is a third-or-
der tensor, possessing 27 components wijk. This fact
makes the description of beam propagation inside
the crystal and also the search for phase matching
conditions rather complicated. Such descriptions are
beyond the scope of this article; however, the fol-
lowing example is taken up: consider an input field
polarized along the x-axis (this implies j ¼ k ¼ 1);
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Figure 6 Tuning curves for an optical parametric oscillator

pumped by the third- and fourth-harmonic of a neodymium laser.

(Reproduced with permission from Cheng et al. (1988) Applied

Physics Letters 53(3): 175–177.)
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birefringence phase matching requires that the gene-
rated nonlinear polarization lies along the z-axis (this
implies i ¼ 3), so that the useful component of the
w(2) tensor is, in this case, w311. As a general consid-
eration, the most powerful phase matching method,
that is, birefringence phase matching, exploits
nondiagonal components of w(2), whereas several
interesting crystals present very large diagonal com-
ponents of w(2). Such components can be exploited
only if the phase-matching conditions are achieved
by means of the periodical poling technique.

The commonly used second-order materials are
inorganic crystals with oxygen polyedra, which can
be viewed as ionic crystals where one of the ions is
replaced by an oxygen polyedron in an ionized state,
stabilized in a noncentrosymmetric configuration by
the surrounding ions (usually of metal elements).
Examples of such crystals are the ABO3 type of
ferroelectrics, such as LiNbO3 and KNbO3, borates,
such as BaB2O4 and LiB3O5 (usually indicated, re-
spectively, as BBO and LBO), and the isomorphic
family with the generic formula MTiOXO4, such as
potassium titanyl phosphate KTiOPO4 (usually indi-
cated as KTP).

It is important to note that the requirements for
nonlinear materials are not only suitable transparen-
cy and high nonlinearity, but also sufficient bire-
fringence for phase-matching, high-optical-damage
threshold, good thermal, mechanical, and chemical
properties, and possibility of growing large crystals
of good optical quality.

Families of crystals possessing a second-order non-
linearity larger than that of inorganic crystals are
organic molecular crystals and heteropolar semicon-
ductors. However, at present, they are less interesting
for applications because the former has insufficiently
good mechanical and chemical properties, whereas
the latter is not birefringent. In addition, both fam-
ilies have a limited transparency range.

A possibility that is actively explored is that
of starting from an amorphous material (such as a
polymer or a silicate glass) and introducing an ori-
entation of noncentrosymmetric molecular groups by

heating at a temperature above the glass transition
and applying an external field, usually an electric
field (electrical poling).

Third-Order Nonlinear Effects

Optical Kerr Effect

If a third-order material illuminated by a monochro-
matic plane wave at frequency o propagating along
the z-axis is considered, it results from eqn [2] that
such a wave gives rise to a nonlinear polarization
oscillating at 3o1. In turn, the nonlinear polarization,
once inserted into eqn [1], yields a third-harmonic
(TH) optical wave. The entire treatment developed
for SH generation, including the phase-matching
considerations, can be easily translated to the TH
case, and is not repeated here. Instead, the attention
is on the polarization term having the expression

Pðz;oÞ ¼ e0½wð1ÞEðz;oÞ þ wð3ÞajEðz;oÞj2Eðz;oÞ� ½5�

where a is a numerical factor that can assume values
ranging from 1/2 to 3/2, considering different third-
order phenomena. From eqn [5], it is possible to
define an intensity-dependent susceptibility: wð1Þeff ¼
wð1Þ þ wð3ÞajEðz;oÞj2. By recalling the relation be-
tween index of refraction and electric susceptibility
and assuming that the nonlinear contribution is small
in comparison with the linear one, one obtains

neff ¼ n þ n2jEj2 ½6�

where n2 ¼ awð3Þ=ð2e0cwð1ÞÞ. A more careful analysis
shows that the overall effect consists in an intensity-
dependent deformation of the index ellipsoid of the
medium. In particular, an initially isotropic material
becomes uniaxial in the presence of a strong linearly
polarized optical beam.

Equation [6] expresses the optical Kerr effect.
Some phenomena due to such an effect are briefly
discussed below.

Lasing
transition

Optical 
pumping Pump

Idler

Signal

Nonradiative
transition

Virtual energy
levels

Figure 7 Comparison between the three-level laser, using real energy levels, and the optical parametric oscillator, using virtual levels.
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Optical switch The phase and the polarization of
an optical signal going through a Kerr medium can
be changed by illuminating the medium with a strong
auxiliary (pump) beam. This opens the way to the
realization of all-optical modulators and switches. If
the Kerr effect is fast, as it happens when it is due to
the displacement of electron clouds, the response
time of the device can be as short as the duration of
pump pulses (less than 1 ps).

Self-focusing Considering a pump with a Gaussian
transverse intensity profile (this is the output beam
from a single-mode laser), the optical Kerr effect
produces a transverse index-of-refraction profile that
follows the shape of the beam. If n2 is positive, a
greater index of refraction is induced on-axis than in
the wings of the beam, creating in this way, a positive
lens that tends to focus the beam. This effect is called
self-focusing. If the input power is larger than a
threshold value, self-focusing can exactly balance
diffraction, so that the beam propagates without
changing its profile. This phenomenon is called self-
trapping. If the input power is further increased, the
beam will catastrophically focus, causing in many
cases optical damage inside the medium. To conclude
this short discussion about self-focusing, it should be
mentioned that the effect is very usefully exploited in
the so-called Kerr-lens passive mode-locking method
for the generation of ultrashort laser pulses.

Self-phase modulation Considering a beam with a
time-dependent intensity profile (optical pulse), the
optical Kerr effect gives rise to a self-induced non-
linear phase shift that is also time dependent. Gen-
erally speaking, this has the consequence of
broadening the frequency spectrum of the optical
pulse. It should be recalled that an optical pulse
propagating in a linear dispersive medium has a time
duration increasing progressively with the propagat-
ion distance. Among the various phenomena occur-
ring during the nonlinear propagation of short
pulses, it is worth mentioning the existence of opti-
cal solitons, that is, pulses of appropriate shape, in-
tensity, and time duration that propagate without
changing shape and duration in a medium presenting
anomalous group-velocity dispersion. Such a phe-
nomenon is made possible by a compensation be-
tween the effects of linear dispersion and self-phase
modulation. Particularly important for applications
to optical communications is the study of nonlinear
propagation in single-mode optical fibers: although
the nonlinearity of glass is very small, nonlinear ef-
fects can be significant because the intensity can be
high and the propagation distance is very large.

Four-Wave-Mixing and Optical Conjugation

The term four-wave-mixing (FWM) refers to the in-
teraction of four waves in a nonlinear medium via
the third-order polarization. In the presence of three
monochromatic beams at frequencies o1, o2, o3, a
nonlinear polarization term oscillating at the fre-
quency o4 ¼ o1 þ o2 � o3, with wave vector
k4 ¼ k1 þ k2 � k3, is generated:

P ¼ e0wð3ÞA1A2A�
3 exp½iðk1 þ k2 � k3Þ � r� ½7�

Among the various phenomena originated by the
nonlinear polarization of eqn [7], two particularly
interesting processes are selected (see Figure 8).

Frequency-shifting scheme In practical situations,
a high-intensity beam (pump beam) at frequency
op ¼ o1 is sent collinearly with the weak beam
(signal beam) 2. The new beam 3 is also collinear,
and has a frequency o3 ¼ 2o1 � o2. Note that
o3 � o1 ¼ o1 � o2, that is, o3 is the mirror image
of o2 with respect to the pump frequency. If, for
instance, the pump beam is continuous and the signal
is a sequence of pulses, the frequency-shifted beam 3
is a temporal replica of the signal beam. It should be
added that, in the absence of materials having a large
w(3), it is usually more convenient to perform the
same operation by using a cascade of two second-
order processes in a w(2)-material. Frequency-shifting
devices can be usefully applied in optical communi-
cations systems.

Phase-conjugate mirror If a degenerate case in
which all the frequencies coincide is considered,
o1 ¼ o2 ¼ o3 ¼ o, the new field has frequency o4 ¼
o and wave vector k4 ¼ �k3, that is, it counter-
propagates with respect to beam 3. The nonlinear
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Figure 8 Schematic wave-mixing processes: frequency shifter

and conjugated mirror.
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medium illuminated by beams 1 and 2 acts as a mir-
ror for beam 3: this is what is called a phase-con-
jugate mirror. Such a mirror has some unique
properties compared to an ordinary mirror. First of
all, it functions as a retroreflector for any incident
angle y, within the acceptance angle of the experi-
ment. Any phase change fðrÞ impressed on beam 3
by propagating, for example, through an in-
homogeneous medium, will result in exactly the op-
posite phase �fðrÞ impressed on the reflected wave,
in this way correcting the phase distortion during the
back-propagation. In terms of energy balance, the
FWM process subtracts one photon from beam 1 and
one photon from beam 2, and adds one photon to
beam 3 and one photon to beam 4. As a conse-
quence, the reflection coefficient of the conjugated
mirror is proportional to the product of the intensi-
ties of beams 1 and 2 and can even become larger
than 1.

This section concludes with a brief discussion on
third-order nonlinear materials. It is useful to dis-
tinguish between slow and fast nonlinearities. Slow
nonlinearities involve the rotation and alignment of
molecular groups under the action of an optical field,
such as it may happen in liquid crystals. The effects
are large, but the response time can be of the order
of milliseconds or even longer. Fast nonlinearities
involve the displacement of electron clouds, response
times can be in the range of picoseconds but the ef-
fects are small. In order to enhance electronic non-
linearities one can operate near a resonance, but the
drawback is that response times are now controlled
by the material decay time. The most interesting
materials are semiconductors or conjugated poly-
mers, but, in practice, the largest fast third-order
nonlinearities are obtained by using a cascade
of second-order processes in a noncentrosymmetric
material.

Stimulated Raman and Brillouin
Scattering

Raman scattering is an inelastic light scattering proc-
ess in which a quantum of excitation is exchanged
between the optical field and the scattering medium.
A typical case is that of a molecule possessing a vib-
rational mode with angular frequency ov, illuminat-
ed by a light beam at frequency o. The spectrum of
scattered light, observed at any scattering angle, will
contain, besides the unshifted Rayleigh line at o, also
an additional line, called Stokes line, at frequency
os ¼ o� ov. The energy difference between the in-
cident and scattered photon is taken to excite the
molecular vibration. If the illuminated medium

includes molecules that are already in an excited
vibrational state, the spectrum of scattered light will
contain a third line, called the anti-Stokes line, at
frequency oas ¼ oþ ov, describing a scattering event
in which the molecule has given its vibrational
energy to the scattered photon. Raman scattering
may exist also in association with rotational energy
levels of molecules. Besides localized molecular ex-
citations, there are also collective excitations prod-
ucing Raman scattering, such as optical phonons in
crystals or plasma waves in an electron gas. It should
be noted that not all elementary excitations are Ra-
man active; there are selection rules, usually different
from those controlling radiative transitions.

Stimulated Raman scattering (SRS) is observed
when two light beams, at frequencies o and os, are
sent into the medium. The Stokes photons generated
by SRS are emitted with the same wave vector as that
of the incident Stokes field and added coherently to
that field. The result is that the field at os is ampli-
fied, and, at the same time, more molecules are ex-
cited to the vibrational level. SRS can be used not
only to amplify a signal at os, but also to generate a
coherent wave at os. In fact, if a powerful beam at o
is sent into the medium, it will create Stokes photons
by spontaneous Raman scattering, and the created
Stokes photons can constitute the seed for an ampli-
fication process yielding an intense coherent Stokes
field. Note that the spontaneous Stokes photons are
emitted isotropically in space, whereas the stimulated
Stokes beam will appear in a specific direction sat-
isfying the criterion of maximum overlap between
the pump and the Stokes beam. In practice, SRS is
observed only in the forward and backward direc-
tions.

The growth of the Stokes field along the direction z
is described by the equation

PSðzÞ ¼ PSð0Þexp

Z z

0

gRPpðzÞdz

� 
½8�

where gR (in units of m W� 1) is called the Raman
gain and Pp(z) is the pump power. SRS is a third-
order process; in fact, it can be shown that gR is
proportional to the imaginary part of w(3).

If the scattering medium is placed inside an optical
cavity, one can build a Raman laser. The Raman laser
is different from a normal laser because the pump
frequency op can be arbitrary, whereas in normal
lasers op must correspond to a transition between the
ground level and an excited level of the active me-
dium. As shown in Figure 9, the energy transfer be-
tween pump and Stokes can be so efficient that a
sequence of Stokes lines of decreasing frequency can
be coherently generated. Raman lasers utilizing
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optical fibers as active medium represent very effi-
cient and powerful sources of coherent radiation: as
an example, fiber Raman lasers pumped by a ne-
odimium-laser (l ¼ 1064 nm) and working on the
fifth Stokes line can emit at a wavelength B1500 nm
with an overall efficiency of 30%.

Any medium at a nonzero temperature presents
local fluctuations in the thermodynamic variables
that give origin to light scattering. It is assumed that
the incident light is characterized by a wave vector k
and an angular frequency o. In the case of a solid or
liquid, the frequency spectrum of scattered light con-
tains an unshifted line (due to nonpropagating den-
sity fluctuations) and two lines, called Brillouin lines,
centered at frequencies o7oB that are due to density
fluctuations propagating as spontaneous acoustic
waves. If the scattering direction is fixed, hence the
wave vector of the scattered field, k0, only those
spontaneous waves possessing a wave vector K ¼
7ðk0 � kÞ contribute to light scattering in that di-
rection. The frequency shift oB of the Brillouin lines
corresponds to the frequency of the acoustic phonon
which is exchanged in the scattering process. Recall-
ing that the velocity of acoustic waves is given by
ua ¼ oB=K, the Brillouin frequency shift can also be
seen as a Doppler shift due to diffraction from a
traveling phase grating. Although Raman shifts are

typically in the range of several terahertz, Brillouin
shifts are of the order of some gigahertz.

Stimulated Brillouin scattering (SBS) can occur in a
way fully similar to that of SRS. Only the interaction
K ¼ �ðk0 � kÞ, corresponding to the situation in
which the incident wave reinforces the spontaneous
acoustic wave, can give rise to a stimulated effect,
generating a coherent wave at the frequency o� oB.
In practice, SBS is observed only in the backward
scattering direction. It is interesting to mention that
the backward Brillouin wave behaves as the phase
conjugate of the pump wave. Therefore SBS can cre-
ate a phase-conjugate mirror, similar to FWM, but in
a simpler way, because only one beam is required.

See also: Metals and Metallic Alloys, Optical Properties
of; Optical Fibers; Optical Properties of Materials; Sem-
iconductor Optics; Sum Rules and Kramers–Kronig
Relations in Nonlinear Optics.

PACS: 42.65.An; 42.65.Dr; 42.65.Es; 42.65.Hw;
42.65.Ky; 42.65.Yj
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Nomenclature

A(z) electric field slowly varying envelope
c (3� 108 m s� 1) velocity of light in

vacuum
deff effective nonlinear coefficient
E(r; t) electric field
gR Raman gain
I intensity
k electric field wave vector
lc second-harmonic generation coherence

length
LSH characteristic second-harmonic genera-

tion length
n index of refraction
ne extraordinary index of refraction
no ordinary index of refraction
n2 nonlinear refractive index
Pp pump power
P(r; t) macroscopic polarization
Ps Stokes power
ua velocity of the acoustic wave
e0 (8.85� 10� 12 F m� 1) permittivity

vacuum
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l wavelength
L spatial periodicity
mo (4p�10� 7 N A� 2) permeability vacuum
w(1) linear susceptibility
w(2) second-order susceptibility
w(3) third-order susceptibility

o angular frequency
oas anti-Stokes frequency
opm phase-matching frequency
os Stokes frequency
ov vibrational mode with angular

frequency
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Introduction

Nuclear fission is a process in which a heavy atomic
nucleus divides into two massive fragments. The
phenomenon was discovered by Hahn and Strass-
mann in 1938 in experiments with uranium (atomic
number Z ¼ 92). They noticed that radioactive prod-
ucts formed from uranium under neutron bombard-
ment included isotopes of barium with atomic
number Z ¼ 56. Hahn and Strassmann sent their re-
sults to their collaborator Lise Meitner in December
1938 and within a few weeks Meitner and Frisch
(1939) arrived at an interpretation. They wrote: ‘‘the
particles in a heavy nucleus would be expected to
move in a collective way which has some resem-
blance to the movement of a liquid drop. If the
movement is made sufficiently violent by adding
energy, such a drop may divide itself into two smaller
drops.’’ After division the drops would repel each
other and gain an energy of B200 MeV.

Fission is an important source of energy and this
article begins with a very short introduction to the
physics of nuclear reactors. The main focus is on
some advances in the understanding of nuclear fis-
sion which have been achieved over the past 65
years. Transuranic elements, for example, uranium,
are produced in nuclear reactors. They are also cre-
ated using fusion reactions with beams from heavy
ion accelerators. A part of this article is devoted to
the study of these nuclei and the quest for superheavy
nuclei. The last part of the article is about fusion
reactions with light nuclei.

Nuclear Reactors

The fissioning nucleus studied by Hahn and Strass-
mann was the isotope 235U of uranium. As argued by

Meitner and Frisch, the nucleus 236U produced by
absorbing a neutron is unstable and splits into two
unequal fragments, for example

235U þ n-236U�-93Rb þ141 Cs þ 2n ½1�

Other similar decays occur but always with
fragment mass numbers A1B95 and A2B140. The
energy released can be calculated from the measured
masses of the isotopes and is 196 MeV in the above
example. There is a large energy release because the
fragments are more strongly bound than the initial
nucleus.

Nuclear power can be produced in fission reactors
with the isotope 235U as fuel. The process involves a
chain reaction in which neutrons produced in the
fission of one uranium nucleus can cause fission in
other uranium nuclei. The fission cross section for
neutrons on 235U is a maximum for neutrons with
energies of less than 1 eV, and in a thermal reactor
the neutrons are slowed down by collisions with a
moderator, such as carbon or hydrogen.

Natural uranium contains only 0.7% of the
isotope 235U. The major component is 238U. This
isotope absorbs neutrons but does not fission and in-
stead produces the plutonium isotope 239Pu. The
isotope 239U produced by neutron capture decays by
beta decay, first to 239Np and then to 239Pu. Several
transuranic elements are produced in reactors by
further capture of neutrons followed by beta decay.
These transuranic elements as well as the fission
products are all radioactive and constitute an impor-
tant component of ‘‘nuclear waste.’’

The plutonium isotope 239Pu can also undergo
fission when it absorbs neutrons and is a potential
fuel for nuclear reactors. The fission cross section
for plutonium is small for slow neutrons but be-
comes large for neutrons with energies greater
than 1 keV. Plutonium burns best in a ‘‘fast reactor’’
where the fission neutrons are slowed down, but not
too much.
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Stability against Fission

Very soon after the discovery of the fission process,
Bohr and Wheeler proposed a detailed theoretical
treatment based on the comparison between the nu-
cleus and a liquid drop. All subsequent developments
preserve aspects of their model.

Bohr and Wheeler assumed that the liquid drop
representing the nucleus passes through a sequence of
shapes on the pathway to fission. Starting from the
initial metastable equilibrium shape the nucleus be-
comes very deformed, then it develops into a dumb-
bell shape with two fragments joined by a neck.
Finally the neck breaks, the fragments separate and
are accelerated away from each other by the strong
Coulomb repulsion acting between them.

In a simple picture one can introduce a parameter
q associated with each of the shapes on the pathway
to fission and function V(q) representing the energy
of the nucleus for each value of q. It is convenient to
choose q ¼ 0 for the initial shape and q ¼ R, where
R is the distance between the centers of mass of the
fragments, when the two fragments are separated.
For nuclei which are metastable against fission, V(q)
has a local minimum at q ¼ 0, increases to a max-
imum V(qB) at the fission barrier q ¼ qB, and then
decreases monotonically for q4qB. When the frag-
ments are separated, they are accelerated away from
each other by the electrostatic repulsion acting be-
tween them.

The liquid drop model predicts that the equilibri-
um shape of a nucleus is spherical with q ¼ 0. For a
small deviation from the spherical shape along the
fission path, the coordinate q represents a quadru-
pole deformation and VðqÞEVð0Þ þ ð1=2ÞCq2,
where

Cp
2
5 asA

2=3 � 1
5 acZ

2A�1=3 ½2�

where as and ac are the surface energy and Coulomb
energy parameters in the semi-empirical mass for-
mula. The surface energy increases and the Coulomb
energy decreases as the nucleus deforms. The stabil-
ity of the spherical shape is determined by the bal-
ance between the surface energy and the Coulomb
energy. The spherical shape is stable if the restoring
force parameter C40 or

x ¼ ac

2as

Z2

A
¼ 2Esð0Þ

Ecð0Þ
o1 ½3�

The fissility parameter x was introduced by Bohr and
Wheeler as a measure of the stability of a heavy nu-
cleus. Using standard values for the parameters
asE16:8 MeV and acE0:72 MeV, the liquid drop

model predicts that a nucleus is unstable against fis-
sion when Z2=A4ðZ2=AÞlimitingE47. There are im-
portant shell corrections to the liquid drop model but
these simple arguments show there is a limit to the
possibility of creating very heavy elements. The nu-
cleus 235U has Z2=A ¼ 36 while one of the heaviest
known transuranic elements with Z ¼ 114 and A ¼
298 has Z2=A ¼ 44.

Fission Barriers

When a nucleus is metastable against fission, the dif-
ference VB ¼ VðqBÞ � Vð0Þ is called the fission bar-
rier height or the fission activation energy. When the
excitation energy E� is less than VB, then the nucleus
can fission only by quantum tunneling through the
barrier and the fission probability is very small.
When E�4VB, then fission decay rate is large. This
can be illustrated by the example of 236U. Alpha de-
cay is the dominant decay mode of the ground state
of 236U with a fission probability of only 10�7%.
When 236U is formed by thermal neutron capture on
235U, the compound nucleus, has an excitation
energy of 6.5 MeV, which is greater than, the activat-
ion energy VB ¼ 6:2 MeV and fission is the dominant
decay mode. Another example is 239U, which can be
formed by neutron capture on 238U. When 238U cap-
tures slow neutrons, then the excitation energy E� ¼
4:8 MeV is less than the activation energy 6.6 MeV
and the fission probability is very small. On the other
hand, when 238U is bombarded with neutrons with
an energy greater than 2 MeV, then the excitation
energy of the 239U is larger than VB and the fission
cross section is comparable with that for neutrons
with the same energy on 235U.

There is a general trend for fission barrier heights
to decrease with Z for transuranic elements, but
there are fluctuations. Nuclei with atomic numbers
less than Z ¼ 92 can undergo fission, provided the
excitation energy is large enough. The fission barrier
for 208Pb is B28 MeV and for 216Rn it is B13 MeV.
Their fission probabilities are extremely small.

The Dynamics of Fission

In the previous sections, it was assumed that there
was a unique path for the fission of a nucleus. The
situation is more complicated than this for the liquid
drop model and also for real nuclei. The fission of a
nucleus such as 236U does not lead to a unique pair of
fission fragments. At the stage where the nucleus be-
comes very deformed and develops into a dumbbell
shape, the number of nucleons on each side of the
neck is not unique. When the neck breaks, there is
a distribution in the partition of mass and charge
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between the fragments and there is a high probability
that the fragments will be left in excited states.

The distribution of mass and charge between the
fragments can be measured by identifying the fission
fragments. The liquid drop model predicts that, on
the average, the mass is equally distributed between
the two fragments, but in many cases the mass dis-
tribution is asymmetric. For example in the fission of
235U by thermal neutron capture, the mass distribu-
tion has two peaks, one centered at AE95 and the
other at AE140. This asymmetric fission is a shell
effect and is discussed in the next section. Typically
the spread of each peak in the mass distribution is in
the range dAE10–15 mass units.

The distribution in excitation energy of the fission
fragments can be investigated by measuring the ki-
netic energy TKE of the fragments. The total energy
released is equal to the Q-value, Q ¼ dMc2, where
dM is the difference between the mass of the initial
nucleus and the sum of the masses of the fragments.
The total excitation energy of the fragments is given
by dEexc ¼ Q � TKE. Some nuclei may have more
than one fission barrier, each with its own charac-
teristic mass distribution and TKE distribution. The
existence of more than one barrier can often be de-
tected by making a careful analysis of the mass and
TKE distributions of the fragments.

Decay Rates

Any quasistationary state of a nucleus which can
decay by fission may also have a branch for decay by
a-emission, g-emission, neutron emission, or various
other processes. The decaying state has a total width
G related to the mean life t by G ¼ _=t. The total
width is a sum of partial widths G ¼ Gf þ Ga þ Gn þ
? for each decay process and the fission probability
or branching ratio is Gf/G. The mean life t and fission
branching ratio of the ground state of a nucleus can
be measured directly. At higher excitation, energy
states may appear as resonances in nuclear reactions,
for example, low-energy neutron scattering reac-
tions. Then G is the width of a resonance. At higher
excitations resonances overlap and the width of a
state is not a measurable quantity, but decay rates
and branching ratios still have a meaning.

The fission width of a state can be estimated in
various ways depending on the excitation energy of
the nucleus. A nucleus in the ground state can decay
by quantum tunneling through the fission barrier.
The fission width is approximately

GfE
_ovib

2p
P ½4�

where ovib is a characteristic frequency for the os-
cillation of the fission coordinate q in the ground
state and P is the transmission factor for penetrating
the fission barrier along the tunneling path. A simple
estimate for P is

P ¼ exp �2pDE

_oB

� 	
½5�

where DE is the energy of the decaying state below
the top of the barrier and oB is related to the curvat-
ure of the top of the barrier. Typical values of oB lie
in the range 0.5–1 MeV.

The states in nucleus with an excitation energy of
several MeV have a complicated structure and sta-
tistical arguments can be used to estimate fission
widths in terms of the average spacing DðE�Þ of
levels of the excitation energy E�. The quantity _/D
represents the probability per unit time for con-
centrating the excitation energy into the motion of
the fission coordinate. For excitation energies below
the fission barrier, the width can be estimated from

GfE
DðE�Þ

2p
P ½6�

The transition state theory of Bohr and Wheeler
can be used to estimate fission decay rates of states
well above the fission barrier. They assumed that in-
ternal degrees of freedom could be excited at the
barrier and a formula can be obtained for the fission
rate

dNf

dt
E

DðE�Þ
2p_

N� ½7�

Here N�
X1 is the effective number of internal states

available at the barrier.

Asymmetric Fission and Shell Effects

The shell model or independent-particle model of a
nuclear structure assumes that a nucleon in the nu-
cleus moves in a single-particle potential which rep-
resents its average interaction with other nucleons.
Nucleons occupy single-particle levels in the shell
model potential and fill up the lowest levels allowed
by the Pauli exclusion principle. Closed shells occur
when there is a rather large energy gap between the
last filled level and the lowest available empty level.
The ordering of single-particle levels is such that
closed shells occur for neutron or proton numbers
equal to 2, 8, 20, 28, 50, 82,y . Heavier nuclei
with closed shells of neutrons and protons are 40Ca,
48Ca, 90Zr, 132Sn, and 208Pb. Closed-shell nuclei and
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especially double closed-shell nuclei are particularly
stable and have binding energies larger than the pre-
dictions of the liquid drop model.

Taking fluctuations into account, the liquid drop
model predicts that the mass distribution of fission
fragments should be symmetric about the average
value A/2, but in most cases the measured distribu-
tion is asymmetric. For example, the mass distribu-
tion 235U has one peak centered at A1E95 and
another at A2E140. The asymmetric distribution of
fragments is very common when the excitation of the
fissioning nucleus is less than B6 MeV. There is re-
markable systematics in the fragment mass distribu-
tion for the fission of nuclei with 2564228. In all
these cases, the average mass of the heavy fragment
lies in the range 137–142. This is not so far from the
mass of the double closed-shell nucleus 132Sn. This
systematics extends to the superheavy nuclei 286112
and 292114. In both these cases, the average mass of
the light fragment is near to the mass of 132Sn.

In 1966, Strutinsky invented a way of adding shell
corrections to the liquid drop model. The total nu-
clear binding energy in the shell-correction approach
is written as

EtotðN;Z; bÞ ¼ELDMðN;Z; bÞ
þ dEnðN; bÞ þ dEpðZ; bÞ ½8�

where b stands for a set of deformation parameters,
ELDM is the liquid drop energy as a function of de-
formation while dEn and dEp are shell corrections
calculated for neutrons and protons moving in ap-
propriate deformed single-particle potentials. This
simple model was very helpful for understanding
how shell effects influenced asymmetric fission and
generalizes the simple argument of the dominance of
the double closed-shell nucleus 132Sn. Shell effects
disappear in a nucleus with a large excitation energy
and the asymmetry in the fission fragment distribu-
tion disappears.

Fission Isomers

Many different processes associated with fission have
shown that the fission barrier does not always have a
single maximum as predicted by the liquid drop
model. According to present-day understanding,
many nuclei have a double-humped fission barrier.
The first minimum (I) in the double-humped poten-
tial V(q) contains the ground state. Then there is a
barrier followed by a second minimum (II) and fi-
nally another barrier which leads to fission. Quasi-
stationary states in the second minimum are called
fission isomers.

The ground state in the first minimum (I) is nor-
mally not spherical, but has a prolate equilibrium
shape. The first minimum also contains type (I) ex-
cited states which have deformations similar to that
of the ground state. Type (II) levels are located
around the second minimum and are separated from
the type (I) states by the first hump of the potential
barrier. The type (I) states have deformations
dB0.35 while the deformations of the type (II) states
are more than twice as large. Fission from a class (I)
state occurs when the fission coordinate tunnels
through the first barrier into the second minimum (II)
and finally through the outer barrier.

The cross section for scattering of low-energy neu-
trons by 240Pu has sharp resonances with a spacing
B10 eV. Each resonance corresponds to a state of the
compound nucleus 241Pu. The wave functions of the
compound states are located around the first minimum
in the double-humped potential. Most of the reso-
nance states have a relatively small fission width,
but there is a group of about seven resonances
corresponding to neutron energies lying between 750
and 820 eV which have much larger fission widths.
There is another group of resonances with large fission
widths clustered around 1400 eV and a third at
1950 eV. This behavior can be explained by the dou-
ble-humped potential. If the energy of a compound
state in the first minimum is very close to the energy of
a type (II) state, then there is a resonance effect which
enhances the penetration of the double barrier.
The penetration probability of the double barrier can
be much larger than that for one of the individual
barriers.

Fission isomers can be studied in other ways. For
example, states in the second minimum of 239U can
be excited in the reaction 238U(d, p) and g-rays from
the isomeric states observed. Superdeformed states
have been observed in nuclei with mass numbers
AB130, 150, and 190. These have very similar
properties to fission isomers.

Nuclear Fusion and Transuranic Elements

Bohr and Wheeler showed that elements with large
enough atomic number must be unstable against fis-
sion because of the electrostatic repulsion between
protons in the nucleus. For the past half century,
there has been an intensive effort to create nuclei
with larger and larger atomic number to try to reach
the limit of stability. There have been suggestions
that shell effects might give enough extra binding to
elements with ZE114 to make them more stable.
There is strong evidence that the element with Z ¼
114 has already been produced in a collaboration
between scientists from The Lawrence Livermore
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Laboratory in California and the Dubna Laboratory
in Russia. They bombarded a plutonium 244Pu target
with 48Ca nuclei to create the new element.

To date, more than 20 transuranic ðZ492Þ ele-
ments and 2000 isotopes have been discovered and
various properties, including masses and lifetimes,
have been studied. The names with atomic numbers
and symbols of the first few new elements are
neptunium (93Np), plutonium (94Pu), americium
(95Am), curium (96Cm), berekelium (97Bk), ca-
lifornium (98Cf), einsteinium (99Es), and fermium
(100Fm). Isotopes of these elements can be produced
by a variety of reactions. For example, curium was
first made in 1944 by the reaction

4He þ239 Pu-265Cm þ n ½9�

Isotopes up to 254Fm and beyond can be produced
by intense neutron irradiation of lower elements,
such as plutonium, using a process of successive neu-
tron capture interspersed with b-decays until these
mass numbers and atomic numbers are reached.

Heavier elements are produced by fusion reac-
tions. For example, the element hassium with Z ¼
108 is produced in the reaction

58Fe þ208 Pb-265Hs þ n ½10�

These reactions are very delicate because if the in-
termediate compound nucleus has too large an ex-
citation energy, it will not survive. For the reaction to
succeed, the incident energy of the projectile must be
just large enough to cross the Coulomb potential
barrier.

Fusion Reactions with Light Nuclei

Fusion reactions are the source of energy production
in stars and are responsible for the conversion of
protons into heavier elements. They are also a po-
tential energy source for modern industrial society.
Energy production in stars comes mainly from the
conversion of hydrogen into helium. The overall
result of a typical sequence of reactions is

41H-4He þ 2eþ þ 2n ½11�

with the release of 27.7 MeV for each 4He atom
produced. Fission reactions in nuclear reactors are
initiated by neutron absorption. The cross sections
are large because the neutrons have no charge. Cross
sections for reactions between charged nuclei are
very small at low energies because of the electrostatic
repulsive forces acting between them.

The first step in the production of helium from
hydrogen in stars is the conversion of protons into
deuterons:

1Hþ1H-2H þ eþ þ n ½12�

This is a weak interaction process and the cross
section is very small, but the reaction rate is signi-
ficant because there are so many protons. After deu-
terons have been produced, other reactions can
occur, for example

2Hþ1H-3He þ g ½13�

and

3Heþ3He-4He þ 24H ½14�

An accurate knowledge of thermonuclear reaction
rates for reactions such as these is important for un-
derstanding the generation of energy and other phys-
ical processes in stars.

All the above reactions are inhibited by the
Coulomb repulsion between the nuclei. The central
temperature in a star such as the sun is B1.5� 107 K
which is equivalent to 1.3 keV. This is much less than
the height of a typical Coulomb barrier and the re-
action cross sections become very small. The cross
section for a reaction between two charged nuclei for
incident energies below the top of the Coulomb bar-
rier can be written as [2]

sðEÞ ¼ SðEÞ
E

expð�2pZÞ ½15�

where the Sommerfeld parameter is given by

2pZ ¼ 2pZ1Z2ðe2=_vÞ ¼ 31:29Z1Z2ðm=EÞ1=2 ½16�

The quantities Z1 and Z2 are the charges of the two
nuclei, m is the reduced mass in atomic mass units,
and E is the center of mass energy in keV. The as-
trophysical S-factor S(E) depends on the reaction and
is normally a rather slowly varying function of
energy at sub-barrier energies except for possible
resonances. On the other hand, the exponential fac-
tor containing the Sommerfeld parameter is a very
rapidly varying function of the energy, and cross
sections become very small for low incident energies.

The reaction 3He(3He, 4He)2p is a useful example
to illustrate these points. The energy of the Coulomb
barrier is B2 MeV while the S-factor S(E) lies in the
range 4–8 MeV b as E varies between 1 MeV and
20 keV. The cross section for this reaction is B10 mb
when the relative energy is E ¼ 500 keV, it drops to
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about mb for E ¼ 100 keV and to 0.3� 10�12 b when
E ¼ 20 keV. One of the challenges for nuclear phys-
icists is to measure these very small cross sections. The
cross section has been measured at 20 keV and this is
about the lower limit for present-day techniques.

See also: Neutron Sources; Nuclear Models and Meth-
ods; Quantum Mechanics: Nuclei; Radioactivity.

PACS: 24.75; 28.41; 28.52
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Independent-Particle Model

In classical mechanics, a system of particles of mass
m which interact through a two-body force (particle–
particle potential) of the type shown in Figure 1 is
described by the Hamiltonian

H ¼ p2

2m
þ vðr12Þ ½1�

The lowest-energy state occurs at zero tempera-
ture. It is obtained by minimizing, for each particle,
its potential energy with respect to all the neighbors.
Such static, localized particles provide the basic
design for the ground state of molecules and crystals
(Figure 2). While the laws governing the motion of
these particles are invariant with respect to trans-
lation, in particular vðr12Þ, the solution of such
equations violates translational and/or rotational
invariance. In other words, the solution of the clas-
sical equations may display a lower symmetry than
the original Hamiltonian. This phenomenon, known
as ‘‘spontaneous symmetry breaking,’’ is the basis of
the ‘‘emergent properties’’ of the system of particles
described by the Hamiltonian given in eqn [1]. In
fact, the systems in Figure 2a display localization and
rigidity, properties neither contained in each
individual particle nor in H.

In quantum mechanics, momentum and coordi-
nate are conjugate variables fulfilling Heisenberg’s
relation

DxDpxX_ ½2�

From this relation, one can calculate the
(zero-point) energy associated with the localization

�c

a

�0

�(
r)

r12

Figure 1 Schematic representation of a two-body force in a

system of particles, displayed as a function of the relative par-

ticle–particle coordinate r12 ¼ jr1 � r2j. It displays a repulsive

core at r12 ¼ 0 of strength vc and an attractive minimum of

strength v0 at r12 ¼ a.
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of a particle within a volume of radius a, that is,
B_2=ma2. Thus, the particles described by the
Hamiltonian given in eqn [1] may be delocalized
because the potential energy gain of the classical
(localized) configuration may be overwhelmed by the
quantal zero-point energy. Consequently, systems for
which the ‘‘quantality’’ parameter

Q ¼ zero-point energy of localization

potential energy of localization
B

_2

ma2

1

jv0j
½3�

is such that Q{1 are expected to display particle
localization, while systems associated with larger
values of Q are expected to display particle delocal-
ization. In the case of nucleons (1S0 nucleon–nucleon
potential), v0 ¼ �100 MeV, aE1 fm, _2=ME40
MeV fm2 ðm ¼ ME103 MeVÞ and Q ¼ 0:4. It is
thus expected that nucleons, inside the nucleus, are
delocalized.

Because nucleons do not occupy all the space
available to them but are self-confined, it is said that
the nucleus is a quantum liquid. This is not com-
pletely correct, in the sense that the nucleus behaves
as a non-Newtonian solid. It deforms plastically
under strain and reacts elastically to an instantane-
ous stress.

In the case where the particles under consideration
are Ne20 atoms, m ¼ 20M, aE3.1 Å, and v0 ¼ 3:1
meV. Consequently, QE0:007 and N20 is, at T ¼ 0,
a solid, being a gas at room temperature.

Summing up, the fact that Q{1 implies localiza-
tion and thus spontaneous symmetry breaking, while
QB1 does not, is an example of the fact that while
potential energy always prefers special arrangements,
fluctuations, quantum or classical, favor symmetry.

Mean Field

Because QB1 in the nuclear case, it is likely that the
mean-field theory is applicable to the description of
the motion of the nucleons. In fact, the marked
variation of the binding energy per particle as a
function of mass number A ¼ N þ Z (cf. Figure 3)
(where N and Z stand for the number of neutrons

and protons, respectively), for specific values of N
and of Z (magic numbers), testifies to the fact that
nucleons in the nucleus display, in states close to the
Fermi energy, a long mean free path, as compared to
the size of the nucleus (E3–7 fm).

Special stability is adscribed to nuclei displaying
particular values of N and Z (magic numbers), in
particular to 208

82 Pb126 containing 82 protons and 126
neutrons. In analogy with the atomic case in general,
and with the noble gases in particular, this result is
connected with the filling of shells, single-particle
orbitals of a single-particle potential U(r) generated
by all the nucleons, and where each nucleon moves
independently. The validity of the independent-par-
ticle model implies that the matrix elements of U(r)
are much larger than those of ðvðr12Þ � UðrÞÞ. In
other words, that

HMF ¼ T þ UðrÞ ½4�

is a good approximation to eqn [1].
Nucleon–nucleus elastic scattering data and one-

particle stripping and pickup experiments provide
the information needed to determine the parameter
determining U(r), and the energy and occupation
probability of single-particle states.

The properties of the single-particle levels close to
the Fermi energy, that is, with E ¼ je� eFjo5 MeV

∼a

(a) (b)

Figure 2 Examples of the state of minimum energy of a system

of classical particles described by the Hamiltonian given in eqn [1].

9

8

7

6

5

4

3

2

1

0
0

0 50 100 150 200 250

10 20 30

9.0

8.5

8.0

7.5

A

A

N = 20   28

Z = 20   28

50 82 126

8250

B
/ A

 (M
eV

)

B
/ A

 (M
eV

)

Figure 3 Binding energy per nucleon as a function of mass

number.

Nuclear Models and Methods 119



(valence levels) can be quite accurately described by
making use of a single-particle Saxon–Woods poten-
tial (a spin–orbit and a Coulomb term has to be
added),

UðrÞ ¼ U

1 þ expððr � R0Þ=aÞ ½5�

where R0 ¼ 1:2A1=3 fm is the nuclear radius and a ¼
0:65 fm the diffusivity of the potential, while the
relation

U ¼ U0 þ V1
N � Z

A
tz ½6�

defines the depth of the potential, with U0 ¼ �45 to
� 50 MeV. To describe the centroid of levels with
E45–10 MeV, a term 0.4E has to be added to U,
where E ¼ je� eFj is the absolute value of the
single-particle energy measured from the Fermi
energy. In other words, the depth of the empirical
Saxon–Woods potential is

U ðEo5 MeVÞ
U þ 0:4E ðE45 � 10 MeVÞ

½7�

The last term in eqn [6] is closely related to the
symmetry energy in the nuclear mass formula of
Weizäcker V1 ¼ 30 MeV and tz ¼ þ1 for neutrons
and tF ¼ �1 for protons. This term expresses the fact
that one has to pay a price to separate protons from
neutrons, or to have a system with a neutron excess,
needed in order to decrease the Coulomb repulsion
among protons.

Hartree Theory

The mean-field theory, in the first version proposed
by Hartree, finds that the energy of the system ac-
quires a minimum by placing the nucleons in the
potential

UHðrÞ ¼
Z

d3r0rðr0Þvðjr � r 0jÞ ½8�

where

rðrÞ ¼
X
iAocc

jjiðrÞj
2 ½9�

is the density of the system, sum of the modulus
squared of the single-particle wave functions, solutions

of the Schrödinger equation

� _2

2m
r2

r þ UHðrÞ
 !

jjðrÞ

¼ � _2

2m
r2

rjjðrÞ þ
X
iAocc

Z
d3r0j�

i ðr 0Þ

� vðjr � r 0jÞjiðr 0ÞjjðrÞ
¼ ejjjðrÞ ½10�

The sum in eqn [9] is over all the occupied states, while
vðjr � r 0jÞ is the nucleon–nucleon potential (two-body
interaction, cf. Figure 1). In other words, at equilib-
rium the system of particles displays a self-consistent
relation between density rðrÞ and potential U(r), me-
diated by the two-body interaction vðjr � r 0jÞ. The
Hartree potential UHðrÞ reproduces rather well, the
main features of the empirical Saxon–Woods potential
for level close to eF.

Equations [9] and [10] are self-consistent partial
differential equations, to be solved by iteration,
starting from an ansatz for UH(r) (e.g., square well
potential).

Constrained Hartree Theory

It is to be noted that in solving eqns [8]–[10], one has
to specify the shape of the system, for example,
whether the system is expected to be spherical or
deformed. That is, the Hartree theory is always a
constrained Hartree theory, in the sense that one
looks for a minimum of energy for the particles
moving in a potential whose density is either spher-
ical symmetric or behaves as a tensor of rank L. It
should be noted that not all shape constrains lead to
a self-consistent solution.

For a closed-shell system, it is quite natural that
the absolute minimum of the system is spherical (cf.
Figure 4a), while a system with a number of nucleons
outside the closed shell will deform under the polar-
ization effect of these nucleons, just as the Moon and
the Sun polarize the Earth (Jahn–Teller effect, cf.
Figure 4b). In this case, and assuming a quadrupole,
axial symmetric deformation,

R ¼ R0ð1 þ b2Y20ðy;fÞÞ ½11�

is the radius of the Saxon–Woods potential and the
system defines a privileged direction in space, violat-
ing rotational invariance, in spite of the fact that all
nucleons, as well as the Hamiltonian introduced in
eqn [1] are invariant with respect to rotations. This
result again is an example of the phenomenon of
spontaneous symmetry breaking.
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The ground-state wave function, resulting from
the filling of the lowest single-particle orbits of a de-
formed Saxon–Woods potential (eqns [5], [6] and
[10], with UHðrÞ ¼ UðrÞ and [11]), can be written as

F0 ¼
YA
i¼1

jni
ðr iÞ ½12�

It is a wave packet of different angular momenta,
being associated with fixed values of the Euler angles
O (Figure 4b), that is,

F0ðOÞ ¼
X

I

cICI ½13�

It can be shown that there is a term in the residual
interaction ðv � UÞ, neglected in HMF, which leads to
zero-point fluctuations in the orientation of the sys-
tem. Taking this term into account leads to solutions
of H which transform in an irreducible way with
respect to rotations, that is,

FIMKðr1;y; rAÞB
Z

dODI�
MKðOÞF0ðO; r1;y; rAÞ

½14�

Here, DI�
MKðOÞ is a rotational matrix, OBðy;f;cÞ the

corresponding Euler angles, K and M being the pro-
jections of the total angular momentum I on the in-
trinsic axis z0 fixed to the body and on the laboratory
axis z, respectively (cf. Figure 5). The states described
by the wave function FIMK are the members of a
rotational band (Figure 6) associated with the dif-
ferent, quantized, frequencies of rotation. Rotational

bands of this type have been observed systematically
throughout the mass table.

The mean-field solutions FIMK fulfill the require-
ment that the eigenfunctions of a Hamiltonian,
which is invariant with respect to a group of sym-
metry (rotation group in the present case), should
transform according to the irreducible representa-
tions of this group, that is, they must behave as a
tensor with respect to rotations.

From a mathematical point of view, one can say
that O and I being conjugate variables, one can
choose which one to conserve in working out the
solution of the problem. In the present case, it turns
out that it is simpler to solve the problem in a rep-
resentation in which O has a fixed value (and, con-
sequently, I is completely indefinite, DODIX_). Once
this solution is found, one can, through a change of
representation (Fourier transform), go to the repre-
sentation in which I is a good quantum number. This
is precisely what is accomplished through the integral
(projection) given in eqn [14]; a projection which is
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Figure 4 Schematic representation of the shapes of closed-shell (a) and open-shell (b) nuclei. The behavior of the total Hartree energy

is also shown as a function of a deformation parameter, in this case the quadrupole deformation parameter.
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Figure 5 Schematic representation of a deformed rotating nu-

cleus with angular momentum I, and with projection K on the

body-fixed frame and M on the laboratory frame.
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equivalent to

FIMKB
Z

dO e�iX�IF0ðOÞ ½15�

in keeping with the fact that

DI�
MKðOÞ ¼ /IKjexpð�iX � IÞjIMS ½16�

the operator

RðOÞ ¼ e�iX�I

generating a general rotation in space.
From a physical point of view, nuclear rotational

motion is associated with a spontaneous breaking of
rotational symmetry (deformation), a phenomenon
which is at the basis of the variety of collective modes
displayed by the nuclear many-body system.

In the description of many-body systems having
a shape deviating from spherical symmetry (non-
spherical nuclei, molecules, etc.), it is convenient
to employ an intrinsic (or body-fixed) coordinate
frame (Figure 5). The transformation of operators
from the fixed frame (the laboratory system) to

the intrinsic frame involves special features as a
result of the fact that the orientation angles of the
intrinsic frame are to be regarded as dynamical
variables. The states of orientation can be specified
by the angular variables or by the associated angular
momenta.

In fact, the state of orientation of the body-fixed
system is completely specified by the three angular
momentum quantum numbers IKM, representing the
conjugate variables of the three orientation angles
O ¼ ðf; y;cÞ.

Hartree–Fock Theory

Because nucleons are fermions, the product
jiðr 0ÞjjðrÞ appearing in eqn [10] has to be replaced
by the antisymmetric product jiðr 0ÞjjðrÞ � jiðrÞ
jjðr 0Þ. In this way, a particle does not interact with
itself, and eqn [10] can be written as

� _2

2m
r2

r þ UHðrÞ
" #

jjðrÞ þ
Z

d3r0Uxðr; r 0Þjjðr 0Þ

¼ ejjjðrÞ ½17�

where the nonlocal potential

Uxðr; r 0Þ ¼ �
X
iAocc

j�
i ðr 0Þvðjr � r 0jÞjiðrÞ ½18�

is the so-called exchange or Fock potential.
It is, as a rule, not simple to deal numerically with

nonlocal potentials. There are a number of ways in
which one can make local Ux, for example in the
LDA. Another way is through the so-called k-mass.
In fact, for most purposes the effect of the term con-
taining Ux in eqn [17] can be taken into account by
replacing m in the kinetic energy term by

mk ¼ m 1 þ m

_2k

@Ũx

@k

� 	�1

½19�

where ŨxðkÞ is the Fourier transform of the exchange
potential. Making use of eqn [6] ðU ¼ U0 þ V1

ððN � ZÞ=AÞtz þ 0:4EÞ and of the fact that
E ¼ ð_2=2mÞjk2 � k2

Fj, one obtains

mkB0:7m ½20�

The (local) equation

� _2

2mk
r2

r þ U0ðrÞ
 !

jjðrÞ ¼ ejjjðrÞ ½21�

Experimental data
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Figure 6 Schematic representation of nuclear rotational bands

(a) and of the wave packet F0(O) of good angular momentum

eigenstates FIKM.
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with U0ðrÞ ¼ ðm=mkÞUHðrÞ, leads to a set of levels
which display the following properties:

1. the sequence of levels essentially coincides with
those observed experimentally;

2. the density of levels coincide also with that
observed experimentally for single-particle states
with E¼ |e� eF|45–10 MeV but is much lower for
states with Ep5 MeV (valence levels); and

3. in the mean-field theory, all levels are sharp (in-
finite mean free path) while, experimentally, levels
with E45–10 MeV display a damping width, that
is, a finite lifetime.

The result (1) is quite natural, as UHðrÞ is quite similar
to a Saxon–Woods potential with the parameters given
in connection with eqns [5] and [6]. The property (2)
emerges because a Schrödinger equation with m ¼ M
(the bare nucleon mass) and a Saxon–Woods potential
of depth U þ 0:4E gives essentially the same single-
particle levels as a Schrödinger equation with
mB0:7M and depth equal to 1.4U does. This result
explains the agreement between theory and experiment
concerning the density of levels with E45–10 MeV.

On the other hand, the density of levels of a
Schrödinger equation with m ¼ M and depth U is
much higher than the one with mk ¼ 0:7M, as the
energy differences e� eF resulting from the mk

Schrödinger equation are Bðe� eFÞ=0:7.
Properties (2) and (3) are intimately connected with

the fact that the mean-field theory defines a rigid sur-
face, that is, where nucleons reflect elastically on it
and each orbital closes on itself (cf. Figure 7), the
resulting mean free path being infinite. In other
words, when considering the motion of an individual
nucleon, the self-consistency existing between den-
sity and potential (cf. eqn [8]), guarantees that the

motions of the A � 1 remaining particles adjust at
each instant of time to allow a nucleon to move in-
dependently of the others, filling their pushings and
pullings to change momentum at the surface.

Now, the nuclear surface can be viewed as a quan-
tal membrane with a surface tension gE1 MeV fm�2.
It is likely that it can fluctuate collectively, thus lea-
ding to an effective increase of the nuclear radius and
thus to a decrease of the kinetic energy of the nucle-
ons – in other words, to an effective increase of the
single-particle level density.

Zero-point fluctuations are also expected to lead
to a damping width of single-particle levels lying
away from eFð45 MeVÞ. In fact, assuming an orbital
concentrated along the equator, the state will feel a
wider and a narrower nucleus, as a function of time,
thus giving rise to a distribution of the single-particle
strength (cf. Figure 8).

Diagonalization of the Complete
Hamiltonian

A possible way of obtaining the ‘‘exact’’ wave func-
tion of the system is to diagonalize the residual in-
teraction ðv � UÞ in a complete basis of determinants
F0

nðr1;y; rAÞ built from single-particle wave func-
tions jnðrÞ, solutions of the mean-field Hamiltonian
HMF ¼ T þ U (cf. Figure 9). In other words, one first
calculates the absolute and the local minima and as-
sociated wave functions of the constrained mean-
field Hamiltonian. In this basis, one calculates the
matrix elements of ðv � UÞ, that is,

Z
d3frigF0

nðfr igÞðv � UÞF0
n0 ðfr igÞ

¼ /n1n2jðv � UÞjn10n2SOA�2 ½22�

Figure 7 Schematic representation of a single-particle orbital in

mean field.

E
�j

P
sp

(E
)

Figure 8 Schematic representation of the single-particle

strength function resulting from the coupling of a single-particle

orbital to a quadrupole fluctuation of the core.
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where O ¼
R

d3rðjnðrÞÞ
�
nðjn0 ðrÞÞn0 is the overlap be-

tween two single-particle wave functions associated
with the local minima n and n0. Diagonalizing the
resulting matrix, one obtains

F ¼
X

n

a0
nF

0
n ½23�

which is the ‘‘exact’’ solution of the problem.
In fact, to obtain such a solution, one should,

in principle, also include particle–hole (and even-
tually ‘‘many particle–many hole’’) states of
the different local and the absolute minimum. In
any case, the function F given above provides an
accurate description of the exact ground state of the
system.

Within this picture, the phenomenon of fission and
of a- and exotic decay (e.g., of the process
223Ra-209Pbþ 14C) are associated with the proba-
bilities ja0

110j
2, ja0

4j
2, and ja0

13j
2, respectively, associ-

ated with conformations in space where a nucleus is
necking in (d 1 1 0), or has a bulge of 2 protons and 2
neutrons (d 4), or corresponds to a 14C nucleus on
the surface of 209Pb (d13). To achieve such confor-
mations, the system has to move around a number of
pairs of particles equal to the emitted particle (e.g.,
about half of the nuclear mass number in the case of
symmetric fission). This corresponds to a crossing of
the same number of empty and occupied states as a
function of the deformations. The liquid-drop model
(surface tension g ¼ 1 MeV fm�2) can be used to cal-
culate the restoring force associated with these de-
formations, while the inertia is determined by the
pairing correlation (superfluidity) of the nucleons
(see section on pairing).

Collective Vibration

In the nucleon–nucleus scattering experiments used
to determine the (empirical) single-particle potential
U(r), one looks only at one reaction channel, namely,
the elastic channel, where neither energy nor angular
momentum is transferred between the projectile
and the target, but only linear momentum is. Of
course, there are, in general, other channels which
are open at any given bombarding energy, and which
act on the elastic (entrance) channel to drain intensity
from it (absorption, imaginary part of the optical
potential).

Now the focus is on the inelastic channel. Reac-
tions of the type Aðp; p0ÞA�, where not only linear
momentum (elastic scattering) but also energy and
angular momentum are exchanged (inelastic scatter-
ing) between a proton p and a nucleus A, which is
left in an excited state A�, have shown that the nu-
clear surface can vibrate as a whole in well-defined
(normal) modes. In particular, quadrupole vibra-
tions, of which states of up to three phonons have
been observed (cf. Figure 10).

The experimental data can be parametrized at
profit making use of the (empirical) harmonic oscil-
lator Hamiltonian

Hcoll ¼
X
LM

p2
LM

2DL
þ jaLMj2

2CL

 !
½24�

where DL and CL are the inertia and the restoring
forces of the mode with multipolarity L. Note that
the static quadrupole deformation of the mean field
(eqn [11] and Figure 5) can be viewed as a quadru-
pole vibration with a restoring force CL that becomes
zero.

The parameters CL and DL (which can also be
calculated by making use of ðv � UÞ, cf. the section
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Figure 9 Schematic representation of the space of mean-field

solutions of a (heavy) atomic nucleus as a function of the quad-

rupole (b2), octupole (b3), hexadecapole (b4), etc., deformation

parameters.
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on collective vibrations), can be determined from the
experimental data, that is, from the energy _oL and
the transition probability BðEL; 0-LÞ of the modes,
where

_oL ¼ _

ffiffiffiffiffiffiffi
CL

DL

s
½25�

and

BðEL; 0-LÞB j/nL ¼ 1jaLMj0Sj2

¼ _oL

2CL
Bb2

L ½26�

in keeping with the fact that the coordinate operator
of a harmonic oscillator can be written in second
quantization as

aLM ¼

ffiffiffiffiffiffiffiffiffi
_oL

2CL

s
ðGw

LM þ GLMÞ ½27�

Here jLMS ¼ jnL ¼ 1S ¼ Gw
LMj0S is the one-pho-

non state, Gw
LM and GLM being the creation and an-

nihilation boson operators fulfilling the commutation
relation

½GLM;Gw
LM� ¼ 1 ½28�

In other words, aLM is the coordinate of the har-
monic oscillator (Dirac representation). The Hamil-
tonian Hcoll (eqn [24]) can then be written as

Hcoll ¼
X
LM

Gw
LMGLM þ 1

2

� 	
_oL ½29�

Consequently, with each degree of freedom there is
associated a zero-point energy 1

2_oL and thus a zero-
point fluctuation (cf. Figure 10b) leading to fluctu-
ations of the nuclear radius (conserving volume so as
to keep the density unchanged), which can be par-
ametrized as (cf. also eqn [11])

R ¼ R0 1 þ
X
LM

aLMY�
LMðr̂Þ

 !
½30�

in keeping with the fact that the spherical harmonics
provide a complete basis of eigenfunctions of angular
momentum.

Beyond Mean Field: Particle–Vibration
Coupling

Inserting the expression given in eqn [30] in the ex-
pression of the empirical potential given in eqn [5]
and expanding to lowest order in aLM (note that
b2

L{bL, where bL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2L þ 1

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_oL=ð2CLÞ

p
), one ob-

tains

H ¼ HM þ Hcoupl þ Hcoll ½31�

where

Hcoupl ¼ �k#aF̂ ½32�

with

F̂ ¼
X
n1n2

/n1jFjn2Sawn1
an2

½33�

and

F ¼ �1

k
R0

@UðrÞ
@r

Y�
LMðr̂Þ ½34�

The Hamiltonian Hcoupl thus couples the motion of a
single nucleon with the collective vibrations of the
surface, with a matrix element (cf. Figure 11):

/na ¼ 1; n0jHcoupljnS ¼ La/n0jFjnS
¼ /na ¼ 1; nn0jHcouplj0S ½35�

where

La ¼ �k

ffiffiffiffiffiffiffiffiffi
_oa

2Ca

s
B� kbaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2La þ 1
p ½36�

is the particle–vibration coupling strength. Because
b2

L{bL, one can usually treat the particle–vibration
coupling in the weak coupling situation. Conse-
quently, Hcoupl can be treated in the perturbation

�′

�′

�

�

�

�

Figure 11 Schematic representation of the process by which a

nucleon excites the vibrations of the surface.
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theory. To second order, one finds

� _2

2m
r2

r þ UHðrÞ
 !

jgðrÞ þ
Z

d3r0Uxðr; r 0Þjjðr 0Þ

þ ðDE þ iWjÞjjðrÞ

B � _2

2mk
r2

r þ U
00

HðrÞ þ DEj þ iWj

 !
jjðrÞ ½37�

¼ ejjjðrÞ; U
00

H ¼ m

mk
U

� 	
½38�

where (cf. Figure 12) DE
ðoÞ
j and W

ðoÞ
j are the real and

imaginary contributions to the self-energy calculated
in the second-order perturbation theory.

For most purposes, DE can be treated in terms of
an effective mass

mo ¼ mð1 þ lÞ ½39�

where

l ¼ �@DE

@o
½40�

is the mass enhancement factor, while Zo ¼ m=mo is
the quasiparticle strength (discontinuity of the Fermi
energy).

Consequently, eqn [38] can be rewritten as

� _2

2m�r
2
r þ U

0

H þ iWðoÞ
 !

jjðrÞ ¼ ejjjðrÞ ½41�

with

m� ¼ mkmo

m
½42�

and U
0

H ¼ ðm=m�ÞU. Because lB0:5 (i.e., the
dressed single-particle mo is heavier than the bare
nucleon, as it has to carry a vibration along), m�E1,
and ZoE0:7. Furthermore, due to the fact that
_oaE2–2.5 MeV, the range of single-particle energy
E ¼ je� eFj over which the particle–vibration coup-
ling processes displayed in Figure 12 is effective and
is approximately 72_oa B4–5 MeV.

It should be noted that DEj indicates the shift in
energy of the energy centroid of the ‘‘dressed’’ single-
particle state due to the coupling to the intermediate
(more complex states) a0 � ðn0; aÞ, while G ¼ 2W
measures the energy range over which the single-par-
ticle state spreads due to the coupling. While all states
contribute to DE (‘‘off the energy shell process,’’ i.e.,
processes which do not conserve the energy), essen-
tially only ‘‘on the energy processes,’’ that is, proc-
esses which conserve the energy, contribute to G. The
quantity _/G is the lifetime of the single-particle state,
while G is the range of energy over which the single-
particle state is distributed due to processes of the
type shown in Figure 12 (cf. also Figure 8).

Induced Interaction

A nucleon at the Fermi energy which creates, by
bouncing inelastically off the nuclear surface, has no
other choice but to reabsorb it at a later instant of
time (virtual process, Figure 12). In the presence of
another nucleon, the vibration excited by one nucle-
on may be absorbed by the second one (Figure 13),

�1

�2

�1

λ

Figure 12 Self-energy graph for a single particle.

�

�

�′

�∼

�∼′ 

Figure 13 Schematic representation of the exchange of phon-

ons between nucleons.
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the exchange of a vibration leading to an (induced)
interaction.

Simple estimates of this induced interaction lead to
the case of, for example, 210Pb, that is, of two neu-
trons outside the closed-shell nucleus 208Pb, to values
of the matrix element for pairs of particles coupled to
angular momentum Jp ¼ 0þ of nearly �0:8 MeV,
when summed over all the different multipolarities of
low-lying collective surface vibrations which have
been observed ðLp ¼ 2þ; 3�; 5�Þ. The fact that one
considers particles coupled to angular momentum
zero is because the associated orbitals have maxi-
mum overlap, which best considers the (pairing) in-
teraction. In the case of two particles outside the
closed shell, one would then expect the ground state
to display, due to this mechanism, a correlation
energy of 0.8 MeV larger than that predicted by the
independent-particle model (cf. Figure 14). Experi-
mentally, this correlation is B1.5 MeV, indicating
that the bare nucleon–nucleon interaction provides
about half of the pairing interaction required by the
experimental findings.

From this result, one can conclude that the pairing
interaction induced by the process depicted in Figure
13, renormalizes the bare nucleon–nucleon potential
significantly.

Collective Vibrations: Microscopic
Description

In a self-substained vibration (normal mode), the
variations of the potential must be self-consistent

with those of the density. In other words, the relation
given in eqn [8] is also required to be valid for the
dynamical situation, that is,

dU ¼
Z

d3r0dRvðjr � r 0jÞ ½43�

In fact, one can excite the system: (a) by acting col-
lectively on the nucleus and deforming slightly the
potential U (thus leading to dU), (b) promoting a
particle from below to above the Fermi energy with a
given probability (thus leading to dR) (Figure 15), in
keeping with the fact that a single-particle external
field can change the state of motion of one particle at
a time.

Consequently, collective vibrations in nuclei can be
viewed as correlated particle–hole excitation, created
by the operator

Gw
a ¼

X
ki

Xa
kiG

þ
ki þ Ya

kiGki ½44�

expressing the fact that while the collective modes
look very simple in the collective representation of
vibrations, they appear quite a bit more complicated
(although entirely microscopic), in the particle–hole
basis of the operators Gþ

ki ¼ awkai and Gki ¼ awi ak,
where k denotes a level above the Fermi energy and i
one below (cf. Figure 15b). Within the approxima-
tion where Gþ

a and Ga fulfill boson commutation re-
lation, Gþ

ki and Gki also are considered as (quasi-)
boson operators. Within this approximation, and
making use of the unitary transformation expressed
by eqn [44], one can show that #a ¼ F̂. Consequently,

Hcoupl ¼ �k#aF̂ ¼ �kF̂F̂ ½45�

From the relations

½HMF þ Hcoupl;G
þ
a � ¼ _oaGþ

a

and

½Ga;Gþ
a0 � ¼ dða; a0Þ

jj

j

j 2(0)

∼1.5 MeV

0+(gs)

Experimental
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shell

Independent-particle model

E
 (

M
eV

)

Figure 14 Schematic representation of the predictions of the

independent-particle model for one and two particles outside the

closed shell, in comparison with the experimental findings (e.g.,

for the case of 210Pb, where j ¼ g9=2).
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Figure 15 Complementary views of the nucleus: (a) as a sys-

tem confined by an elastic surface, or (b) as a many-particle

determinant.
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valid for harmonic vibrations, one obtains, for the
case of, for example, a dipole vibration

_oDB
80

A1=3
MeV

B
100

R
MeV ½46�

ðR ¼ 1:2A1=3 fmÞ, a number which is very close to
the experimental value (cf. Figure 16). The inverse
dependence on the radius (momentum dependence)
is typical of elastic vibrations.

In the case of quadrupole vibrations, one obtains

_oQ ¼ 60

A1=3
MeVE

72

R
MeV ½47�

which provides an overall account of the experimen-
tal findings.

In other words, the nucleus reacts elastically with
a dipole mode of energy B16 MeV and carrying
B100% of the energy weighted sum rule (EWSR)
and with Bl2 MeV and again B100% of the EWSR
to an external quadrupole field.

While the mean-field theory predicts the states
to be sharp, experimentally, they display a resonant
behavior with a width of the order of 30% of
the centroid energy. Similar to what was found in the
case of single-particle motion, the coupling of the
giant resonance to the zero-point fluctuations of
the ground state accounts for the spreading width.
This is because elastic vibrations are inversely pro-
portional to the nuclear radius (cf. eqn [47]). In
particular, in the case of the dipole resonance, quad-
rupole fluctuations of the nuclear surface are partic-
ularly effective (note that a 1� can, to give again 1� ,
couple only to 0þ and to 2þ ).

Pairing: Experimental Facts

The nuclear binding energy is found to exhibit a
systematic variation, depending on the evenness or
oddness of Z and N,

dB ¼
D Z even; N even

0 A odd

�D Z odd; N odd

8><
>: ½48�

where

D ¼ �1

2
fBðN � 1;ZÞ þBðN þ 1;ZÞ � 2BðN;ZÞg

and BðN;ZÞ is the total binding energy and repre-
sents the difference between the observed mass M
(or, equivalently, the total nuclear energy E) in
the ground state, and the masses of the separated
nucleons,

MðN;ZÞ ¼ 1

c2
EðN;ZÞ ¼ NMn

þ ZMp �
1

c2
BðN;ZÞ

The observed pairing energies (Figure 17) can be
parametrized according to

DB
12ffiffiffiffi

A
p MeV ½49�

The large odd–even effect observed may be de-
scribed in terms of pairwise correlations of identical
particles coupled to angular momentum zero, which
contribute an additional binding energy 2D per pair,
for nucleons on top of the Fermi surface. Consistent
with the above findings, the lowest noncollective ex-
citations in even–even nuclei are found at an energy
of B2D.

Pairing Interaction

A schematic interaction producing such an effect is
the pairing force with constant matrix elements,

Hp ¼ �G
X

n1n040

awna
w
%na%n0an0 ½50�

where the state aw%n j0S ¼ j%nS is the time-reversal state
to awn j0S ¼ jnS.

The mean-field (BCS) solution leads to

ðHp̂ÞMF ¼ U þ H11 ½51�
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Figure 16 Schematic representation of the energy centroid of

the GDR (giant dipole resonance). The open circles represent

experimental data.
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where

U ¼ 2
X
n40

ðen � lÞV2
n � D2

G
½52�

and

H11 ¼
X
n40

Enawnan ½53�

where

En ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðen � lÞ2 þ D2

q
½54�

is the quasiparticle energy, while

aþn ¼ Unaþn � Vna%n

is the quasiparticle creation operator. The occupation
amplitudes Un, Vn are

Un ¼
1ffiffiffi
2

p 1 þ en � l
En

� 	1=2

Vn ¼
1ffiffiffi
2

p 1 � en � l
En

� 	1=2

The parameters Un and Vn which completely define
the BCS mean-field solution of the pairing Hamil-
tonian depend on the Fermi energy l and the gap
parameter D. The equations determining these pa-
rameters are the number equation

N ¼ /BCSjN̂jBCSS ¼ 2
X
n40

V2
n ½55�

where

N̂ ¼
X
n40

awnan ½56�

is the particle-number operator, and the gap equation

D ¼ G/BCSjPþjBCSS ¼ G
X
n40

UnVn ½57�

In other words, equations

N ¼ 2
X
n40

V2
n ðnumber equationÞ

1

G
¼
X
n40

1

2En
ðgap equationÞ

½58�

allow one to calculate l and D from the knowledge of
en and G.

While the ground-state energy is equal to U, the
energy of the lowest excited state, that is, that of a
two-quasiparticle state, generalization of a particle–
hole excitation in the case of normal ðG ¼ 0Þ sys-
tems, is

H11jn1n2S ¼H11awn1
awn2

jBCSS

¼ðEn1
þ En2

Þjn1n2S ½59�

Consequently, there are no excited states with energy
less than 2D, the minimum value of ðEn1

þ En2
Þ.

By properly adjusting G for a given value of par-
ticles N, one can make this excitation coincide with
twice the value given in eqn [49]. This value is

GB
25

A
MeV ½60�

Making use of this value and of the empirical relation
D ¼ 12=

ffiffiffiffi
A

p
MeV, one can write

D2

G
B5 MeV

for the second term in eqn [52]. It should be noted
that this gain in binding energy is partially com-
pensated by an increase in single-particle energy
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Figure 17 Odd–even mass difference for neutrons.
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associated with the first term and by the fractional
occupation of the single-particle levels around the
Fermi surface. The summed effect amounts to only
B1 MeV (BD) of extra binding energy acquired by
the even–even system due to pairing with respect to
the odd–even system. This quantity, which is very
important to characterize the structure of a nucleus
close to the ground state, is still very small compared
to the total binding energy of the system
ðBA � 8 MeVE1 GeVÞ.

In other words, a system of independent particles
is affected only on a small region (B2D) around the
Fermi energy as compared to this energy
ð2D=l ¼ 2D=eFB223 MeV=36 MeVB0:1Þ. What is
actually modified is the occupation of the single-par-
ticle levels around l. For single-particle states fulfil-
ling the condition jen � ljc1:5D, the system retains
the single-particle properties. For single-particle
states such that jen � ljt1:5D, the occupancy of
the levels is strongly modified and the system is now
made of nucleons coupled to angular momentum J ¼
0 (singlet states, i.e., S ¼ 0 and L ¼ 0, J ¼ L þ S).
These pairs are known as Cooper pairs, and they
behave like bosons. In nuclei, the number of Cooper
pairs is small, typically 4–6. One would thus expect
strong fluctuations of the associated pairing gap,
fluctuations which may blur many of the sharp prop-
erties found in the case of infinite systems (bulk mat-
ter, thermodynamic limit).

BCS Wave Function

Because the wave function jBCSS is the quasiparticle
vacuum, it does not have a fixed number of particles.
In fact, making use of the gauge transformation

GðfÞ ¼ e�ðiN̂=2Þf ½61�

which measures the particle-number properties asso-
ciated with any operator or wave function, in the
same way in which

RðOÞ ¼ e�iI�X ½62�

probes the tensor properties of operators and of wave
functions, one can determine the particle-number
content of operators and wave functions. In partic-
ular,

a
0w
n ¼ GðfÞawnG�1ðfÞ ¼ e�ði=2Þfawn ½63�

while

GðfÞHG�1ðfÞ ¼GðfÞðHsp þ HpÞG�1ðfÞ
¼Hsp þ Hp ½64�

On the other hand,

GðfÞVpG
�1ðfÞ ¼ �Dðe�ifPw þ eifPÞ þ D2

G
½65�

and

a
0w
n ¼ GðfÞawnG�1ðfÞ ¼ Une

ði=2Þfawn � Vne
ði=2Þfa%n ½66�

In other words, while the total Hamiltonian Hsp þ
Hp conserves the number of particles, neither the
pairing mean field Vp nor the quasiparticle transfor-
mation does so. It is then not suprising that the wave
function |BCSS is a wave packet in the number of
particles and that the correct way to express it is in
an intrinsic system of reference, that is,

jBCSðF ¼ 0ÞSK0

¼
Y
n40

ðUn þ Vna
0w
n a

0w
*n Þj0S

¼
Y
n40

ðUn þ e�ifawna
w
*nÞj0S

¼
Y
n40

Un

 !X
n

e�inf
X
n40

cna
w
na

w
*n

 !n

j0S

¼ jBCSðFÞSK ½67�

The BCS state expressed in the intrinsic reference
frame has gauge angle f ¼ 0. It is equal to the BCS
state referred to the laboratory system jBCSðfÞSK,
which is then rotated by an angle f. Consequently,
the BCS wave function does not have a fixed number
of particles, but a fixed orientation in gauge space (cf.
Figure 18).

There is nothing wrong about this. In fact, one
finds that it is easier to solve the pairing problem for
fixed f, and not N, in a similar way that another
problem may be simpler to solve for fixed p instead
of fixed r, or fixed O instead of I. Because f and N
are conjugate variables, in a similar way that p and x,

z

z ′ K ′

K

Frame rotation

Body rotation

�

Figure 18 Schematic representation of the deformation in

gauge space associated with the wave function |BCSS (eqn

[67]).
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and I and O are, one can transform the BCS solution
so as to conserve the particle number through a
Fourier transform. Thus, the solution of Hsp þ Hp

with fixed particle number is then

jN0SKB
Z

dfeiN0=2jBCSðfÞSK

B
X
n40

cna
w
na

w
*n

 !N0=2

j0S ½68�

These are the members of a pairing rotational band,
that is, the ground states of a series of isotopes such
as the Sn isotopes, which are strongly excited in two-
particle transfer reaction (cf. Figure 19). In any case,
the spontaneous symmetry breaking of particle cons-
ervation defines an emergent property in the nuclear
system, not contained in the original Hamiltonian,
namely, a generalized rigidity which defines a
privileged orientation in gauge space, and which

expresses itself in nature as a collective pairing ro-
tational band.

See also:Molecular Clusters; Nuclear Fission and Fusion;
Quantum Mechanics: Elementary Particles; Quantum Me-
chanics: Foundations; Quantum Mechanics: Nuclei.

PACS: 21.60.�n; 97.60.Jd; 21.30.Fe; 21.60.Jz;
21.10.� k; 23.20.Lv; 21.10.� k
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Figure 19 Experimental energies of the Jp ¼ 0þ states of the even Sn isotopes. The heavy drawn lines represent the values of

the expression E ¼ �BðNÞ þ Eexc þ 8:58N þ 45:3 ðMeVÞ, B(N) being the binding energies (in MeV) of the Sn isotopes. The dashed line

represents the parabola 0:10ðA� 65:4Þ2, which corresponds to a rotational energy parameter _2=2J ¼ 0:10MeV. Also displayed is the

excited pairing rotational band associated with the pairing vibrational mode. In all cases where more than one Jp ¼ 0þ state has been

excited below 3MeV in two-neutron transfer processes, the energy
P

i sð0i ÞEð0þi Þ=
P

i sð0þi Þ of the centroid is quoted, as well as the

corresponding cross section
P

i sð0þi Þ. The quantity sð0þi Þ is the relative cross section with respect to the ground-state cross section.

The numbers along the abscissa are the ground state (p, t) and (t, p) cross sections normalized to the 116Sn(gs)2118Sn(gs) cross

section.
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Introduction

When the solution of a mathematical problem can-
not be obtained in an analytical form (e.g., the so-
lution of a differential equation) or when it requires
too many arithmetical operations (as the solution of
a system of linear equations by Cramer’s rule), then it
is necessary to make use of a numerical method.
Usually, such a method only provides an approxi-
mation of the solution. Numerical analysis is the
branch of mathematics where constructive methods
(that is methods able to construct effectively, numer-
ically, the solution) are defined and studied.

Numerical approximation covers the approxima-
tion of functions in various senses (interpolation, best
approximation, Padé approximation, etc.), the nu-
merical solution of differential and integral equa-
tions, the computation of definite integrals, the
solution of systems of linear and nonlinear equa-
tions, the computation of eigenelements, etc. It is
beyond the scope of this article to enter into details
and the aim of the article is to give a flavor of the
domain and to describe the main ideas.

A numerical method is implemented on a compu-
ter. So, each arithmetical operation is affected by an
error since computers work with numbers having a
finite number of digits. So, the result which is finally
obtained depends not only on the quality of the ap-
proximation used but also on the propagation of
these rounding errors. Taking this point into account
is fundamental when using a numerical method.

Approximation of Functions

In many situations, one needs to approximate a
function f by another function g. The procedure to be
used depends highly on the information on f and on
the form of g. The function g can be a polynomial or
a combination of given functions satisfying some
conditions, or a rational function, or a spline (piece-
wise polynomials). If f is known at some given points
xi, then interpolation can be used. Interpolation de-
termines the unknown parameters involved in g and
provides approximations g(xi) of f(xi). If the numbers
of parameters are less than the numbers of interpo-
lation points, f can be approximated in the least
squares sense. If the information on f is analytic, ap-
proximation in the sense of some norm can be used.

If the Taylor expansion of f around zero is known,
a quite powerful procedure is Padé approximation. It
is assumed that the formal expansion

f ðzÞ ¼ c0 þ c1z þ c2z2 þ?

is known. A rational approximation is derived with a
numerator NpðzÞ ¼ a0 þ?þ apzp and a denomina-
tor DqðzÞ ¼ b0 þ?þ bqzq so that the series expan-
sion of Np(z)/Dq(z) agrees with the expansion of f as
far as possible, which means

f ðzÞDqðzÞ � NpðzÞ ¼ Oðzpþqþ1Þ

Such a rational function is called a Padé approx-
imant and it is denoted by [p/q]f(z). The coefficients
of Np and Dq given by

a0 ¼ b0c0

a1 ¼ b0c1 þ b1c0

^

ap ¼ b0cp þ?þ bqcp�q

0 ¼ b0cpþ1 þ?þ bqcp�qþ1

^

0 ¼ b0cpþq þ?þ bqcpa0

with ci¼ 0 for io0. Setting b0¼ 1 and solving the
system formed by the last q equations gives the bi.
Then the ai are directly obtained by the first p rela-
tions.

Padé approximants are widely used in many prob-
lems of mathematical physics.

Ordinary Differential Equations

Consider a Cauchy problem for a system of k ordi-
nary differential equations

y0ðxÞ ¼ f ðx; yðxÞÞ; xA½a; b�
yðaÞ ¼ y0

where f : R� Rk/Rk; yARk, and y0ARk is given.
A numerical method for the integration of this

system consists in constructing approximations yn of
the exact solution y(xn) at some chosen points a ¼
x0ox1o?oxno?oxN ¼ b in the interval of
integration. There are two types of procedures for
obtaining these approximations: one-step methods
(where ynþ 1 is deduced only from yn) and multistep
methods (where ynþ 1 depends on yn;y; yn–p).

First choose a fixed step size h¼ (b – a)/N and set
xn¼ aþ nh for n ¼ 0; y; N. Of course, for y0;y;
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yN to be approximations of y(x0);y; y(xN), the for-
mula for computing ynþ1 has to satisfy some prop-
erties, namely the consistency, the stability, and the
convergence which means that the error tends to zero
when h tends to zero. Another quite important prop-
erty of a method is its order r which explains the
behavior of the error with h, yn � yðxnÞ ¼ OðhrÞ.

In a one-step method, the approximate solution is
computed by

ynþ1 ¼ yn þ hFðxn; yn; hÞ; n ¼ 0; y; N � 1

A Runge–Kutta method consists in

ki ¼ f ðxn þ yih; yn þ hZiÞ
Zi ¼ ai1k1 þ?þ aimkm

Fðxn; yn;hÞ ¼ c1k1 þ?þ cmkm

If aij¼ 0 for jXi, the method is explicit (which means
that each ki can be computed separately) while, if
not, it is implicit and the ki are given as the solution
of a system of (nonlinear) equations. Of course, an
implicit method is much more difficult to implement
but, in the case of a stiff differential equation (that is
an equation whose solution varies rapidly), such an
implicit method has to be used.

In a multistep method, y0; y; yp�1 have first to be
computed by a one-step method and then yp; y; yN

are obtained by

a0yn þ?þ apynþp ¼ hðb0fn þ?þ bpfnþpÞ

for n¼ 0;y; N–p, where fi¼ f (xi, yi). If bp¼ 0 the
method is explicit, otherwise it is implicit.

The main practical problem about the numerical
integration of a differential equation concerns the
precision of the approximate solution. If a desired
precision has to be achieved, the first step is to choose
the method. Then, h has to be chosen and adapted
along the interval of integration in order to obtain
the desired accuracy. This means, of course, that a
procedure for estimating the error has to be imple-
mented.

Integral Equations

Let g and K be two known functions. There are two
kinds of integral equations depending whether the
unknown function f appears only under the integral
sign or also outside it. In these two kinds, two
types arise depending on the interval of integration.
If the interval of integration has fixed endpoints, a

Fredholm equation is obtained.

1st kind:

Z b

a

Kðx; tÞf ðtÞ dt ¼ gðxÞ

2nd kind: f ðxÞ � l
Z b

a

Kðx; tÞf ðtÞ dt ¼ gðxÞ

where la0 is a parameter. If the right endpoint is a
variable, a Volterra equation is obtained.

1st kind:

Z x

a

Kðx; tÞf ðtÞ dt ¼ gðxÞ

2nd kind: f ðxÞ � l
Z x

a

Kðx; tÞf ðtÞ dt ¼ gðxÞ

Fredholm equations reduce to Volterra if the kernel K
is such that K(x, t)¼ 0 for xptpb.

To obtain approximations fj of the function f at
some points xj, assume that the function g is known
at some points xi. So

gðxiÞ ¼
Z b

a

Kðxi; tÞf ðtÞ dt; i ¼ 1; y; N

and similarly for the other integral equations. The
definite integral is evaluated by a quadrature formula

Z b

a

Kðxi; tÞf ðtÞ dtC
XM
j¼1

aijf ðtjÞ

Thus, the approximations fjCf ðtjÞ is obtained by
solving the system of linear equations

gðxiÞ ¼
XM
j¼1

aijfj; i ¼ 1; y; N

If NaM, the system is solved in the least squares
sense. Otherwise, a square system is obtained.
However, it must be noticed that this system is
usually ill-conditioned and thus preconditioning and/
or regularization have to be used (see the next
section). This is the case with the inversion of the
Laplace transform, one of the most important
integral equations.

Fredholm equations of the second kind can be
solved by the method of successive approximations.
If K denotes the integral operator which maps f
into

R b
a Kðx; tÞf ðtÞ, then this integral equation is

ðI � lKÞf ¼ g: So, f is given by its Neumann series

f ¼ ðI � lKÞ�1g ¼ I þ
XN
i¼0

liKi

 !
g
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In other terms, set f0 ¼ g and then compute

fiðxÞ ¼ gðxÞ þ l
Z b

a

Kðx; tÞfi�1ðtÞ dt; i ¼ 1; 2;y

This method converges if 8lK8o1.

Systems of Linear Equations

The choice of a method for solving a system of p
linear equations in p unknowns, Ax¼ b, highly de-
pends on the value of p. There are two classes of
methods: direct methods and iterative methods.

When p is not too large (i.e., up to 104), an elim-
ination procedure, such as Gaussian elimination, or
Cholesky decomposition if the matrix is symmetric
and positive definite, or Householder factorization,
can be used. They all consist in transforming the
system into an equivalent one (i.e., with the same
solution) but with a matrix which is upper triangular.
Then, such a system can be easily solved starting
from the last equation.

When p is very large (several millions) and the
matrix of the system comes out from the discretizat-
ion, by finite differences or finite elements, of a par-
tial differential equation, it is sparse (which means
that most elements are zero). However, a direct
method could not be used since the upper triangular
matrix obtained by a direct method could be full. In
that case, iterative methods are preferred. These
methods split into two subclasses: relaxation meth-
ods and projection methods. Relaxation methods are
nowadays mostly used as preconditioners (see be-
low). Projection methods consist in generating a se-
quence of approximate solutions belonging to
subspaces of increasing dimensions. Usually, these
subspaces are Krylov subspaces and thus the name of
such methods. Among them, the most popular are
Lanczos method, the BiCGStab, and GMRES.

A fundamental topic of the solution of a system of
linear equations is the condition number kðAÞ ¼
8A8 � 8A�18 of the matrix A, a number greater than
1. If this number is large, then a small perturbation of
the matrix A and/or the right-hand side b can pro-
duce a large variation in the exact solution of the
system. The system is said to be ill-conditioned. Also,
the speed of convergence of some Krylov subspace
methods depends on the condition number: the larger

it is the slower is the convergence. Thus, it is impor-
tant, when a matrix is ill-conditioned to precondition
the system, that is to consider the new system M–1

Ax¼M–1b, where the matrix M is an approximation
of A easy to invert (or, equivalently, a system with M
as its matrix is easy to solve) and chosen so that
kðM�1AÞis smaller than kðAÞ. There is no universal
preconditioner and almost each system is a particular
case.

Another procedure for solving an ill-conditioned
system is to use regularization. It consists in solving a
perturbed system. A vector x which minimizes

8Ax � b82 þ l8Hx8

is derived where l is a parameter and H a matrix.
The solution xl depends on lX0 (and also on H).
When l is close to 0, xl is close to x ¼ A�1b but,
since A is ill-conditioned, it is badly computed. If l is
large, xl will be correctly computed but it will not be
a good approximation of x. So, there is a balance to
find between large and small values of l, and this is
the main difficulty of regularization. It can be
avoided by using an extrapolation technique.

See also: Semi-Empirical and Empirical Calculations.

PACS: 02.60.� x
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Introduction

The second law of thermodynamics indicates that
not all the processes compatible with the first law can
actually occur. Whereas one can easily perform work
to heat up the system, it is not always enough to
supply heat to increase the mechanical energy. At
least two heat sources at different temperatures are
needed as shown by Carnot’s argument (sometimes
one of the sources may be naturally supplied by the
environment). Essentially, the second law states that
heat can never pass from a colder to a warmer body
without some other related change occurring at the
same time. The modern statement of this principle of
dissipation is based upon the notion of entropy, in-
troduced by Clausius in 1865. Clausius showed that
for every thermodynamic system there exists a func-
tion of the state of the system, its entropy denoted by
S. The latter is defined by a differential relationship
for the increased dS of the entropy of the system in an
infinitesimally short time interval, during which a
time ‘‘reversible’’ process occurs:

dS ¼ d�Q

T
½1�

where d�Q is the heat supplied to the system and T is
the absolute temperature. (The notation d�Q em-
phasizes that Q is not a state function and hence, in
mathematical language, d�Q is not an exact differ-
ential; ‘‘time-reversible’’ means, of course, that the
process formed by following the states in a reverse
time order is also permissible). For processes that are
irreversible, one can only state that the increase of
entropy in a process leading from an equilibrium
state to another is larger than the increase that would
occur in a reversible process between the same two
states:

dSX
d�Q

T
½2�

In order to transform this meager statement into a
useful tool, it is necessary to build some structure for
the evolution of the thermodynamic state of a system.

The irreversible processes are also called transport
processes because they arise from reversible motions
at a molecular level, which transfer a quantity (mass,
momentum, energy) in a way that is not recognized as
a convection at a macroscopic level. Thus, the micro-
scopic momentum flow splits into a macroscopic mo-
mentum flow (or convection of momentum) and a
viscous stress; the microscopic energy flow splits into
a macroscopic energy flow (or convection of energy),
the work of viscous stresses, and heat conduction.

In the following sections, the microscopic theory
of transport coefficients and reciprocity relations
based on the Boltzmann equation, in the simple but
important case of a mixture of ideal gases (which
applies, with a few modifications, to the case of
electrons as well) is first discussed. This is the only
accurate way of proving the symmetry properties of
the transport coefficients. Then, the macroscopic
theory of the transport coefficients and their symme-
try relations, due to Onsager, and usually called
Onsager relations, is dealt with.

The Boltzmann Equation

The next step was provided by Boltzmann, who
studied perfect gases with the tools of kinetic theory.
To explain the mechanical origin of irreversibility,
Boltzmann considered what happens to the distribu-
tion of velocities of gas molecules when collisions
occur. This led him to formulate a kinetic equation,
subsequently called the Boltzmann equation, in
which two-body collisions (like those between two
billiard balls) play a leading role. Certain collisions
(called direct collisions) cause decreases in the
number of molecules with a certain velocity, while
other collisions (called restoring collisions) increase
that number. The occurrence of both direct and rest-
oring collisions corresponds to the inherent rever-
sibility of molecular events. Not only did Boltzmann
show that the equation bearing his name admits
Maxwell’s distribution as an equilibrium solution, he
also gave a heuristic proof that it is the only possible



one. To this end he introduced a quantity, which he
denoted by E and was later (as here) denoted by H,
defined in terms of the molecular velocity distribu-
tion. He then demonstrated that, as a consequence of
his equation, this function must always decrease in
an isolated system or, at most, remain constant, the
latter case occurring only if a state of statistical equi-
librium prevails. Thus, the Boltzmann equation is not
time reversible. Boltzmann’s result is usually quoted
as the ‘‘H-theorem’’ and indicates that H must be
proportional to minus the entropy. H has an interes-
ting interpretation as a measure of order in the mo-
lecular distribution; as a consequence, S is a measure
of randomness or chaos.

Despite its successes, the Boltzmann equation
involves conceptual difficulties. Because it is time
irreversible, it violates the recurrence theorem of
mechanics. This theorem says that the particles co-
mposing a system of finite energy and size will re-
turn, at some future time, to very nearly their initial
condition. Boltzmann proposed the correct way out
of this paradox: his equation should be interpreted
as describing what happens to most, not all, of the
initial data. To illustrate this, two former students of
Boltzmann, Paul and Tatyana Ehrenfest, introduced
a picturesque model, colloquially referred to as the
dog-flea model. Consider two dogs lying next to one
another, with a total of N fleas shared between them.
If the fleas jump only from one dog to the next, then
after a time, the number on each dog will have
changed while the total number of fleas will be the
same. If the dogs are identical, after a long period of
time, it is expected that each dog will have on the
average N/2 fleas. This will be true even if all the
fleas originally resided on only one dog. However, if
one waits a much longer time, all the fleas will be
back on the original dog. Something similar holds
for molecular dynamics; the recurrence time is,
however, so long (extremely longer than the esti-
mated age of the universe) that phenomena of this
kind, which would violate the second law, are never
witnessed. The advantage of the Boltzmann equa-
tion is that its rigorous derivation can only be ob-
tained by a limiting procedure, according to which
these paradoxical events disappear because they oc-
cur at a time %t such that %t-N, when the Boltzmann
equation holds.

Moreover, it is possible to derive the laws of fluid
flow, including the linear phenomenological equa-
tions, from the Boltzmann equation and to obtain
explicit expressions for the heat conductivity and
the viscosity of gases that agree with experimental
measurements.

The quantity H was essentially defined by
Boltzmann as the integral of f log f with respect to

the molecular velocity, where log denotes the natural
logarithm and f is the one-particle distribution func-
tion. The latter, in the case of a monatomic gas, is a
function of time t, position x, and molecular velocity
v and gives the expected number density of molecules
in the six-dimensional phase space described by po-
sition x and velocity v. The distribution function f
satisfies the Boltzmann equation that can be written
in the following form:

@f

@t
þ v � @f

@x

¼
Z
R3

Z
S2
½f ðx; v0; tÞf ðx; v0�; tÞ � f ðx; v; tÞ

� f ðx; v�; tÞ�jV jsdðjV j;V � nÞdv� dn ½3�

where V ¼ v� � v is the relative velocity and sd the
differential cross section. The velocities before a col-
lision, v0 and v0�, are related to those after the same
collision, v and v�, by

v0 ¼ 1
2ðvþ v� þ jV jnÞ; v0� ¼ 1

2ðvþ v� � jV jnÞ ½4�

where n is a unit vector ranging over the unit sphere
S2, directed as the relative velocity after the collision.

For polyatomic gases, f depends on further
variables describing the internal degrees of freedom
of the molecule and the Boltzmann equation becomes
more complicated.

By a detailed consideration of the properties of his
equation, Boltzmann showed that the time derivative
of H is never positive and vanishes if and only if the
velocity distribution is a Maxwellian, provided the
system cannot exchange heat with the surroundings.
The proof of this result requires that the space
derivatives give zero contribution (such is the case for
a gas in a spatially homogeneous state or inside a box
with specularly reflecting walls). It is clear that H
corresponds to the entropy except for a negative
constant factor. The extension of this result to non-
isolated systems was only provided in the second half
of the twentieth century and permits one to deal with
heat sources.

The molecular description is complicated since it
must cover situations varying from ordinary temper-
ature and pressures to nearly vacuum conditions. The
case when these conditions occur was studied already
by Maxwell and Boltzmann and was systematized by
Chapman and Enskog in the past century. The final
result is better stated if one refers to the entropy per
unit volume s:

@s

@t
¼ s ¼ sðrÞ þ sðiÞ ½5�
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where s is the entropy source per unit volume, de-
composed into a reversible part

sðrÞ ¼ �r � suþ q

T

� �
½6�

and an irreversible one sðiÞ. Here, q is the heat flow
vector and u the (bulk) velocity vector; sðiÞ in turn
must be decomposed into two parts: the entropy
transfer associated with the irreversible processes
and a volume source that is non-negative. This de-
composition is discussed below.

According to the Chapman–Enskog solution of the
Boltzmann equation for a simple gas (as opposed to a
mixture) and in agreement with continuum mechan-
ics, s can be expressed as a sum of two terms, which
can be written as a linear combination of

P
ij qijZij

and
P

i qigi; here qij, Zij, qi, and gi denote the com-
ponents of the stress deviator, the rate of strain
tensor, the heat flow vector, and the temperature
gradient, respectively. The same theory shows that in
each of the above pairs of tensors and vectors, the
first element depends linearly on the second with co-
efficients which may only depend on temperature
and number density. This result must be postulated in
continuum mechanics. The extension of the theory to
mixtures (see next section for details) shows that the
pattern repeats itself: there are more gradients (the
concentration densities also occur) and more quan-
tities (such as the diffusion velocity) may depend on
these quantities, but the entropy source is always a
linear combination of terms which are products of
two factors: a gradient and another factor describing
a phenomenon typically associated with that gradi-
ent. New phenomena, such as thermal diffusion,
were discovered by this kinetic theory approach, that
has, however, the serious limitation of being essen-
tially restricted to rarefie(l)d gases. During World
War II, thermal diffusion, an example of a so-called
cross-coupling in which a temperature gradient caus-
es a diffusion flux, was used to separate fissionable
isotopes of uranium.

Electric phenomena can also be studied by means
of a Boltzmann equation describing the statistical
behavior of electrons. Results qualitatively similar to
those found for a gas can be proved in this case as
well. In the next two sections, the Chapman–Enskog
theory for the general case of a mixture is briefly
described.

Transport Coefficients For Gaseous
Mixtures

The transport coefficients of gas mixtures are derived
below by using the Chapman–Enskog method. It is
assumed that there are n gaseous species.

First of all, one must write the Boltzmann equation
for a mixture:

@fa
@t

þ v � @fa
@x

¼
Xn
b¼1

Z
ðf 0af 0b � fafbÞjVbajsab dnba d

3vb ½7�

where fa is the one-particle distribution function for
the ath species.

The one-particle distribution function of constitu-
ent a is written as

fa ¼ f ð0Þa ð1þ haÞ ½8�

where f
ð0Þ
a ha represents the deviation from the Max-

well distribution function:

f ð0Þa ¼ nað2pRTÞ�3=2 expð�jv� uj2=2RTÞ ½9�

where u is the bulk velocity with components ui and
R the gas constant.

Then, it is meaningful to assume that the local
Maxwellian contains the entire information about
the densities of all species, the bulk velocity, and the
temperature. As a consequence, one obtains the fol-
lowing constraints for the deviation f

ð0Þ
a ha from the

Maxwell distribution function:Z
f ð0Þa ha d

3v ¼ 0 ½10�

Xn
a¼1

ma

Z
vf ð0Þa ha d

3
v ¼ 0 ½11�

Xn
a¼1

ma

Z
jvj2f ð0Þa ha d

3v ¼0 ½12�

The Chapman–Enskog method can be presented in
many ways; since most treatments restrict the com-
putations to first-order perturbations, the simplest
possible presentation is adopted. ha is computed as a
perturbation produced by the fact that the deriva-
tives of f

ð0Þ
a with respect to time and space variables

are nonzero, when these derivatives produce a small
change on the scale of the mean free path and mean
free time. Hence, if one inserts the distribution func-
tion [8] into the Boltzmann equation, one keeps the
zeroth order terms on the left-hand size and the first-
order terms on the right-hand side, thus obtaining

@tf
ð0Þ
a þ v � @xf ð0Þa

¼
Xn
b¼1

Z
f ð0Þa f

ð0Þ
b ðh0a þ h0b � ha � hbÞjVbajsab

� dnba d
3vb ½13�
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The left-hand side of [13] is transformed by inserting
the Maxwell distribution function into the streaming
term @tfa þ v � @xfa, which is written as

@fa
@t

þ v � @f
ð0Þ
a

@x
¼ f ð0Þa v � @x

ma
RT

� �
þ @t

ma
RT

� �n

þ jv� uj2

2RT2
v � @xT þ ðv� uÞ

RT
� ðv � @xÞu

þ jv� uj2

2RT2
@tT þ ðv� uÞ

RT
� @tu

)
½14�

where, for convenience, the so-called chemical po-
tential ma ¼ RT log na has been introduced. From
[14] it follows that [13] reduces to

f ð0Þa v � @x
ma
RT

� �n
þ @t

ma
RT

� �
þ jv� uj2

2RT2
v � @xT

þ ðv� uÞ
RT

� ½v � @xu� þ
jv� uj2

2RT2
@tT þ ðv� uÞ

RT
� @tu

)

¼
Xn
b¼1

Z
f ð0Þa f

ð0Þ
b ðh0a þ h0b � ha � hbÞjVbajsab

� dnba d
3vb ½15�

It can be seen that the balance equations associated
with eqn [13] (or [15]) are correct only to the zeroth
order because the first-order terms on the left-hand
side have been neglected. Thus, they do not contain
the irreversible transport phenomena: they describe a
mixture of Eulerian fluids (no viscosity, no heat con-
duction) with vanishing diffusion fluxes. In spite of
that, they can be used correctly on the left-hand side,
because this is correct to the zeroth order only. The
procedure iterates on this to obtain the first terms
which describe transport phenomena.

If one integrates eqn [15] over v, one obtains the
balance equation for the particle number density of
constituent a that reads

@tna þ @x � ðnauÞ ¼ 0 ½16�

It has already been remarked that in a Eulerian fluid
mixture, the pressure deviator and the heat flux of
the mixture vanish. Hence, the balance equations for
the momentum density and energy density of the
mixture reduce to the balance equations for copies of
a single Eulerian fluid that read

ncvð@tT þ u � @xTÞ þ p@x � u ¼ 0 ½17�

nmð@tuþ u � @xuÞ ¼ �@xp ½18�

where cv is the heat capacity per particle at constant
volume of the mixture.

Now the time derivatives @tðma=TÞ; @tT, and @tu
are eliminated from [15] by using eqns [16]–[18] and
the following integral equation is obtained for ha:

f ð0Þa �v �
Xn
b¼1

ðcb � dabÞ@x
mb � ma
RT

� �
þ

(
jvj2

2RT
� 5

2

 !

� v

RT2
� @xTþ 2ðv� uÞ � ½ðv� uÞ � @x�u

� 2

3
jv� uj2@x � u

�

¼
Xn
b¼1

Z
f ð0Þa f

ð0Þ
b ðh0a þ h0b � ha � hbÞ

� jVbajsab dnba d
3vb ½19�

where the particle fraction ca¼ na/n of constituent a
is introduced.

The integral equation [19] has a solution of the
form

ha ¼Aa
v

RT2
� @xT þ v

k
�
Xn
b¼1

Babðcb � dabÞ@x
mb � ma
RT

� �
þ 2Caðv� uÞ � ½ðv� uÞ � @x�u
� 2

3Cajv� uj2@x � u ½20�

where Aa, Bab, and Ca are determined from the
integral equations that are obtained by inserting [20]
into eqn [19], viz,

� v

R
ðcd � dadÞ

¼
Xn
b¼1

Z
f
ð0Þ
b ½B0

adv
0 þ B0

bdv
0
b � Badv� Bbdvb�

� jVbajsab dnba d
3
vb ½21�

v

RT2
¼
Xn
b¼1

Z
f
ð0Þ
b ½A0

av
0þA0

bv
0
b � Aav� Abvb�

� jVbajsab dnba d
3vb ½22�

vv

RT
¼
Xn
b¼1

Z
f
ð0Þ
b ½C0

av
0v0 þ C0

bv
0
bv

0
b � Cavv

� Cbv
0
bvb�jVbajsab dnba d

3vb ½23�

Since one is interested only in general expressions for
the transport coefficients, one need not solve the
integral eqns [21]–[23]. The transport coefficients are
expressed in terms of the functions Aa, Bab, Ca,
which can be obtained by solving the aforementioned
integral equations.
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It is remarked that the balance equations contain-
ing the irreversible transport phenomena, correct to
first order, will occur as a compatibility condition for
the equations at the next order. This is because of the
iteration nature of the Chapman–Enskog procedure.

One can calculate the constitutive terms of a
mixture of gases in the second Chapman–Enskog
approximation. The constitutive terms are: the pres-
sure deviator of the mixture qij, the heat flux of
the mixture qj, and the diffusion flux Ja of the con-
stituent a.

To begin with, the constitutive equation is deter-
mined for the pressure deviator of the mixture, which
can be obtained through the insertion of [8] together
with [20] into its definition

qij ¼
Xn
a¼1

ma

Z
½ðvi � uiÞðvj � ujÞ

� 1
3jv� uj2dij�fa d3v ½24�

yielding

qij ¼ �m @xiuj þ @xjui � 2
3ð@x � uÞdij

� �
½25�

where the expression for the coefficient of shear vis-
cosity m is

m ¼ 1

15

Xn
a¼1

Z
jv� uj4f ð0Þa Ca d

3vA ½26�

Further, the heat flux of the mixture, defined by

qj ¼
Xn
a¼1

ma

2

Z
ðvj � ujÞjv� uj2fa d3v ½27�

can be shown to be

qj ¼ �l@xjT ½28�

The expressions of thermal conductivity l reads

l ¼ 1

3

Xn
a¼1

Z
jv� uj2f ð0Þa Aa d

3v ½29�

The last constitutive equation to be determined is the
one for the partial diffusion flux Ja with components
Jai, which is obtained by inserting [8] together with
[20] into the definition of the partial flow:

Jai ¼ La@xiT þ
Xn
b¼1

Lab@xi
mb � ma

T

� �
½30�

In [30], the coefficients La and Lab are related to the
thermal-diffusion cross-effect and to the matrix of

the diffusion coefficients, respectively. Their expres-
sions are given by

La ¼
1

3

Z
jv� uj2f ð0Þa Aa d

3v ½31�

Lab ¼ 1

3

Z
jv� uj2f ð0Þa Bab d3v ½32�

Onsager’s Reciprocity Relations from the
Boltzmann Equation

In this section, one can analyze the relationships be-
tween the transport coefficients of a chemically re-
acting mixture of gases which are known as the
Onsager reciprocity relations. The starting point is
provided by the formulas derived in the previous
section from the Boltzmann equation.

In order to determine the Onsager reciprocity re-
lations, one needs the following relationship which is
valid for arbitrary functions h and c:

Xn
a;b¼1

Z
f ð0Þa f

ð0Þ
b cbðh0a þ h0a � ha � haÞ

� jV jsab dn d3va d
3vb

¼
Xn
a;b¼1

Z
f ð0Þa f

ð0Þ
b hbðc0

a þ c0
a � ca � caÞ

� jV jsab dn d3va d
3vb ½33�

The above equation can be proved by using the sym-
metry properties of the elastic collision term and by
interchanging the dummy indices a and b in the
sums.

For the determination of the first Onsager reci-
procity relation, it is first noted that due to the con-
straint

Pn
a¼1 Jai ¼ 0, one must have according to

[30]–[32] that

Xn
a¼1

La ¼
1

3

Xn
a¼1

Z
jv� uj2f ð0Þa Aad

3v ¼ 0 ½34�

Xn
a¼1

Lab ¼ 1

3

Xn
a¼1

Z
jv� uj2f ð0Þa Babd

3
v ¼ 0 ½35�

Based on the above constraints, the two coefficients
La and Lab can be written as

La ¼ �1

3

Xn
b¼1

Z
jv� uj2f ð0ÞAaðcb � dabÞ d3v ½36�

Lab ¼ �1

3

Xn
d¼1

Z
jv� uj2f ð0Þd Bdbðcd � dadÞ d3v ½37�
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By multiplying [19] with Rðva � uÞf ð0Þa Bac=3, integra-

ting the resulting equation over all values of d3va,
and after that summing over all constituents yields

� 1

3

Xn
a¼1

Z
jva � uj2f ð0Þa Bacðcd � dadÞd3va ¼ Ldc

¼ R

6

Xn
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Z
f ð0Þa f

ð0Þ
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adðv0a � uÞ

þ B0
bdðv0b � uÞ � Badðva � uÞ

� Bbdðvb � uÞ�jV jsab dn d3va d
3vb

¼ R

6

Xn
a;b¼1

Z
f ð0Þa f

ð0Þ
b ðva � uÞBad � ½B0

acðvb � uÞ

þ B0
bcðv0b � uÞ � Bacðva � uÞ � Bbcðvb � uÞ�

� jV jsab dn d3va d
3vb ¼ Lcd ½38�

Hence, the first Onsager reciprocity relation which
shows that the matrix of the diffusion coefficients is
symmetric (i.e., Lcd ¼ Ldc) has been proved.

The expression for the coefficient of the thermal-
diffusion effect L�

d is obtained through the multipli-
cation of [20] by Rðva � uÞf ð0Þa Aa=3, integration of
the resulting equation over all values of va, and sub-
sequent summing over all constituents:

� 1

3

Xn
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Z
jva � uj2ðcd � dadÞf ð0Þa Aad

3va ¼ L�
d

¼ R

6

Xn
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Z
f ð0Þa f

ð0Þ
b ðva � uÞAa � ½B0

abðv0a � uÞ

þ B0
baðv0b � uÞ � Babðva � uÞ� � Bbaðvb � uÞ�

� jV jsab dn d3va d
3vb ½39�

In the same way, it follows the expression for the
coefficient of the diffusion-thermal effect L�

d, that is,
multiplying [23] by Rðva � uÞf ð0Þa Bda=3, integrating
the resulting equation over all values of d3va and
thereafter summing over all constituents:

1

3T2

Xn
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Z
jva � uj2 jva � uj2

2RT
� 5

2

 !
f ð0Þa Bdad

3va ¼ L�
d

¼ R
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Z
f ð0Þa f

ð0Þ
b ðva � uÞ � Bda½A0

aðv0a � uÞ

þ A0
bðv0b � uÞ � Aaðva � uÞ � Abðvb � uÞ�

� jV jsab dn d3va d
3vb ½40�

The first equality above can be written, thanks to the
constraint [12] and to the definition of the thermal-
diffusion coefficient [30].

One can compare now the expressions [39] and
[40], and by using the property [33], one can infer
the last Onsager reciprocity relation that relates the
coefficients of the thermal-diffusion effect and of the
diffusion thermal effect L�

d ¼ Ld.
The results obtained from the Boltzmann equation

in this section suggests that one looks for an expla-
nation of the general pattern, having in mind media
more general than rarefie(l)d gases.

The Macroscopic Theory of Irreversible
Processes

Recall that the entropy is a function of some local
parameters xk (number density, internal energy, etc.).
As a consequence,

ds ¼
X
k

Fk dxk ½41�

where Fk ¼ @s=@xk are the ‘‘thermodynamic forces,’’
functions of the parameters xk. The local parameters
must be chosen suitably: they must satisfy some bal-
ance equations of the following form:

@xk
@t

¼ xk ¼ xðrÞk þ xðiÞk ½42�

where xk is the source per unit volume, decomposed

into a reversible part xðrÞk and an irreversible one xðiÞk .
The irreversible sources are due to transport phe-
nomena and, hence, have the general expression:

xðiÞk ¼ �r � JðiÞk ½43�

where J
ðiÞ
k is the irreversible flux of xk. The time

derivative of the entropy is given by

@s

@t
¼
X
k

Fk
@xk
@t

¼
X
k

Fkxk

¼
X
k

Fkx
ðrÞ
k �

X
k

Fkr � JðiÞk ½44�

The part of the entropy source associated with
irreversible processes is thus given by

sðiÞ ¼ �
X
k

Fkr � JðiÞk ¼ �
X
k

r � ðFk J
ðiÞ
k Þ

þ
X
k

J
ðiÞ
k � rFk ½45�

and decomposes naturally into a transport term re-
lated to the entropy flux

P
k Fk J

ðiÞ
k associated with

irreversible processes, and a dissipation term

sðdÞ ¼
X
k

J
ðiÞ
k � rFk ½46�
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which provides the volume source of entropy, that is
frequently referred to as the entropy source, without
any further qualification. The factor multiplying a
flux J

ðiÞ
k , rFk, is called a (generalized) force or affin-

ity. The source sðdÞ is non-negative for the second law
to be satisfied; in fact, the transport term, being in the
form of a divergence, transforms, upon integration,
into a surface integral and is thus related to processes
occurring on the boundary.

The fluxes must depend on the forces; otherwise
one could reverse the fluxes, keeping the forces con-
stant, and change the sign of sðdÞ. The dependence
can be very general but in most cases it is Markovian,
that is, the fluxes at a time-instant depend on the
forces at the same time only. Further, in many cases,
the relation is linear:

J
ðiÞ
k ¼

X
j

LjkrFj ½47�

This circumstance holds in many cases; the processes
described by these laws can still be nonlinear because
the coefficients Ljk (called kinetic coefficients) are
functions of the thermodynamic forces Fl. In addition
to the kinetic and transport equations that were es-
tablished experimentally in the nineteenth century,
the linear laws suggested new types of transport
phenomena. Indeed, the chemist Lars Onsager and
later the physicist Josef Meixner were led to a con-
nection between the phenomenological kinetic coef-
ficients and thermodynamics. Because the entropy
source is positive, the kinetic coefficients are not ar-
bitrary. In fact, the expression of the source

sðdÞ ¼
X
jk

LjkrFj � rFk ½48�

indicates that all the diagonal kinetic coefficients,
Ljj, must be positive. Furthermore, the off-diagonal
kinetic coefficients LjkðjakÞ must satisfy the inequa-
lities that arise by the fact that the kinetic coefficients
form a positive definite matrix. Thus, the second
law constrains the size of the off-diagonal kinetic
coefficients.

The Reciprocity Relations

In the case of linear relations, the coefficients Ljk are
assumed to satisfy a symmetry relation

LjkðBÞ ¼ ejekLkjð�BÞ ½49�

where B is a magnetic field that can act on the sys-
tem. The factor ej is defined as follows: it equals 1 if
the parameter Fj does not change when time is
reversed, and � 1 if the parameter Fj changes sign

when time is reversed. Temperature and concentra-
tions belong to the first class, velocity (or momen-
tum) to the second. The extension to intermediate
cases is not difficult, but does not occur in practice.

The coupling of a flux and a force corresponding
to unequal values of j and k, occurring when the
corresponding off-diagonal kinetic coefficient does
not vanish, suggests the kind of irreversible phenom-
ena that might occur: thus, a temperature difference
might give rise not only to a heat flux but also to an
electric current, while a potential difference can give
rise to an electric current and a heat flux. Experi-
mental measurements demonstrate not only that
these phenomena, known as the Seebeck and Peltier
effects, exist but that the two off-diagonal coupling
coefficients are equal within experimental error.

The above symmetry conditions were first estab-
lished by Onsager and further discussed by Casimir.
They are called the Onsager–Casimir reciprocity re-
lations. It must be stressed that the proof of these
relations does not belong to standard thermodynam-
ics, but requires a study of the microscopic theory
and a number of assumptions. A careful analysis
shows that the alleged proof can, at most, be con-
sidered as a plausibility argument.

Another condition on the off-diagonal kinetic co-
efficients, frequently called the Curie principle, dic-
tates restrictions related to space symmetries. For
example, it implies that the thermodynamic force for
a chemical reaction in a fluid, which has no direc-
tional character, doe not contribute to the heat flux,
which is a vector. Experiments to test the validity of
the reciprocal relations are not always easy. Some of
the most accurate deal with mass diffusion at uni-
form temperature. For example, in a solution of table
salt (NaCl) in water, there is only a single thermo-
dynamic force for diffusion (the gradient of the
chemical potential of NaCl), but in an aqueous so-
lution of NaCl and potassium chloride (KCl), gradi-
ents in the chemical potentials of both salts act as
thermodynamic forces for diffusion. Within the lim-
its of experimental uncertainty, the off-diagonal
kinetic coefficients for diffusion in this and other
three-component solutions have been shown to be
equal. The magnitude of the off-diagonal kinetic co-
efficients is frequently comparable to the diagonal
ones, which has made phenomena related to off-
diagonal kinetic coefficients a significant tool in
electrochemistry, membrane biology, and geophysics.

It would be useful to have a better theoretical jus-
tification of the Onsager–Casimir relations and a
better discussion of their experimental validity, but
these do not seem to be available. One observes that
the modern thermomechanics of continua dispenses
with the Onsager–Casimir relations and discusses
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irreversible phenomena with the help of the Clausius–
Duhem inequality

dS

dt
X

Z
@O

q

T
dA ½50�

assumed to hold for an arbitrary region O, with
boundary @O, occupied by a continuous medium. The
constitutive relations that relate the various state
functions and the ‘‘fluxes’’ to the ‘‘forces’’ are assumed
to obey the postulate of equipresence: each quantity
which is not taken as basic depends upon all the basic
ones, unless this is forbidden by the second principle.
The basic quantities are usually the number (or mass)
density, the velocity, the thermal energy, and the con-
centrations. The class of materials (elastic, viscous,
viscoelastic, etc.) are defined by the type of cons-
titutive relations that are admitted.

See also: Irreversible Thermodynamics and Basic Trans-
port Theory in Solids.
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Introduction

The interaction of electromagnetic waves with mat-
ter causes a variety of optical processes, such as re-
flection, refraction, transmission, absorption, elastic
and inelastic scattering, and luminescence, which can
be described in terms of relevant optical constants
such as reflectivity, refractivity, absorption constant,
scattering cross sections, quantum yield, and so on.
The optical constants are related with more funda-
mental material constants: dielectric constant e(o)
or electric conductivity s(o), which are response
coefficients of matter to an incident electromagnetic
wave of circular frequency o. The real and imaginary
parts of e(o) (and of s(o)) are related through the
Kramers–Kronig relations originating from the cau-
sality of the response against external force.

The dispersion, o-dependence, of the dielectric
constant provides one with detailed information on
elementary excitations and their interactions. Thus,
the spectroscopic study of matter not only brings a
fundamental knowledge on microscopic motions
taking place within the matter, but also provides a
useful basis for a variety of optoelectronic applica-
tions of the material.

For the sake of better comprehensibility, the def-
inition of dielectric constant is taken up first, and
then, typical microscopic models for that are pre-
sented.

Electromagnetic Fields in a Medium

Maxwell equations for the electromagnetic fields in a
medium are given by

r� Eþ @B=@t ¼ 0; r�H � @D=@t ¼ Jext;

r �D ¼ rext; r � B ¼ 0

For weak electric and magnetic fields, linear relations
hold for the electric flux density D ¼ eE, and the
magnetic flux density B ¼ mH, with dielectric con-
stant e and magnetic permeability m. The difference
of D from that in vacuum is due to the polarization
of the medium: P ¼ ðe� e0ÞE ¼ wE, where e0 is the
dielectric constant of vacuum and w is the electric
susceptibility (polarizability). The convention fol-
lowed is that only the foreign charge rext and foreign
current Jext ¼ rextv appear as inhomogeneous terms
on the right-hand side with the understanding that r
and J of internal origin (due to the constituent par-
ticles of the medium) have been removed to the left-
hand side to be included as �r ¼ r � P and �J ¼
�@P=@t in the third and second of the Maxwell
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equations, respectively. The reason for doing this is
that bound and mobile electrons in the medium are
indistinguishable under an alternating electric field.
For a weak field, a linear relation J ¼ sE holds,
where s is the electric conductivity. e, s, w, and m are
tensors in an anisotropic medium, but unless other-
wise stated, the discussion is confined to the isotropic
medium in which they can be treated as scalars.

Anticipating that the homogeneous set of Maxwell
equations has a solution of a plane wave form, one
expresses E ¼ E0 expðik � r � iotÞ and obtains

½ðemo2 � k2Þ þ kk��E0 ¼ 0

There are two types of solutions. One is the
transverse wave with E0>k, H0 ¼ ðmoÞ�1k� E0,
for which o ¼ ck, c¼ (em)�1/2. This is the elect-
romagnetic wave in the medium with velocity c,
which is different from c0¼ (e0m0)

� 1/2 in vacuum.
Another is the longitudinal wave ðE08kÞ, which has
to satisfy em¼ 0. If one confines to the nonmagnetic
medium, it is possible to express m¼ m0 (the same as
in vacuum), but in general, the o-dependence (dis-
persion) and k-dependence (spatial dispersion) of the
dielectric constant eðo; kÞ need to be assumed. It sat-
isfies the relation eð�o;�kÞ ¼ eðo; kÞ�, since D
should be real when E is. Therefore, the longitudinal
wave appears only at o satisfying eðo; kÞ ¼ 0, which
means that E ¼ �e�1

0 P. Namely, this longitudinal
oscillation arises due to the self-induced depolarizing
electric field, being independent of the electromagne-
tic wave. A few examples are mentioned later.

For a spectral region below soft X-rays, the
wavelength l¼ 2p/k is much greater than the inter-
atomic distance of condensed matter, and the k-de-
pendence is hereafter ignored unless otherwise stated.

From the above argument with @P=@t � J, one
finds that e(o) and s(o) are not independent but
are related by (e(o)� e0)¼ s(o)/(� io), namely,
e1(o)� e0¼ � s2(o)/o and e2(o)¼ s1(o)/o where
the suffixes 1 and 2 refer to real and imaginary
parts. s1(o), which is related to Joule’s heat and
e2(o), represent the ‘‘dissipative’’ parts which are al-
ways non-negative as they should be, while e1(o) and
s2(o) represent the ‘‘reactive’’ parts. Due to the cau-
sality between the electric field and its responses, the
real and imaginary parts of e(o) are related by
Kramers–Kronig relations:

e1ðoÞ � e0 ¼ p�1P

Z
N

�N

e2ðo0Þ do0=ðo0 � oÞ

e2ðoÞ ¼ p�1P

Z
N

�N

ðe1ðo0Þ � e0Þ do0=ðo0 � oÞ

Classical Models for Mobile and Bound
Charges, and Their Correspondence to
Quantum Mechanical Systems

Consider free electrons in metals with scattering
rate t� 1. Under an oscillating electric field, the equa-
tion of motion for the velocity, dv=dt � v=t ¼
ðeE=mÞexpð�iotÞ, gives a forced oscillation solution:

v ¼ ðeE=mÞð�ioþ t�1Þ�1expð�iotÞ

from which follows the complex conductivity:

sðoÞ ¼ ðne2=mÞð�ioþ t�1Þ�1

where n is the number density of electrons with
charge e and mass m. While it gives a static con-
ductivity s¼ ne2t/m, it gives an imaginary con-
ductivity and hence, negative susceptibility

ðeðoÞ � e0Þ ¼ isðoÞ=o ¼ �ne2=mo2

for high frequency of spectroscopic interest such that
oct�1ðB1014 s�1Þ. Rewriting e1(o)/e0¼ 1�op

2/o2,
one finds that e1(o) is negative and e2(o)¼ 0 at
ooop, where op defined by op

2¼ ne2/e0m is the cir-
cular frequency of the plasma oscillation (the longit-
udinal charge density wave) satisfying e(o)¼ 0 as
mentioned before, and isB1016 s� 1 in normal metals.

As a classical model for a bound electron in an
insulator, consider a set ðj ¼ 1; 2;yÞ of damped har-
monic oscillators with electric charge

ffiffiffi
fj

p
e, circular

frequency oj, and damping constant gj. The equation
of motion for each oscillator under an alternating
electric field,

d2r j=dt
2 þ gjdr j=dt þ o2

j r j ¼
ffiffiffi
fj

q
ðe=mÞE expð�iotÞ

leads to the electric polarizability

wðoÞ ¼ eðoÞ � e0

¼N0

X
jða0Þ

ðe2=mÞfj=ðo2
j � o2 � igjoÞ

where N0 denotes the number of such sets of oscil-
lators per unit volume of the medium.

The dimensionless constant fj turns out to corre-
spond to the quantum mechanical oscillator strength.
In fact, the time-dependent Schrödinger equation for
an electron starting from the ground state j¼ 0 of an
atom subject to perturbation, �m � E expð�iotÞ with
dipole moment m � er, gives

/mSt ¼ E expð�iotÞ
X
jða0Þ

ð2oj0jm0jj2=_Þðo2
j0 � o2Þ�1
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where _oj � _oj0 � Ej � E0 is the jth excitation
energy of the atom. Comparison with the above ex-
pression for polarizability (gj being neglected) indi-
cates that fj ¼ fj0 ¼ 2moj0jr j0j2=_ is the oscillator
strength of the transition 0-j, satisfying the sum
rule

P
jða1Þ fji ¼ 1 per one electron of the atom as can

be derived from the commutation relation xp� px �
½x; p� ¼ i_ and the Heisenberg equation of motion,
p � m dx=dt ¼ m½x;H�=i_ (H is the Hamiltonian).
Note that the (circular) frequency oj of the classical
oscillation corresponds to the transition frequency
oj0 of the quantum mechanical system (correspond-
ence principle). In the case of a harmonic oscillator,
only the transition i-j¼ i71 is allowed with fiþ1;i ¼
iþ 1; fi�1;i ¼ �i and hence, f1¼ 1 and f0 ¼ fiðX2Þ ¼ 0,
in contradistinction to the case of an atom, which is
so to speak, an anharmonic oscillator. This is the
etymology of ‘‘oscillator strength’’ introduced above –
the ‘‘oscillator equivalence’’ of the strength of trans-
ition. In the case of a medium consisting of
N0 identical atoms per unit volume, each with n0
electrons, the sum rule can also be written asR
N

0 e2ðoÞo do ¼ pN0n0ðe2=mÞ.

Transverse and Longitudinal Waves

It is to be noted that e1(o) consists of a series ðj ¼
1; 2;yÞ of poles at ot

j � oj representing transverse
waves, each being followed by a zero at ojþDj�oj

1

representing longitudinal wave. The longitudinal–
transverse (‘‘lt’’) splitting is given by Dj ¼ N0

jm0jj2=_e0j with screening constant e0j for the dipole–
dipole interaction being given by the ‘‘residual’’ di-
electric constant as defined by

e0jðoÞ � e0 þ ðN0e
2=mÞ

X
j0ðajÞ

fj0=ðo2
j0 � o2Þ

at o¼oj
1. The free electron model for metal corre-

sponds to the case with vanishing oj of the oscillator
model with D being op. The lt splitting D in either
case originates from the depolarizing force as men-
tioned before. Thus, the dipole–dipole interaction
energy N0jm0jj2 (note that N0Br�3, where r is the
interatomic distance) as well as the plasmon energy
_op have been obtained without explicit considera-
tion of the Coulomb interaction between electrons to
which they are to be attributed. In fact, the Coulomb
interaction has been incorporated implicitly in the
form of a depolarizing field. This phenomenological
method allows one to give even the appropriate
screening constant to be used for the dipole–dipole
interaction, which belongs to a many-body effect of
the higher-order perturbation theory.

Such conjugation of transverse and longitudinal
waves holds not only for electronic excitation
(transverse and longitudinal excitons) but also for
lattice vibrations (transverse and longitudinal optical
modes).

Quantization of Radiation Field and
the Spontaneous Emission of Radiation

So far, the material system has been described, first
by classical mechanics of harmonic oscillators and
then by quantum mechanics of atoms, whereby the
electromagnetic fields have been left as classical
quantities. Historically, however, the quantum theory
started with the quantization of an electromagnetic
field, namely, with Planck’s hypothesis on discrete
energy levels of a radiation field, which was later
substantiated by Einstein with his model of a quan-
tum of the radiation field, that is, a photon. Einstein’s
argument on thermal equilibrium between a radia-
tion field and two level atoms not only necessitated
the spontaneous emission (as the consequence of
quantization) in addition to the induced emission,
but also related the rates B and A of absorption and
emission of a photon in a way which proved to be
correct even under the quantum mechanics estab-
lished later than his prediction.

The intensity of a line spectrum is represented
by the oscillator strength fj as mentioned before, or
by the rate of optical absorption per spectral density
w(o) of the incident radiation energy, B0j ¼ pjm0jj2=
3e0_

2. According to Einstein, this B coefficient is
related with his A coefficient,

Aj0 ¼ ðg0=gjÞB0j_o3
j0=p

2c30 ¼ t�1
j

which is the rate of the spontaneous emission of a
photon from the excited state j, where gj is the
degeneracy of the state j. The damping constant gj in
the oscillator model introduced above and hence, the
spectral width of the absorption line is given by
the reciprocal of this natural (radiative) lifetime tj of
the final state j in the case of an isolated atom, in
accordance with the uncertainty principle between
energy and time.

In the case of an atom or a molecule in a gas with
density not too low, gj is dominated by larger rate
processes, such as collision with other atoms or
molecules. (In the case of a molecule, the excited
states j are characterized not only by electronic but
also by vibrational states, so that the absorption
spectrum is much more complicated).

In insulators, the discrete lines in the absorp-
tion spectrum correspond to the transverse exciton
states with gj being dominated by the rate of exciton

144 Optical Absorption and Reflectance



scattering by phonons, and the continuous spectra
correspond to electronic transitions from filled bands
to empty bands. In the spectral region of much lower
frequency, there are discrete lines due to the excita-
tion of a phonon of transverse optical modes, with gj
being governed by the rate of phonon–phonon scat-
tering due to the anharmonicity of lattice vibrations.

Relations between Optical Constants
and Dielectric Constant

In order to experimentally obtain the complex die-
lectric function e(o), the basic quantity in which the
dynamics of microscopic motions in the medium are
directly reflected as mentioned above, one must re-
sort to measurements of various optical constants
which are functionally related with e(o) as follows.

When the electromagnetic wave comes from
vacuum into a medium with dielectric constant
e1(o)þ ie2(o) (e2(o)X0), and magnetic permeability
m¼ m0 (the same as in vacuum), the wave vector be-
comes

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðe1ðoÞ þ ie2ðoÞÞ=e0

p
� ñðoÞ � nðoÞ þ ikðoÞ

times of its value k in vacuum (the square root with
non-negative n(o) and k(o) is to be chosen). This
means that the amplitude of the electromagnetic
wave decays as exp(� kkx) in the medium with the
extinction coefficient k(o), and the wavelength be-
comes n� 1 times of its value l¼ 2p/k in vacuum. n is
the refractive index with which the angle yr of the
refracted beam (measured from the perpendicular of
the surface) is determined against the given angle yi
of incidence through the Snell’s law n ¼ sin yi=sin yr.
From this law, it also follows that the light beam
incident from a medium of refractivity n0 upon a
medium of smaller refractivity n00 is subject to total
reflection (because of no solution for yr), when the
angle yi of incidence is greater than the critical angle
yc, given by sin yc ¼ n00=n0. ñ defined above, is called
the complex refractive index.

For normal incidence, the reflectivity, the ratio
of the electromagnetic energies of the reflected and
incident waves, is given by

RðoÞ ¼ jðñ� 1Þ=ðñþ 1Þj2

¼fðn� 1Þ2 þ k2g=fðnþ 1Þ2 þ k2g

To be more elaborate, the ratios Hr/Hi and �Er/Ei of
the magnetic and electric fields between reflected and
incident waves, inclusive of their phases, are given by
the complex reflectivity r̃ðoÞ ¼ ðñ� 1Þ=ðñþ 1Þ. Re-
writing this as r̃ðoÞ ¼

ffiffiffiffiffiffiffiffiffiffiffi
RðoÞ

p
exp½iyðoÞ�, one obtains

the relations:

nðoÞ ¼ ð1� RÞ=ð1þ R� 2
ffiffiffiffi
R

p
cosyÞ

kðoÞ ¼ 2
ffiffiffiffi
R

p
siny=ð1þ R� 2

ffiffiffiffi
R

p
cosyÞ

From the analyticity of the complex refractivity
ñðoÞ, one obtains the Kramers–Kronig relations be-
tween its real and imaginary parts,

nðoÞ � 1 ¼ p�1P

Z
N

0

2o0kðo0Þdo0=ðo02 � o2Þ

and

kðoÞ ¼ �2op�1P

Z
N

0

ðnðo0Þ � 1Þdo0=ðo02 � o2Þ

Now the intensity of light in the medium with a
complex dielectric constant decays as expð�aðoÞxÞ,
and the so-defined absorption coefficient a(o) is re-
lated with the extinction coefficient by aðoÞ ¼
2oc�1

0 kðoÞ, as mentioned before. If one measures
the absorption coefficient a(o) over the entire region,
one can obtain n(o), k(o) and hence, the dielectric
function e(o).

Another method of obtaining e(o) is the Kramers–
Kronig analysis of reflectivity. Assuming the analyt-
icity of the logarithm of the complex refractivity
ln ñðoÞ on the upper half of the complex o-plain, one
can derive

yðoÞ ¼ �op�1

Z
N

0

ln½Rðo0Þ=RðoÞ�do0=ðo02 � o2Þ

where, 0py(o)pp. From the reflectivity spectrum
R(o) measured over the entire region, one obtains
y(o) and hence n(o) and k(o), and finally e(o).

Polariton Picture for the Electromagnetic
Wave in a Dispersive Medium, the Optical
Absorption and the Reflectance

To see more clearly the behaviors of the elect-
romagnetic wave with frequency near a pole oj

t of
the lossless dispersion e(o), consider a single pole
ot � ot

j, which is well isolated from other poles. First
invert the abscissa and the ordinate to show o as a
function of e as shown in Figure 1b. Then plot in
Figure 1a the real and imaginary parts of the com-
plex wave vector ñðoÞk � nðoÞkþ ikðoÞk � kr þ iki
towards the right and left, respectively, of the ab-
scissa k against o as ordinate. Finally, one plots in
Figure 1c the reflectivity R(o) against o in the same
way. Figure 1a indicates that the o–k dispersion of
the electromagnetic wave is distorted as a result of
resonant mixing with the polarization wave of the
medium. A quantum of this mixed wave is called
polariton. Note that the asymptotic light velocities of
the upper and lower branches of the polariton are
different due to the contribution of the resonance to
the dielectric constant.
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There is no propagating wave in the medium be-
tween ot and ol, where the incident electromagnetic
wave is totally reflected as shown in Figure 1c. Instead,
there is an evanescent mode decaying as expð�kixÞ
toward the inside. The same holds in metals (ot¼ 0) in
much wider spectral regions, t�1{o oop. Thus, the
visible light is almost totally reflected on the metal
surface, the reason why metals glitter.

Each pole in e1(o) is blurred by the damping con-
stants g, and the corresponding resonance line in
e2(o) is broadened by g. The spectrum of e2(o) rep-
resents what is called absorption, but one must be
careful in relating it with the spectrum of the ab-
sorption constant. The observed spectrum of R(o) in
some insulators shows strong resonance peaks often
as high as almost reaching unity, and the dips as deep
as nearly vanishing (as shown in Figure 1c in the
idealistic situation of vanishing g). In such a situation
ðgtDÞ, the spectral shape of the absorption constant

aðoÞ ¼ ðc0e0Þ�1ðo=nðoÞÞe2ðoÞ

is significantly different from that of the basic quan-
tity e2(o), because of the factor n(o) which varies
significantly around the resonance. This is the reason
why the Kramers–Kronig type analysis is necessary
to obtain, from the observed optical constants, a
more basic quantity e2(o), so as to facilitate a quan-
titative comparison with particular theoretical mod-
els. For weak resonances (small oscillator strengths)
such as weak exciton lines and impurity absorption
bands, it is necessary to approximate n(o) as a con-
stant and to express

aðoÞ ¼ const: oe2ðoÞ ¼ const: sðoÞ

If the lower branch of the polariton has a k-
dependence as in the case of an exciton with finite

effective mass, one needs an additional boundary
condition (abbreviated as ABC) besides the Maxwell
boundary condition, in order to see how the inco-
ming electromagnetic wave is converted to the lower
and upper branch polaritons. More basically, this
problem is to be studied in the context of a nonlocal
theory with spatial dispersion eðk;oÞ and surface
structure being considered.

The Electric Quadrupole and Magnetic
Dipole Transitions

So far, the discussion has been confined to the electric
dipole allowed transitions. When the transition ma-
trix elements mj0 of the dipole moment between the
states j and 0 vanish, one must explore the possible
transitions due to higher multipoles. To see this, one
starts with the canonical expression for the kinetic
energy of an electron in an electromagnetic field,
ðp� eAðrÞÞ2=2m, and takes the linear term in the
vector potential A, H1 ¼ �ðe=2mÞ½p � AðrÞ þ AðrÞ � p�
as the interaction of an electron with the elect-
romagnetic field of which the electric field is given by
�@A=@t ¼ E ¼ E0 expðik � r � iotÞ, and hence, the
amplitude of magnetic flux density by B0¼o�1k� E0.
Considering that the wave vector of the elect-
romagnetic wave under consideration is much
smaller than the reciprocal of atomic radius a, one
takes the power series expansion expðik � rÞ ¼ 1þ
ik � r neglecting higher order terms, to obtain H1 ¼
½�ðe=imoÞp � E0�ðe=imoÞik �Q � E0�ðe=2mÞl �B0�exp
ð�iotÞ, where Qab � ð1=2Þðparb þ rbpaÞ is the sym-
metric tensor, and l � r � p is the orbital angular
momentum. Making use of the equation of motion,
p=m ¼ dr=dt ¼ ði=_Þ½H; r�, one can find that the
transition matrix elements of the first and second
terms of H1 represent those of the interactions of
electric dipole and electric quadrupole moments with

�l

�t

�l

�t

�l

�t

� � �

� = ck / √�′ + 4��0

�′ + 4��0

�

ki kr �(�) R(�)0 0 01 1�′

� = ck / √ �′

(a) (b) (c)

Figure 1 (a) Spatial dispersion of polariton, o(k) . (b) Dielectric dispersion, e(o). (c) Reflectivity, R(o). (Reproduced with permission

from Toyozawa Y (2003) Optical Processes in Solids. Cambridge: Cambridge University Press.)
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the electric field, respectively. The third term repre-
sents the Zeeman term for the orbital magnetic mo-
ment in the magnetic field as is obvious from the
well-known magnetogyric factor g¼ (e/2m), and is
to be combined with that for the spin magnetic
moment, not considered so far, with twice as large a
magnetogyric factor, to give �ðe=2mÞðl þ 2sÞ � B0,
where s is the spin angular momentum.

When the electric dipole transition (E1) is forbid-
den between states 0 and j, one must consider the
electric quadrupole transition (E2) and/or the magne-
tic dipole transitions (M1), whose oscillator strengths
are of the order ðkaÞ2B10�6 in contrast to the order
of unity in (E1) transitions as explained above.

See also: Dielectric Function; Electron–Phonon Interac-
tions and the Response of Polarons; Excitons: Theory;
Insulators, Optical Properties of.

PACS: 77.22.Ch; 78.20.� e; 78.40.�q
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Introduction

With the advent of the laser, in 1960, an entirely new
field, nonlinear optics quickly developed, and pro-
gress in quantum optics and cavity quantum electro-
dynamics received a huge impulse. It was in this
period that a great excitement was raised by optical
bistability (OB), a phenomenon that can be described
as a kind of passive counterpart of the laser.

In a laser system, an atomic medium is placed in an
optical cavity where a transition is resonant with one
cavity mode. Atoms are excited so that population
inversion is created in the relevant levels, and the
stimulated emission overcomes the absorption. If the
resulting amplification can balance the cavity losses,
a stationary oscillation establishes in the resonator,
whose output is the laser field.

Consider a system of this kind, but with two main
differences: the atomic medium is not pumped, but the
optical cavity is driven by a coherent external field.
This system can exhibit the phenomenon of ‘‘optical
bistability’’: the intensity of the light transmitted from
the resonator can take two different values corre-
sponding to the same intensity of the incident field.

The first predictions of this effect were made in
1969 by Szöke, Daneu, Goldhar, and Kurnit, and
independently by Seidel in an application for a US
patent. The first experimental observation was ac-
hieved in 1975 by Mc Call, Gibbs, and Venkatesan,
who used vapors of sodium atoms in a Fabry–Perot
cavity driven by a CW dye laser. One year later a
basic theoretical model of optical bistability was
presented by Bonifacio and Lugiato.

The fundamental physics of this phenomenon is
outlined, and the main developments in the theoret-
ical understanding and the experimental implemen-
tations of OB and related applications are reviewed
below.

Atomic Polarization and Dielectric
Susceptibility

The main features of optical bistability can be un-
derstood by considering a semiclassical treatment.

A classical monochromatic radiation field,
Eðx; tÞ ¼ E0 cosðot � k � xÞ, induces a polarization
Pðx; tÞ in an ensemble of N two-level atoms in a
volume V, where

Pðx; tÞ ¼ eo RefwE0 exp½iðk � x� otÞ�g
¼ eo½wd cosðot � k � xÞ

þ wa sinðot � k � xÞ�E0
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The complex dielectric susceptibility, w ¼ wd þ iwa,
describes the response of the medium to the field. The
induced atomic polarization exhibits two compo-
nents, in phase and in quadrature with the field.

For weak atom–field interaction, the susceptibility
is independent of the field amplitude, and this is
the realm of linear optics. The dynamics of weakly
excited atoms can be simply modeled by forced,
harmonically oscillating dipoles. For a low-density
atomic gas, where the refractive index n ¼

ffiffiffiffiffiffiffiffiffiffiffi
1þ w

p
D

1þ w=2, the real and imaginary parts of susceptibil-
ity, wd and wa, control the dispersive and absorp-
tive effects via two parameters, the wave number
k and the absorption coefficient a, respectively,
where

k ¼ o
2c

wd; a ¼ o
2c

wa

For large enough field amplitude, however, the di-
electric susceptibility becomes a nonlinear function
of the field intensity I ¼ E2

0=2. In fact, the optical
Bloch equations provide the following expression for
the susceptibility:

w ¼ Nm2

Ve0_
oa � oþ ig

ðoa � oÞ2 þ g2 þ ðm2=_2ÞI

where m is the modulus of the dipole matrix element
for the relevant atomic transition, oa the Bohr tran-
sition frequency, and g the spontaneous emission
rate, here assumed as the only source of atomic
decay, phenomenologically added to the Bloch
equations.

The above result shows that both the dispersive (in
phase) and the absorptive (in quadrature) compo-
nents of induced polarization can exhibit a nonlinear
dependence on the field amplitude, that is one of
the clues to optical bistability in the corresponding
dispersive or absorptive regimes.

Absorptive Optical Bistability:
Steady-State Equation

In the case of resonance between the atomic transi-
tion and the radiation field, oa ¼ o, the dispersive
component of susceptibility vanishes, wd ¼ 0, from
the expression of the on-resonance absorptive com-
ponent, wa, and one can write the absorption coef-
ficient as

a ¼ a0
1þ I=IS

where a0 ¼ oNm2=2cVe0_g is the small signal value,
and IS ¼ _2g2=m2 the saturation intensity. The above

expression shows that, for increasing field intensity,
the absorption undergoes saturation: the coefficient a
can decrease well below the small signal value a0,
until the absorber eventually becomes transparent. In
this limit, the populations of the two relevant levels
are equal. The saturation of absorption is a basic
ingredient for the occurrence of absorptive optical
bistability, and is the passive equivalent of gain sat-
uration in laser systems.

Absorptive OB can be observed when, for exam-
ple, the atomic system fills a Fabry–Perot cavity
(Figure 1), which is driven by a coherent incident
field, Ei, oscillating at the same frequency o of both
the cavity mode and the atomic transition. The cavity
mirrors provide an intrinsic feedback mechanism, by
which the reflected cavity field recombines with the
injected driving field. Feedback adds to nonlinearity
for the occurrence of OB.

In the semiclassical treatment of system dynamics,
the optical Bloch equations which describe the atom-
ic polarization and the level of populations induced
by the cavity field, are self-consistently coupled to the
Maxwell equation for the cavity-field amplitude,
generated by the atomic polarization as well as by
the injected field, which acts as a source term. At
steady state, the field propagation equation can be
integrated with respect to the relevant space coordi-
nate and with proper boundary conditions. When
standing-wave effects can be averaged, the treatment
for a Fabry–Perot cavity becomes equivalent to the
simpler one of a unidirectional ring cavity. In this
case a simple analysis shows that, at steady state, in
the small absorption limit ad{1, where d is the
cavity length, the ratio of transmitted to incident field
amplitude can be written as

Et

Ei
¼ 1

1þ ad=T

where T ¼ It=I is the mirror transmittivity. By
inserting the expression for the absorption coeffi-
cient a, and solving for the incident field ampli-
tude, one derives the stationary state equation for

Er

E i Et

d

Figure 1 Fabry–Perot cavity with two partially reflecting mirrors

at a distance d. The incident field Ei is partially reflected (Er) and

partially transmitted (Et) by the optical cavity.
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absorptive OB:

y ¼ xþ 2C
x

1þ x2

It provides a nonlinear relation between the di-
mensionless transmitted field amplitude, x, and inci-
dent field amplitude, y, defined as x � Et=

ffiffiffiffiffiffiffiffi
IST

p
;

y � Ei=
ffiffiffiffiffiffiffiffi
IST

p
. One can notice the two contributions

to the transmitted field, due to the injected field, and
to radiation from the absorptive component of atom-
ic polarization in quadrature with the field. The latter
contribution is an atomic cooperative one. Actually,
the steady-state equation is ruled by a single param-
eter, the cooperation parameter C, which can be
written in terms of both macroscopic and micro-
scopic system parameters as follows:

C ¼ a0d
2T

¼ Ng2

2kg

where g is the atom–cavity mode coupling frequency,
and k the cavity line width.

Absorptive Optical Bistability: Hysteresis
Cycle

In Figure 2, the transmitted field amplitude x is plot-
ted as a function of the incident field amplitude y,
obtained by inverting the steady-state relation
y ¼ yðxÞ, for different values of the cooperation
parameter C.

The dashed line for C ¼ 0 (Figure 2a) shows for
reference the empty cavity limit, x ¼ y. For 0oCo4
(Figure 2b), the curve exhibits a nonlinear monotonic
behavior. It connects a cooperative, low-transmission
linear regime, where xEy=ð1þ 2CÞ for x2{1, with a

one-atom, high-transmission linear regime, where
xEy for x2c1. In between, y(x) exhibits a region
with a steep slope where the system can operate as an
optical transistor, since a small amplitude incident
field is transformed into a large amplitude output
field.

C ¼ 4 (Figure 2c) is a critical value. For C44
(Figure 2d), the curve exhibits the characteristic
S-shaped behavior which is the signature of bistabil-
ity. In fact, for C44 the equation x ¼ xðyÞ admits
three real solutions on a range of input values,
however, the portion of the curve with negative slope
is unstable, that is, the corresponding states are un-
physical. Though this instability may be easily
checked mathematically, it can be readily understood
in physical terms by realizing that on the negative-
slope portion of x(y) a decrease of the incident field
would correspond to an increase of the transmitted
one. Hence, there are only two accessible statio-
nary states, corresponding to a single output value
(bistability).

Which is really the state of the system depends on
its history, as illustrated in Figure 3. For example,
consider a value y ¼ y1 in the bistable range,
ydoy1oyu. Depending on whether y1 is approached
for increasing or decreasing values of y, the system
will be in the state (x1, y1) on the lower branch of the
hysteresis cycle, or in state (x3, y1) on the upper
branch, respectively.

In general, starting with a small incident field am-
plitude, the system remains on the lower branch for
increasing y, up to y ¼ yu, at this value the system
jumps on the upper branch. Conversely, starting with
large incident amplitude, the system remains on the
upper branch for decreasing y, until y ¼ ydoyu,

0
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Figure 2 Dimensionless transmitted field amplitude x vs. inci-

dent field amplitude y in the stationary state of absorptive optical

bistability. (a) C ¼ 0, (b) C ¼ 2, (c) C ¼ 4, (d) C ¼ 15.

0

10

20

30

15
yd

x2

x3

x

x1
y1 yu

y
30

Figure 3 Hysteresis cycle in absorptive optical bistability for

transmitted field amplitude x vs. incident field amplitude y, for

cooperation parameter C ¼ 25.
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when it jumps down to the lower branch and thus
closes the cycle.

The physical mechanism is as follows. For small
intensity, the incident field is mostly reflected due to
strong atomic absorption in the cavity. By increasing
the incident field intensity, the absorption decreases,
until the atomic transition is saturated, and suddenly
the transmittivity approaches the empty cavity limit.
If the incident intensity is decreased from this limit,
the absorber remains bleached well below the upper
transition value y ¼ yu, until at y ¼ yd the intensity is
so low that the transmitted field comes back to the
small initial values.

The main theoretical predictions were confirmed
in a series of experiments by Kimble and co-workers,
culminating in a quantitative test by Orozco, Kimble,
and Rosenberger in 1987.

Though hysteresis effects are quite familiar in con-
densed matter physics, for example, in magnetism
and ferroelectricity, the relevant point here is that
optical bistable systems are open systems driven out
of thermodynamical equilibrium. In particular, if one
considers the steady-state curves y(x) for different
values of C, instead of the curves x(y) as in Figure 2,
they closely resemble the van der Waals curves which
describe the transition from gas to liquid in a system
at thermodynamical equilibrium. More precisely, x,
y, and C play the role of pressure, volume, and tem-
perature, respectively, and the curve for C ¼ 4 is
equivalent to the critical isotherm. Hence, just like
the laser is a prototype of a first-order phase tran-
sition in out-of-equilibrium (dissipative) systems, OB
represents a prototype of second-order phase transi-
tion in the same framework.

Dispersive Optical Bistability

A similar behavior also shows up in the dispersive
regime of optical bistability, though the underlying
physical mechanism is different. In this regime, the
system operates well off-resonance, so that the atomic
response is ruled by the dispersive component wd of
dielectric susceptibility, whereas the absorptive part wa
is negligible. Hence, the saturation of dispersion is
crucial in this case. If one evaluates the expression of
wd in a large detuning limit, where in the denominator
g2 is negligible and ðoa � oÞ2cðm2=_2ÞI, then the dis-
persive susceptibility can be approximated as follows:

wdD
Nm2

Ve0_
1

oa � o
1� ðm2=_2ÞI

ðoa � oÞ2

" #
� w0 þ w2I

In this limit, the (real) refractive index of the atomic
medium can be written in the characteristic form of an

optical Kerr medium: n ¼ n0 þ n2I, where n0 ¼ 1þ
w0=2 and n2 ¼ w2=2. The atoms thus behave as a
nonlinear dielectric medium with a third-order sus-
ceptibility.

Kerr nonlinearity and intrinsic feedback conspire
for the occurrence of dispersive OB in a coherently
driven optical cavity, where at steady state the trans-
mitted field intensity can assume two different values
for the same incident intensity.

The jump, for example, from low to high trans-
mission branch of the hysteresis cycle is explained as
follows: for increasing intensity of the incident field,
the variation of the refractive index, hence the ef-
fective wave number, can shift the cavity frequency o
to coincide with the driving field frequency o0, that
is, on resonance, where the transmission is suddenly
raised. The reverse process is similarly explained by a
return to off-resonance conditions.

Just dispersive effects allowed the mentioned first
observation of optical bistability.

Dynamical Effects

The dynamics of optical bistable systems has been
the object of careful investigation since the early
days, especially after the predictions of instabilities of
different kinds in the late seventies. McCall predicted
regenerative pulsations in the presence of nonline-
arities with some specific features, and demonstrated
their occurrence with a hybrid electrooptical device.

Bonifacio and Lugiato showed by a many-mode
model that, under proper conditions, a portion of the
high-transmission branch of the hysteresis cycle can
be unstable. In this case, the system can operate as a
kind of transformer of continuous light into pulsed
light, where the self-pulsing oscillation occurs with a
period equal to the cavity round-trip time.

Another instability mechanism was suggested by
Ikeda in 1979 by investigating dispersive bistability
with time delay effects, namely, when the time spent
by radiation to propagate from the output to the input
end of the nonlinear medium is longer than the atomic
decay time. This instability can lead to period do-
ubling and chaos, as first observed in 1981 by Gibbs,
Hopf, Kaplan, and Shoemaker. It was then shown
that the Ikeda instability emerges in a suitable limit of
the general treatment by Bonifacio and Lugiato.

A number of other instabilities were investigated,
including those due to the transverse structure of the
cavity field, or originated by counter-propagating ra-
diation beams in bidirectional ring cavities contain-
ing a saturable absorber and driven by an external
coherent field. These features stimulated further
studies in nonlinear and chaotic dynamics as well
as in nonequilibrium statistical mechanics.
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Quantum Treatment and Experiments in
Cavity Quantum Electrodynamics

Quantum statistical treatments of optical bistability
allowed a proper description of system dynamics,
including fluctuations, which are especially relevant
near the switching conditions. Purely quantum fea-
tures could be investigated, such as the photon
number distribution, and nonclassical effects could
show up in the statistical properties of the transmit-
ted field. The semiclassical treatment corresponds to
an approximate approach, at the level of the expec-
tation values of the relevant system operators and
where all correlations are neglected.

First of all, the quantum approach showed that, in
fact, only one of the two accessible stationary states
of the system is absolutely stable, the other one is a
metastable state, that is physically accessible only for
limited time intervals. Hence, in the bistable param-
eters range the system switches from one to the other
state, and the corresponding switching time is one of
the main parameters for practical applications of
optical bistable devices.

The quantum theory also showed that the spec-
trum of transmitted light from an optical bistable
system exhibits remarkable features. In the low-
transmission branch, for instance, the spectrum is
narrower than the natural line, in agreement with the
cooperative nature of the emission process. Near
the switch-up region, the spectrum is broadened by
the onset of large fluctuations. In the high-transmis-
sion branch, for large driving field intensity, the
spectrum approaches the three-peaked structure
characteristic of resonance fluorescence, in agree-
ment with the one-atom nature of system behavior
in that limit. Hence, the switching represents a tran-
sition between cooperative and non-cooperative
radiation processes.

Progress in cavity quantum electrodynamics in the
strong coupling regime, where the coherent atom–
field interaction dominates the incoherent decay
processes, has allowed the experimental investigat-
ion of absorptive OB in the limit of a few atoms and
photons in a high-finesse cavity, much like it has al-
lowed achieving maser and laser operation with
single atoms in microwave and optical resonators,
respectively.

In 1991, Rempe, Thompson, Brecha, Lee, and
Kimble could observe optical bistability with a
number NX15 of cesium atoms in the cavity, and
cooperation parameter CX30. For smaller numbers
of atoms, they reported the breakdown of the semi-
classical approximation and the onset of a purely
quantum regime, where fluctuations play a basic
role, and a single atomic emission has a relevant

effect on system dynamics. In this regime, they could
observe the occurrence of the effects of photon an-
tibunching and sub-Poissonian photon statistics, as
first predicted by Casagrande and Lugiato in 1980.

Semiconductors and Optical Bistable
Devices

The first demonstrations of optical bistability raised
great hopes in a new all-optical technology based on
the transmission, control, and manipulation of light.
Optical bistable devices were potentially considered
as new kinds of chips for the ultimate goal to control
light by light. Actually, they can operate as optical
memory elements, transistors, logical gates, and
switches, and can perform other basic operations
for communications and computation, where pho-
tons are used instead of electrons.

After some experiments with solid (ruby) atomic
samples and with Kerr liquids in Fabry–Perot reso-
nators, relevant advances were readily achieved in
experiments with semiconductors, starting around
1980 from gallium arsenide (GaAs) and indium
antimonide (InSb). In bulk GaAs, for instance, the
optical Fabry–Perot cavity was reduced to a micro-
cavity, only a few micrometers long, simply consisting
of a semiconductor layer with two partially reflecting
faces. Under coherent excitation, the material pro-
vides strong nonlinearities due to excitonic effects at
wavelengths near the bandgap. An exciton is an elec-
tron–hole pair bound system. Exciton resonances are
responsible for sharp peaks in the absorption edge.
The mechanism for absorption saturation is the cre-
ation of an increasing number of partially overlap-
ping excitons, such that the Coulomb potential
responsible for their bonding is eventually screened
and their lifetime shortened by ionization.

Optical bistability with InSb was based on differ-
ent mechanisms than excitonic absorption. The use
of this material allowed the first observation of the
effect of optical multistability. Optical bistable devic-
es with semiconductors exhibited quite smaller di-
mensions, much shorter switching times, and much
lower power levels, than with atomic systems.
Switch-on times of a few picoseconds were soon
reached, though switch-off times were longer due to
slower recombination dynamics. Operation at room
temperature with remarkably low power was ob-
tained with GaAs super-lattice devices, based on
multiple quantum well structures with alternating
layers of GaAs and AlxGa1�xAs. Many other bulk or
low dimensional semiconductor structures, as well as
organic materials, liquid crystals, not to mention hy-
brid electrooptical devices, were tested to implement
optical bistable devices.
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The dream of all-optical computers, however,
slowly faded for the difficulties, with respect to elec-
tronic technology, in the realization of high-density
arrays of fast optical gates able to operate at low
enough switching energies and powers. On the other
hand, increasing attention has been paid to the
potentiality for applications in optical communica-
tions and in specific sectors of computing such as the
interconnections.

The subsequent explosive progress in microstruc-
tured materials has however opened, again, very
promising perspectives to optical bistability and re-
lated applications, mainly related to the so-called
photonic crystals, composite periodic dielectric ma-
terials, where, for example, dielectric rods of high
refractive index are embedded in a low refractive
index material. Photonic crystals appear as the
analog of semiconductors for photons, exhibiting
photonic bandgaps like the electronic bandgaps in
semiconductor materials. Their properties can be
engineered with great flexibility. At present, optical
bistable devices based on photonic bandgap micro-
structures are expected to exhibit quite remarkable
properties, such as sizes on the order of a radiation
wavelength, switching times shorter than 1 ps, and
dissipation of power not larger than a few milliwatts.

The progress in optics and material sciences really
seems to renew the expectations raised in the early
days of optical bistability, perhaps even as regards
all-optical computing.

See also: Devices for Telecommunications; Interaction of
Light and Matter; Nonlinear Optics; Photon Statistics and
Coherence Theory; Semiconductor Optics.

PACS: 42.65.Pc; 42.65.Sf; 42.50.Fx; 42.50.Nn;
42.70.Nq; 42.70.Ta
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Introduction

Immediately after the laser invention, it was realized
that laser beams with a carrier frequency of some
1014Hz have the potential to transport information
with a much larger frequency band than either radio
or microwaves. Atmospheric transmission is limited
to line-of-sight communications and is strongly de-
pendent on visibility conditions. It was, therefore,
natural to think about a waveguide having the func-
tion of creating a protected path for the light beam,
and also of compensating diffraction by optical con-
finement. Indeed, an optical wave having a finite

transversal size broadens during propagation in free
space. If one considers the output of a typical laser
working at the wavelength l, this is represented by a
Gaussian wave with a beam diameter d B1mm. The
diffraction angle y (also called the divergence of the
beam) is of the order of l/d. Taking l¼ 1 mm, it is
found that at the distance L¼ 1km the beam diam-
eter becomes 1m. At present, guided-wave optics is
an important technology with applications that are
not limited to the transmission of optical signals, but
also involve the fabrication of integrated optical and
optoelectronic devices, such as lasers and modula-
tors. The basic concept of optical confinement is
simple. A dielectric medium of refractive index n1,
embedded in a medium of lower refractive index n2,
acts as a light trap within which optical rays remain
confined by multiple internal reflections at the
boundaries. The optical waveguide may have the
shape of a slab, strip, or cylinder. The most widely
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used is the optical fiber, which is made of two con-
centric cylinders of glass or polymeric material. Silica
glass fibers represent, by far, the most important
family of fibers, because they can transmit optical
pulses over long distances with small attenuation and
limited pulse broadening. The fibers made of poly-
meric material, called plastic optical fibers (POF),
although presenting much larger losses than silica
fibers, have the advantage of a much cheaper fabri-
cation process, and can be competitive for the short
links required in a variety of applications, including
communication networks inside a building or a
vehicle.

Structure and Modes

The structure of an optical fiber is shown in Figure 1.
Typically, the cladding is made of pure silica, where-
as the core is doped with germania during manufac-
turing in order to increase its refractive index and
introduce a positive index step between core and
cladding. In many cases, instead of having a step in
the refractive index profile, the refractive index of the
core is graded from a maximum value at its center
to a minimum value at the core-cladding boundary.
The fiber is then called a graded-index fiber, whereas
the fiber shown in Figure 1 is called a step-index fiber.
For optical-communication fibers, the cladding di-
ameter is typically 125 mm, and the core diameter can
vary from 9 to 50mm depending on the application.

An elementary description of light trapping in the
core of a step-index fiber can be based on total
internal reflection: since n14n2, when the angle of
incidence b on the core-cladding interface is larger
than the limit angle bc¼ arcsin(n2/n1), total internal
reflection occurs, so that the beam can propagate
for an indefinite distance within the fiber core with-
out radiating outside any optical power. If an optical
ray whose propagation direction forms an angle a
with the axis of the fiber is considered, it is easy to
derive that the maximum acceptance angle, amax, is
given by

sin amax ¼ n1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2 bc

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

q
½1�

The quantity sin amax is called numerical aperture
of the fiber, and is indicated with the symbol NA.
Considering a realistic case in which n1¼ 1.48,
n2¼ 1.46, one finds that the numerical aperture is
0.24, and amax¼ 141.

The geometrical picture of light guidance by mul-
tiple reflections is not adequate to explain the
propagation properties of the fiber. In particular,
geometrical optics suggests a complete confinement

of the light beam within the core, whereas wave op-
tics predicts a nonzero intensity in the cladding
region (evanescent wave). The general treatment re-
quires solving the wave equation with the appropri-
ate boundary conditions. Since it goes beyond the
scope to discuss such a treatment, the article is lim-
ited to a description of the main results. Assuming
that the electromagnetic wave is monochromatic
(i.e., it contains a single frequency n) and that non-
linear optical effects are negligible, it is found that
there is a set of field configurations, called fiber
modes, which can propagate without attenuation
maintaining the same transversal distribution and the
same polarization at all distances along the wave-
guide axis. In most practical cases, the full set of
modes can be approximated by the so-called linearly
polarized (LPmn) modes. An LPmn mode has n field
maxima along a radius vector and 2m field maxima
round a circumference. By calling Emn the electric
field associated to the mode mn, where the indices m
and n are integer numbers, and choosing the z-axis
coincident with the fiber axis, the fiber mode is char-
acterized by a transversal field distribution Amn(x, y)
and a propagation constant bmn, both depending on
m and n:

Emnðx; y; z; tÞ ¼ Amnðx; yÞeiðbmnz�otÞ ½2�

where o¼ 2pv is the angular frequency. Figure 2
shows the amplitude profile of the fundamental
mode LP01 that is approximately described by a
Gaussian function:

A01ðrÞ ¼ Ao exp � r2

w2

� �
½3�

where r¼ (x2þ y2)1/2 is the distance from the fiber
axis. It is seen that the field amplitude A01(x,y) is
mainly concentrated inside the core, but presents ex-
ponentially decaying tails extending into the cladding
region. Higher-order modes present more complicat-
ed profiles extending more and more deeply into the
cladding as the indices m and n become larger and
larger.

Cladding (n2)
n1> n2

Core (n1)

(a)

Acceptance
angle

(b)

�

�

Figure 1 (a) Scheme of an optical fiber; (b) Waveguiding effect

by total internal reflection.
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In order to discuss fiber properties, it is helpful to
introduce the dimensionless parameter V, called nor-
malized frequency, defined as

V ¼ 2pa
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

q
½4�

where l¼ c/n is the wavelength. The plots in Figure 2
indicate that the beam size w is a decreasing function
of V. This can be easily understood if one notes that
the beam is more tightly confined when the core size
is large in comparison with the wavelength, and
when the difference in refractive index between core
and cladding is large.

From the propagation constant bmn, one can derive
the effective index of refraction nmn seen by the mode
mn, by using the relation: bmn¼ 2pnmn/l. The value
of nmn will be clearly intermediate between n1 and
n2, approaching n1 more closely when the field mode
is more tightly confined.

A very important general property of waveguides is
that, for a fixed waveguide configuration and a fixed
l, a fundamental mode always exists, whereas higher-
order modes can be sustained only under specific
conditions. In the case of optical fibers, the parameter
controlling the single-mode or multimode behavior is
the normalized frequency V. If V is sufficiently small,
the fiber is single-mode. When V becomes larger than
a critical value Vc, the second mode can also be sus-
tained. By progressively increasing V, more and more
modes can be guided. For Vc1, the number N of
guided modes is given by: NDV2/2.

The value of Vc is dependent on the fiber structure.
In the case of the step-index fiber, Vc¼ 2.405. Fibers

that are single-mode at l¼ 1500nm are usually
designed with values of V close to 2, by choosing a
core radius B4.5mm and a difference n1� n2B
5� 10�3. It is to be noted that, since V is inversely
proportional to l, a fiber that is single-mode in the
near infrared will be multimode in the visible.

Multimode fibers have typically a core diameter
B50 mm. They are easier to align and less expensive
than single-mode ones. However, as discussed later in
the section ‘‘Dispersion,’’ they are not fit for pulse
transmission over long distances because pulse-
broadening effects are large.

Attenuation

In principle, a guided mode can propagate in an op-
tical fiber for arbitrary distances without suffering
radiation losses. In practice, however, the propagat-
ing wave is always attenuated. Assuming that the
losses are linear, the optical power Po launched into
the fiber decays exponentially along the fiber follow-
ing the law:

PðzÞ ¼ Poe
�aoz ½5�

where ao, expressed in km� 1, is the attenuation co-
efficient. The quantity normally given in fiber spec-
ifications is the coefficient a¼ 4.34 ao expressing the
attenuation in dBkm� 1.

The attenuation is due to two phenomena, light
scattering and absorption. Light scattering is origin-
ated by the microscopic inhomogeneities that exist in
the glass at the drawing temperature because of ther-
mal fluctuations. Such inhomogeneities are frozen
during the rapid cooling process, and give rise to
spatial fluctuations of the refractive index over a sub-
micrometric scale. Rayleigh scattering from these
fluctuations has a cross section that scales according
to l�4. As a consequence, scattering losses rapidly
decrease as a function of wavelength.

Optical fibers are usually made of fused silica glass
(SiO2). This material has two strong absorption
bands, an ultraviolet band B0.3 mm due to electronic
transitions and an infrared band B1.7 mm due to the
vibrational mode of the Si–O bond. The presence of
water impurities gives other absorption peaks due to
vibrations of the OH� ion, the most important one
near 1370 nm. Because of the combined effect of
scattering and absorption, the attenuation curve for
silica glass, as shown in Figure 3, has an absolute
minimum at 1550 nm and a secondary minimum
B1300 nm. The earliest optical communication
schemes were working at B800 nm, where the at-
tenuation has a local minimum, not apparent in
Figure 3. The value of the attenuation at the absolute
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minimum, amin, is B0.15 dB km� 1, corresponding to
a reduction of the input power by a factor of 2 after a
propagation length of 20 km. Optical communica-
tion systems operate at the wavelength correspond-
ing to the minimum attenuation.

If different oxides are added to SiO2, the position
of amin is only slightly changed because essentially all
oxides present vibrational transitions in the range
1.5–2 mm. A significant shift of the minimum atten-
uation can be obtained by using glasses made with
mixtures of fluorides, such as the so-called ZBLAN
glasses that contain Zr, Ba, La, Al, and Na fluorides.
Since vibrational levels of fluorides are localized in
the range 5–8 mm, ZBLAN glasses present the atten-
uation minimum at B3mm, with a value of amin one
order of magnitude smaller that of silica glasses. It is,
however, rather difficult to draw ZBLAN fibers of
good optical quality.

It should be mentioned that fiber losses increase
considerably if the fiber is curved. This can be easily
understood in the frame of geometrical optics: if the
fiber is curved, there is a change of the incidence angle
at the core-cladding interface and some rays may not
be totally reflected. Such a radiation loss affects, in
particular, the modes presenting a field distribution
that extends considerably into the cladding, as it
happens when the normalized frequency V is small.

Dispersion

In optics, the term dispersion indicates that the index
of refraction of the medium changes with the fre-
quency of the propagating wave, n¼ n(o). An optical
pulse with duration Dt has a spectral broadening
DoXDt� 1, and cannot be treated as a monochro-
matic wave. Each frequency component travels in the

dispersive medium with a different phase velocity
vf¼ c/n(o). As a consequence, the pulse shape
changes during propagation. If it is assumed that
the input pulse is transform-limited, which means
that all the frequency components have the same
phase, the effect of dispersion is a progressive in-
crease of the pulse duration as the propagation
length increases.

If the wave propagates along an optical fiber, its
velocity is determined by the effective index of re-
fraction nmn defined above. It is to be noted that,
even in the absence of material dispersion, the ef-
fective index of refraction changes with frequency
because the mode profile is frequency-dependent.
Therefore, the fiber is dispersive even in the absence
of dispersion of the materials constituting the fiber.
This results in a waveguide contribution that must be
added to the material contribution to obtain the total
fiber dispersion.

Laser pulses have a spectral broadening Do, nor-
mally much smaller than the central frequency o0.
This allows one to treat the wave propagation in a
dispersive medium by using a perturbative approach.
The propagation constant b(o) is expanded in a
power series around oo, and the series is truncated to
the quadratic term:

bðoÞ ¼ bo þ b1ðo� ooÞ þ 1
2 b2ðo� ooÞ2 ½6�

where bj is the jth derivative of b(o) evaluated at
o¼oo. By using eqn [6] inside the propagation
equation, it can be shown that the reciprocal of b1 is
the group velocity (i.e., the velocity of the pulse
envelope) and that b2 is the parameter responsible for
pulse broadening, usually called group-velocity dis-
persion (GVD). If it is assumed that the input pulse is
a transform-limited Gaussian pulse having full-width
at half maximum equal to Dto, the pulse duration Dt
after a path length z is given by

Dt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDtoÞ2 þ

jb2jz
Dto

� �2
s

¼ Dto

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z

LD

� �2
s

½7�

where LD¼ (Dto)
2/|b2| is called the dispersion length.

Equation [7] indicates that dispersion effects become
more and more important as the pulse duration be-
comes shorter and shorter. Considering, for instance, a
standard single-mode optical-communication fiber at
1550nm, b2¼ � 20ps2 km� 1, and Dto ¼ 10 ps, one
finds LD¼ 5km. This means that the pulse duration is
more than doubled when z¼ 10km. Clearly, pulse
broadening can be very detrimental in long commu-
nication links because it produces a smearing out of
individual bits, leading to higher bit error rates. In
order to reduce such an effect, fibers with low value of
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b2 have to be used. These special fibers, called disper-
sion-shifted fibers, are fabricated by an appropriate
choice of refractive-index profile. Figure 4 shows the
behavior of b2 as a function of l for a standard single-
mode fiber and for a dispersion-shifted fiber.

Multimode fibers present an additional dispersion
mechanism due to the fact that different modes, even
if oscillating at the same frequency, have different
field profiles, hence different effective refractive in-
dices. Therefore, if the pulse input power is coupled
simultaneously to several modes, modal dispersion
gives a contribution to pulse broadening that can be
larger than that due to material and waveguide dis-
persion.

It should be noted that in this section, the refr-
active index has been considered as a real quantity,
whereas the presence of attenuation would imply
that the refractive index, hence the propagation
constant, is a complex quantity.

Special Fibers

Besides step-index and graded-index fibers, other
types of fibers having a more complicated index pro-
file are used for special purposes. The previous sec-
tion mentioned dispersion-shifted fibers, designed to
present a reduced dispersion in a specific wavelength
range. Another useful category is that of polariza-
tion-maintaining fibers, fibers presenting some an-
isotropy in the index profile that makes them
birefringent. A very recent development consists in
fibers presenting air holes running along the fiber
axis. An example is shown in Figure 5. These are
called microstructured fibers, and may have a variety
of applications connected with the fact that the

air–silica structure allows single-mode behavior over
a very wide wavelength range and gives more free-
dom in choosing the area of the propagating mode or
the shape of the dispersion curve.

Fiber Bragg Gratings

It is very helpful to be able to manipulate optical
signals traveling inside fibers without extracting
them from the fiber. This not only reduces losses,
but also makes the optical system more flexible. Fol-
lowing the all-fiber approach, various optical com-
ponents and devices have been conceived and built in
order to perform a variety of functions, such as beam
splitters and combiners, mirrors, filters, polarizers,
amplifiers, and even lasers. This section describes
frequency-selective mirrors obtained by introducing
inside the fiber core, a modulation of the refractive
index with a given periodicity. Such a modulation
acts as a phase grating and the structure is indeed
called ‘‘fiber Bragg grating’’ (FBG). The behavior can
be understood by similarity with a multilayer dielec-
tric mirror: a sequence of weakly reflecting surfaces
can become a high-reflectivity structure if a con-
structive interference condition is established among
all the reflected fields. Calling L the grating period,
such a condition requires that the phase shift suffered
by the field propagating over the distance L be p (or a
multiple of p). The condition is satisfied for the
wavelength lo given by

lo ¼ 2nL ½8�
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where n is the average refractive index of the fiber
core. If Dn is called the amplitude of the refractive-
index modulation and N the number of grating
periods, the peak reflectivity is given by

Rmax ¼ tanh2 N
Dn
n

� �
½9�

Typically the grating length L is of the order of
millimeters, that is,N ¼ L=L is in the range 103–104.
Therefore, Rmax can be close to 100%, even if Dn is
small. The bandwidth of the FBG mirror is a dec-
reasing function of Dn, so that the reflectivity peak
can become very narrow for small Dn.

FBGs are fabricated by exploiting the photosen-
sitivity of the Ge-doped core of silica fibers. The
presence of Ge atoms leads to the formation of
oxygen-deficient bonds that represent defects in the
silica matrix. The energy required to break the bond
is B5 eV. The absorption of a 244 nm photon from
an excimer laser can break the defect-bond, resulting
in a change of absorption spectrum and in a corre-
sponding change in the refractive index. Since index
changes occur only in the regions where ultraviolet
light is absorbed, by illuminating the fiber core with a

periodic intensity pattern, an index-of-refraction gra-
ting is generated.

Fiber Amplifiers and Lasers

An important family of materials used for optical
amplification is represented by dispersions of rare-
earth ions, such as neodymium or erbium or ytterbi-
um, in a solid matrix that can consist of a crystal or a
glass. An interesting extension of the idea of the rare-
earth solid-state optical amplifier is the fiber amplifier,
which utilizes silica fibers doped with rare-earth ions.
Optical amplification is extremely important in long-
distance optical-communication links in order to
compensate for fiber attenuation, so that the optical
power can be maintained at sufficiently high levels
along the path to ensure a satisfactory signal-to-noise
ratio. Doped fibers can provide wide-band amplifica-
tion at wavelengths B1550nm, corresponding to the
attenuation minimum for silica fibers.

The most common fiber amplifier is based on er-
bium-doped silica fibers and uses a transition of the
Er3þ ion in a wavelength range extending from 1530
to 1560 nm. The energy level diagram of the ion
Er3þ is shown in Figure 6. The upper level of the
1530 nm transition is metastable (with a lifetime of
12ms), thus permitting one to easily achieve popu-
lation inversion by exciting the ion with radiation at
980 or 1480 nm. The pump field comes from a sem-
iconductor laser, either InGaAs (980 nm) or InGaAsP
(1480 nm). A scheme of the amplifier configuration is
shown in Figure 7. The pump field and the signal
field are injected into the single-mode doped fiber by
using a dichroic coupler. After the doped fiber, an
optical isolator is inserted in order to eliminate back-
reflections. The length of the amplifying fiber is typ-
ically B10m, and the optical gain can be as large
as 10 000. The efficiency of the amplifier is large

Ground level

Pumping level

980 nm

(GaAlAs)

1480 nm

(InGaAsP)
1550 nm

Nonradiative

decay

4I11/2

4I13/2

4I15/2

Figure 6 Energy levels of the Er 3þ ion.
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Optical
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Figure 7 Scheme of an Erbium-doped fiber amplifier, pumped by a semiconductor laser. WDM (Wavelength Division Multiplexer)

indicates a wavelength dependent combiner.
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because the single-mode fiber ensures a very good
spatial overlap between pump field and signal field.
The conversion efficiency can be further improved by
using a mixed erbium–ytterbium doping.

Any optical amplifier can be converted into a laser
oscillator if a positive feedback scheme is provided.
The fiber amplifier can become a fiber laser by placing
the amplifier in between two mirrors, constituted, for
instance, by two FBGs. Fiber lasers can work either
continuously or pulsed, with a large power output.
Since the fiber is very thin, the surface-to-volume ra-
tio is large, thus permitting very efficient heat dissi-
pation without using the water-circulation cooling
system typical of power lasers. In order to improve
the coupling between the semiconductor pump laser
and the amplifier, a new fiber geometry involving a
double cladding was introduced. A very successful
fiber laser using such a geometry is the ytterbium la-
ser, which is pumped at 920 nm and can emit in a
wide band centeredB1100nm. Continuous-wave Yb
fiber lasers with an output power larger than 100W
and efficiency of 75–80% are now available.

Nonlinear Fiber Optics

Nonlinear optical effects are particularly efficient in
single-mode optical fibers despite the relatively small
third-order susceptibility of silica glass. The reason
for this is that the spot size of the propagating beam is
small and the interaction length can be very long due
to waveguiding and low losses. A point of great con-
ceptual relevance is that most of the treatments of
nonlinear propagation are developed for plane waves,
whereas experiments in bulk materials are performed
with laser beams that can be considered as Gaussian
waves. Therefore, diffraction can play a significant
role in the experiments, making the comparison with
the plane-wave theory sometimes difficult. The non-
linear propagation inside the optical fiber can be
treated in most cases by assuming that the transversal
field distribution is invariant along the propagation
distance, so that the propagation problem becomes
spatially unidimensional as in the case of the plane-
wave approach. This makes the comparison between
theory and experiment much simpler.

The two most important nonlinear phenomena in
nonlinear fiber optics are the optical Kerr effect and
stimulated Raman scattering (SRS).

The optical Kerr effect, that is, the linear depend-
ence of the index of refraction on the beam intensity,
gives rise to a self-induced phase shift experienced by
the optical field during its propagation, called self-
phase modulation (SPM). SPM is responsible for the

spectral broadening of optical pulses. In normal dis-
persion, the consequence is that SPM gives an addi-
tional contribution to the spreading out in time of the
pulse. There is, however, an interesting situation,
corresponding to positive Kerr effect and negative
GVD, in which there is a compensation between the
two effects, so that an optical pulse of appropriate
intensity and shape (optical soliton) can propagate
with constant shape and amplitude over a distance
that is limited in practice only by the linear attenu-
ation in the fiber. Indeed, several beautiful expe-
riments showing the onset and development of
solitonic propagation have been performed. With
standard fibers, the wavelength range of negative
GVD is above 1.3 mm, but the new fibers presenting
an air–silica microstructure (see the section ‘‘Special
fibers’’) can shift the negative GVD region to lower
wavelengths, as shown in Figure 4, so that solitonic
propagation in the visible can be observed.

Concerning SRS, it is recalled that, starting from a
pump wave at frequency np, the effect of SRS is that
of generating a strong signal, called the Stokes wave,
at a frequency ns ¼ np � nv, where nv is a vibrational
frequency typical of the considered medium. In the
case of silica fibers, the main effect is associated with
vibrations of the Si–O bond, occurring at nv¼
12THz. SRS can be used to amplify a weak signal
at frequency ns in presence of a pump np. Raman
amplification is very attractive for applications in
optical communications because, at variance with
what happens in erbium-doped fiber amplifiers, it is
nonresonant, so that it can be used for any ns,
provided the appropriate pump is available.

See also: Disordered Solids and Glasses, Electronic
Structure of; Laser Radiation Sources; Nanostructures,
Electronic Structure of; Nonlinear Optics; Semiconductor
Devices.

PACS: 42.81.� i; 42.82.�m; 42.25.Bs; 42.79.Gn;
42.55.Wd; 42.65.Dr; 42.65.Jx; 42.65.Tg
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Introduction

This article describes some complex devices which
are commonly used in the laboratory for analysis of
condensed matter, instruments which measure the
fundamental quantity of light, and use the interac-
tion between light radiation and matter. It is as-
sumed, that the reader is confident with simple
optical instruments such as lenses, mirrors, prisms,
and diffraction gratings. A complete description of
the fundamental optical phenomena is given else-
where in this encyclopedia and can be easily found in
literature on fundamental optics. Before describing
optical instruments in detail, a brief overview of light
behavior is given. Among the instruments commonly
used in the laboratory, the spectrometer or devices
based on scattering, absorption, and reflection are
widely described in other sections of this encyclope-
dia. Also interferometric methods used in micros-
copy are illustrated elsewhere. Here, the focus is on
the following instruments: refractometer, interferom-
eter, polarimeter, ellipsometer, and radiometer.

Optical Terminology and Fundamental
Optical Phenomena

Light is an electromagnetic wave with wavelengths
between 0.1 nm and 100 mm. Visible light corre-
sponds to wavelength in the range of 400–700 nm,
vacuum ultraviolet light is in the range 0.1 mm to
10 nm; at the other end of the wavelength scale be-
tween 100 and 1000 mm is the microwave region.
Figure 1 shows electromagnetic wavelength regions
and Table 1 shows important parameters that are
used to characterize light and the media through
which it passes. At this point, a few comments are
necessary. First of all in free space, light behaves like
a transverse wave which means that the variations of
the electric vector E, are perpendicular to the
propagation direction. In electromagnetic waves,
the electric field E and magnetic field B are perpen-
dicular to each other and to the propagation vector k
(Figure 2). The simplest case of a three-dimensional
wave is the plane wave in which all the surfaces upon
which a disturbance has a constant phase form a set

of planes, each generally perpendicular to the
propagation direction. There are quite practical rea-
sons for studying this sort of wave, one of which is
that by using optical devices, one can readily produce
light resembling plane waves, and this case is taken
up in detail in the following.

The mathematical expression for a plane wave that
is perpendicular to a given vector k in complex rep-
resentation is

E ¼ E0e
iðk . r7otÞ ½1�

The vector k whose magnitude is the propagation
number k is called the propagation vector, and it is
linked to the wave quantity by the following useful
relations:

k ¼ 2p
l

¼ 2pn
l0

½2�

where l is the wavelength, and n is the refractive
index of light. The speed of light is

v ¼ ln ¼ nl0n ¼ nc ½3�

where c is the velocity of light in vacuum

c ¼ 2:997 924 58� 108m s�1 ½4�
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and where the wave frequency

n ¼ o=2p ½5�

It is to be noticed that at any given time the surfaces
joining all points of equal phase are known as wave
fronts.

The velocity of light in vacuum is c ¼ ffiffiffiffiffiffiffiffiffi
m0e0

p
; in a

medium, it depends both on the relative magnetic
permeability mr and dielectric constant er of the me-
dium, mr ¼ 1 for all practical optical materials so that
the refractive index and the dielectric constant are
related by n ¼ ffiffiffiffi

er
p

. When light propagates in a non-
isotropic medium, such as a crystal, n and er will
generally depend on the direction of the wave
propagation and its polarization state.

The Poynting vector

S ¼ c2e0E� B ½6�

is a vector that points in the direction of energy
propagation of the wave. The local direction of the
Poynting vector at a point in a medium is called the

ray direction. The time-averaged value of the magnit-
ude of the Poynting vector is the irradiance and is
given by

I ¼ /SS ¼ e0c/E2S ½7�

where e0 is the permittivity of free space,
8:8542� 10�12F m�1.

Since light in vacuum is a transverse wave, an ap-
preciation of its vectorial nature is of great impor-
tance, which means that all phenomena of optical
polarization should be treated in terms of a vector
wave picture. Before going into details of optical
devices, two things should be noted. One is that
electromagnetic waves propagating in real material
media are generally not transverse. Another is that
for unpolarized light, in which the wave vector
changes direction randomly and rapidly, or in some
other cases, scalar approximation becomes useful, as
in the theory of interference and hence the simpler
scalar representation of the light wave is considered
wherever possible.

The parameter used to describe the interaction of
light with the material is the complex index of re-
fraction ñ, which is a combination of a real part and
an imaginary part and is given by

ñ ¼ nþ ik ½8�

The real part is called the index of refraction and the
imaginary part the extinction coefficient. For a die-
lectric material such as glass, none of the light is
absorbed and k¼ 0; in this case the concern is only n,
as previously defined. In an absorbing medium, k
describes the attenuation of the wave field in the

Table 1 Fundamental parameters of electromagnetic radiation and optical media

Parameter Symbol Value Units

Velocity of light in vacuo c0 ¼ ffiffiffiffiffiffiffiffiffi
m0e0

p
2.997 924 58 x 108 ms�1

Permeability of free space m0 4p x 10�7 henry m� 1

Permittivity of free space e0 8.854 16 x 10�12 farad m� 1

Velocity of light in a medium c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mrm0er e0

p ¼ c0=n ms�1

Refractive index n ¼ ffiffiffiffiffiffiffiffiffi
mr er

p
dimensionless

Relative permeability of a medium mr usually 1 dimensionless

Dielectric constant of a medium er dimensionless

Frequency n¼ c/l Hz

Wavelength in vacuo l0 ¼ c0n m

Wavelength in a medium l ¼ cn ¼ l0=n m

Wave number %n ¼ 1=l cm� 1

Wave vector k ¼ 2p=l m� 1

Photon energy E ¼ hn J (1.6� 10� 19 J¼ 1eV)

Electric field of wave E V m� 1

Magnetic field of wave B A m� 1

Poynting vector S¼E�B W m� 2

Intensity I ¼ Sh iav¼ Ej j2e0c2 W m� 2

k
x

E

B

Figure 2 Picture of a plane polarized light. For plane polarized

light, the E and B vector remain in perpendicular planes to the

propagation vector k.
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medium and it is related to the absorption linear co-
efficient. A complex index of refraction is a charac-
teristic of an absorbing medium.

Real and imaginary parts of the index of refraction
are, in fact, functions of the wavelength l; this is why
when white light enters a prism, it emerges with the
various colors separated. This phenomenon is called
dispersion and is described by the Kramers–Kronig
equations for both the real and imaginary part of the
complex index of refraction or by an approximated
expression by power series of 1¼ l using Cauchy
coefficient. For optical materials, the change of index
with wavelength is very gradual, and often negligible,
unless the wavelength approaches a region where the
material is not transparent. For this reason, in this
article the description of optical systems is simplified
assuming that the light is monochromatic. When
light is reflected by a plane boundary between two
media of different refractive index, the three rays,
that is, incident, reflected, and refracted lie in the
same plane and the angle of incidence is always equal
to the angle of reflection as shown in Figure 3. When
a light ray crosses the boundary, the angle of refrac-
tion y2 is related to the angle of incidence accord-
ingly to Snell’s law

sin y1
sin y2

¼ n2
n1

½9�

If n2on1, there is a maximum angle of incidence for
which there can be a refracted wave because sin y2
cannot be greater than unity for a real angle. This
is called the critical angle yc and is given by
sin yc ¼ n2=n1. Total internal reflection is illustrated
in Figure 3 when y1 exceeds yc and the boundary acts
as a very good mirror.

One or both the media in Figure 3 may be aniso-
tropic. The incident wave will then generally split
into two components, and assist a double-refraction
phenomenon. One of the components obeys Snell’s
law directly (the ordinary wave) while for the other
component, Snell’s law is modified (the extraordinary
wave).

Looking at the wave field at a boundary between
two media, it can be seen that there is still an inter-
dependence sheared by the amplitudes which can be
evaluated and which depends on polarization as in a
case in which E is perpendicular as well as parallel to
the plane of incidence. There are two expressions that
are general statements that apply to all linear, isotrop-
ic, and homogeneous media; they are called Fresnel
equations. For electric field of the wave field perpen-
dicular to the plane of incidence (S polarization)

rs ¼
E0r

E0i

� �
s

¼ nicos yi � ntcos yt
nicos yi þ ntcos yt

½10�

ts ¼
E0t

E0i

� �
s

¼ 2nicos yi
nicos yi þ ntcos yt

½11�

Here rs denotes the amplitude reflection coefficient
and ts is the amplitude transmission coefficient.

For electric field of the wave field parallel to the
plane of incidence (P polarization)

rp ¼ E0r

E0i

� �
p

¼ ntcos yi � nicos yt
nicos yt þ ntcos yi

½12�

tp ¼ E0t

E0i

� �
p

¼ 2nicos yi
nicos yt � ntcos yi

½13�

When the reflecting surface is not a dielectric and k is
nonzero, the index of refraction in the Fresnel equa-
tions is the complex index of refraction and the
Fresnel equations are in general complex number.

(a)

(b)

(c)

	1

	2

	1

n1

n2

90°

	1 > 	c

	1 = 	c

	1

	1

Incident
ray

Reflected
ray

n2

n1 n1>n2

n1<n2

n2

n1 n1> n2

Figure 3 (a) Reflection and refraction of a light ray at the

boundary between two different isotropic media of refractive in-

dex n1 and n2. The case shown is for n24n1: (b) Critical angle

and (c) total internal reflection for n14n2.
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Refractometer

The index of refraction is a topical parameter for
isotropic material. Most of the refractive index meas-
urements are based on ‘‘prism refraction.’’ Since the
angle of deviation between the incident beam and the
refracted beam from a prism varies with the angle of
the prism, with the angle of incidence of the ray on
the prism, and with the refractive index of the prism,
measuring angles involved in the process gives the
value of the refractive index of the prism. The
deviation of a ray of light passing through a simple
prism can be described with the aid of Figure 4. The
various angles a, i, r, and y satisfy Snell’s law irre-
spective of the polarization state of the input beam,
provided the prism is made of an isotropic material.
The deviation y of a ray depends on the incidence
angle i and increases as the angle of incidence is in-
creased. From the symmetry of the system, it follows
that the deviation is minimum for the ray that passes
through the prism symmetrically. When the prism is
used in the position of minimum deviation

i ¼ 1
2 aþ 1

2 y ½14�

Hence, in the minimum deviation condition, the
prism index of refraction is

n ¼ sin ðaþ yÞ=2
sin a=2

½15�

When y and a have been measured, the refractive
index of the prism material can be calculated. If the
angles are measured to about one second, n can be
found to B70:000 01.

The configuration can be used to determine the
refractive index of a liquid by employing a hollow
prism whose faces are parallel-sided plates of glass.
The walls of such a vessel have no effect on the angle
of deviation, and the angle of the liquid prism is the
same as that of the vessel. Hence, a and y can be
measured in the usual way. It is important to point
out that the refractive index of liquid varies rapidly
with temperature, and there is usually no point in
attempting an accuracy better than 0.0001 in the
refractive index unless special care is given to tem-
perature control.

Widely used is the ‘‘critical angle prism refrac-
tometer’’ which uses a critical angle configuration:
the idea is to look at the light totally reflected by
the internal prism wall. An alternative method is to
position the incident beam so that rays fall on the
prism at grazing or near-grazing incidence. The rays
falling on the face BA of Figure 4b at grazing inci-
dence emerge from face AC at angle f, and those
rays incident on BA at angles less than 901 emerge

from AC at an angle greater than f. No light emerges
at angles less than f. When a detector is placed in
front of the AC plane, with the arrangement shown
in the figure, the right-hand side of the field view is
dark and the left-hand side of the field view is bright;
the edge between the bright and dark zones is used to
measure f. In this configuration

n2 ¼ 1þ sin fþ cos a
sin a

� �2

½16�

gives the refractive index of the prism material.
The same method may be employed to determine

the refractive index of a liquid of which only a small
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Figure 4 (a) Symmetrical path of a ray through a prism. (b)

Critical angle prism refractometer with light at grazing incidence.

(c) Critical angle method for liquid sample.
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quantity is available, provided the index of the prism
is greater than that of the liquid. A drop of the liquid
is placed on the face BA and a thin glass plate is
placed over it. If necessary, it is possible to have a
wedge form of the liquid to be examined, and the
glass is held in position by a capillary action. In this
case, the refraction index of the liquid is

n0 ¼ sin a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2 f

q
� cos a sin f ½17�

It should be noted that the maximum possible value
of r is the critical angle, and that there is a grazing
incidence and a grazing emergence. Hence, the angle
of a prism used in the upper configuration must not
be greater than twice the critical angle, otherwise it is
impossible for rays to be transmitted through the
prism.

A two-prism configuration with the critical-angle
method is used in the Abbe refractometer, shown in
Figure 5a. The liquid under test is placed between
two prisms of high refractive index. The prism P
corresponds to the prism to be used in the total re-
flection configuration. Light that strikes P in grazing
incidence emerges at the angle f to be measured. The
measurement of the emerging angle would enable
one to determine the refractive index of the liquid, if
a and the refractive index n of P are known.

Critical-angle based refractometers have three
main disadvantages: (1) they measure light rays co-
ming from the prism on a field view where bright and
dark areas have to be separated and measured, which
is a basically asymmetric system, (2) the refractive

index of the glass prism must be greater than that of
the specimen under test, and (3) the measured index
corresponds to a surface layer and may differ from
that of the main bulk of the specimen. The Hilger–
Chance instrument (Figure 5b) was developed to
overcome these difficulties. The composite glass
block is made by combining two prisms as indicat-
ed. Monochromatic collimated light passes through
the V-block and specimen. The direction of the
emergent light depends upon the refractive index of
the specimen. It will be seen that two perpendicular
plane surfaces must be produced on the specimen,
but it is not necessary for these to be of the highest
quality since a film of liquid can be placed between
the faces of the specimen and the V-block. Since the
method is not a critical-angle method, the refractive
index of the specimen can be greater than or less than
that of the V-block. The accuracy found with this
instrument is 0.000 01. The instrument can be used
for liquids if the V-block is provided with side plates
to form a trough, but 2–3 cc of liquid are required.

Finally, accurate measurements of the index of
refraction up to 0.000 001 can be done using inter-
ferometry which measures the optical path difference
(geometrical difference per index of refraction), and
hence provides the index of refraction of the sample
under test if the geometric path (usually thickness
of the sample) is well known. The interferometric
technique is widely used for several samples, iso-
tropic or not, also for polarizing active material.
Ellipsometry remains at the moment the most pow-
erful method for investigating complex systems, such
as nonisotropic multilayered samples or gradient
varying samples.

Interferometers

Interferometers are complex optical devices based on
interference phenomenon. Optical interference oc-
curs when two or more light waves interact yielding
a resultant irradiance that deviates from the sum of
the component irradiances.

A few of the more important interferometric sys-
tems will be examined here. Interferometric devices
are divided into two groups: wave front splitting and
amplitude splitting. In the first case, portions of the
primary wave front are used as sources to emit sec-
ondary waves, or in conjunction with optical devices
to produce virtual sources of secondary waves. These
secondary waves are then brought together to inter-
fere. In the case of amplitude splitting, the primary
wave itself is divided into two segments, which travel
different paths before recombining and interfering.

In accordance with the principle of superposition,
the light field or the electric field intensity E, at a
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Figure 5 (a) Abbe refractometer and (b) Hilger–Chance instru-

ment.
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point in space, arising from the separate field
E1;E2;y of various contributing sources is given by

E ¼ E1 þ E2 þ? ½18�

Taking the time average of both sides, one finds that
the irradiance in the case of two superposed fields
becomes I ¼ I1 þ I2 þ I12 provided that I1 ¼ /E2

1S,
I2 ¼ /E2

2S, and I12 ¼ 2/E1 � E2S, where /S is the
time average over a time interval T much greater
than the period of the harmonic function. The latter
expression is known as the interference term and
is I12 ¼ /E01 � E02 cos dS, and d ¼ ðk1 � r � k2 � r þ
f1 � f2Þ is the phase difference arising from a com-
bined path length and initial phase-angle difference.

The most common situations correspond to E01

parallel to E02. In that case, the irradiance reduces to
the value found in the scalar case: I12 ¼ E01E02 cos d
and the total irradiance is

I ¼ I1 þ I2 þ 2
ffiffiffiffiffiffiffiffi
I1I2

p
cos d ½19�

If a screen is placed in the region of interference,
bright and dark zones would be visible, which are
known as interference fringe pattern.

At various points in space, the resultant irradiance
can be greater, less than, or equal to I1 þ I2, depen-
ding on d. When d ¼ 0;72p;74p;y; cos d ¼ 1 and
maximum of irradiance is obtained. The waves are
said to be in phase and one speaks of this as total
constructive interference. When 0ocos do1, the
waves are out of phase. As d ¼ p=2; cos d ¼ 0 the
optical disturbance is said to be 901 out of phase, and
I ¼ I1 þ I2. For �1ocos do0, one has the condition
of destructive interference. The minimum in the ir-
radiance results when the waves are 1801 out of
phase, cos d ¼ �1. This occurs when d ¼ 7p;73p;
75p;y, and it is referred to as total destructive
interference.

A special case arises when I1 ¼ I2 ¼ I0, the two
sources have equal irradiance and

I ¼ 2I0ð1þ cos dÞ ¼ 4I0 cos
2 d
2

½20�

for which it follows that Imin ¼ 0 and Imax ¼ 4I0.
When two beams interfere to produce a stable

pattern, they must have very nearly the same fre-
quency. A significant frequency difference would re-
sult in a rapidly varying, time-dependent phase
difference, which in turn would cause I12 to average
to zero during the detection interval. The most com-
mon means of overcoming this problem is to make
one source serve to produce two coherent secondary
sources.

It is to be remembered that because of the granular
nature of the emission process, conventional quasi-
monochromatic sources produce light that is a mix of
photon wave trains. At each illuminated point in
space, there is a net field that oscillates for less
than 10 ns or so before it randomly changes phase.
This interval over which the lightwave resembles
a sinusoid is a measure of what is called its tem-
poral coherence tc. The average time interval during
which the lightwave oscillates in a predictable way
is designated as the coherence time of the radiation.
The longer the coherence time, the greater the tem-
poral coherence of the source. The corresponding
spatial extent over which the lightwave oscillates in a
regular, predictable way is called the coherence
length lc ¼ c� tc, where c is the velocity of light.
The most common means to produce interference,
as will be seen, is to make one source serve to
produce two coherent secondary sources that will
interfere. An interference fringe pattern will be seen
as long as the difference between the optical paths
of the two secondary sources is no longer than the
coherence length of the lightwave. Nowadays, laser
sources are quite cheap and easier to use than
lightwave sources with a temporal coherence rang-
ing up to at least 1ms, corresponding to Km of
coherence length.

Wave Front Splitting Interferometer

A hypothetical monochromatic plane wave illumina-
ting two parallel narrow closely spaced slits, S1 and S2
is to be considered. This is shown in a two-dimen-
sional view in Figure 6. When symmetry exists, the
segments of the primary wave front arriving at the
two slits will be exactly in phase, and the slits will
constitute two coherent secondary sources. One ex-
pects that the two waves coming from S1 and S2
overlap, interference will occur (provided the optical
path difference is less than the coherence length, c � tc).
In a realistic physical situation, the distance between
the screen and the slits will be very large in compar-
ison with the distance a between the two slits, and all
the fringes would be fairly close to the centerO of the
screen. One can express the path difference as

r1 � r2 ¼ ay ½21�

since yHsin y.
Following this approximation y ¼ y=s, r1 � r2 ¼

ay=s. Constructive interference will occur when
r1 � r2 ¼ ml; thus from the last two relations, one
obtains

ym ¼ s

a
ml ½22�
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This gives the position of the mth bright fringe on the
screen, if the maximum at 0 is counted as the zeroth
fringe.

The interferometric configuration discussed above
is known as Young’s experiment. The same physical
and mathematical considerations apply directly to a
number of other wavefront splitting interferometer.
Most common among these are Fresnel double mir-
ror, Fresnel double prism, diffraction grating, and
mirror configuration.

Amplitude Splitting Interferometer

Suppose that a light wave was incident on a semi-
transparent mirror, or simply a sheet of glass. Part of
the wave is transmitted and another part is reflected.
Both the transmitted and the reflected waves will
have lower amplitudes than the original one. When
the two separate waves are brought together again
at the detector, interference results as long as the
original coherence between the two are not destroyed
and if the path length differs by a distance lower than
the coherence length.

Dielectric films The simpler amplitude splitting in-
terference effects are observable in sheet transparent
materials. Consider the simple case of a transparent
parallel plate of dielectric material having a thick-
ness d (Figure 7). Suppose that the film is nonabsor-
bing and that the amplitude–reflection coefficients
at the interfaces are so low that only the first
two reflected beams E1r and E2r need be considered.
One may consider S to be a monochromatic point
source. The film serves as an amplitude-splitting
device, so that E1r and E2r are parallel on leaving
the film and can be brought together at a point P on
the focal plane of a lens. From Figure 7, the optical
path length difference for the two reflected beams is
given by

L ¼ 2nsd cos yt ½23�

The corresponding phase difference associated
with the optical path-length difference is then just
the product k0L, where k0 ¼ 2p=l0. If the film is
immersed in a single medium n1 ¼ n2 ¼ n and there

I=4I0cos2(ya�/s�)
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Figure 6 (a) Geometry of Young’s experiment which is the most pedagogical example of wave-front splitting interferometer. A path-

length difference of one wavelength corresponds to m ¼ 71 and to the first maximum. (b) Irradiance on a photoplate or a CCD camera

is shown together with (c) the idealized irradiance vs. distance curve.
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is an additional phase shift arising from the reflec-
tions between the two light beams themselves, one
internally and one externally reflected, there will be
a relative phase shift of p radians. Accordingly,
d ¼ k0L7p. In the reflected light, an interference
maximum, a bright spot appears at P when d is an
even multiple of p. In that case

d cos y ¼ ð2mþ 1Þ l0
4ns

½24�

This also corresponds to a minima in the transmitted
light. Interference minima in reflected light (maxima
in transmitted light) result when d is an odd multiple
of p. For such cases

d cos y ¼ 2m
l0
4ns

½25�

The thickness of sheet transparent materials com-
monly used in optics, varies from films less than the
length of a light wave, to plates several centimeters
thick. A layer of material is referred to as a thin film
for a given wavelength of electromagnetic radiation
when its thickness is of the order of that wavelength.
The applications of thin dielectric films are mani-
fold, as are their structures which extend from the
simplest single coatings to intricate arrangements of
hundreds of layers. Coatings for high reflecting mir-
rors, to eliminate unwanted reflections, nonabsor-
bing beamsplitters, dichroic mirrors, multilayer
broad, and narrow bandpass filters are examples of
the thin film optical devices.

Mirrored interferometer Among the amplitude-
splitting interferometers that utilize mirrors and
beam splitters, the best known and historically
most important is the Michelson interferometer. Its

configuration is illustrated in Figure 8: a quasimon-
ochromatic source emits a wave, part of which
travels to the right. The beam splitter O divides the
wave into two, one segment traveling to the right and
one up into the background. The two waves are re-
flected by mirrors M1 and M2 and return to the beam
splitter. Part of the wave coming from M2 passes
through the beam splitter going downward, and part
of the wave coming from M1 is deflected by the beam
splitter toward the detector. Thus the two waves are
united, and interference can be expected. The optical
path difference for these rays is 2d, where d is the
difference length between the two interferometer
arms (OM1 and OM2), which represents a phase
difference of k02d. There is an additional phase term
arising from the fact that the wave traversing the arm
OM2 is internally reflected in the beam splitter,
whereas the OM1 wave is internally reflected at O. If
the beam splitter is simply uncoated, the relative
phase shift resulting from the two reflections will be
p radians. Destructive rather than constructive inter-
ference will occur when 2d ¼ ml0, where m is an
integer. If the light source is slightly divergent, an
observer will see a circular fringe system. When the
mirrors of the interferometer are inclined with re-
spect to each other, making a small angle (i.e., when
M1 and M2 are not quite perpendicular), a pattern of
straight parallel fringes is visible.

It is apparent that the Michelson interferometer
can be used to make extremely accurate length meas-
urements. As the movable mirror is displaced by
l0=2, each fringe will move to the position previously
occupied by an adjacent fringe. One need only count
the number of fringes N, or a portion of a fringe, that
has moved past a reference point to determine the
distance traveled by the mirror Dd ¼ Nðl0=2Þ.
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O

Figure 8 Michelson interferometer.
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Figure 7 Thin layer interference.
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Very accurate measurements of wavelengths are
also performed using the Michelson interferometer.
The beam of a reference light source, usually a very
stable and well-known wavelength lr laser, and the
beam within the unknown wavelength lx are aligned
into the interferometer with identical paths but op-
posite directions. This produces two different fringe
systems to be revealed by two different detectors.
While the movable mirror is displaced, sinusoidal
signals are visible by the detectors: the rates of the
interference maxima are counted by the detectors for
both the known and unknown wavelengths. From
the ratio of both counting rates, the unknown
wavelength lx can be obtained by lx=lr ¼ Nr=Nx.

The Twyman–Green interferometer is essentially a
variation of the Michelson interferometer. It is an
instrument of great importance in the domain of
modern optical testing. Illustrated in Figure 9, the
setup has a lens L1, used to provide a source of
incoming plane waves, and a lens L2, which permits
all the light, from the aperture to enter the detector
so that the entire field can be seen.

Twyman–Green interferometers are used to test
the quality of a surface or of a lens with respect to a
reference wave front. For instance, if a reference flat
high-quality surface is used for mirror M1, the mirror
M2 can be tested and any wave front distortions
produced by the surface ofM2 will appear in the final
interferogram, provided that high-quality low-defor-
mation lenses L1 and L2 have been used.

The Mach–Zehnder interferometer shown in
Figure 10 consists of two beamsplitters and two to-
tally reflecting mirrors. The two waves within the
apparatus travel along separated paths. A difference

between the optical paths can be introduced by a
slight tilt of one of the mirrors. Since the two paths
are separated, the interferometer finds myriad appli-
cations. An object interposed in one beam will alter
the optical path-length difference, thereby changing
the fringe pattern. This results in a very accurate de-
termination of the index of refraction of the sample
and its local variations. For these reasons, a common
application of the device is to observe the density
variations in liquid or gas flow patterns.

Another amplitude-splitting device is the Sagnac
interferometer shown in Figure 11. It is to be noticed
that the main feature of the device is that there are
two identical but oppositely directed paths taken by
the beams that form closed loops before they are
united to produce interference. A slight shift in
the orientation of one of the mirrors will produce a
path-length difference and a resulting fringe pattern
changing. When the entire interferometer (mirrors,
source, and detector) rotates about a perpendicular
axis passing through its center, the rotation ef-
fectively shortens the path taken by one beam in
comparison to that of the other. In the interferometer,
the result is a fringe shift proportional to the angular
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Figure 9 Twyman–Green interferometer and arrangement for a

mirror test.
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speed of rotation O : DN ¼ 4AO=cl, where A is the
area formed by the beams of light.

Shearing interferometer The method of lateral
shearing interferometry consists of displacing the
light beam wave front laterally by a small amount
and obtaining the interference pattern between the
original and the displaced wave fronts. Figure 12
schematically illustrates the principle in one of
the simpler experimental configurations, based on a
plane parallel plate. There are many physical ar-
rangements to obtain lateral shear. The most popular
arrangements derive from the use of beam dividers,
that means, of amplitude splitting interferometers. In
this way, the amplitude of the incident wave front is
divided, but the shape of the wave front does not
change. If the wave front is considered nearly planar,
it can be expressed as Wðx; yÞ, where ðx; yÞ are the
coordinates of point P. When this wave front is
sheared in the x direction by an amount s, the
sheared wave front is expressed by Wðx� s; yÞ. The
resultant path difference at P between the original
and the sheared wave front is:

DW ¼ Wðx� s; yÞ �Wðx; yÞ ½26�

The path difference DW may be obtained at various
points on the wave front from the relation: DW ¼
ml, where m is an integer indicating the order of the
interference fringe. It is expected that for a perfect,
plane wave DW ¼ 0 a null fringe will occur, but as
soon as the wave front is distorted and DW is not

zero, a fringe system, sometimes rather complicated,
is visible. When the wave front is laterally sheared,
normally it is assumed that the new wave front is not
tilted with respect to the original one. It is possible to
obtain a known amount of tilt between the two wave
fronts by using a wedge with a small angle instead of
a parallel plate in Figure 12 setup. In such a case, the
optical path difference associated with this tilt may be
presented as a linear function of the coordinate along
the tilt, and a system of straight fringes is generated.
A deviation from the straight fringe system is a meas-
ure of the wave front deformation.

Lateral shearing interferometers are commonly
used for checking the collimation of a lens, or me-
asuring lens parameters such as focal length or the
refractive index, for studying of homogeneity of
transparent solid samples, and for flow studies. An-
other application involves the measurement of sur-
face imperfections of concave or convex surfaces.

Here, it is important to note that Mach–Zehnder,
Twyman–Green, and shearing interferometers are
widely used in noncontact measurement of surface
height profiles. They can be used to determine sur-
face roughness or geometries of small features. All
these interferometric profile measurements are non-
contact and therefore do not harm the surface under
test. They are very sensitive and can measure heights
with a precision of up to 0.1 ÅRMS (root mean
square). Quantitative phase-measurement techniques
are generally used to determine the phase difference
between an object point and a reference. This phase
is then converted into height information. Because of
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Figure 12 Schematic diagram of a lateral shearing interferometer using a plane parallel plate of glass. Diagram also illustrates the

original and the sheared wave front, and lateral shearing interferogram of a wave front distorted by spherical aberration.
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the precision in measurement and noncontact con-
figuration, interferometric optical profilometers are
appropriate for on-line process control. All these in-
struments measure heights relative to a reference
surface rather than absolute distance. All profiling
instruments can be calibrated relative to an existing,
traceable standard; however, most of these instru-
ments are better than existing standards, so it is hard
to determine their absolute accuracy.

The main limitation of interferometric optical pro-
filers is due to the phase shift induced by reflection of
the object beam from the test surface. Every material
induces a phase shift depending on its complex index
of refraction. As long as a surface comprises of a
single material and does not have a transparent coa-
ting on it, the phase shift does not cause a problem.
When two dissimilar materials are next to each other
on the surface, they will have different phase shifts
upon reflection and the height difference at the
boundary will be incorrect. This problem can be
overcome using a coating with an opaque material,
or by knowing the optical constants of the different
materials.

Multiple beam interferometer The multiple beam
interferometer (also known as Fabry–Perot inter-
ferometer after its inventors) consists of two plane
parallel highly reflecting surfaces or mirrors sepa-
rated by some distance d (Figure 13). Light coming
in the volume between the mirrors can be partly
reflected and transmitted by the surfaces. The dis-
tance d generally ranges from several millimeters
to several centimeters when the apparatus is used
interferometrically, and to few tens of centimeters or

more when it serves as a laser resonant cavity. Con-
sider a point source S1 and one ray emitted, entering
by way of the partially reflecting plate, it is multiply
reflected within the gap. The transmitted rays are
collected by a lens and brought to a screen. The
multiple waves generated in the cavity, arriving at P
from S1 are coherent among themselves. All the rays
incident on the parallel plates at a given angle will
result in a circular fringe of uniform irradiance. The
interference bands will be narrow concentric rings,
corresponding to multiple-beam transmission pat-
tern. The phase difference between two successively
transmitted waves is

d ¼ 4pn
l0

d cos yt þ 2f ½27�

where f is an additional phase shift introduced by
metallic films at the surfaces, if present. f can be
considered constant and, in general, d is so large and
l0 so small that f can be neglected. One can consider
that reflectance R is the fraction of the flux density
reflected at each incidence and T the transmittance.
One can neglect absorption from the metal films that
are used to increase the reflectance, and consider
Rþ T ¼ 1. The irradiance of the transmitted beam is

It ¼ I0
ð1� R2Þ

ð1� R2Þ þ 4R sin2ðd=2Þ
½28�

and the irradiance of the reflected beam is

It ¼ I0R
4 sin2ðd=2Þ

ð1� R2Þ þ 4R sin2ðd=2Þ
½29�
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Figure 13 Multiple beam interferometer and intensity profile of Fabry–Perot fringes.
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Multiple-beam interference has resulted in a redis-
tribution of the energy density in comparison to the
sinusoidal two-beam pattern. Peaks in the transmis-
sion occur at specific values of the phase difference
d ¼ 2pm. The frequency range dn between two maxi-
ma is the free spectral range of the interferometer.
For normal incidence, the free spectral range be-
comes dn ¼ c=2nd. Accordingly, the irradiance will
drop to half of its maximum value whenever d shifts
from dmax of 2ð1� RÞ=

ffiffiffiffi
R

p
. In frequency units, the

halfwidth becomes Dn ¼ ðc=2ndÞðð1� RÞ=ðp
ffiffiffiffi
R

p
ÞÞ.

The ratio dn=Dn to the free spectral range dn and
the halfwidth Dn is called the finesse F of the inter-
ferometer:

F ¼ Dn
dn

¼ p
ffiffiffiffi
R

p

1� R
½30�

The finesse is determined only by the reflectivity R of
the surfaces.

The Fabry–Perot interferometer is frequently used
to examine the detailed structure of spectral lines.
Two incident waves with frequencies n1 and n2 ¼
n1 þ Dn produce two systems of fringes partly super-
imposed. This will traduce into two transmitted ir-
radiances corresponding to the two different
wavelengths. The spectral resolution n=Dn of the
interferometer is determined by the free spectral
range dn and by the finesse F. A Fabry–Perot inter-
ferometer with d¼ 1 cm, R¼ 0.98 for a wavelength
light in the visible range, that is, l ¼ 500 nm, having
negligible wedge and high-quality surfaces, so that
the finesse is mainly determined by the reflectivity,
achieves F ¼ 155, a resolving power Dl=l ¼ 10�7.
This means that the line width of the instrument
is dl ¼ 5� 10�5 nm and in frequency unit, dn ¼
60MHz.

Both the applications and configurations of the
Fabry–Perot interferometer are numerous indeed.
Solid etalon, or air-spaced plane parallel reflecting
surfaces are used as transmission filters. Using spher-
ical mirrors where the demand for parallelism is
dropped, with high-reflectivity dielectric coating can
achieve high large finesse F410000. Spherical mir-
ror Fapry–Perot configurations are also used for laser
cavities.

As a final comment on interferometers, it needs to
be pointed out that nowadays much of the progress
in the field of interferometry has come not from
inventing new forms of interferometers, but from
powerful fringe analysis methods, such as phase-shift
interferometer analysis in optical testing, mostly
helped by computer data treatment, and from
making user-friendly instruments. Interferometry
has the great advantage of a high-precision and

noncontact capability in measurement. Commercial
interferometric systems can achieve a resolution in
the direction of propagation of the light beams of
2 nm and in the transversal plane ten times larger.
This corresponds also to a resolution in the index of
refraction measurement resolution of 10–6 and in
highly controlled laboratory experiments in a 10–8
resolution. The major impediment of interferometry
is its sensitivity: because of this, instruments tend to
measure the whole surrounding environment, which
can adversely affect accuracy.

Polarimeter and Ellipsometer

As discussed above, light may be treated as trans-
verse electromagnetic waves. Thus far, only linear
polarized light has been considered, that is, light for
which the orientation of the electric field is constant,
although its magnitude and sign vary in time. The
electric field, therefore, resides in a fixed plane that
contains both E and k, the electric field vector and
the propagation vector in the direction of motion,
and is known as the plane of vibration.

One can resolve any plane polarized wave into two
orthogonal components with the appropriate relative
phase difference. For a wave propagation along the z
axis, the two orthogonal electric field components
can be represented in the form

Exðz; tÞ ¼ i cosðkz� otÞ ½31�

Eyðz; tÞ ¼ j cosðkz� ot þ eÞ ½32�

If e is equal to zero or an integral of 72p, the re-
sultant electric field becomes

E ¼ ðiE0x þ jE0yÞcosðkz� otÞ ½33�

and has a fixed amplitude. If e is an odd integer
multiple of 7p, the electric field is again linearly
polarized but the plane of vibration has been rotated.
Circular polarization occurs when both constituent
waves have equal amplitudes and their relative phase
difference e ¼ 7p=2þ 2mp, where m ¼ 0;71;
72;y the consequent wave is given by

E ¼ E0½i cosðkz� otÞ7j cosðkz� otÞ� ½34�

The amplitude is constant but the electric field E is
time varying and it rotates clockwise (right-circularly
polarized light) or counterclockwise (left-circularly
polarized) at an angular frequency o.

Both linear and circular polarized light may be
considered to be special cases of elliptically polar-
ized light. This means that, in general, the resul-
tant electric field vector will rotate and change its
magnitude as well. In such cases, the endpoint of
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E will trace out an ellipse in a fixed space perpen-
dicular to k.

Instruments employed to measure polarization of a
light beam after its interaction with a sample are
commonly known as polarimeters or ellipsometers.
A polarimeter is used when a light beam is trans-
mitted through the sample whereas an ellipsometer is
commonly used when a light beam is reflected by the
sample. Both, the polarimeter and ellipsometer, use
polarizers and retarders.

An optical device with an input of nonpolarized
light and an output of some form of polarized light is
known as a polarizer. For instance, an instrument
that separates the two linear orthogonal components
of electric field, discarding one and passing on the
other, is a linear polarizer. Depending on the output
it could also be classified as circular or elliptical
polarizer. Polarizers come in many different con-
figurations, but they are all based on one of the four
fundamental physical mechanisms: dichroism or
selective absorption, reflection, scattering, and bire-
fringence or double refraction.

Polarizers are used in two different ways. If the
polarizer is used to convert unpolarized light to po-
larized light, it is called the ‘‘polarizer.’’ If it is used to
determine the state of polarized light (usually by
locating the null), it is called the ‘‘analyzer.’’

The next optical element to be considered is called
the ‘‘retarder’’ or ‘‘quarter-wave-plate.’’ The wave
plate, in general, is an anisotropic optical element
with a fast axis and a slow axis, both of which are
perpendicular to each other and to the direction of
propagation of light. The component of the wave
which is aligned with the fast axis passes through
the optical element faster than the component aligned
with the slow axis. The thickness of the wave plate can
be chosen such that the phase difference is exactly 901.

Polarimeter

Polarimeters are optical instruments used for deter-
mining the polarization properties of light beams and
samples. Light-measuring polarimeters determine
the polarization state of a beam of light and give
its polarization characteristics. Sample-measuring
polarimeters are used in light–matter interaction in
which an incident beam can be transmitted, reflected,
diffracted, or scattered by the sample. Polarimeters
are used to determine the relationship between the
polarization states of incident beams and output
beam. Polarimeters are composed of a polarization
generator consisting of all elements needed to pro-
duce a beam of a known polarization state, and a
polarization analyzer to perform a particular polar-
ization component in the output light beam.

A common polarimetric configuration is shown in
Figure 14a. Light from the source passes through a
linear polarizer whose orientation a1 is adjustable.
The generated linearly polarized light interacts with
the sample and is analyzed by a second linear polar-
izer whose orientation a2 is also adjustable. This
polarimeter is sufficient only when linear polariza-
tion effects are dominant. Whenever circular polar-
ization effects are present in the sample, elliptical
properties of the output light must be considered and
a more complete polarimeter is needed as shown in
Figure 14b.

Typical applications of polarimeters include cali-
bration of polarization elements for optical systems,
but they are also widely used to analyze any optically
active substances. There is a large number of organic
and inorganic substances that are optically active in
their crystalline, liquid, or dissolved state. Being op-
tically active means that these substances are able to
rotate the direction of oscillation of polarized light
around a determined angle. A well-known optical
substance is sugar: if it is dissolved in an optically
inactive liquid like water, the degrees of angle of
rotation depend – amongst other factors – on the
concentration of the solution. This angle of rotation
can be determined by a polarimeter with the highest
possible precision. Analysis of active sugar solutions,
and of any active solutions, is the most important
application of polarimeters in the quality control,
determination of concentration, and purity control in
food, chemical, and pharmaceutical industries.
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Figure 14 (a) The dual rotating polarizer polarimeter consists

of a source, a linear polarizer which rotates, the sample, a second

linear polarizer with a varying angular orientation, and the detec-

tor. (b) The dual rotating retarder polarimeter consists of a

source, a fixed linear polarizer, a retarder which rotates, the

sample, a second retarder with a varying angular orientation, a

fixed linear polarizer, and the detector. The polarimeter meas-

ures, in a complete way, all the polarization characteristics.
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Ellipsometer

In ellipsometry, a collimated beam of a well-known
polarized and monochromatic light is incident on a
sample surface and the state of polarization of the
reflected light is analyzed. In a typical scheme shown
in Figure 15a, light is linearly polarized at a known
but arbitrary plane of vibration identified by angle yi
with the plane of incidence. The two components of
polarization being S and P, are taken respectively
parallel and perpendicular to the plane of incidence.
For optically isotropic structures, ellipsometry is car-
ried out at oblique incidence and reflected light re-
sults to be elliptically polarized. For incident electric
field components Eis and Eip, the corresponding field
components of the reflected light are given by

Ers ¼ rsEis; Erp ¼ rpEip ½35�

where rp and rs are the complex Fresnel reflection
coefficients of the sample for P and S polarized light.

By taking the ratio of the respective sides of the
two equations, one gets

r ¼ rp=rs ¼
Eis=Eip

Ers=Erp
½36�

The second term in the equation describes the inci-
dent and reflected polarization states of light. There-
fore, pure polarization measurements determine the
ratio of the complex reflection coefficient for the S
and P polarizations. These ratios are subsequently
related to the structural and optical properties of the
ambient–sample interface region by invoking an ap-
propriate model and the electromagnetic theory of
reflection.

The ellipsometric measurement is normally ex-
pressed in terms of C and D:

tanC eiD ¼ r ¼ rp
rs

½37�

Referring to Figure 15, the phase difference between
the parallel component and the perpendicular com-
ponent of the incoming wave is denoted as d1, and
the phase difference between the parallel and the
perpendicular component of the outgoing wave as d2.
It results that the parameter D ¼ d1 � d2 is the
change in phase difference that occurs upon reflec-
tion and its value can be from 01 to 3601. Without
regard to phase, the amplitude of both perpendicular
and parallel components may change upon reflec-
tion, their ratio represented by the tan C.

As ellipsometry measures a ratio quantity, the
measurement is potentially more precise and accu-
rate than a traditional intensity reflectance or trans-
mission measurement. On the other hand, since
ellipsometry is a polarization-based measurement,
relatively complex optical instrumentation is re-
quired. Spectroscopic ellipsometry measures the
complex ratio r as a function of wavelength, where-
as variable angle spectroscopic ellipsometry performs
the above measurement as a function of both
wavelength and angle of incidence.

In case multiple interfaces have to be analyzed, it is
possible to derive the ratio of the amplitude of the
resultant reflected wave to the amplitude of the in-
cident wave as a function of the Fresnel reflection
coefficients for the single interfaces, wavelength of
light, and thickness of layers.

For many instruments used today, the intensity
measurement of the reflected light is related to
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Figure 15 (a) Interaction of polarized light with a sample. (b) A rotating element ellipsometer. In this ellipsometer, only the analyzer

rotates. The intensity measurement can be made with the quarter-wave-plate retarder either in the beam or outside it.
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rotation of the analyzer of polarization on the re-
flected beam. This instrument is shown schematically
in Figure 15b. In this case the polarizer on the in-
cident beam is set at a fixed angle, usually 451. The
quarter wave plate (QWP) is fixed with the fast axis
perpendicular to the plane of incidence and can be
placed in the beam or removed from it. Only one of
the polarizing elements (the analyzer) is rotated. The
intensity I measured as a function of time t by the
light detector can be expressed as

IðtÞ ¼ I0 1þ acos 2AðtÞ þ bsin 2AðtÞ½ � ½38�

where AðtÞ ¼ 2pft þ Ac with f being the angular fre-
quency of the rotation and Ac being a constant phase
offset. I0 is the average intensity, and a and b are the
Fourier coefficients. For a rotating analyzer instru-
ment, the optimum precision is obtained when the
light incident on the rotating analyzer is circularly
polarized. If the phase shift induced by the reflection
is B901, the optimum precision would be realized by
using linearly polarized light (no QWP). The light
starts out linearly polarized (components in phase)
and the reflection changes it into near-circularly po-
larized light. If, on the other hand, the phase shift due
to the reflection is either none or B1801 without the
QWP, the light incident on the analyzer would be
almost linearly polarized. In this case the QWP is
used. Typically, C is measured without the QWP in
place and D is measured both with and without the
QWP. Depending on the value obtained, one or the
other of the measurements is used.

The Fourier coefficients a and b are given by

a ¼ �cos 2C and b¼ sin 2C cos Dm ½39�

where Dm is the measured phase difference between
the parallel and the perpendicular components of the
light at the analyzer. These equations can be inverted
to give

cos Dm ¼ 7

ffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

1� a2

s
½40�

and

tanC ¼
ffiffiffiffiffiffiffiffiffiffiffi
1þ a
1� a

r
½41�

If the QWP is not used, the phase shift induced by the
reflection is given by D ¼ Dm. If the QWP is in place
and the light incident on the sample is circularly po-
larized, then it is necessary to add the retardation of
the QWP to the measured value. If the QWP is per-
fect, then D ¼ Dm þ 90�.

Many desired material parameters can be extract-
ed by this technique, including layer thickness,
surface and/or interfacial roughness, and optical
constants.

n ¼ n0 þ in1 ½42�

where n0 ¼ c=v is the index of refraction and n1 is
the extinction coefficient and takes care of absorp-
tion phenomena. The ellipsometric data measured on
a bulk sample can be directly inverted into the op-
tical constants of the material, assuming that surface
oxide or roughness effects are negligible:

ñ ¼ n0 þ ik

¼ sinf2 1þ tan f2 � 1� r
1þ r

� �2
" #

½43�

where f is the angle of incidence and r is measured
by an ellipsometer.

This equation gives the averaged and a first appre-
ciation of physical parameters under test. A full op-
tical and microstructure analysis of real materials
including multilayer structures, requires use of an ap-
propriate model and regression analysis. It should be
noted that r is the quantity measured by an ellipso-
meter and, assuming the instrument is operating
properly, it is correct. The calculated sample para-
meters, such as thickness and index of refraction are
correct, depend on whether the model assumed is
correct. Typical examples of applications are deter-
mination of thickness and index of refraction of
thin-film stacks up to five layers, material, optical
constant of photoresist which is critical for industrial
lithography, measurement of thickness and composi-
tions of complex compound semiconductor struc-
tures, optical multilayer coatings, and variation in
optical coating index.

Radiometer

Radiometry deals with the measurement of amounts
of light. Photometry takes into account the response
of the human eye which rises to a nonlinear and
wavelength-dependent subjective impression of radi-
ometric quantities.

Radiant power W, measured in watts, is the total
amount of energy emitted by a light source per sec-
ond. The spectral variation of radiant power can be
specified in terms of the radiant power density per
unit wavelength interval Wl

W ¼
Z

N

0

Wl dl ½44�
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If the light source emits radiation only for some spe-
cific duration, it is more useful to specify the source
in terms of its radiant energy output Qe, measured in
joules. If the source emits radiation for a time T, one
can write

Qe ¼
Z T

0

WðtÞ dt ½45�

The amount of power emitted by a source in a par-
ticular direction per unit solid angle is called radiant
intensity Ie, and is measured in watts per steradian. In
general,

W ¼
I

Ie Oð Þ dO ½46�

where the integral is taken over a closed surface sur-
rounding the source. If Ie is the same in all directions,
the source is said to be an isotropic radiator. At dis-
tance r from such a source, if r is much greater than
the dimension of the source, the radiant flux crossing
a small area DS is

fe ¼
IeDS
r2

½47�

The irradiance at this point, measured in Wm� 2, is

Ee ¼
Ie
r2

½48�

which is equal to the average value of the Poynting
vector measured at that point. The radiant flux emit-
ted or reflected or scattered per unit area of a surface
is called the radiant emittance Me, and it is measured
in Wm� 2. For an extended source, the radiant flux
emitted per unit solid angle per unit area of the
source is called its radiance or brightness Le:

Le ¼
dIe
dSn

½49�

where the area dSn is the projection of the surface
element of the source in the direction being con-
sidered. When the light emitted from a source or
scattered from a surface has a radiance that is inde-
pendent of the viewing angle, the source or surface is
called a perfectly diffuse or Lambertian radiator. For
such a source, the radiant intensity at an angle y to
the normal to the surface is clearly

IeðyÞ ¼ Ieð0Þ cos y ½50�

The total flux emitted per unit area of such a surface
is its radiant emittance, which, in this case, is
Me¼ pIe(0).

For plane waves, since all the energy in the wave is
transported in the same direction, it is customary to
specify the radiant flux crossing unit area normal to
the direction of propagation, and call this the inten-
sity I of the plane wave. Because lasers emit radiation
into an extremely small solid angle, they have very
high radiant intensity, and it is once again more usual
to refer simply to the intensity of the laser beam at a
point as the energy flux per second per unit area.
Presently, radiometry involves the measurement of
the energy content of electromagnetic radiation fields
and the determination of how this energy is trans-
ferred from a source, through a medium, and to a
detector, independently of its effect on a particular
detector. The measurement of the effect of the trans-
fer of radiation, such as absorption, reflection, or
scatter is usually called spectrophotometry.

In common practice, radiometry is divided accord-
ing to regions of the spectrum in which the same
experimental technique can be used. Thus, vacuum
ultraviolet, visible and near visible, intermediate-in-
frared, far infrared, and microwave regions are con-
sidered separate fields in radiometry.

Photometry concerns radiometry related to human
vision, and measurement of the ability of elect-
romagnetic radiation to produce a visual sensation in
a physically realizable manner. The response of the
human eye gives rise to a nonlinear and wavelength-
dependent subjective impression of radiometric
quantities. The response function of the human eye
extends roughly from 400 to 700 nm with a peak at
555 nm. In photometry, radiometric quantities are
used with different names and units. The luminous
intensity, for instance, is the equivalent of the radi-
ometric quantity, radiant intensity, and in photom-
etry is measured as candela where 1 candela¼
1 lumen str� 1.

Today, measurement of the energy content of
electromagnetic radiation is performed with an elec-
trically calibrated detector, which is a device for me-
asuring absolute radiant power in comparison to
electrical power. It consists of a thermal detector that
has a radiation-heater within the surface, or the
heater is in good thermal contact with the surface.
When the device is irradiated, the detector senses the
temperature of the radiantly heated surface. The ra-
diation source is then blocked and the power to the
electrical heater adjusted to reproduce the tempera-
ture of the radiantly heated surface. The electrical
power to the heater is measured and equated to the
radiant power on the surface. As the measurement
has to be accurate, differences between the radiant
and the electrical heating modes must be evaluated.

Detectors are distinguished by two types of radiant
power absorber configurations: a flat surface coated
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with a highly absorbing material or a cavity-shaped,
light-trapping detector. Cavity-shaped radiometers
are usually more accurate over a greater spectral
range than flat-surface radiometers. However, a flat-
surface receiver can be fabricated with less thermal
mass than a cavity-shaped receiver, and, therefore,
may have greater sensitivity and a faster response
time.

Electrically calibrated detectors are in widespread
use today; they are commercially available and are
calibrated in the factory with a calibration lamp.
They use either a thermocouple, a thermopile, or a
bolometer. They operate at ambient temperature and
are commonly used for solar/artificial lighting and
for laser power measurements.

See also: Crystal Optics; Holography; Optical Properties
of Materials.

PACS: 42.87.�d; 07.60.Hv; 07.60.Ly; 07.60.Fs;
07.60.Dq
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Metallurgical microscopes differ from biological mi-
croscopes primarily in the manner by which the
specimen is illuminated due to the opacity of metals.
Unlike biological microscopes, metallurgical micro-
scopes must use reflected light, rather than transmit-
ted light. Figure 1 is a simplified ray diagram of a
metallurgical microscope. The prepared specimen is

placed on the stage with the surface perpendicular to
the optical axis of the microscope and is illuminated
through the objective lens by light from a lamp or arc
source. This light is focused by the condenser lens
into a beam that is made approximately parallel to
the optical axis of the microscope by a half-silvered
mirror. The light then passes through the objective
onto the specimen. It is then reflected from the sur-
face of the specimen, back through the objective, the
half-silvered mirror, and then to the eyepiece to the
observer’s eye, or to a camera port or a film plane.

1
2

6

3

4

5

Figure 1 Schematic showing the light path in an upright reflected light microscope using bright-field illumination (1. aperture

diaphragm; 2. luminous-field diaphragm; 3. reflector; 4. objective pupil; 5. sample surface; 6. tube lens). (Reproduced with permission of

Buehler, Ltd.)
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After the specimen has been properly sectioned
and polished, it is ready for examination. However,
in many cases, it is important to begin the examina-
tion with an as-polished specimen, particularly for
quality control or failure analysis work. Certain
microstructural constituents, such as nonmetallic
inclusions, intermetallic phases, nitrides, cracks, or
porosity, are best evaluated in the as-polished con-
dition as etching reveals other microstructural
features that may obscure such details. In the as-
polished condition, there is a minimum of extra
information for the observer to deal with which
makes examination of these features most efficient.
Some materials do not require etching and, in a few
cases, examination is less satisfactory after etching.

For most metals, etching must be used to fully
reveal the microstructure. A wide range of processes
are used, the most common being etching with either
acidic or basic solutions. For most metals and alloys,
there are a number of general-purpose etchants that
should be used first to reveal the microstructure. Sub-
sequent examination may indicate that other more
specialized techniques for revealing the microstruc-
ture may be useful. For example, the examination
may reveal certain constituents that the metallograp-
her may wish to measure. Measurements, particularly
those performed with automatic image analyzers, will
be simpler to perform and more reliable if the desired
constituent can be revealed selectively, and numerous
procedures are available to produce selective phase
contrasting.

Henry Clifton Sorby

When Henry Clifton Sorby made his first examina-
tion of the microstructure of iron on 28 July 1863, he
was using a transmitted light petrographic micro-
scope made by Smith, Beck, and Beck of London that
he had purchased in 1861. Although capable of
magnifications up to 400�, most of his examinations
were conducted at 30, 60, or 100� and his first mi-
crographs were produced at only 9�. The objective
lenses of this microscope were equipped with Lie-
berkühns silvered concave reflectors for focusing
light on opaque specimens.

Sorby quickly realized that reflected light produced
with the Lieberkühns reflectors was inadequate and
he developed two alternate methods for this purpose.
Subsequently, others developed vertical illuminators
using prisms or plane glass reflectors and Sorby’s
systems were not further developed. In 1886, Sorby
reported on the use of ‘‘very high power’’ (650�) for
the study of pearlite. This was accomplished using
a 451 cover glass vertical illuminator made for him
by Beck.

For many years, photomicroscopy was conducted
using specially built reflected microscopes known as
metallographs. These devices represented the ‘‘top-
of-the-line’’ in metallurgical microscopes and were
essential for quality work. In the late 1960s and early
1970s, manufacturers developed metallographs that
were easier to use from the eyepiece viewing position.
The temperamental carbon-arc light sources were re-
placed by xenon-arc lamps. The unwieldy bellows
systems for altering magnification were replaced by
zoom systems. Vertical illuminators, previously using
single-position objectives, were equipped with four-
to-six position rotatable nosepiece turrets to minimize
objective handling. The light path was deflected so
that the film plane was conveniently near at hand.
Universal-type vertical illuminators and objective
lenses were introduced so that the illumination mode
could be readily switched from bright field to dark
field, polarized light, or differential interference con-
trast (DIC). Such systems were very attractive in that
separate vertical illuminators and objectives were no
longer needed for each illumination mode and hand-
ling was eliminated. Exposure meters were also added
at this time, chiefly as a result of the rising popularity
of instant films where such devices are needed to
minimize film wastage. However, by the late 1970s,
these large metallographs had become very expensive,
too expensive for most laboratories.

In 1979, microscope manufacturers began to in-
troduce very high quality, reasonably priced, com-
pact metallographs. These microscopes can be
obtained with a wide variety of objective lens types
and auxiliary accessories to meet the metallograp-
her’s needs. They are available with universal vertical
illuminators that permit easy switching from one il-
lumination mode to another using the same set of
objective lenses. Furthermore, the manufacturers
have introduced new glass compositions and lens
formulations, generally by computer-aided design,
for improved image contrast and brightness. Tung-
sten–halogen filament lamps have largely replaced
xenon-arc lamps as the preferred light source.

Microscope Components

Light Sources

The amount of light lost during passage from the
source through a reflecting-type microscope is appre-
ciable because of the intricate path the light follows.
For this reason, it is generally preferable that the in-
tensity of the source be high, especially for photomi-
croscopy. Several types of light sources are used
including tungsten-filament lamps, tungsten–halogen
lamps, quartz–halogen lamps, and xenon-arc bulbs.
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Tungsten-filament lamps generally operate at low
voltage and high current. They are widely used for
visual examination because of their low cost and ease
of operation.

Tungsten–halogen lamps are the most popular
light source today due to their high light intensity.
They produce good color micrographs when tung-
sten-corrected films are employed. Light intensity
can be varied easily to suit the viewing conditions by
adjusting a rheostat, a distinct advantage over arc
lamps.

Xenon-arc lamps produce extremely high intensity,
and their uniform spectra and daylight color tem-
perature makes them suitable for color photomi-
crography. The first xenon lamps produced ozone,
but modern units have overcome this problem. Light
output is constant and can only be reduced using
neutral-density filters.

Condenser

An adjustable lens free of spherical aberration and
coma is placed in front of the light source to focus
the light at the desired point in the optical path. A
field diaphragm is placed in front of this lens to min-
imize internal glare and reflections within the micro-
scope. The field diaphragm is stopped down to the
edge of the field of view.

A second adjustable-iris diaphragm, the aperture
diaphragm, is placed in the light path before the ver-
tical illuminator. Opening or closing this diaphragm
alters the amount of light and the angle of the cone of
light entering the objective lens. The optimum setting
for the aperture varies with each objective lens and is
a compromise among image contrast, sharpness, and
depth of field. As magnification increases, the aper-
ture diaphragm is stopped down. Opening this ap-
erture increases image sharpness, but reduces
contrast; closing the aperture increases contrast, but
impairs image sharpness. The aperture diaphragm
should not be used for reducing light intensity. It
should be adjusted only for contrast and sharpness.

Filters

Light filters are used to modify the light for ease of
observation, for improved photomicroscopy, or to
alter contrast. Neutral-density filters are used to re-
duce the light intensity uniformly across the visible
spectrum. Various neutral-density filters, with a
range of B85% of to 0.01% transmittance, are
available. Most light microscopes offer selection of at
least two such filters.

Selective filters are used to balance the color tem-
perature of the light source to that of the film. This is
often necessary for faithful reproduction of color

images, depending on the light source used and the
film type. A green or yellow-green filter is widely
used in black-and-white photography to reduce the
effect of lens defects on image quality. Most ob-
jectives, particularly the low-cost achromats, require
such filtering for best results.

Polarizing filters are used to produce plane-polar-
ized light (one filter) or crossed-polarized light (two
filters rotated to produce extinction) for examina-
tions of metals with noncubic crystallographic struc-
tures.

Objectives

The objective lens forms the primary image of the
microstructure and is the most important component
of the light microscope. The objective lens collects as
much light as possible from the specimen and com-
bines this light to produce the image. The numerical
aperture (NA) of the objective, a measure of the
light-collecting ability of the lens, is defined as

NA ¼ n sin a

where n is the minimum refraction index of the ma-
terial (air or oil) between the specimen and the lens,
and a is the half-angle of the most oblique light rays
that enter the front lens of the objective. Light-col-
lecting ability increases with a. The setting of the
aperture diaphragm will alter the NA of the con-
denser and therefore the NA of the system.

The most commonly used objective is the achro-
mat, which is corrected spherically for one color
(usually yellow-green) and for longitudinal chromat-
ic aberration for two colors (usually red and green).
Therefore, achromats are not suitable for color pho-
tomicroscopy, particularly at higher magnifications.
Use of a yellow-green filter yields optimum results.
However, achromats do provide a relatively long
working distance, that is, the distance from the front
lens of the objective to the specimen surface when in
focus. The working distance decreases as the ob-
jective magnification increases. Most manufacturers
make long-working-distance objectives for special
applications, for example, in hot-stage microscopy.
Achromats are usually strain free, which is important
for polarized light examinations. Because they con-
tain fewer lenses than other more highly corrected
lenses, internal reflection losses are minimized.

Semiapochromatic or fluorite objectives provide a
higher degree of correction of spherical and chro-
matic aberration. Therefore, they produce higher
quality color images than achromats. The apochro-
matic objectives have the highest degree of correction,
produce the best results, and are more expensive.
Plano objectives have extensive correction for flatness
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of field, which reduces eyestrain, and are often found
on modern microscopes.

With parfocal lens systems, each objective on the
nosepiece turret will be nearly in focus when the
turret is rotated, preventing the objective front lens
from striking the specimen when lenses are switched.
Many objectives also are spring loaded, which helps
prevent damage to the lens. This is more of a prob-
lem with high-magnification objectives, because the
working distance can be very small.

Certain objectives are designed for use with oil
between the specimen and the front lens of the ob-
jective. However, oil-immersion lenses are rarely
used in metallography, because the specimen and lens
must be cleaned after use. However, they do provide
higher resolutions that can be achieved when air is
between the lens and specimen. In the latter case, the
maximum possible NA is 0.95; oil-immersion lenses
produce a 1.3 to 1.45NA, depending on the lens and
the oil used. Objective magnifications from B25 to
200� are available, depending upon the manufac-
turer. Use of oil also improves image contrast, which
is valuable when examining low-reflectivity speci-
mens, such as coal or ceramics.

Eyepieces

The eyepiece, or ocular, magnifies the primary image
produced by the objective; the eye can then use the
full resolution capability of the objective. The mi-
croscope produces a virtual image of the specimen at
the point of most distinct vision, generally 250mm
(10 in.) from the eye. The eyepiece magnifies this
image, permitting achievement of useful magnificat-
ions. The standard eyepiece has a 24-mm-diameter
field of view, whereas wide-field eyepieces for plano-
type objectives have a 30-mm-diameter field of view,
which increases the usable area of the primary image.
Today, the wide-field plano-objective is standard on
nearly all metallurgical microscopes.

The simplest eyepiece is the Huygenian, which is
satisfactory for use with low- and medium-power
achromat objectives. Compensating eyepieces are
used with high NA achromats and the more highly
corrected objectives. Because some lens corrections
are performed using these eyepieces, the eyepiece
must be matched with the type of objective used. The
newer, infinity-corrected microscopes do not perform
corrections in the eyepieces, but in a tube lens. So,
eyepieces are simpler in the infinity-corrected micro-
scopes.

Eye clearance is the distance between the eye lens
of the ocular and the eye. For most eyepieces, the eye
clearance is 10mm or less – inadequate if the mi-
croscopist wears glasses. Simple vision problems,

such as near-sightedness, can be accommodated using
the fine focus adjustment. The microscope cannot
correct vision problems such as astigmatism, and
glasses must be worn. High-eyepoint eyepieces are
available to provide an eye clearance of B20mm,
necessary for eyeglasses.

Eyepieces are commonly equipped with various
reticles or graticules for locating, measuring, count-
ing, or comparing microstructures. The eyepiece
enlarges the reticle or graticule image and the pri-
mary image. Both images must be in focus simulta-
neously. Special eyepieces are also produced to
permit more accurate measurements than can be
made with a graticule scale. Examples are the filar-
micrometer ocular or screw-micrometer ocular. Such
devices can be automated to produce a direct digital
readout of the measurement, which is accurate to
B1 mm.

A 10� magnification eyepiece is usually used, to
obtain standard magnifications; some systems re-
quire other magnifications; such as 6.3�. However,
higher power eyepieces, such as 12, 15, 20, or 25�,
are also useful in certain situations. The overall
magnification is found by multiplying the objective
magnification, Mo, by the eyepiece magnification,
Me. If bellows or a zoom system is also used, the
magnification should be altered accordingly.

Stage

A mechanical stage is provided for focusing and
moving the specimen, which is placed on the stage
and secured using clips. The stage of an inverted mi-
croscope has replaceable center-stage plates with dif-
ferent size holes. The polished surface is placed over
the hole for viewing. However, the entire surface can-
not be viewed, unless the specimen is smaller than the
hole and it is mounted. At high magnifications, it may
not be possible to focus the objective near the edge of
the hole due to the restricted working distance.

Using the upright microscope, the specimen is
placed on a slide on the stage. Because the polished
surface must be perpendicular to the light beam, clay
is placed between the specimen bottom and the slide.
A piece of lens tissue is placed over the polished sur-
face, and the specimen is pressed into the clay using a
leveling press. However, pieces of tissue may adhere
to the specimen surface. An alternative, particularly
useful with mounted specimens, is to use a ring in-
stead of tissue to flatten the specimen. Aluminum or
stainless steel ring forms of the same size as the
mounts (flattened slightly in a vise) will seat on the
mount rather than on the specimen.

The upright microscope allows viewing of the en-
tire surface with any objective, and the operator can
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see which section of the specimen is being viewed – a
useful feature when examining specific areas on
coated specimens, welds, and other specimens where
specific areas are to be examined. For mounted spec-
imens, an auto-leveling stage holder can eliminate
leveling specimens on clay.

The stage must be rigid to eliminate vibrations.
Stage movement, controlled by x- and y-microme-
ters, must be smooth and precise; rack and pinion
gearing is normally used. Many stages have scales for
measuring the distances in the x- and y-directions.
The focusing controls often contain rulings for est-
imating vertical movement. Some units have motor-
ized stages and focus controls.

A circular rotatable stage plate may facilitate po-
larized light examination. Such stages, common for
mineralogical or petrographic studies, are graduated
to permit measuring the angle of rotation. A rectilinear
stage is generally placed on top of the circular stage.

Stand

Bench microscopes require a rigid stand, particularly
if photomicroscopy is performed on the unit. The
various pieces of the microscope are attached to the
stand when assembled. In some cases, the bench mi-
croscope is placed on a separate stand that also holds
the photographic system.

Resolution

To see microstructural detail, the optical system must
produce adequate resolution, or resolving power, and
adequate image contrast. If resolution is acceptable
but contrast is lacking, detail cannot be observed. In

general, the ability to resolve two points or lines
separated by distance d is a function of the
wavelength, l, of the incident light and the numer-
ical aperture, NA, of that objective.

d ¼ kl
NA

where k is 0.5 or 0.61. Figure 2 illustrates this re-
lationship for k¼ 0.61 and four light wavelengths.
Other formulas have also been reported. This equa-
tion does not include other factors that influence
resolution, such as the degree of correction of the
objectives and the visual acuity of the microscopist. It
was based on the work of Abbe under conditions not
present in metallography, such as self-luminous
points, perfect black-white contrast, transmitted-
light examination, an ideal point-light source, and
absence of lens defects.

Using the above equation, the limit of resolution
for an objective with an NA of 1.3 is B0.2 mm. To
see lines or points spaced 0.2 mm apart, the required
magnification must be determined by dividing the
resolving power of the human eye, which is difficult
to determine under observation conditions. Abbe
used a value of 0.3mm at a distance of 250mm – the
distance from the eye for optimum vision. For light
with a mean wavelength of 0.55 mm, the required
magnification is 1100 times the NA of the objective.
This is the origin of the 1000 �NA rule for the max-
imum useful magnification. Any magnification above
1000 �NA is termed ‘‘empty,’’ or useless.

Strict adherence to the 1000 �NA rule should be
questioned, considering the conditions under which
it was developed, which are certainly far different
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Figure 2 Influence of objective numerical aperture and wavelength on the resolution of the light microscope. (Reproduced with

permission from Buehler, Ltd.)
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from those encountered in metallography. According
to the Abbe analysis, for a microscopist with opti-
mum 20/20 vision and for optimum contrast condi-
tions and a mean light wavelength of 550 nm, the
lowest magnification that takes full advantage of the
NA of the objective is 500 times the NA. This es-
tablishes a useful minimum magnification to be used
with a given objective. It has been suggested that the
upper limit of useful magnification for the average
microscopist is 2200 �NA, not 1000 �NA.

Depth of Field

Depth of field is the distance along the optical axis
over which image details are observed with accept-
able clarity. Those factors that influence resolution
also affect depth of field, but in the opposite direc-
tion. Therefore, a compromise must be reached be-
tween these two parameters, which is more difficult
as magnification increases. This is one reason light
etching is preferred for high-magnification examina-
tion. The depth of field, df, can be estimated from:

df ¼ l
ðn2 �NA2Þ1=2

NA2

where n is the refractive index of the medium be-
tween the specimen and the objective (nE1.0 for
air), l is the wavelength of light, and NA is the nu-
merical aperture. This equation shows that depth of
field increases as the NA decreases and when longer
wavelength light is used, as shown in Figure 3.

Imaging Modes

Most microscopical studies of metals are made using
bright-field illumination. In addition to this type of
illumination, several special techniques (oblique illu-
mination, dark-field illumination, DIC microscopy,

and polarized-light microscopy) have particular ap-
plications for metallographic studies.

Nearly all microscopes using reflected or transmit-
ted light employ Köhler illumination because it
provides the most intense, most even illumination
possible with standard light sources. The reflected
light microscope has two adjustable diaphragms: the
aperture diaphragm and the field diaphragm, located
between the lamp housing and the objective. Both are
adjusted to improve illumination and the image. To
obtain Köhler illumination, the image of the field
diaphragm must be brought into focus on the spec-
imen plane. This normally occurs automatically
when the microstructural image is brought into fo-
cus. The filament image must also be focused on the
aperture diaphragm plane. This produces uniform
illumination of the specimen imaged at the interme-
diate image plane and magnified by the eyepiece.

Bright Field

In bright-field illumination, the surface of the spec-
imen is normal to the optical axis of the microscope,
and white light is used. A ray diagram for bright-field
illumination is illustrated in Figure 4. Light that
passes through the objective and strikes a region of
the specimen surface that is perpendicular to the
beam will be reflected back up the objective through
the eyepieces to the eyes where it will appear to be
bright or white. Light that strikes grain boundaries,
phase boundaries, and other features not perpendic-
ular to the optical axis will be scattered at an angle
and will not be collected by the objective. These
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Figure 3 Influence of the objective numerical aperture and

wavelength on the depth of field of the light microscope.

(Reproduced with permission from Buehler, Ltd.)
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Figure 4 Schematic showing the light path in bright-field

illumination (1. light source; 2. color-neutral beam splitter;

3. reflected-light objective; 4. sample surface; 5. tube lens).

(Reproduced with permission from Buehler, Ltd.)
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regions will appear to be dark or black in the image.
Bright-field is the most common mode of illumina-
tion used by metallographers.

Oblique Illumination

The surface relief of a metallographic specimen can
be revealed using oblique illumination. This involves
offsetting the condenser lens system or, as is more
usually done, moving the condenser aperture to a
position slightly off the optical axis. Although it
should be possible to continually increase the con-
trast achieved by oblique illumination by moving the
condenser farther and farther from the light axis, the
numerical aperture of a lens is reduced when this
happens because only a portion of the lens is used.
For this reason, there is a practical limit to the
amount of contrast that can be achieved. Illumina-
tion also becomes uneven as the degree of ‘‘oblique-
ness’’ increases. Since DIC systems have been
available, oblique illumination is rarely offered as
an option on new microscopes.

Dark Field

Another method that can be used to distinguish fea-
tures not in the plane of the polished-and-etched
surface of a metallographic specimen is dark-field
(also called dark ground) illumination. This type of
illumination (see Figure 5 for a ray diagram) gives
contrast completely reversed from that obtained with
bright-field illumination – the features that are light
in bright-field will be dark in dark-field, and those
that are dark in bright-field will be light, appearing
to be self-luminous, in dark-field. This highlighting

of angled surfaces (pits, cracks, or etched grain
boundaries) allows more positive identification of
their nature than can be derived from a black image
with bright-field illumination. Due to the high image
contrast obtained and the brightness associated with
features at an angle to the optical axis, it is often
possible to see details not observed with bright-field
illumination.
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Figure 5 Schematic showing the light path in dark-field illumi-

nation (1. light source; 2. mirror step assembly; 3. mirror with an

oval hole; 4. reflected-light objective; 5. sample surface).

(Reproduced with permission from Buehler, Ltd.)
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Figure 6 Schematic showing the light path in polarized light with

an optional sensitive tint (lambda plate) filter (1. light source; 2.

polarizer; 3. control-neutral beam splitter; 4. reflected-light objective;

5. sample surface; 6. A. analyzer; 6a. l. optional lambda plate; 7.

tube lens). (Reproduced with permission from Buehler, Ltd.)

A
�

7
7a

2

5

6

4

3

P

∆h

1

Figure 7 Schematic showing the light path in DIC illumination

(1. light source; 2. polarizer; 3. control-neutral beam splitter;

4. birefringent prism, DIC prism; 5. reflected-light objective;

6. sample surface; 7. analyzer; 7a. lambda plate). (Reproduced

with permission from Buehler, Ltd.)
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Polarized-Light Microscopy

Because many metals and metallic and nonmetallic
phases are optically anisotropic, polarized light is
particularly useful in metallography. Polarized light
is obtained by placing a polarizer (usually a Polaroid
filter) in front of the condenser lens of the microscope
and placing an analyzer (another Polaroid filter)
before the eyepiece, as illustrated in Figure 6. The
polarizer produces plane-polarized light that strikes
the surface and is reflected through the analyzer to
the eyepieces. If an anisotropic metal is examined
with the analyzer set 901 to the polarizer, the grain
structure will be visible. However, viewing of an iso-
tropic metal (cubic metals) under such conditions
will produce a dark, ‘‘extinguished’’ condition (com-
plete darkness is not possible using Polaroid filters).
Polarized light is particularly useful in metallography
for revealing the grain structure and twinning in
anisotropic metals and alloys and for identifying
anisotropic phases and inclusions.

DIC Microscopy

When crossed polarized light is used along with a
double quartz prism (Wollaston prism) placed be-
tween the objective and the vertical illuminator
(Figure 7), two light beams are produced which ex-
hibit coherent interference in the image plane. This
leads to two slightly displaced (laterally) images dif-
fering in phase (l/2) that produces a height contrast.
The image produced reveals topographic detail
somewhat similar to that produced by oblique illu-
mination but without the loss of resolution. Images
can be viewed with natural colors similar to those

observed in bright-field, or artificial coloring can be
introduced by adding a sensitive tint plate.

As an example of the use of these different imaging
modes, Figure 7 shows the microstructure of an al-
uminum bronze specimen that was water-quenched
from the beta field forming martensite. The specimen
was prepared but not etched. A minor amount of
relief was introduced in final polishing. Figure 8a
shows the surface in bright-field illumination. Due to
the relief present, a faint image of the structure is
visible. Dark-field (Figure 8c) and DIC (Figure 8d)
make use of this relief to reveal much more detail
than in bright-field. However, as the martensite is
noncubic in crystal structure, it responds well to
crossed-polarized light (Figure 8b). Of course, not
every material can be examined using all four illu-
mination modes, but there are many cases where two
or more modes can be effectively utilized to reveal
more information than given by bright-field alone.

See also: Confocal Optical Microscopy; Scanning Near-Field
Optical Microscopy; Transmission Electron Microscopy.

PACS: 07.60.Pb; 42.15.Eq; 42.15.Dp; 42.79.Ci
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Figure 8 Microstructure of an as-polished specimen of Cu–11.8%Al quenched from the beta field to produce martensite viewed with:

(a) bright-field, (b) polarized light, (c) dark-field, and (d) Nomarski DIC. Micrographs at 200�. (Reproduced with permission from

Buehler, Ltd.)
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Introduction

The optical properties of materials are of major
interest from both the applicative and the funda-
mental points of view. They are indeed quantified by
macroscopic functions, such as the refractive index,
the absorption coefficient and reflectivity, a know-
ledge of which is necessary in designing and
implementing optic or optoelectronic components
and devices. They explain the nature of the material
(e.g., allowing the distinction between metals, semi-
conductors, and insulators), and of the material
homogeneity, crystal structure, and composition.
Moreover, the macroscopic optical response should
be related to microscopic properties, such as the
electronic and vibrational structures, by means of
classical models (e.g., Drude–Lorentz model) and
quantum treatments (e.g., for interband and intra-
band optical transitions).

In this article, the optical properties of macro-
scopic materials based only on classical arguments
are described. Starting fromMaxwell’s equations in a
medium, the propagation of electromagnetic (em)
waves in isotropic, linear, and homogeneous materi-
als is treated. To this aim, complex macroscopic
quantities as the dielectric function, the optical con-
ductivity, and the refractive index are introduced,
together with the dispersion relations which they
obey. Some hints at their extensions to anisotropic
and nonlinear materials are given.

The reflection and transmission properties of em
waves are then analyzed at the interface between
different materials, and the appropriate functions
are defined for unpolarized light waves. Their exten-
sion for polarized waves follows, with the addition
of the ellipsometric functions which are particu-
larly interesting from the application point of view.
Finally, links between the different optical functions
and brief hints at their measurement techniques are
given.

Maxwell’s Equations in a Medium

The theoretical framework for the optical properties
of a material is given by Maxwell’s equations which
describe the propagation of an em wave in a medium

and which in SI units are

r �D ¼ r; r � B ¼ 0

r� E ¼ �@B

@t
; r�H ¼ j þ @D

@t

½1�

where E and H are the electric and magnetic fields, D
the electric displacement, B the magnetic induction, r
the external introduced charge density, j the current
density.

The relations between the electric and magnetic
fields are

D ¼ e0Eþ P; H ¼ B

m0
�M@ ½2�

where P is the polarization (electric dipole moment
per unit volume) and M the magnetization (magnetic
moment per unit volume), e0 and m0 the vacuum
permittivity and magnetic permeability.

The current density j in the more general case
contains two terms

j ¼ jext þ jcond ½3�

where jext is the current density introduced into the
medium from an external source and jcond is the
conduction current which is induced by a driving em
field and which arises from the motion of charges in
phase with the field.

All these quantities are macroscopic, that is, the
average of their microscopic counterparts over a
volume DV with linear dimensions small compared
to the wavelength l of the em wave, but large enough
to contain many atoms. Then the medium can be
treated as continuous from the viewpoint of optical
properties, although an ideally perfect crystal is not
rigorously homogeneous on a microscopic scale. For
instance, the internal charge density has crystal pe-
riodicity and varies sharply in the unit cell.

In the following, homogeneous, isotropic, non-
magnetic ðB ¼ m0HÞ materials are treated in the
absence of external charges ðr ¼ 0Þ and currents
ðjext ¼ 0Þ. Moreover, the linear response regime is
considered, that is, the variations in the internal
charge density and in the current density induced by a
driving em field of small intensity are proportional to
the field. In these assumptions, the appropriate cons-
titutive equations of the medium are:

P ¼ e0wE; jcond ¼ sE ½4�

where w is the electric susceptibility and s is the con-
ductivity. The susceptibility w and the conductivity s
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contain the response of the medium to the em field E.
They both appear at the right-hand side of the last of
Maxwell’s equations [1] and represent two different
currents, the conduction current jcond and the polar-
ization current jpol ¼ @P=@t ¼ e0wð@E=@tÞ. Since
periodic solutions of Maxwell’s equations are con-
sidered, jcond and jpol are p/2 out-of-phase: jcond is
in-phase with E and gives a time-average power
absorption per unit volume Pa ¼ /j � ES ¼ s/E2S;
jpol, instead, is p/2 out-of-phase with E and does not
provide any absorption. It is stressed that jcond and
jpol, and thus w and s, are not independent quantities
because they have the same origin: the motion of
charges (free or bound) induced by the em field. As it
is shown below, the real quantities w and s are better
represented by the real and imaginary parts of a single
complex quantity. Moreover, the conductivity s
which appears in eqn [4] is sometimes called optical
conductivity, which in the limit of zero-frequency
equals the usual DC electrical conductivity, that is,
for a static field E sa0 only in conductors, while for
time-variable fields EðtÞ sa0 for both conductors
and insulators.

An alternative parameter which characterizes a
material is defined through eqn [2] by

D ¼ e0Eþ P ¼ e0Eþ e0wE ¼eE ½5�

where the quantity e ¼ e0ð1þ wÞ is termed the die-
lectric constant or dielectric function (as is evident
below, the second nomenclature is more appropriate
when dealing with time-dependent fields). The di-
mensionless quantity er ¼ e=e0 ¼ ð1þ wÞ is the re-
lative dielectric function.

e and s are the parameters which allow one to
completely characterize the optical response of the
material. They describe the velocity of the wave in
the medium and its spatial attenuation, that is, the
energy absorbed by the medium, respectively. e and s
are functions of frequency (this property is called
time dispersion) and the wave vector (spatial disper-
sion) of the em wave. Moreover, they depend also on
internal/external physical parameters, such as tem-
perature, pressure, magnetic or electric static fields.

In the aforementioned hypotheses and from
Maxwell’s equations, the following wave equation
can be derived:

r2E ¼ ere0m0
@2E

@t2
þ sm0

@E

@t
½6�

This is the so-called d’Alembert equation for a wave
propagating in a generic absorbing medium. Solu-
tions of eqn [6] are necessarily restricted to trans-
verse waves because r � E ¼ 0 in the absence of a net
charge density r. In vacuum ðer ¼ 1; s ¼ 0Þ, the

wave velocity coincides with the velocity of light
c ¼ ð ffiffiffiffiffiffiffiffiffi

e0m0
p Þ�1, while in a nonabsorbing medium

ðs ¼ 0Þ the phase velocity is v ¼ ð ffiffiffiffiffiffiffiffiffiffiffiffiffi
ere0m0

p Þ�1 ¼
c=

ffiffiffiffi
er

p ¼ c=n, where n ¼ ffiffiffiffi
er

p ¼ c=v is the refractive
index of the medium. The wave amplitude attenua-
tion is described by the second term on the right-
hand side of eqn [6].

The Complex Dielectric Function

It must be emphasized that, in the case of time-de-
pendent em fields, there is generally a phase shift
between the motion of the charge carriers and the
electric field E (similar to what happens in AC cir-
cuits). In such cases the complex formalism is par-
ticularly convenient to describe these phase shifts, in
addition to describing dispersion and absorption
effects at the same time. Complex fields are usually
defined, the real parts of which have physical mean-
ing and are the ones involved in Maxwell’s equa-
tions. For instance, Eðr; tÞ ¼ Re½Ẽðr; tÞ�, where the
tilde distinguishes the complex quantity from its real
counterpart.

Since the experimental measurements of the opti-
cal properties of solids are usually conducted with
monochromatic light, a solution of eqn [6] is con-
sidered in the form of a monochromatic plane wave:

Ẽðr; tÞ ¼ Ẽ0 exp½iðq̃ � r � otÞ� ½7�

where Ẽ is the complex electric field, Ẽ0 ¼ E0e
ij0 is

the polarization vector with an arbitrary phase j0, r
is the position vector with respect to an arbitrary
coordinate system, o ¼ 2pn is the angular frequency,
and q̃ ¼ q1 þ iq2 is the complex wave vector of the
em wave in the medium. The absolute value of the
wave vector in vacuum is q¼ 2p/l¼o/c. In fact, q̃
describes the phase and spatial attenuation of the em
wave, its explicit form being written as

Eðr; tÞ ¼Re Ẽðr; tÞ
¼Re Ẽ0 exp½iðq̃ � r � otÞ�

� �
¼Re Ẽ0 exp½iðq1 � r � otÞ�

� �
expð�q2 � rÞ

¼E0 cosðq1 � r � ot þ j0Þexpð�q2 � rÞ ½8�

In general, q1 and q2 are perpendicular to the constant
phase planes and to the constant amplitude planes,
respectively. If q1jjq2, the wave is homogeneous.

By inserting the monochromatic plane wave ex-
pression (eqn [7]) in eqn [6], the wave dispersion
relation is obtained:

q̃ � q̃ ¼ m0 eþ i
s
o

� �
o2 ¼ m0*eo

2 ½9�
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where a complex dielectric function *e has been in-
troduced as

*e � e1 þ ie2 ¼ eþ i
s
o

½10�

The real part e1 ¼ e describes the wave dispersion
while the imaginary part e2 ¼ s=o accounts for the
dissipation of energy by the material. Alternatively,
the complex conductivity *s � s1 þ is2 ¼ �io*e ¼ s�
ioe is sometimes used instead of *e.

The possibility of a phase shift between D̃ (or j̃)
and Ẽ is now easily included by defining D̃ ¼ *e Ẽ (or
j̃ ¼ *sẼ). Moreover, when considering an em field
given by eqn [7], the displacement current @D=@t and
the conduction current jcond which appear in Max-
well’s equations can be combined as follows:

jcond þ
@D

@t
¼ sEþ e

@E

@t
¼ Re½ðs� ioeÞẼ�

¼Re½ *sẼ� ¼ Re½�io*e Ẽ� ½11�

Thus the response function *e accounts not only for
the displacement current @D=@t, which is p/2 out-of-
phase with E and does not dissipate energy, but also,
in its imaginary part, for the conduction current
jcond, which is in-phase with E and dissipates energy.
The same holds for *s. When the optical response of a
medium is calculated according to a specific model,
either *e or *s must be introduced (but not both), since
each one already includes both the in-phase and out-
of-phase components.

In a general treatment, e and s are functions of
space and time since the space–time representation of
Maxwell’s equations has been adopted. They are re-
sponse functions or linear integral operators that
connect the fields D(r, t) and j(r, t) with the electric
field Eðr 0; t0Þ at all other positions and all earlier
times. Thus, in general,

Dðr; tÞ ¼
Z

dr 0
Z t

�N

eðr; r 0; t; t0ÞEðr 0; t0Þdt0 ½12�

that is, D (r, t) and E (r, t) are not proportional to
each other, while this is true for their Fourier com-
ponents. In fact, fields and sources should be decom-
posed into a complete set of monochromatic plane
waves, for example

Eðr; tÞ ¼
Z þN

�N

dq

Z þN

�N

Ẽðq;oÞ

� exp½iðq � r � otÞ�do ½13�

where Ẽ (q, o) is the Fourier transform of E(r, t),
with

Ẽðq;oÞ ¼ 1

2p

� �4Z þN

�N

dr

Z þN

�N

Eðr; tÞ

� exp½�iðq � r � otÞ�dt ½14�

Operating the Fourier transform of eqn [12] and
utilizing the convolution theorem, one obtains

D̃ðo; qÞ ¼ *eðo; qÞẼðo; qÞ ½15�

where the complex dielectric function *eðo; qÞ,
Fourier transform of e(r, t), shows up as the propor-
tionality constant between the complex field com-
ponents. An analogous relation j̃ðo; qÞ ¼ *sðo; qÞ
Ẽðo; qÞ can be obtained.

The frequency and wave vector dependence of
*eðo; qÞ and *sðo; qÞ describe the time and the spatial
dispersion of the material, respectively. The spa-
tial dispersion is associated with the presence of nat-
ural lengths in the medium, such as the dimension of
atoms and interatomic spacings; its effect is weak for
wavelengths which are long as compared to the nat-
ural lengths. In the optical spectral range, the spatial
dispersion should be neglected and *eðo; qÞ ¼ *eðoÞ;
this is not possible at X-ray wavelengths. Moreover, it
may be noted that the wave dispersion relation (eqn
[9]), which binds o and q, does not imply, in general,
a connection between time dispersion and spatial
dispersion. In principle, it is possible to investigate
separately the temporal response of a medium (and
hence the time dispersion in o) by subjecting it to
a spatially uniform field that oscillates in time, or the
spatial response (and hence the spatial dispersion
in q) with a static field that is spatially periodic.

In an anisotropic medium, the polarization P and
jcond generally lie in a direction different from that of
E. This situation can be handled by representing the
complex dielectric function as a tensor *eij. The real
and imaginary parts of *eij are symmetric also for an
anisotropic medium; thus, it is possible to put each of
them into diagonal form in an appropriate set of co-
ordinate axes (principal axes). The two sets do not
coincide in general, until the crystal has symmetry at
least as high as an orthorhombic one. ln the partic-
ular case of cubic crystal symmetry, *eij reduces to a
scalar quantity.

In a nonlinear dielectric medium, it is possible to
expand the relation between P and E in a Taylor
series about E ¼ 0. Thus P ¼ e0ðwEþ wð2ÞE2þ
wð3ÞE3þ?Þ, where the wðnÞ coefficient describes
the nth order nonlinear effect. The eqn [6] is not
applicable to em waves in nonlinear media. How-
ever, Maxwell’s equations can be used to derive a
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nonlinear partial differential equation that these
waves obey.

Finally, the real and imaginary parts of *e are not
independent quantities, being related to one another
by the integral relations, the so-called Kramers–
Kronig relations. These relations follow rigorously
from the requirement of causality (i.e., there can be
no effect before the cause) and apply to the real and
imaginary part of whatever linear response function.
Thus, the complex dielectric function *e (o) obeys the
following relations:

e1ðoÞ ¼ e0 þ
2

p
P

Z
N

0

o0e2ðo0Þ
o02 � o2

do0

e2ðoÞ ¼ �2o
p
P

Z
N

0

e1ðo0Þ � e0
o02 � o2

do0
½16�

where P stands for the principal value of the integral.
It may be recalled that *e and *s describe the macro-

scopic properties of materials, but they can be related
to polarizabilities on the atomic scale and give reasons
for the microscopic properties of condensed matter, for
example, electronic and vibrational structures.

Complex Refractive Index

In analogy with the statement n2ðoÞ ¼ erðoÞ valid in
nonabsorbing media, where n is the refractive index,
it is useful to define a complex quantity, the so-called
complex refractive index ñðoÞ that is related to the
relative complex dielectric function *erðoÞ ¼ *eðoÞ=e0
by the relation:

ñ2ðoÞ ¼ *erðoÞ ½17�

The real part of ñðoÞ coincides with the usual refr-
active index while the imaginary part is the extinc-
tion coefficient of the medium. Thus

ñðoÞ ¼ nðoÞ þ ikðoÞ ½18�

and then the real and imaginary parts of *e, including
the absorption contribution, should be written as

er1 ¼ n2 � k2; er2 ¼ 2nk ½19�

Also, the inverse relations are derived as

n ¼ 1

2
er1 þ ðe2r1 þ e2r2Þ

1=2
h i	 �1=2

; k ¼ er2
2n

½20�

The dispersion relation of eqn [9] assumes the fol-
lowing expression:

q̃ � q̃ ¼ m0*eo
2 ¼ m0e0*ero

2 ¼ o2

c2
ñ2 ½21�

If the wave is homogeneous, that is, q1jjq2, it holds
q̃ ¼ ðo=cÞñuq, where uq is the unit vector parallel
to q̃, and then q1 ¼ ðo=cÞnuq; q2 ¼ ðo=cÞkuq. Thus,
eqn [7] should be written as

Ẽðr; tÞ ¼ Ẽ0 exp �o
c
kuq � r

h i
� exp i

o
c
nuq � r � ot

� �h i
½22�

The extinction coefficient k measures the attenuation
of the wave amplitude with the propagation distance
inside the medium, while n determines the phase
velocity c/n in the medium. The penetration depth d
or classical skin depth, defined as the distance at
which the field amplitude drops by 1/e, is d ¼ c=ok.

In anisotropic material, ñðoÞ is no more a scalar
quantity, and as it is stated for *e, it should be a tensor.
For example, in a uniaxial crystal (i.e., *exx ¼ *eyya*ezz)
ordinary (no) and extraordinary (ne) refractive in-
dexes are defined, for light propagation in the xy
plane and along the z direction, respectively.

Just as e1 and e2, n and k also satisfy Kramers–
Kronig relations.

An additional important macroscopic quantity of
the medium is the absorption coefficient a, which
describes the relative decrease in the wave intensity I
with unit distance (in the propagation direction, i.e.,
uq||dr). Since the wave intensity (i.e., the power
which is incident on the unit area perpendicular to
uq) is I ¼ nce0E2=2, from eqn [22] it follows that

aðoÞ ¼ 2ko
c

¼ 4pk
l

¼ oer2
nc

½23�

The exponential attenuation of I after a propagating
distance d accounts for the phenomenological
Lambert–Beer law:

I ¼ I0e
�ad ½24�

where I0 is the incident wave intensity. Differently
from n and k, a is a dimensional quantity and is
normally measured in cm�1. The ad coefficient that
reflects both the physical and chemical properties,
and the geometry of the medium is referred to as
optical density.

Reflection and Transmission Properties

Unpolarized Light

While the refractive index n is measurable with a
high degree of accuracy through experimental tech-
niques that do not require absolute intensity meas-
urements, such as minimum deviation, Brewster
angle and interferometric techniques, the complete
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determination of n and k (or a) of a medium gene-
rally requires the measurement of the intensity re-
flected Ir, transmitted It, and/or absorbed Ia with
respect to the intensity I0 of an em wave incident on
the material surface. From the energy conservation
law, it follows that

I0 ¼ Ir þ It þ Ia ½25�

Dividing both sides by I0, one obtains:

RþTþA ¼ 1 ½26�

where R, T, and A are the reflectance, the trans-
mittance and the absorbance of the medium, re-
spectively. The connection between these quantities
and the optical functions of the medium can be ob-
tained by Maxwell’s equations with appropriate sur-
face boundary conditions, that is, the tangential
components of E and H and the normal components
of D and B at the surface of the material are con-
tinuous.

Hereafter, only specularly reflected light is dealt
with: this condition is well matched when surface
irregularities and roughness have length scales much
smaller than the light wavelength l. In this case, dif-
fuse reflection losses are negligible.

Consider the simplest case of a plane monochro-
matic wave, propagating in a medium with refractive
index ñ0, which is normally incident on the surface of
a semi-infinite medium with refractive index ñ giving
rise to the phenomena of reflection and refraction.
Applying the boundary conditions both to the elec-
tric field E and to the magnetic field H (with E ¼
m0H � v in a transverse electromagnetic wave), the
tangential components of the incident (0), reflected
(r) and refracted (i.e., transmitted, t) fields must obey

Ẽt ¼ Ẽ0 þ Ẽr

ñẼt ¼ ñ0Ẽ0 � ñ0Ẽr

½27�

By solving for Ẽr and Ẽt, one has

r̃ ¼ Ẽr

Ẽ0

¼ ñ0 � ñ

ñ0 þ ñ

t̃ ¼ Ẽt

Ẽ0

¼ 2ñ0
ñ0 þ ñ

½28�

where r̃ and t̃ are complex quantities in the more
general case, and are named reflection and transmis-
sion Fresnel coefficients, respectively. Then, the re-
flected and transmitted waves change in amplitude
and phase with respect to the incident one, and while
r̃ change only in sign inverting the propagation di-
rection, t̃ changes the absolute value. It is noted that

t̃ ¼ 1þ r̃ and its value should exceed unity. More-
over, in transparent media (n0 and n real) the phase
change in reflection is p when n0on.

At the interface of the two media, the reflected and
transmitted intensity relative to the incident one are
called reflectivity R and transmittivity T, and are
given by:

R ¼ Ir
I0

¼ r̃j j2¼ ñ0 � ñ

ñ0 þ ñ











2

¼ n� n0ð Þ2þ k� k0ð Þ2

nþ n0ð Þ2þ kþ k0ð Þ2 ½29�

T ¼ It
I0

¼ Re
ñ

ñ0

� �
t̃j j2

¼Re
ñ

ñ0

� �
2ñ0

ñ0 þ ñ











2

It may be noted that R and T arep1 with Rþ T ¼ 1,
as expected by the energy conservation at the inter-
face between different media.

When considering the reflection, absorption, and
transmission properties of optical materials, care
must be taken to differentiate between reflectivity
and reflectance, transmittivity and transmittance. To
make the distinction between these terms clear, con-
sider a sample of material with ñ and thickness d,
immersed in air (ñ0 ¼ 1), as shown in Figure 1. Co-
ming from air, the near-normally incident beam is
split into reflected and transmitted fractions (as de-
termined by R and T) at each interface, giving rise to
secondary beams: reflectance and transmittance are
obtained by summing up all the multiple-reflected
and multiple-transmitted elements, which account
also for light absorption along the thickness d. The

I0

n0 =1

n~

n0 =1

Ir1

It1 It2 It3 It4

Ir2 Ir3 Ir4

d

Figure 1 Reflected and transmitted beams generated by an em

wave with intensity I0 near-normally incident on a layer with

complex refractive index ñ immersed in air. Refracted and re-

flected angles are exaggerated for clearness.
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total intensity reflected from the front surface is

Ir ¼ Ir1 þ Ir2 þ?þ Irn þ?

¼ðRþ RT2e�2ad þ R3T2e�4ad þ?ÞI0 ½30�

Then, since T ¼ 1� R, the reflectance R is

R ¼ Ir
I0

¼ Rþ ð1� R2ÞR e�2 ad

1� R2 e�2 ad
½31�

Similarly the transmittance T results in

T ¼ ð1� RÞ2 e�ad

1� R2 e�2ad
½32�

and the absorbance A ¼ 1�R�T is equal to

A ¼ ð1� RÞð1� e�adÞ
1� R e�ad

½33�

In the only case when the optical density adc1, the
reflectance R has only the first term in eqn [31] and
coincides with the reflectivity R of the material; there
is no more intensity transmitted. If the thickness of
the sample is sufficiently low to allow transmittance,
T depends on a, d, and R.

Polarized Light

In order to evaluate the Fresnel coefficients in the
general case of a plane wave propagating in a me-
dium with refractive index ñ0 and incident at an
angle f0 on a semi-infinite medium with refractive
index ñ, it is convenient to consider separate cases
with the electric vector polarized perpendicular to
and parallel to the plane of incidence. There is no
loss of generality in doing so, since any electric or
magnetic vector may be resolved into components
normal to and parallel to this plane. The subscripts s
and p normally refer to the normal and parallel
component, respectively.

The electric field Ẽ0ðr; tÞ associated to an inci-
dent plane wave propagating in the z direction of a
local coordinate system xyz (Figure 2) can be repre-
sented as

Ẽ0ðr; tÞ ¼RefðiẼ0s þ jẼ0pÞ
� exp½iðq̃ � r � otÞ�g ½34�

where Ẽ0p and Ẽ0s are the complex field components
of Ẽ0 that describe both amplitude and phase de-
pendence along the x (s direction) and y (p direction)
axes of the system. The electric field of the reflected
wave can be represented in another local coordinate

system as

Ẽrðr 0; tÞ ¼Refði0r̃sẼrs þ j0r̃pẼrpÞ
� exp½iðq̃0 � r 0 � otÞ�g ½35�

An analogous expression holds for the transmitted
electric field. As in the previous case, by imposing the
surface boundary conditions for the electric and
magnetic fields at the interface, the complex Fresnel
coefficients in reflection (r̃p and r̃s) and transmission
(t̃p and t̃s) are obtained:

r̃p ¼
Ẽrp

Ẽ0p

¼ ñ0 cos *f� ñ cos *f0

ñ0 cos *fþ ñ cos *f0

t̃p ¼ Ẽtp

Ẽ0p

¼ 1þ r̃p

r̃s ¼
Ẽrs

Ẽ0s

¼ ñ0 cos *f0 � ñ cos *f

ñ0 cos *f0 þ ñ cos *f

t̃s ¼
Ẽts

Ẽ0s

¼ 1þ r̃s

½36�

where *f0 and *f are the incident and refraction com-
plex angles which are no more purely geometrical
quantities. The refracted em wave is generally in-
homogeneous, that is, it is characterized by different
directions for planes of constant phase (parallel to
the interface and perpendicular to q2) and for planes
of constant amplitude (perpendicular to q1). In par-
ticular, the generalized Snell law at the interface be-
tween two absorbing media is written as

ñ0 sin *f0 ¼ ñ sin *f ½37�

If the ambient medium is transparent, such as
vacuum or air, the quantity n0 sin f0 ¼ ñ sin *f is
real, and then *f is determined starting from ñ and

Surface
normal

Reflecting
surface

Plane of
incidence

q ′
q

E0p
Erp

Ers
E0s

y ′

y
x ′

x z ′

z


0 
0

Figure 2 Reflection of an em wave from a surface. The field

components Es and Ep are shown, together with the coordinate

axes for the incident and reflected waves. The plane of incidence

contains the incoming wave vector q and the specularly outgoing

q0, as well as the surface normal.
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f0. At normal incidence the distinction between
parallel and perpendicular components disappears
and r̃s ¼ r̃p ¼ r̃ and t̃s ¼ t̃p ¼ t̃, that is, eqns [36] re-
duce to eqns [28].

From the Fresnel coefficients in eqn [36] and the
energy conservation at the interface, reflectivity Rj

and transmittivity Tjðj ¼ s; pÞ are derived as

Rj ¼ jr̃jj2; Tj ¼ Re
ñ cos *f

ñ0 cos *f0

 !
jt̃jj2 ½38�

Again it is verified that Rs þ Ts ¼ 1 and Rp þ Tp ¼ 1.
For normal incidence, eqns [38] reduce to eqns [29].
In case of unpolarized waves, it holds

R ¼ 1
2ðRp þ RsÞ; T ¼ 1

2ðTp þ TsÞ ½39�

At any angle of incidence f0 (except for f0 ¼ 0 or
f0 ¼ p=2), it is Rs4Rp. Moreover, when both ma-
terials are transparent ðk0 ¼ k ¼ 0Þ, and when f0 þ
f ¼ p=2 (i.e., the reflected and refracted waves are
perpendicular), it follows that Rp¼ 0. The p compo-
nent is refracted without losses, while the s compo-
nent is only partially refracted. This particular value
of f0 is called the Brewster angle fB, and from the
Snell law it follows that tan fB¼ n/n0. In Figure 3, Rp

and Rs components versus the angle of incidence for
bulk silicon immersed in air and in the transparent
wavelength region (nD3.42) are reported. The
Brewster angle value is fBD73.71. If ka0, Rp goes

through a nonzero minimum in correspondence of a
different value of f4fB which is called the pseudo-
Brewster angle.

Ellipsometric Functions

An alternative way to describe the optical response of
a material is based on the variation of the state of
polarization of an em wave produced by reflection on
the surface. The polarization state of an em wave is
expressed by *w, defined as

*w ¼ Ẽp

Ẽs

½40�

Since Ẽp and Ẽs are complex, *w is, in general, a com-
plex quantity: if Ẽp and Ẽs are in-phase, *w is real and
the em wave is linearly polarized. In the case of Ẽp

and Ẽs p/2 out-of-phase, *w is purely imaginary; if, in
addition, jẼpj ¼ jẼsj then *w¼7i and the wave is cir-
cularly polarized. Elliptical polarization is obtained
when Ẽp and Ẽs are out-of-phase by p/2 and have
different amplitudes, or in the more general case
when the phase angle has any value different from 0
and p/2.

The incident and reflected waves are characterized
by the polarization states *w0 and *wr, respectively, that
are connected by the following relationship:

*wr ¼
Ẽrp

Ẽrs

¼ r̃pẼ0p

r̃sẼ0s

¼ r̃p
r̃s
*w0 ½41�

Rs

Rp
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Figure 3 Polarized reflectivities Rs and Rp as a function of the angle of incidence for silicon in the subgap transparency spectral region

(n¼ 3.42). Rp reaches zero value at the Brewster angle fB¼ 73.71.
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where r̃p and r̃s are defined in eqns [36]. Since r̃p and
r̃s are complex quantities (i.e., r̃ ¼ jr̃jeiy), it is evident
that the reflected wave has a different polarization
state with respect to the incident one.

When linearly polarized light impinges on a
material surface, the reflected light is generally ellip-
tically polarized. This ellipse of polarization is com-
pletely characterized by the ratio of the two axes and
by the orientation of the major axis. From this fact,
the name ellipsometry is given to the experimental
technique which allows one to determine the varia-
tion in the polarization state by reflection on a sam-
ple surface.

In ellipsometry the crucial quantity is the ratio *r,
defined as the ratio between *wr and *w0:

*r ¼ *wr
*w0

¼ r̃p
r̃s

¼ Erp

Ers

� �
E0s

E0p

� �
expfi½ðbp � bsÞr � ðbp � bsÞ0�g ½42�

Here ðbp � bsÞ is the phase difference between p and
s field components. The absolute value of *r gives
information on the amplitude ratio of the reflected to
the incident Ep and Es, while the phase of *r is given
by the variation of the phase difference caused by
reflection. The quantity *r is normally written in the
compact form

*r ¼ tan ceiD ½43�

where

tan c ¼ r ¼ jr̃pj
jr̃sj

¼ rp
rs

D ¼ ðbp � bsÞr � ðbp � bsÞ0
½44�

A single ellipsometric measurement gives *r, that is,
the ellipsometric functions tan c and cos D, which
allow one to determine the optical properties of a
material. As an example, in the case of a semi-infinite
material with complex dielectric function *e, assuming
that the ambient medium is void (*eo ¼ 1) and f0 is
the angle of incidence, it is possible to obtain a sim-
ple relation which binds *r and *e:

*e ¼ sin2 f0 þ sin2 f0 tan2 f0

1� *r
1þ *r











2

½45�

It is then immediate to derive the real and imaginary
part of *e ¼ e1 þ ie2: In addition, in transparent
media, ellipsometry is widely used to determine the
refractive index and the thickness of a thin film
layer deposited on a substrate with known optical
properties.

In conclusion, it is noted that the reflection/trans-
mission properties of a medium are of major interest
from the application point of view. Moreover,
they allow a complete optical characterization of a
homogeneous, isotropic medium, that is, the deter-
mination of e1 and e2 or n and k. Since there are
two unknown parameters, at least two independent
measurements are needed. In transparent materials,
R and T should be used, or R measurements at dif-
ferent angles of incidence. In semi-infinite media (or
with finite thickness but opaque), only reflection and
ellipsometric measurements should be performed.

Moreover, the Fresnel coefficient r̃ ¼ r̃j jeiy express-
es the linear relation between incident and reflected
electric field amplitudes which obey causality. As
stated above, it follows that a dispersion relation
exists which connects its real and imaginary parts.
Using the normal incidence reflectivity R¼ |r̃|2, the
dispersion relation between the absolute value R and
the phase angle y should be written as

yðoÞ ¼ �o
p
P

Z
N

0

ln Rðo0Þ
o02 � o2

do0 ½46�

Then y should be determined, in principle, at
whatever frequency if R(o) is known over the whole
spectral interval. In practice, R(o) is measured over a
finite spectral range and some means of extrapolating
experimental results over inaccessible spectral ranges
are necessary. Finally, n and k are calculated on the
basis of eqns [28] and [29].

See also: Optical Absorption and Reflectance; Optical
Sum Rules and Kramers–Kronig Relations; Sum Rules
and Kramers–Kronig Relations in Nonlinear Optics.

PACS: 42.25.�p; 42.25.Bs; 42.25.Gy; 42.25.Ja;
78.20.Ci
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Nomenclature

A absorbance (dimensionless)
B magnetic induction (T)
D electric displacement (Cm� 2)
E electric field (Vm� 1)
H magnetic field (Am� 1)
j current density (Am� 2)
jext external current density (Am� 2)
jcond internal current density (Am� 2)
k extinction coefficient (dimensionless)
M magnetization (magnetic moment per

unit volume) (Am� 1)
n refractive index (dimensionless)
ñ¼ nþ ik complex refractive index (dimension-

less)
ne extraordinary refractive index (dimen-

sionless)
no ordinary refractive index (dimension-

less)
P polarization (electric dipole moment per

unit volume) (Cm� 2)
q wave vector (m� 1)
q̃ ¼ q1 þ iq2 complex wave vector
r̃ reflection Fresnel coefficient (dimension-

less)
R reflectivity (dimensionless)
R reflectance (dimensionless)

t̃ transmission Fresnel coefficient (dimen-
sionless)

T transmittivity (dimensionless)

T transmittance (dimensionless)

v phase velocity (m s� 1)

n frequency (s� 1)

a absorption coefficient (cm� 1)

ad optical density (dimensionless)

d classical skin depth (nm)

e dielectric function (C2N� 1m� 2)

*e ¼ e1 þ e2 complex dielectric function

e0 ¼ 8:859�
10�12

vacuum permittivity (C2N� 1m� 2)

er relative dielectric function (dimension-
less)

l wavelength (nm)

m0¼ 4p� 10� 7 vacuum magnetic permeability
(TmA� 1)

r external introduced charge density
(Cm� 3)

s optical conductivity (O� 1 cm� 1)

*s ¼ s1 þ s2 complex conductivity

fB Brewster angle (1)

w electrical susceptibility (dimensionless)

*w polarization state (dimensionless)

o angular frequency (s� 1)

tan c, cos D ellipsometric functions (dimensionless)
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Introduction

The subject of this article is the description of the
properties of metal surfaces and metal particles that
are sources of strong enhancement of the intensity of
the scattered Raman light from molecules and thin
films, which are in contact with them or in their close
vicinity in the nanoscale range. First, the origin of the
enhancement of the Raman intensity is discussed
showing that the main source of the effect is the am-
plification of the electromagnetic (e.m.) field at the
interface of two media (e.g., metal/dielectric), when
surface e.m. waves and/or surface or localized plasm-
ons are excited. The cases of flat and corrugated
metal surfaces, single metal particles, and metal
clusters are discussed. The last section is devoted
to the illustration of the surface-enhanced Raman
scattering (SERS), commonly characterized by

enhancement of the Raman intensity of 4–8 orders
of magnitude, and originated from metal (e.g.,
Au, Ag, Cu) surfaces which are rough on nanoscale
(10–100 nm) and from metal nanoparticles and
nanoclusters. Not all the subjects are treated in de-
tail since some of them are presented exhaustively in
other articles of this encyclopedia.

The Origin of the Enhancement of
Raman Intensities

As it is well known, Raman scattering is a nonlinear
process (e.g., two photons and one quantum of vib-
ration are involved) which is characterized by a very
low cross section s (in m2) defined by the relation:
Psc ¼ sIin, where Psc is the power (in W) of the scat-
tered light and Iin is the intensity of the exciting light
(in Wm� 2). For the normal Raman scattering, the
cross section (average value E10�33 m2) is nine or-
ders of magnitude smaller than that of the infrared
absorption process and this prevents the detection of
a very small amount of material as it is necessary, for
example, in surface science. To achieve the surface
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sensitivity (detection limit of a fraction of the mono-
layer), some enhancement in the process is necessary.
Two mechanisms are possible sources of this en-
hancement. The first one is related to the cross
section itself. In some systems, molecules as well
as crystals and films, at special frequencies s present
a resonant behavior due to the direct absorption of
the incident photons by suitable electronic levels
coupled with vibrational states. In this condition,
that is, resonant Raman scattering, the intensity of
the scattered light can be enhanced up to six orders
of magnitude. In some cases, chemisorption on metal
is accompanied by the formation of new electronic
levels in the visible range for the adsorbate/metal
system, allowing the resonant Raman scattering to
occur. Of course, this resonant process (average en-
hancement factor 100), often indicated as ‘‘chemical
effect,’’ is strongly dependent on the frequency of the
exciting light and is specific to the excited system.
The second source of Raman intensity amplification
is related to the enhancement of the local electric
field seen by the excited medium (e.g., adsorbed
molecules on a metal surface or on a small metal
particle). Indeed Iin being proportional to the square
of the electric field amplitude of the excitation light,
an increase of this amplitude by a factor 102 implies
an enhancement of the Raman intensity by a factor
104, for example. This enhancement mechanism of
the Raman intensity, called ‘‘electromagnetic effect,’’
is somehow independent of the excited system and
presents some specificity that allows one to discrim-
inate it from the ‘‘chemical effect.’’ Of course, in
some cases both the effects can contribute to the total
Raman enhancement. The following sections illus-
trate the e.m. effect through the use of system
models, namely various metal surfaces. Undoubtedly,
the properties of the surface itself play an important
role in the Raman enhancement. Among them, the
surface shape and size, and also the frequency-
dependent dielectric function of the metal, have to be
considered.

Flat Metal Surface: Raman Enhancement
and Surface Selection Rules

Consider the case of molecules adsorbed (or in the
near proximity) on a flat metal mirror where an e.m.
wave, impinging on with an angle of incidence y, is
reflected (Figure 1).

The molecules see a local electric field at surface,
Esu, that is due to the coherent superposition of the
electric fields Ei and Er of the incident and the re-
flected e.m. waves. Considering the two polariza-
tions, s (TE) and p (TM), one has, for the x, y, and z

components of the local field,

Esu
x ¼ Ei

s;0ð1þ rsÞ
Esu
y ¼ Ei

p;0ð1� rpÞ cosðyÞ
Esu
z ¼ Ei

p;0ð1þ rpÞ sinðyÞ

where Ei
s;0 and Ei

p;0 are the components of the inci-
dent electric field of s (TE) and p (TM) polarization,
and rs and rp are the Fresnel coefficients, being:

rs ¼ ½cosðyÞ � ðe� sin2ðyÞÞ1=2�=½cosðyÞ þ ðe� sin2ðyÞÞ1=2�

rp ¼ ½e cosðyÞ � ðe� sin2ðyÞÞ1=2�=½e cosðyÞ
þ ðe� sin2ðyÞÞ1=2�

It is to be noted that the dielectric function eðoÞ is a
complex function of the frequency o (here the de-
pendence on the wave vector of the light is negle-
cted). In the case of metals, the real part Re½eðoÞ� can
be strongly negative below the plasma frequency op

and almost zero around op. It is easy to demonstrate
that when jej is very large, rs-� 1 and rp-þ 1; it is
just the opposite in the limit of very small jej, rs-þ
1 and rp-� 1.

In the light scattering process, the local electric
field EsuðoexÞ induces on the molecules at the surface
a dipole moment l, given by: lðoscÞ ¼ aEsuðoexÞ, #a,
the polarizability of the molecules being a tensor
of the second rank. The frequencies oex and osc are
those of the incident and scattered light, respectively.
joex � oscj ¼ ovibr is the frequency of the normal
vibrational mode of the molecule involved in the
scattering process. The scattered light, collected
along a direction y0 far away from the surface, is
then the superimposition of the light emitted directly
in this direction together with the scattered light di-
rected toward the metal surface and then reflected in
the same direction (Figure 1). Hence, the intensity of

	 	 	 ′	 ′

Incident light Reflected light

y

Scattered light

z

�0

�(�) Metal

Figure 1 Scheme of the Raman scattering of molecules (cir-

cles) adsorbed on the flat interface between a dielectric and a

metal.
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the scattered light, that is proportional to the square
of the amplitude of the scattered electric field, will be
affected by two surface contributions due to the re-
flection of the incident and of the scattered light as
well. From the above expressions, the Raman in-
tensities for the possible polarization (s and/or p) of
the incident and scattered light can be obtained:

Isspo4
scjaxxð1þ rsÞð1þ r0sÞj

2

Ipspo4
scjaxyð1� rpÞð1þ r0sÞ cosðyÞ

þ azyð1þ rpÞð1þ r0sÞ sinðy0Þj
2

Isppo4
scjayxð1þ rsÞð1� r0pÞ cosðy

0Þ

þ azxð1þ rsÞð1þ r0pÞ sinðy
0Þj2

Ipppo4
scj½ayyð1� rpÞ cosðyÞ

þ ayzð1þ rpÞ sinðyÞ�ð1� r0pÞ cosðy
0Þ

þ ½azyð1� rpÞ cosðyÞ
þ azzð1þ rpÞ sinðyÞ�ð1þ r0pÞ sinðy

0Þj2

In these equations, all the quantities including the
Raman polarizability components are referred to
the frame of axis indicated in the figure with z along
the metal surface normal. The primes indicate those
quantities that are to be evaluated at the frequency
and angle of the scattered light. It is clear that the
observed scattered intensity depends in a quite com-
plex way on the chosen scattering geometry (through
the angles, the polarizations, and the Fresnel coeffi-
cients), the optical properties of the metal (through
its frequency-dependent dielectric function), the sym-
metry of the molecular vibration, and the orientation
of the molecule with respect to the surface (through
the aij components of the polarizability). These rela-
tions determine the surface selection rules that con-
trol the Raman scattering of molecules adsorbed or
posed on a flat metal surface. According to these se-
lection rules, the Raman spectra can be very different
from those of free molecules: the relative band in-
tensities can be altered, some band can be strongly
attenuated, others can be enhanced with respect to
the free molecules. Even the dependence on the scat-
tering frequency of the Raman intensity for single
modes can deviate significantly from the o4 rule typ-
ical of the Raman scattering of free molecules.
Finally, it is easy to verify that the maximum ex-
pected enhancement of the Raman intensity for any
mode is 16 but for real systems, this value is seldom
obtained, while enhancement values around 6–10
can be usually measured on flat metal mirrors.

Electromagnetic Enhancement due to
Surface Plasmons and Surface
Electromagnetic Waves: Flat and
Roughed Surfaces

As it is well known, at the vacuum/metal interface,
surface collective charge modes, named surface
plasmons (sp), polaritons do exist. They are evane-
scent waves produced by the oscillations of the sur-
face charges, and propagate along the interface with
a real wave vector K, given by

K ¼ ðo=cÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0e=ðe0 þ eÞ

p

In this equation, which represents the sp dispersion
curve (o vs. K), e0 and e are the dielectric function
of the dielectric (e.g., the air) and of the metal,
respectively. No radiation is emitted from the sur-
face in the two semispaces. The electric field that can
be very intense at the surface, decays exponentially
with the distance from the interface. Indeed, the
components of the wave vector perpendicular to
the surface are basically purely imaginary being:
K> ¼ iðo=cÞje2i =ðe0 þ eÞj1=2, where ei is equal to e0
in the dielectric medium and to e in the metal,
respectively.

The sp condition of existence and their dispersion
curve are illustrated in Figure 2, where for simplicity
the metal dielectric function, e, has been approxi-
mated with that of a free electron gas, namely:
e ¼ 1� ðop=oÞ2. In the figure, ‘‘reduced’’ adimen-
sional quantities have been used for frequency, o=op,
and surface wave vector, cK=op.

It is clear from the comparison of the frequency
dependences of the dielectric function and of the sp
dispersion that sp do exist only for ooop, where the
bulk modes cannot propagate in the metal, being
eo0. For large K values, the sp polaritons dispersion
curve tends to frequency op=ð1� e0Þ1=2 for which it
is e ¼ �e0. Since the sp are not radiative modes, they
cannot be directly excited by light propagating in one
of the two media. Indeed, for a given frequency o,
the component parallel to the surface, kjj of the light
wave vector will be always smaller than the corre-
sponding component, K, of the sp wave vector. As a
matter of fact, it is always kjj ¼ ðo=cÞe1=20 sin yio
ðo=cÞe1=20 oK, where yi is the angle of incidence of
the light on the metal surface.

Hence, the conditions for the energy and wave
vector conservation cannot be simultaneously satis-
fied. Nevertheless, sp excitation by light can be ob-
tained in special conditions, namely: by grating
coupling and in attenuated total reflection (ATR)
geometry.
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When a metal surface is sinusoidally modulated
with a period d to form a grating, if the amplitude of
the modulation is small compared with the wave-
length of light, there is a modification of the light
wave vector parallel to the surface, kjj, into Kn ¼
ðkjj þ 2pn=dÞ with n ¼ 0;71;72, etc. It is then pos-
sible that, for suitable value of y and n, the coupling
condition, Kn ¼ K, be satisfied, allowing the sp ex-
citation by light radiation (Figure 3).

Wood anomalies in gratings, experimentally well
known since the beginning of the twentieth century,
can be attributed to this effect. Besides, sp can have
their wave vector modified by a surface modulation
and become radiative waves. On this basis, it is clear
that a rough metal surface can allow to some extent
the excitation of sp waves by light and their radiative
emission.

Another way to excite sp is the use of a prism in
total reflection condition to generate surface e.m.
evanescent waves that can couple with the spp
modes. The ATR in the so-called ‘‘Otto configu-
ration’’ is illustrated in Figure 4a, where a prism

1 0 −�0 �(�)
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Figure 2 On the left, dielectric function vs. reduced frequency, o=op, (op is the plasma frequency) for a metal in the free electron gas

approximation; on the right, surface plasmon polaritons (spp) dispersion curve for the metal/dielectric interface. K is the real wave vector

parallel with the surface. The dashed straight line represents the photon dispersion in vacuum.
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Figure 3 Scheme of the spp excitation of a metal grating of

period d by incident light of wave vector Ki. KG ¼ ð2pn=dÞ is the

surface wave vector due to the grating. kjj and K are the surface
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spp excitations.
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(dielectric constant ep) is separated by a thin layer of
thickness d and dielectric constant e0oep from a
metal surface S. If a light beam strikes the interface
prism/interlayer at an angle of incidence yi greater
than the critical angle yc ¼ arcsinðe0=epÞ1=2, total re-
flection occurs: no light is transmitted in the e0 me-
dium. At the interface, an evanescent e.m. wave is
produced with real wave vector parallel to the sur-
face kjj ¼ ðo=cÞe1=2p sin yi4ðo=cÞe1=20 and perpendic-
ular wave vector component purely imaginary in the
e0 media. The amplitude of the electric field decays
rapidly in the interlayer, but, if the thickness d is of
the order of the wavelength, the surface e.m. waves
can interact with the sp evanescent waves generated
at the interface metal/interlayer when the wave vec-
tor ðkjj ¼ kÞ and the frequency ðolight ¼ osppÞ cons-
ervation laws are satisfied. When this resonant
coupling occurs, the intensity of the reflected beam,
R, is attenuated or ‘‘frustrated’’ allowing the detec-
tion of sp modes.

Since both the Snell’s law (i.e., the conservation of
the parallel component of the wave vector at the in-
terface) and the dispersion relation of sp are sym-
metrical with respect to e0 and e, it is possible to
interchange the role of these two media with respect
to the prism. This is shown in Figure 4b where the
ATR in the so-called ‘‘Kretschmann configuration’’ is
illustrated. The thickness d of the thin metal film
must be sufficiently small to allow enough energy to
reach the metal/dielectric interface. Again, attenua-
tion of the intensity of the reflected light as a function
of the frequency and of the angle of incidence allows
the detection of sp waves.

Calculated angular dependence of the reflectivity
at 530 nm as a function of the angle of incidence in
the Kretschmann configuration (prism ðep ¼ 2:1Þ,

metal film ðe ¼ e0 þ ie00 ¼ �17:35þ i0:56Þ, air
ðe0 ¼ 1ÞÞ are presented in Figure 5a for different val-
ues of d. The minimum of the reflectivity, corre-
sponding to the excitation of the sp at the interface
metal/air, is deepest for an optimal film thickness.
Note that the angle and the angular width of this
minimum depend on the thickness, because in the
case of thin film the sp modes of the two interfaces
fill each other, and influence and modify the corre-
sponding dispersion curves depending on the dis-
tance d between the interfaces.

An important consequence of the excitation of the
sp waves by ATR is that the intensity of the electric
field at the metal/dielectric (metal/air, in this case)
interface can be significantly larger than that of the
incident e.m. wave. As an example, in Figure 5b, the
field intensity enhancement, namely the ratio be-
tween the intensity of the electric field at the metal/
air interface and the one of the incident wave at the
prism/metal interface, is reported as a function of the
angle of incidence, for the case of Figure 5a. As it is
clear, in the optimal condition, an enhancement of
two orders of magnitude can be achieved. As a con-
sequence, enhanced Raman scattering from mole-
cules adsorbed on the metal/air interface can be
excited in this configuration. Considering that the
scattered light can be also converted in sp excitations
and, through the ATR system, into light emitted in
the prism at a suitable angle, a final enhancement of
about four orders of magnitude can be obtained. In-
deed, in the literature several experimental evidences
of enhanced Raman scattering using ATR configura-
tion, with the enhancement factor ranging from a
few tens to ten thousand, have been reported. For
example, studies by enhanced Raman spectroscopy
of metal/liquid interfaces and Langmuir–Blodget
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layers on smooth Ag surfaces have been reported.
Besides, a combination of ATR spp excitation and
near-field Raman spectroscopy has been used to scan,
with high sensitivity, the species present on the elec-
trode surfaces.

Finally, for completeness, it is important to note
that the conversion of traveling e.m. waves into sur-
face evanescent e.m. waves can be used to enhance
Raman scattering intensity at the interface between
two dielectric media, when the exciting light strikes
the interface from the denser medium in total reflec-
tion condition. As a matter of fact, the Raman scat-
tering excited in a total reflection condition has been
used for studying adsorbates, films, and even the
surface phonon-polaritons dispersion at the interface
between a prism and a transparent crystal.

Electromagnetic Enhancement due to
Metal Particles

The following case is considered first, that is, the case
of single isolated metal sphere of radius R, small with
respect to the light wavelength l: that is, R{l
(‘‘Rayleigh limit’’ or ‘‘electrostatic approximation’’).
If such a sphere, of dielectric function eðoÞ and
embedded in a medium of dielectric function e0, is
irradiated by an e.m. wave with electric field ampli-
tude Ei polarized in the z direction (see scheme in
Figure 6), a dipole moment p ¼ gR3Ei is generated
inside the sphere. The potential, V, outside the
sphere, due to the incident electric field and the elec-
tric dipole p, expressed in spherical coordinates
ðr; y;jÞ, is

Vðr; yÞ ¼ Eiðr� gR3=r2Þ cosðyÞ

where g ¼ ðe� e0Þ=ðeþ 2e0Þ. The radial, En, and
tangential, Et, components of the electric field at the

surface of the sphere can be obtained in a standard
way from the potential. The intensity of the two
electric components, averaged over all the solid
angle, are proportional to

%E2
npj1þ 2gj2

%E2
tp2j1� gj2

Because of the resonant denominator in g, when it is
Re½eðoÞ� ¼ �2e0 (condition of excitation of localized
sp of the metal sphere) and the Im½eðoÞ� is small (as in
the case of coinage metals), the electric field intensity
at the surface of the metal particle can be much
larger that that of the incoming radiation.

Let the light scattering process be considered now,
assuming that the molecules are adsorbed on the
spherical metal particle with the z-axis of the mole-
cule-fixed coordinate frame along the normal to the
surface. The average Raman intensity can be simply
considered as dependent on the average intensity of
the incident and scattered fields. The metal particle
enhances not only the incident electric field on the
molecule, but also the Raman scattered field. It acts
as an antenna, through the dipole induced in it by the
molecular dipole, which amplifies the scattered light
intensity. Considering the polarizability tensor of the
molecule, three kinds of vibrations can be distingui-
shed. The azz-type modes require a radial field, En, to
be excited and produce an induced dipole with only a
radial component. Hence, the average intensity due to
only the radial electric field will contribute twice to
the detected Raman intensity: once in excitation and
once again in emission. Similar considerations can be
made for the other two kinds of modes, axx; ayy; axy
(only tangential components), and axz; ayz, (mixture
of tangential and radial components).

The intensity of enhanced Raman spectra of these
kinds of modes will therefore depend on the fre-
quency through the following functions:

azz-type

%E2
n
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n Þ

p½j1þ 2gj2j1� g0j2 þ j1� gj2j1þ 2g0j2�

where the prime indicates quantities to be evaluated
at the frequency of the scattered light. In Figure 7 the
dependence on the frequency of these functions is
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Figure 6 Scheme of the Raman scattering from a molecule

adsorbed on a metal spherical particle of radius R. Ei and E

indicate the electric field of the incident and of the scattered light,

respectively; pm and p are the electric dipole induced in the mol-

ecule and in the metal particle, respectively.
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presented for a fictitious free-electron metal par-
ticle. For simplicity, it has been considered that
e0 ¼ 1 and g ¼ g0.

As expected, all three functions have a sharp max-
imum (corresponding enhancement factor 106) at a
wavelength for which Re½eðoÞ� ¼ �2. Besides, at
longer wavelengths the azz-type modes dominate in
the Raman spectrum, whereas at lower wavelengths
all the modes are almost equally enhanced. It is clear
that the number and the relative intensity of the
bands present in the enhanced Raman spectrum can
vary significantly with the frequency of the excitation
light. Indeed, often very rich spectra can be measured
with the distribution of the intensity that apparently
violates the surface selection rules.

The model discussed above, although quite simple,
provides the main features associated with the
enhanced Raman scattering of molecule adsorbates
on small metal particles. A more realistic model
must include the effects of the particle shape and size
distribution.

As the particle size increases beyond the Rayleigh
regime, the used electrostatic approximation is not
longer valid. The computer-intensive Lorenz–Mie or
electrodynamics formalism, which accurately ac-
counts for the effects due to the phase retardation
and the quadrupole and higher order poles, must be
used to obtain an exact solution. Also the conversion
of the near-field electric field due to the molecule
through the metal particle acting as an antenna into
far-field radiation must be then taken into account.
Generally, as a consequence, the intensity enhance-
ment of the Raman scattered radiation can be signi-
ficantly reduced.

Considering the shape effect, in the case of an iso-
lated spheroid of eccentricity b/a (a and b being the

length of the short and the long principal axis, re-
spectively), in presence of an external electric field
(due to an e.m. wave) oriented along the b-axis, it
can be demonstrated that the Raman enhancement is
always larger for the more aspherical particles. In the
limiting case of ðb=aÞ-N, the calculated enhance-
ment at the tip positions can be of some order of
magnitude larger than for the case of spherical par-
ticles (‘‘lightning rod effect’’).

Finally, to treat the case of interacting metal par-
ticles and of metal clusters that are also of great
practical relevance, various model systems have been
considered, for example, two interacting metal spher-
ical particles (‘‘bispheres’’), aggregates of metal
spheres, set of parallel metal cylinders of variable
diameter and interdistance, etc. The calculation of
the optical properties of these systems and of the
effects on the Raman scattering is generally quite
complex and can include retardation effects and
high-order multipoles. The general result is that the
interaction between two plasmon-resonant nano-
particles leads to additional resonances (at longer
wavelengths) for the coupled system. Besides, the
electric field in the gap between the particles or
around the contact region (for two contacting par-
ticles) can be much strong in other places near the
particles and stronger than in any place around an
isolated particle. Hence, the Raman enhancement
can be much larger than for isolated metal nanopar-
ticles. Indeed, enhancement value as large as 108–109

has been predicted for such metal systems.
It has been recognized early that small-particle

composites, or disordered clusters present in metal
colloidal solution, as well as some rough metal
surface have a fractal character. Studies have been
developed to relate the enhancement of the local
electric fields in these systems with their fractal
dimension. An interesting example is illustrated in
Figure 8, where the calculated dependence on the
wavelength, l, of the local electric field enhancement
factor for three systems made by 500 metal spherical
nanoparticles ðd{lÞ is presented.

In the case of a gas of spherical particles (RGP
curve), the characteristic sharp feature due to the
excitation of the sp in isolated spheres is clearly
observed below 400 nm. The absence of other fea-
tures above that wavelength indicates a very lithe
interaction among the particles. For the ordered par-
ticle aggregate (CPSP curve), the single-particle ex-
citation is attenuated and the enhancement increases
in the long-wavelength region of the spectrum as a
result of the mutual particle interactions. Clearly, the
largest enhancement in the local field, up to 103 times
the one of isolated particle, is predicted for the
fractal system (CCA curve). On this basis, huge
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enhancement factors for the intensity of Raman
scattering from molecules on fractal systems can be
expected.

Surface-Enhanced Raman Scattering

SERS was discovered, although not recognized as
such, by M Fleishman and co-workers in 1974. They
observed an intense Raman signal from pyridine
adsorbed onto a roughened silver electrode surface
from an aqueous solution. They attributed, errone-
ously, the observed enhancement of the Raman signal
to an increase of the surface area due to the roughen-
ing process. In 1977, the nature of this enhancement
was attributed by D L Jeanmair and R V Van Duyne,
and independently by M G Albert and J A Creighton
to a new phenomenon related with the increase of
the effective Raman cross section of adsorbates on
some rough metal surfaces. Since then, many studies
and works have being carried out to understand
the fundamental aspects as well as to exploit all
the applicative potentialities related with SERS. A
wide variety of metal substrates have been found
to exhibit SERS: electrochemically roughened elec-
trodes, chemically etched surfaces, colloids (especial-
ly aggregated colloids), island films, particles grafted
on silanized glasses, regular particle arrays, etc.
The dominant metals in SERS are the coinage (Cu,
Au, Ag) and alkali (Li, Na, K) metals. Moreover,
although with lower enhancement, transition metals
(e.g., Pt, Ru, Rh, Pd, Fe, Co, Ni and their alloys)
have also been used. Generally, the observed en-
hancement ranges for 104 up to 108 in standard
SERS measurements. The largest enhancement

occurs for surfaces which are rough on the nano-
scale (10–100 nm).

The main observed features of SERS spectra are
the followings: (1) the intensities of the bands gene-
rally fall off with increasing vibrational frequency
(e.g., C–H stretching vibrations are relatively weak,
overtones and combination bands are seldom ob-
served), (2) selection rules are relaxed, even forbid-
den Raman modes can be detected, (3) the spectra
tend to be completely depolarized, (4) excitation
profiles differ from the dependence on the fourth
power of the frequency, o4

in, typical of nonresonant
Raman scattering, and (5) although the enhancement
is mainly concentrated on the first layer of adsorb-
ates, often the effect can extend to a quite long range
(up to tens of nanometers).

As suggested before, two mechanisms must be
considered to explain SERS, namely the e.m. and the
chemical effects. Previous sections describe the foun-
dation of the e.m. effect of the SERS, since the
behavior and the properties of metal substrates and
particles that sustain the SERS effect can be described
using the models presented there. First of all, the
dominance of the coinage metals arises from the op-
tical properties of these metals as indicated for Ag in
Figure 9.

Indeed, the resonance condition with the sp (e.g.,
Re½eðoÞ� ¼ �2e0Þ is satisfied at visible frequency
generally used for Raman spectroscopy. Besides, the
imaginary part of the dielectric function, Im½eðoÞ�,
which is related with losses in the material, is very
small at the resonance frequency, thus allowing
strong enhancement of the local electric field on the
rough surface and colloidal particle made with these
metals.
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The combined contributions of the free electron and interband

transitions cause Re½eðoÞ� of Ag to approach 0 in the visible range

even though the free electron plasma frequency is in the

ultraviolet. In the same range Im½eðoÞ� is quite small.
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The e.m. model explains many of the experimental
features of SERS listed above, including the order
of magnitude of the observed enhancement of the
Raman intensities. For example, in feature (1), the
need to have simultaneously the frequency of the in-
cident and of the scattered light as close as possible
to the resonance frequency implies a more effective
enhancement for the vibrations with lower Raman
shift. The modification of the Raman selection rules
as well as the deviation from the o4

in dependence of
the Raman intensity for SERS are also suggested
from the model. The dipole decay law with the dis-
tance explains the long-range effect of the SERS
enhancement often observed. Finally, the observed
depolarization can be easily explained considering
that a SERS-active surface is a collection of rough-
ness features of different sizes and shapes into which
the molecules adsorb in a variety of orientations and
the occurrence of multiple scattering.

Although the e.m. model is able to explain most of
the experimental SERS features, some observations
strongly support the existence of a second mecha-
nism of Raman enhancement of adsorbates on metal,
namely the ‘‘chemical effect.’’ Synonyms found in
literature for chemical effect in SERS are charge-
transfer excitations, short-range effects, atomic-scale
roughness, SERS-active sites, adatoms, and energy-
transfer excitations. Some SERS measurements
indicate a dependence of the observed signal on the
special studied adsorbates that cannot be explained
by an e.m. effect. For example, the SERS spectra of
CO and N2 molecules that exhibit near identical po-
larizability differ from a factor 200, hard to explain
invoking only the e.m. enhancement. A second evid-
ence supporting the chemical effect is the potential
dependence of SERS measured in electrochemical
experiments. When the potential is scanned at a fixed
laser frequency, or the laser frequency is scanned at a
fixed potential, broad resonances are observed.

A simple Raman resonance mechanism can pro-
vide the explanation of this chemical effect. It is not
unusual that the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular or-
bital (LUMO) of the adsorbate, which arise from the
chemisorption, are symmetrically positioned in en-
ergy with respect to the Fermi level of the metal, as
indicated in Figure 10.

Since for molecules normally studied by SERS the
LUMO is typically in the ultraviolet, the charge
transfer excitations (either from the metal to the
molecule or vice versa) can occur at about half the
energy of the intrinsic intramolecular excitations,
namely in the visible region of the spectrum.

In recent years, the advent of new very sensitive
Raman instrumentation with high spatial resolution,

for example, micro-Raman and near-field systems,
allowed the selective observation of single particles
by SERS. Those experiments demonstrated that
SERS from adsorbed species on metal particles show
huge enhancement, around 1012–1015, allowing the
detection of the Raman signal from a single molecule
and opening new fields of applications. In the case of
experiments performed on aggregate clusters of col-
loidal particles, their fractal nature has been invoked
to explain the observed enhancement whereas in the
case of single particles (in the dimension range of
100–500 nm), the multiplicative effect of resonance
Raman enhancement of the molecule and surface
enhancement at the metal surface has been consider-
ed the main source of the effect. Besides, not all the
particles showed an efficient enhancement but only a
few called ‘‘hot spots’’ did so. In most cases there is a
time dependence of the intensity of every Raman
band, which is called ‘‘blinking.’’ Finally, this huge
Raman enhancement can be reconciled with the
more commonly observed value (106–108) for SERS
considering the particles population averaging that
occurs in conventional experiments (macro-Raman).
These last findings have attracted considerable at-
tention from both basic and practical viewpoints.
Indeed, a detailed understanding of the mechanisms
operating to generate such a huge local Raman en-
hancement is not achieved yet and, hence, represents
a very interesting area for study. Potential appli-
cations are, for example, in analytical chemistry
as an ultrasensitive detection technique and in the

Metal Adsorbate

HOMO

LUMO

Enegry

E f

Evac 

Figure 10 Typical energy level diagram for a molecule ad-

sorbed on a metal surface. Possible charge transfer excitations

are shown.
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development of micro-instrumentation, by comb-
ining scanning near-field microscopy with SERS.

See also: Nanostructures, Optical Properties of; Plasm-
ons; Polaritons; Scattering, Inelastic: Raman; Semicon-
ductors, Optical and Infrared Properties of; Time-Resolved
Optical Spectroscopies; Treated Surfaces, Optical Pro-
perties of.

PACS: 78.; 78.20.� e; 78.20.Ci; 78.30.� j; 33.20.Fb;
68.43.Pq; 78.67.Bf; 78.68.þm; 78.40.Kc; 71.36.þ c;
71.45.Gm
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Introduction

The optical properties of atoms, molecules, and
solid materials have been an active field of research
for the past two centuries and have given the most
precise information on the microscopic structure of
matter. Since the early nineteenth century, it was
known that absorption peaks in the light intensity
occur at specific frequencies and that a correspond-
ing dispersion occurs in the frequency dependence
of the dielectric function e(o) (or in the refractive
index n(o)).

It may be recalled that in any medium all the op-
tical functions (dispersion, absorption, reflection,
etc.) depend on the frequency o and on the momen-
tum of the photon _k ¼ _ð2p=lÞ, _ being the reduced
Planck constant. They can all be expressed in terms
of the dielectric functions *eðk;oÞ extended to the
complex plane. From Maxwell equations, it can be
seen that its imaginary part can be expressed in terms

of the conductivity s, so that

*eðk; oÞ ¼ e1ðk; oÞ þ ie2ðk; oÞ

¼ 1þ 4pwðk; oÞ þ 4psðk; oÞ
o

i ½1�

where the real susceptibility w is defined in terms of
the polarization P (dipole moment per unit volume)
and of the electric field E by

wðk; oÞ ¼ Pðk; oÞ
E

½2�

If the susceptibility is also extended to the complex
plane to include the conductivity, so that

*wðk; oÞ ¼ wðk; oÞ þ isðk; oÞ
o

¼ w1 þ iw2 ½3�

where the subscripts 1 and 2 denote the real and
imaginary parts, respectively, the usual expression
for the complex dielectric function obtains
*eðk; oÞ ¼ 1þ 4p*wðk; oÞ. This also defines a complex
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refractive index

ñðk; oÞ ¼
ffiffi
*e

p
ðk; oÞ ¼ nðk; oÞ þ ikðk; oÞ ½4�

The absorption of radiation can be related to the
conductivity induced by the electric field by consid-
ering the energy lost per unit time per unit volume

dW

dt
¼ J .E ¼ dP

dt
.E ¼ sE2 ½5�

so that the absorption coefficient ZðoÞ, defined as
dW=dx ¼ �ZW ¼ ðdW=dtÞ ðn=cÞ, is given by

Z ¼ dW

dt










 n

Wc
¼ 4ps

nc
¼ oe2

nc
¼ 2ok

c
½6�

Also the reflection and transmission amplitudes
can be obtained from the dielectric function through
Fresnel relations, which in the case of normal inci-
dence from vacuum to a medium are

Er

E0
¼ r ¼ ñ� 1

ñþ 1
;

Et

E0
¼ t ¼ 2

ñþ 1
½7�

R ¼ jrj2 and T ¼ njtj2 being the reflectivity and the
transmittance, respectively.

In crystalline materials, the optical constants are
tensors (second-rank tensors in the linear approxi-
mation), but this aspect may be neglected and iso-
tropic media may be considered for the purpose. The
results obtained will apply to all tensorial compo-
nents.

For electromagnetic waves, the magnetic suscepti-
bility is considered unitary and one can also use the
dipolar approximation ð_kC0Þ because of the very
small light momentum (neglect of spatial depend-
ence).

The above-described optical functions give the
electromagnetic properties of matter. Their detailed
dependence on frequency is related to the micro-
scopic structure of the material considered and to its
interaction with the radiation field. Here, the general
properties of the optical functions that depend only
on time causality are considered.

Elementary Description of Sum Rules

The traditional phenomenological model for the op-
tical constants is the Lorentz oscillator model, where
the equation of motion from the equilibrium position
of any specific electron in terms of any oscillator
frequencies oj and of damping gj, is given by

d2x

dt2
þ o2

j xþ
gj dx

dt
¼ eE

m
½8�

From this, for the complex dielectric function in a
volume V for a number of resonance frequencies oj,
one obtains

*eðoÞ ¼ 1þ 4pe2

mV

X
j

fj

ðo2
j � o2Þ � igjo

 !
½9�

where the oscillator strength fj gives the intensity of
the resonance frequency oj with damping constant gj.
The conservation of the electron number and the as-
ymptotic behavior ðo-NÞ of [9], made to coincide
with that of any free electrons ðfi ¼ 1; oj ¼ 0;
gj ¼ 0Þ, immediately gives the f-sum rule, first dem-
onstrated in 1925 by W Thomas, F Reiche, and W
Kuhn, and called the TRK sum rule:

X
j

fj ¼ n ½10�

This states that the sum of the oscillator strengths of
all optical transitions is equal to the total number of
electrons n.

Although the TRK sum rule was derived with
classical mechanics, it is worth mentioning that
the quantum description of the oscillator strength
implies that, for the sum rule to hold, the commu-
tation relations between momentum and position
operator must also hold, as pointed out by He-
isenberg. In fact one can see, by expressing the op-
tical functions in terms of the transition probability
rates, observing that electrons are excited from state i
to state f, with a probability rate given by the Fermi
golden rule

Pif ¼
2p
_
j/f jeExjiSj2dðEf � Ei � _oÞ ½11�

that the quantum mechanical expression for the
imaginary part of the dielectric function is

e2ðoÞ ¼ 4p2
X
ij

j/f jexjiSj2dðEf � Ei � _oÞ ½12�

Considering in expression [9] that

lim
g-0

g

ðoj � oÞ2 þ ðg=2Þ2
¼ 2pdðoj � oÞ ½13�

and comparing with [12] it is obtained that the
quantum mechanical expression for the oscillator
strength is

ffi ¼
2m

_2
j/f jxjiSj2ðEf � EiÞ ½14�
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Taking into account the general Heisenberg expres-
sion for the time dependence of the displacement x,

m ’x ¼ m

i_
½x;H� ½15�

where the square brackets denote commutators, and
considering the expression for eigenstates,

HjjS ¼ EjjjS ½16�

one obtains for the oscillator strength

ffi ¼
2m

_2
/ijxjfS/f jxjiSðEf � EiÞ

¼ 1

i_
ð/ijxjfS/f jpxjiS

�/ijpxjfS/f jxjiSÞ ½17�

which, summing over the final states, gives

X
f

ffi ¼
1

i_
/ij½x; px�jiS ¼ 1 ½18�

because of Heisenberg commutation rules
½x; px� ¼ i_. Summing over all occupied initial states,
one obtains immediately the TRK sum rule [10].

In general, the oscillator strength depends contin-
uously on the frequency, so that the TRK sum rule
can be expressed in terms of the imaginary part of the
dielectric function asZ

N

0

oe2ðoÞ do ¼ 2p2e2

m
R ½19�

which relates the total radiation absorbed to the total
electron density R ¼ n=V.

This is a very important property, because it gives
a general constraint which the absorption of the me-
dium must obey. When the sum rule [19] is saturated
at a given frequency, no further absorption can occur
at higher frequencies. This explains why in light el-
ements (low electron density) hard X-rays are not
absorbed and hard g-rays pass through all materials.
The sum rule [19] is also useful to check the results
of approximate calculations or experiments. It must
always be obeyed by the exact optical functions.

Kramers–Kronig Dispersion Relations

A connection between sum rules and the causality
principle was established on the basis of the rela-
tion between the real and the imaginary parts of the
susceptibility *wðoÞ. This can be obtained by consid-
ering the complex o plane and observing that the
susceptibility does not have poles on the upper plane
because the polarization can be expressed from the

time-dependent response operator G(t) as

PðtÞ ¼
Z þN

�N

GðtÞEðt � tÞ dt ½20�

with the condition GðtÞ ¼ 0 for to0 due to time
causality. Then, taking the Fourier transform, one
obtains

P̃ðoÞ ¼ *wðoÞEðoÞ ½21�

with

*wðoÞ ¼
Z

N

0

GðtÞ expðiotÞ dt ½22�

The fact that *wðoÞ is analytic in the upper com-
plex plane gives, using the Cauchy theorem on a
contour closed to infinity where *wðoÞ goes to zero
(see Figure 1)

*wðoÞ ¼ 1

pi
TT

Z þN

�N

*wðo0Þ
o0 � o

do0 ½23�

where the line on the integral denotes that the prin-
cipal part must be considered. Since wð�oÞ ¼ w�ðoÞ,
the standard form of Kramers–Kronig (KK) relations
is obtained:

w1ðoÞ ¼
2

p
TT

Z
N

0

o0w2ðo0Þ
o02 � o2

do0 ½24a�

w2ðoÞ ¼
�2o
p

TT

Z
N

0

w1ðo0Þ
o02 � o2

do0 ½24b�

In the case of metals, besides the pole at o, the
function *wðo0Þ=ðo0 � oÞ has an additional pole at
o0 ¼ 0 because sð0Þa0. This can be taken into ac-
count by considering the function *w� ðsð0Þ=oÞi,
which does not have such a pole and is analytic

�′
Re

 
�

lm �

Figure 1 Indication of the contour on the complex plane where

the integral of the function wðo0Þ=ðo0 � oÞ by Cauchy theorem is

equal to ipwðoÞ.
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on the upper plane. Then dispersion relations [23]
and [24] apply, provided the term �sð0Þ=o is added
to the imaginary part of *wðoÞ and the principal
part of the integrals is considered along the entire
real axis, including the point at o ¼ 0, where *w2ðo0Þ
has a pole.

The above KK relations are very useful because
they relate the dispersion to the absorption. Similar
relations can be obtained for the other optical con-
stants *s, ñðoÞ, r, and Imð1=eÞ.

They can all be connected to specific sum rules by
considering the asymptotic behavior which can be
obtained from the KK relations, and comparing it to
that which is obtained from a specific model of
the material system. Since the asymptotic behaviors
must coincide, sum rules are obtained. It can be
seen immediately that the TRK sum rule [10] or
[19] can be obtained when one considers the asymp-
totic behavior from [24a] by using the so-called
super-convergence theorem, which amounts to let-
ting o0-0 in the denominator, and comparing it
with the asymptotic behavior from expression [9]
(oj-0 in the denominator).

As a consequence of the above discussion, one can
conclude that sum rules and KK dispersion relations
derive from the causality principle only, and from
a knowledge of the short-time (or high-frequency)
behavior of the system. Complicated properties due
to electron–electron interaction or external poten-
tials are not relevant for sum rules and Kramers–
Kronig relations. Also the quantum mechanical
approach is not essential.

A revival of the field of sum rules started in the
early 1970s after the discovery of the refractive index
sum rule by Altarelli, Dexter, Nussezveig, and Smith
(ADNS), which states for the real part of the refr-
active index

TT

Z
N

0

ðnðoÞ � 1Þ do ¼ 0 ½25�

After that new sum rules and more KK-type rela-
tions were derived for all optical functions and are
now being used to interpret a variety of effects. New
KK relations and sum rules have also been found in
nonlinear optics. Sum rules can now be explored in
the entire frequency range using the properties of
synchrotron radiation. They are also being used as
stringent tests for approximate theories.

KK Relations and Linear Sum Rules

The KK relations [24] for the complex susceptibi-
lity function have been derived by direct integration,
but causality and KK relations have more direct

implications; they can be summarized in what is
known as a Titchmarsh theorem, which states the
following: any square integrable function f(o) which
fulfills one of the three conditions below fulfills all
three of them:

1. the inverse Fourier transform F(t) of f(o) vanishes
for to0,

2. f(o) is the limit for e-0þ of a function f̃ðoþ ieÞ
that is analytic in the upper half plane and square
integrable on the real axis and on any line parallel
to it, and

3. f̃ðoÞ verifies the KK identity

f̃ðoÞ ¼ 1

pi
TT

Z
N

�N

f̃ðo0Þ
o0 � o

do0 ½26a�

or equivalently for F(t) real,

f1ðoÞ ¼
2

p
TT

Z
N

0

o0f2ðo0Þ
o02 � o2

do0

f2ðoÞ ¼ � 2o
p

TT

Z
N

0

f1ðo0Þ
o02 � o2

do0 ½26b�

The above theorem proves that KK relations are a
direct consequence of time causality, but it also im-
plies that any combinations of analytic functions
satisfy KK relations if they are square integrable. For
establishing KK relations, it is not necessary to know
the explicit form of the causal response function,
which is determined by the specific operator being
considered, by the Hamiltonian, and by the time-
dependent perturbing potential. One only needs to
know its asymptotic behavior which can be obtained
in the classical approximation from the Lorentz os-
cillator model, or in the quantum theory from the
quantum expression of the response function at time
zero. The same holds for the sum rules, which are
obtained by comparing the above described asymp-
totic behavior with that obtained from KK relations.

Consider the optical case in the dipole approxi-
mation. The interaction Hamiltonian can then be
written as

H0 ¼ �P � EðtÞ ½27�

where P ¼
P

i er i is the polarization (it can be used
as an operator in quantum mechanics) and EðtÞ is the
electric field, which is taken as a sinusoidal function.
While in the classical approximation one considers
directly the time dependence of the Pþ (Lorentz os-
cillator model), in the quantum mechanical approach
the response function can be obtained from the trace
of the density matrix operator R0 on the ground state
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of the system, and to the first order is given by

GpðtÞ ¼ Tr
1

�i_
½Pð�tÞ; R0�P

	 �
½28�

where P(t) is defined in the interaction representa-
tion. This gives, for the susceptibility, the expression

wðoÞ ¼ 1

_

X
n

j/0jPjnSj2

� 1

o� on0 þ ie
� 1

oþ on0 þ ie

	 �
½29�

where e is an arbitrarily small frequency which ac-
counts for the adiabatic switching of the perturba-
tion.

The sum rules can now be obtained from the two
expressions of the asymptotic behavior, which must
coincide. The first is given by the zero-time response
function and its derivatives, and can be obtained
integrating by part the Fourier transform of G(t),
with GðNÞ ¼ 0:

w
o-N

ðoÞ ¼
Z

N

0

GðtÞ expð�iotÞ dt

¼Gð0þÞ
�io

þG0ð0þÞ
�o2

þG00ð0þÞ
�io3

þG000ð0þÞ
o4

þ? ½30�

where the time derivatives are denoted with the apex.
The second is obtained from the KK relations [24]
with the superconvergence theorem,

w1
o-N

¼ � 2

po2

Z
o0w2ðo0Þ do0 þOðo�2Þ ½31a�

w2
o-N

¼ � 2

po

Z
w1ðo0Þ do0 þOðo�1Þ ½31b�

By computing the limits of expression [30], it can be
seen that G(0þ )¼ 0, G0ð0þÞ ¼ o2

p=4p, etc. One can
see immediately that two sum rules are obtained: The
first from the asymptotic behavior of the real part is
the TRK sum rule

Z
N

0

o0w2ðo0Þ do0 ¼ p
2

d

dt
GðtÞjt¼0þ ¼ 1

8
o2

p ½32�

where o2
p ¼ 4pe2R=m. The second refers to the as-

ymptotic behavior [31b] of the imaginary part of the
susceptibility which, by comparing with [30] isZ

N

0

w1ðo0Þ do0 ¼ p
2
GðtÞjt¼0þ ¼ 0 ½33�

where the second equality can be obtained from the
quantum mechanical expression [28] of G(t) or from
the Lorentz oscillator model.

In the case of metals, the imaginary part of wðoÞ
has a pole o ¼ 0 due to the fact that the conductivity
sðoÞ is different from zero at zero frequency. As
shown for the KK relations, this can be handled by
adding to *wðoÞ the term ð�ðsð0Þ=oÞiÞ which cancels
the pole, preserving the properties of the function.
This is the dominant term in the asymptotic behavior
for o-N, so that, by comparing with [31b] the sum
rule for metals is obtained:Z

N

0

w1ðo0Þ do0 ¼ p
2
sð0Þ ½34�

Other similar sum rules can be obtained for all
optical constants (conductivity s, refractive index ñ,
e�1ðoÞ) in the same way as described above, because
they are all related to the real and imaginary parts of
the susceptibility. Since conductivity is related to the
susceptibility by sðk;oÞ ¼ �iow, the sum rule [32]
gives directly

Z
N

0

Re sðk; oÞ do0 ¼
o2

p

8
½35�

which has been used in superconductors. Analogous
to eqn [33] is the ADNS sum rule [25] for the real
part of the index of refraction, which can be obtained
immediately from the observation that the dispersion
relations [26b] apply to ñðoÞ � 1 for both the me-
tallic and nonmetallic media, and that the asymptotic
behavior of the complex refractive index is

ñ
o-N

ðoÞC1�
o2

p

2o2
þOðo�2Þ ½36�

As a consequence, the ADNS sum rule [25] is ob-
tained for both metallic and nonmetallic media.

Longitudinal Sum Rules

Sum rules can also be obtained for the longitudinal
dielectric function elðk; oÞ. This is given by the re-
sponse of the electron density to an external scalar
perturbation, which in k space takes the form

DRðk; oÞ ¼ wlðk; oÞfðk; oÞ ½37�

The relation between wlðk; oÞ and elðk; oÞ is ob-
tained from the Maxwell equations

e�1
l ðk; oÞ ¼ 1þ 4pe

k2
wlðk; oÞ ½38�
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A number of phenomena are related to the longit-
udinal dielectric function, such as the screening of
charges, the scattering of electrons, with the expres-
sion for the probability for unit time and unit volume
that an electron transfers momentum k, and energy
_o to the medium:

Pðk; oÞ ¼ � 8pe2

k2_V
Im e�1

l ðk; oÞ ½39�

The sum rules for e�1
l ðk; oÞ can be obtained with the

same procedure used for the optical susceptibility
and are Z

N

0

½Re e�1
l ðk;oÞ � 1� do ¼ 0 ½40�

and Z
N

0

o Im e�1
l ðk; oÞ do ¼ p

2
o2

p ½41�

where o2
p ¼ ð4pe2=mÞR is the plasma frequency. This

can be referred to the density of the valence electrons
to give the contribution of plasma resonances in
metals, but when R includes all the electrons of the
medium the sum rule is saturated for k-0 so that no
other longitudinal excitations are present.

Relativistic and Spatial-Dependent
Corrections

One can extend the sum rules beyond the dipole ap-
proximation, by considering spatial dispersion and
the relativistic definition of the current from the
Dirac equation. One must consider the fact that k is
related to o by the expression eðk;oÞo2 ¼ k2ðoÞc2 so
that one must take this into account when perfor-
ming the integration over frequency.

One can be limited to first-order contributions be-
cause of the small value of jkj in optics. The lowest-
order contribution is of order k2 because the linear
term vanishes due to time reversal. Following
Ginzburg and Meiman, a Taylor expansion about
k¼ 0 can be obtained as

e
@2e
@k2

o
ffiffi
e

p

c
; o

� �

Ceð0;oÞ þ o2

2c2
e

o
ffiffi
e

p

c
; o

� �
@2e
@k2






t¼0

½42�

which gives

e
o
ffiffi
e

p

c
; o

� �
C

eð0;oÞ
1� ðo2=2c2Þ ð@2e=@k2Þjk¼0

½43�

The calculation of the second derivative of the die-
lectric function with an inclusion of relativistic cor-
rections has been carried out by Scandolo, Bassani,
and Lucarini; it is rather complex and is not to be
reported here. When the result is substituted in the
frequency dependence [43], its asymptotic behavior
is obtained, and the sum rules can be derived in the
usual way with spatial dispersion and relativistic
corrections. The sum rule on the real part of the
susceptibility is unchanged and gives zero, and that
on the imaginary part is modified by a contribution
which depends on the expectation value of the ki-
netic energy of the electrons on the total ground state
of the system T0 ¼ /0j12mv2j0S. The result isZ

N

0

o0e2ðo0Þ do0 ¼ p
2
o2

p 1� 2

3

T0

mc2

� �
½44�

This correction is very small, of the order of E10�3

in Al, where tests of the sum rule have been made,
but it may be easily detected in heavy materials using
synchrotron radiation up to very high frequencies.

Applications

Applications of the above described sum rules and
KK relations are innumerable and have been of great
help in understanding the basic properties of optics
in condensed matter. They explain immediately why
above a given frequency, all materials are transparent
to the electromagnetic radiation.

They show immediately the strict connection be-
tween the absorption edge in solids and the value of
the static dielectric constant.

The KK dispersion relations have allowed the de-
termination of the optical constants from the meas-
urements of only one of them on the entire optical
spectrum (for instance, the reflectivity in semicon-
ductors, where the transmittance cannot be meas-
ured because it is too small). In that case, KK
dispersion relations can be derived for the reflectivity
amplitude. They connect the measured reflectivity R
to the phase y through the function

ln r ¼ ln jrj þ iy ¼ 1
2 ln RðoÞ þ iyðoÞ ½45�

which has been proven to have the required analytic
behavior in the upper half of the complex o plane.
One can then obtain the phase, and from eqn [7] the
complex refractive index and all optical constants.
This has allowed the knowledge of the optical tran-
sitions in solids, and consequently of the electronic
band structure over an extended energy range.

The availability of synchrotron radiation of fre-
quency over a very extended range has furthermore
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allowed the direct verification of the sum rules.
Figure 2 reports the results obtained on the metal
Al. Further, more detailed analysis on heavy mate-
rials would allow the verification of the relativistic
and spatial dispersive correction given by expres-
sion [44].

See also: Elemental Semiconductors, Electronic States
of; Interaction of Light and Matter; Optical Absorption and
Reflectance; Optical Properties of Materials; Semicon-
ductor Compounds and Alloys, Electronic States of; Semi-
conductor Optics.

PACS: 78.20.� e; 78.40.�q; 11.55.Hx
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Introduction: Materials

Organic semiconductors are molecular materials
with vanishing density of states around the Fermi
energy and an energetic gap of B1–5 eV between the
highest occupied and the lowest unoccupied states.
Contrary to inorganic semiconductors, the optical
and transport gaps may differ by more than 1 eV
because they are related to different kinds of crystal
excitations: the optical response is dominated by
Frenkel excitons arising from neutral molecular
excitations, and the transport gaps refer to charge
transfer (CT) between different molecular sites in the
limit of infinite intermolecular distance.

The highest valence band results from the highest
occupied molecular orbital (HOMO), and the lowest
conduction band from the lowest unoccupied molec-
ular orbital (LUMO). Two contributions to the band
dispersion have to be distinguished: strong interac-
tions between adjacent covalently bound building

blocks in long oligomers or polymers, and weak inter-
molecular interactions. The latter give rather small
transfer matrix elements between adjacent molecules,
restricting the bandwidths of the charge carriers to
typically less than 0.5 eV.

Three material classes can be distinguished: poly-
mers, crystalline or amorphous solids composed of
identical polycyclic molecules, and organic salts
composed of two different kinds of molecules. In
the last case, the condensed phase favors electron
transfer from the sites with the smaller ionization
potential toward the molecules with the stronger
electron affinity. The electronic states of polymers
and oligomers with a large number of repeating units
are covered elsewhere in the encyclopedia (refer ‘‘See
also’’ section), and the present article concentrates on
the properties of solids composed of identical mol-
ecules. Some prototypic planar molecules forming
one or several semiconducting crystal phases are dis-
cussed, compare Figure 1. The optical properties of
the monomers are related to the electronic orbitals
involved in the dipole-allowed transitions, high-
lighting the importance of the deformation in the
relaxed excited state of the molecule both for the
optical response and for resonant Raman spectra.
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Based on these ingredients for a single molecule, it
is shown that a neutral molecular excitation can be
transferred between different sites in the crystal, re-
sulting in excitonic Bloch waves known as Frenkel
excitons. For the particular case of 3,4,9,10-per-
ylene, tetracarboxylic dianhydride (PTCDA), it is
demonstrated that the anisotropy of the dielectric
tensor in the visible and the dominating low-temper-
ature photoluminescence (PL) band can be related
quantitatively to the dispersion of the Frenkel exci-
tons arising from the molecular HOMO–LUMO
transition.

If CT excitations between adjacent sites in the
molecular crystal are energetically below the Frenkel
excitons, self-trapped excitons may form, resulting in
PL bands with long radiative lifetimes corresponding
to the small intermolecular transition dipoles. Two
microscopic models can be distinguished: excimers
composed of two neutral molecules sharing an elec-
tronic excitation, and pairs of oppositely charged
molecules. In both cases, the self-trapped excitons
can be assigned to pairs of internally deformed mol-
ecules involving a reduced intermolecular distance
with respect to the crystal geometry.

The electronic band structure of a molecular solid
is related to the overlap between the frontier orbitals
on adjacent molecules. Starting from a tight-binding
approach, it is shown that key parameters such as the
bandwidth of the charge carriers show a pronounced
temperature dependence, an important ingredient
for the interpretation of the observed temperature-
dependent mobilities.

Concerning devices based on organic semicon-
ductors, the two major applications are organic field
effect transistors and organic light emitting diodes.
In the latter case, the disadvantage of rather

low-charge carrier mobilities with respect to inor-
ganic semiconductors is counterbalanced by favor-
able molecular properties such as the tunability
across the visible by choosing suitable compounds,
the high-internal quantum efficiency, and a relatively
low power consumption.

Intermolecular Interactions and
Crystal Phases

Several organic crystals with semiconducting prop-
erties are composed of planar molecules (see the ex-
amples in Figure 1), and different polymorphs have
been observed for various species. In molecules with
partly ionic bonds such as PTCDA, the net charges
on the atoms surrounding these bonds result in a
large electric quadrupole moment of the entire mol-
ecule, determining, in turn, preferential geometries
for neighboring molecules in the solid. This quadru-
pole moment favors an orthogonal arrangement of
the two basis molecules in the crystal unit cell, and as
a consequence, the unit cell should be quadratic. In
both crystal phases of this compound, a symmetry
breaking toward a rectangular unit cell allows an
interaction of coplanar molecules in the neighboring
unit cells via hydrogen bridges, increasing the
number of neighbors with similar intermolecular
binding energies from 4 to 6.

The oblique orientation of the third lattice vector
with respect to the molecule normal reduces the
Coulomb repulsion between the stack neighbors,
favoring instead short distances between oppositely
charged C and O atoms in consecutive crystal planes.
The precise stacking geometry results from a combi-
nation of the Coulomb interaction between the
atomic net charges, a repulsive potential arising
from the intermolecular overlap of the p orbitals, and
an attractive van der Waals tail determined by the
interactions between the molecular polarizabilities.
The latter part cannot be obtained by summing over
pairs of independent atoms, but the polarizability of
each molecule has to be related to the molecular or-
bitals and the electronic excitations between them.
Therefore, a realistic estimate of the interaction
energy between the stack neighbors requires advan-
ced quantum chemical approaches such as the sec-
ond-order Møller–Plesset perturbation theory where
the dispersion interaction involving excited Slater
determinants is included.

For the case of a-PTCDA (see Figure 2), the inter-
actions between neighboring molecules in the crystal
are summarized in Table 1. The results have been ob-
tained with B3LYP, Hartree–Fock (HF) and the sec-
ond-order Møller–Plesset perturbation theory (MP2)
in the 3–21G variational basis set. In all cases, the

Pentacene

Quarter-thiophene PTCDA

Perylene

Figure 1 Molecular semiconductors discussed in the present

article: pentacene as an example for the polyacene series, per-

ylene, quarter-thiophene (T4), and PTCDA with geometries opt-

imized at the B3LYP/6-31G(d) level.
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molecular geometries rely on the atomic positions
obtained with X-ray diffraction and a readjustment
of the hydrogen atoms with a DFT calculation for
the three-dimensional crystal. As the elimination of
the basis set superposition error results in substantial
changes of the interaction energies, only the counter-
poise corrected energies are discussed in the following.
For the coplanar neighbors, the binding energies de-
pend only weakly on the microscopic approach used,
but especially for the stack neighbors, the interaction
at the HF and B3LYP level remains repulsive, whereas
an MP2 calculation including dispersion interactions
gives an overall negative binding energy. From an es-
timate of the basis set limit of the repulsive HF inter-
action between two stack neighbors and of their
dispersion interaction, it can be concluded that the
basis set limit of the MP2 calculation gives a binding
energy of � 0.91 eV for the stack. Without further

modifications of the other intermolecular interactions
reported in Table 1, this increases the cohesive energy
in a-PTCDA at the MP2 level from � 2.14 to
� 3.36 eV. Despite the large size of the PTCDA mol-
ecule, the estimated basis set limit of the MP2 binding
energy in a stacked dimer is only about twice as large
as the MP2 basis set limit obtained for a slipped
naphthalene dimer in a stacked geometry, indicating
that this energetic range for the van der Waals inter-
action is typical for various molecular crystals forming
stacks. On the other hand, the large intermolecular
binding energy between coplanar PTCDA neighbors is
a pecularity of the large quadrupole moment and
the vicinity of oxygen and hydrogen atoms in both
molecules. The strength of these interactions is only
weakly dependent on the quantum chemical approach
used. Therefore, it can be concluded that the partly
ionic carboxylic bonds with negatively charged
oxygens and positively charged carbons are of crucial
importance for the specific arrangement of the two
basis molecules in the unit cell. For molecules without
such dipolar groups in the periphery, the interaction
between coplanar neighbors would be much smaller,
so that noncoplanar arrangements may be more
favorable, as observed, for example, for the poly-
acene series.

Frontier Orbitals and Relaxed Excited
State of a Single Molecule

The electronic states of polycyclic molecules can be
calculated with a large variety of quantum chemical
techniques. In this section, the molecules shown in
Figure 1 are investigated with the B3LYP approach
in the 6–31G(d) variational basis set as implemented
in the GAUSSIAN98 program package. The HOMO and
the LUMO are p states resulting from the atomic 2pz
orbitals oriented along the normal of the molecular
plane. They are composed of lobes with alternating

�-PTCDA

c ′=19.89 A 

b =11.96 A 

x

y

°

°

Figure 2 Unit cell of the monoclinic a phase of PTCDA, in the

projection coinciding most closely with the molecular orientation.

The lattice vectors are a¼3.72 Å, b¼ 11.96 Å, and c¼17.34 Å,

and the direction c0 visualized is a linear combination of the lattice

vectors c and 2a.

Table 1 Total energy of different molecular dimers in a-PTCDA

Geometry Distance ðÅÞ Type Sites B3LYP ðeVÞ HF ðeVÞ MP2 ðeVÞ

b 11.96 AA 2 �0.24 (�0.52) �0.30 (�0.49) � 0.23 (� 0.50)

aþ (bþ c)/2 11.60 AB 4 �0.18 (�0.47) �0.21 (�0.40) � 0.20 (� 0.50)

a 3.72 AA 2 þ0.76 (þ0.21) þ0.94 (þ0.41) � 0.30 (� 1.02)

(bþ c)/2 10.53 AB 4 þ0.01 (�0.13) þ0.03 (�0.08) � 0.06 (� 0.19)

a� (bþ c)/2 13.64 AB 4 �0.01 (�0.03) �0.02 (�0.02) � 0.02 (� 0.02)

Total 16 þ0.33 (�3.15) þ0.48 (�2.16) � 2.14 (� 5.88)

Both for the nearly coplanar molecules (first two lines) and for the interactions between consecutive layers of the crystal (next three

lines), the type of the basis molecules involved is indicated by AA or AB, respectively. Multiplied by the number of the respective

neighboring sites and summed over the five types of dimers investigated, these dimer energies result in an estimate for the total

cohesive energy in the crystalline phase (last line). All results have been obtained with the GAUSSIAN98 software package using the

3–21G variational basis set, with (without) counterpoise corrections of the basis set superposition error.
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sign, and as both orbitals are in the central energetic
region of all the p states, each lobe is typically delo-
calized over two atomic sites (cf. Figures 3–6). For
perylene and PTCDA, in each half of the molecule the
higher-lying LUMO has one node plane and one lobe
more than the HOMO, so that the energetic ordering
is in accordance with the well-known node counting
rules.

The deformation patterns shown in Figures 3–6
correspond to the difference between a CIS/6–31G(d)
calculation for the minimum of the excited state
potential and the HF/6–31G(d) geometry for the
electronic ground state. In all cases, the S0-S1
excitation arises from the dipole-allowed HOMO–
LUMO transition. For quarter-thiophene, perylene,
and PTCDA, the transition dipole moment is orient-
ed along the long axis of the molecules, whereas the
lowest electronic transition in pentacene has a tran-
sition dipole moment along the short axis.

The deformation pattern in the relaxed excited
state of each molecule can be understood from the
bonding regions and nodal planes of HOMO and
LUMO: for bonds where a bonding region of the
HOMO is replaced by an antibonding node of the
LUMO, the bond length increases, whereas nodes of
the HOMO replaced by a bonding region of the

HOMO

LUMO

Deformation

Figure 3 HOMO, LUMO, and deformation in the relaxed excit-

ed state of pentacene, multiplied by 20. The orbitals have been

calculated with B3LYP/6–31G(d) in the geometry optimized with

the same method, and the deformation is the difference between

geometry optimizations using CIS/6–31G(d) for the excited state

and HF/6–31G(d) for the ground state.

HOMO

LUMO

Deformation

Figure 4 HOMO, LUMO, and deformation in the relaxed excit-

ed state of quarter-thiophene.

HOMO

LUMO

Deformation

Figure 5 HOMO, LUMO, and deformation in the relaxed excit-

ed state of perylene.
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LUMO result in a shorter bond. As the commutative
point groups of the four molecules shown contain the
inversion, the charge density of each orbital trans-
forms according to the totally symmetric representa-
tion Ag, restricting the deformation in the relaxed
excited state to the same symmetry.

Vibrational Spectroscopy

Infrared Spectroscopy

For each molecular species, the vibrational properties
of the molecules give a unique fingerprint related
to the specific bonding mechanisms involved. The
strongest response of the infrared (IR)-active modes
arises from bonds with a significant ionic CT, so that
IR spectroscopy gives direct insight into the charge
distribution over the molecule, and as discussed in an
earlier section, the resulting molecular quadrupole
moment has a significant influence on the intermo-
lecular interactions in the condensed phase.

In Figure 7, the calculated IR spectra of the mol-
ecules visualized in Figure 1 are reported on the same
scale. This comparison reveals that the covalent
bonds in pentacene and perylene result in quite small
net charges on the constituting atoms. The calculated
IR activity of quarter-thiophene arises mainly from
two out-of-plane C–H bending modes at 696 and
802 cm�1, a symmetric C–S–C in-plane stretch mode
at 830 cm� 1, a mode at 1245 cm�1 where the pat-
tern is a superposition of C–S stretching and C–C
stretching of the bonds between pentagons, and a
mode at 1557 cm� 1 dominated by C–C stretching in
the pentagons and C–H bending. The most interes-
ting case is PTCDA, where the vibrational fingerprint
is largely determined by the O¼C–O–C¼O end
groups. The asymmetric C–O–C stretch contributes
strongly to the modes at 1070 and 1173 cm� 1, the
symmetric C–O–C stretch to the modes at
1151 cm� 1, 1171 cm� 1, and 1323 cm� 1, where in
each group the mode with the highest frequency has
significant contributions from C–C stretching modes
involving the carbon atoms of the carobxylic groups.
Among the IR modes with the highest frequencies,
the one at 1645 cm� 1 has mainly elongations of
the carbon atoms, and the two strong modes at
1821 cm� 1 and 1854 cm�1 are C¼O stretching
modes. Even though the 6–31G(d) basis set used for
the calculation of the vibrational properties is rea-
sonably well converged, the calculated IR activity of
the out-of-plane modes below 1000 cm�1 is far be-
low the observed spectra for crystalline material, in-
dicating that in the free molecule the most strongly
elongated H-atoms do not carry a significant charge.
However, in the crystalline phase, the CT between
oxygen and hydrogen atoms of neighboring mole-
cules results in small positive net charges on the hy-
drogens, with a strong impact on the IR activity of
the out-of-plane C–H wagging modes.

Resonant Raman Spectroscopy and Vibronic
Progressions in Absorption and PL

For the Raman-active breathing modes, the elongat-
ion in the relaxed excited state of each molecule can
be obtained from a projection of the deformation
pattern in Figures 3–6 on the complete set of vibra-
tional eigenvectors of each molecule. As a result, for
each of the Ag-symmetric breathing modes _oj, the
corresponding reorganization energies

lj ¼ g2j _oj ½1�

can be expressed in terms of a dimensionless vibronic
coupling constant g2j . This quantity determines the
transition probabilities from the electronic and vib-
rational ground state |0gS to the different vibronic

HOMO

LUMO

Deformation

Figure 6 HOMO, LUMO, and deformation in the relaxed excit-

ed state of PTCDA.
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levels jneS associated to the excited state potential:

Pðj0gS-jneSÞp/nej0gS2

¼ Pnðg2j Þ ¼
g2vj
n!

e�g2j ½2�

where Pnðg2j Þ is a Poisson distribution. If several in-
ternal modes are elongated in the relaxed excited
state geometry, the calculation of the linear optical
response requires the multiplication of the transition
probabilities associated to the transitions j0gS-jneS
of different breathing modes _oj. The transition pro-
babilites Pðj0eS-jngSÞ observed in PL can be de-
scribed by a similar equation:

Pðj0eS-jngSÞp/ngj0eS2

¼ Pnðg2j Þ ¼
g2vj
n!

e�g2j ½3�

To leading order, the resonant Raman cross section
of each mode is proportional to the vibronic coupling
constant g2j ,

sRð_ojÞpg2j ð_ojÞ2½1þ nthð_o; kBTÞ� ½4�

where nth ð_oj; kBTÞ is the number of thermally
excited vibrational quanta at temperature T accord-
ing to Bose–Einstein statistics. Equations [2] and
[4] reveal that the linear optical properties, PL
and resonant Raman spectra give complementary

information on the coupling between electronic ex-
citations and vibrational modes.

Albeit the experimental Raman spectra are usually
obtained from the crystalline phase, calculations for
a single molecule remain a reasonable approximation
because the intermolecular influence on the internal
vibrational properties is rather weak.

Clear vibronic progressions can be obtained from
the absorption spectra of frozen solutions, laser-
induced fluorescence spectra in weakly interacting
solvents such as superfluid helium, and PL at low
temperature. For excitations to higher vibronic
levels, nonradiative recombination mechanisms may
reduce the laser-induced fluorescence signals with
respect to the absorption coefficient so that the PL
excitation spectra deviate considerably from the
absorption coefficient. Figure 8 shows the PL spec-
tra of quarter-thiophene in a frozen solution of tetra-
decane at a temperature T ¼ 4:2 K, allowing a clear
assignment of the elongations of various internal
breathing modes.

For more strongly interacting solvents and higher
temperature, the absorption and PL spectra of dis-
solved monomers are considerably broadened, so
that individual vibronic lines merge into broader
bands. An example of this behavior is dissolved
PTCDA, where the most strongly elongated breathing
modes between 1100 and 1700 cm�1 merge into a
vibronic progression with a spacing of B1400 cm�1,
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Figure 7 IR intensities calculated at the B3LYP/6–31G(d) level. For visualization purposes, the IR-active modes are broadened with

Lorentzian lineshapes with a full width half maximum (FWHM) of 10 cm�1, and all curves are reported on the same but arbitrary scale.

From bottom to top: quarter-thiophene, pentacene, perylene, and PTCDA, as annotated. Due to inherent approximations of the B3LYP

method, the calculated mode frequencies shown in this figure are too high by B4%, and as a consequence, it is common practice to

rescale them by a factor of B0.96. The reference lines of the different molecules have been shifted for clarity.
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interpreted as the elongation of an effective internal
vibration.

Figure 9 shows the vibronic coupling constants g2j
of the breathing modes in the ground-state potential
related to the reorganization energy of each mode
according to eqn [1]. As PL and resonant Raman
spectroscopy probe the vibrational properties on this
potential surface, both spectra can be calculated with
these parameters according to eqns [2] and [4].

On the other hand, the modeling of vibronic
progressions in optical absorption requires a know-
ledge of the vibrational properties in the excited state
potential. Especially for floppy molecules such as
quarter-thiophene, the breathing modes may be quite
different, partly due to changes of the potential
curvature, and partly due to Dushinksy rotations be-
tween the vibrational eigenvectors on the ground-
and excited-state potential surfaces.

For all the four molecules visualized in Figure 9, a
low-frequency mode below 400 cm�1 is strongly
elongated. In each case, it corresponds to a com-
pressive in-phase movement of all atoms, with the
elongations oriented mainly along the long axis of
the molecule. The modes in the region 500–
800 cm� 1 have a similar in-phase pattern oriented
along the short axis. In quarter-thiophene, the
dominating mode at 1503 cm� 1 is a combination
of C–C stretching with a symmetric C–S–C bending
motion. For the other three molecules, the breathing
modes between 1100 and 1700 cm� 1 involve a com-
bination of C–C stretching modes and C–H bending
modes, and their elongation is driven by the modu-
lation of the C–C bond lengths in the relaxed excited

state geometry. The similarity between the modes
contributing to perylene and PTCDA is a direct con-
sequence of the similarity of the HOMO and LUMO
in both compounds, and of the fact that the terminal
O¼C–O–C¼O groups of PTCDA produce vibra-
tional modes with very small elongations in the per-
ylene core where the differences between the HOMO
and LUMO patterns provide the driving force for the
elongations.

Absorption and PL Spectra in
the Crystalline Phase

For molecular crystals with weak intermolecular
interactions such as quarter-thiophene, the low-
temperature absorption and PL spectra show clear
vibronic progressions of internal vibrations resem-
bling dissolved monomers, (see Figure 10). On the
other hand, in crystals with strong intermolecular
interactions such as PTCDA, the optical excitation
induces large elongations of external phonon modes
which can be mapped with resonant Raman spec-
troscopy. It can be shown that these elongations of
the librational phonons and the lowest internal
breathing modes allow a quantitative assignment of
the large broadenings of the absorption spectra
observed even at low temperature. As a matter of
fact, already at low temperature the fine structure of
the vibronic progression is hidden under a line width
with FWHM ofB80meV, so that the high-frequency
breathing modes dominating the resonant Raman
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Figure 8 PL spectrum of a frozen solution of quarter-thiophene

in tetradecane at T ¼ 4:2 K, as a function of wavelength. The PL

has been excited selectively on the lowest transition of one of the

four different sites resolved in PL excitation spectra. The differ-

ence of 1478cm�1 between the peaks 9 and 1 corresponds to the

calculated mode at 1503cm� 1 in Figure 9. (After Birnbaum D,

Fichou D, and Kohler BE (1992) The lowest energy singlet state of

tetrathiophene, an oligomer of polythiophene. Journal of Chemical

Physics 96: 165.)
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j for the internal breath-
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spectra merge again into an effective high-frequency
internal vibration. In the solid phase, the higher
harmonics of the internal vibrations are subject to
additional broadening mechanisms induced by a
combination of exciton transfer and spreading of
the internal deformation over molecules surrounding
the optically excited site.

The stronger intermolecular interactions in crys-
talline PTCDA reduce the PL efficiency with respect
to the monomer. On the other hand, these interac-
tions are also responsible for the fact that single
crystals of a-PTCDA show a large variety of radia-
tive recombination channels (see Figure 11). For the
four strongest PL bands, the observed decay time t
can be fitted to a simple model for radiative recom-
bination with nonradiative PL quenching at higher
temperatures:

1

t
¼ g ¼ grad þ gnrad exp

�Dact

kBT

� �
½5�

where grad ¼ t�1
rad is the inverse of the radiative life-

time, gnrad a nonradiative recombination rate, and Dact

the corresponding activation barrier (see Figure 12).
As discussed in the next section, the fastest recom-

bination channel with a radiative decay time of 13 ns
arises from a vertical recombination starting at the
dispersion minimum of the Frenkel excitons. The
three PL bands with longer radiative lifetimes can be
assigned to self-trapped excitons involving molecular
dimers with internal deformations and a modified
intermolecular distance (for further details see the
section ‘‘Slow PL channels: self-trapped excitons’’).

Exciton Models for the Crystalline Phase

Optical Cycle of Frenkel Excitons

In the solid phase, the molecular HOMO–LUMO
excitations can be transferred to different molecules,
resulting in neutral crystal excitations called Frenkel
excitons. The transfer matrix elements arise from the
interaction between the molecular HOMO–LUMO
transition dipoles, and for a quantitatively mean-
ingful description, it is important to go beyond the
point dipole approximation by including the delo-
calization of HOMO and LUMO over the entire
molecular area, compare Figures 3–6. This can be
achieved by discretizing the HOMO–LUMO transi-
tion dipole moment into a distribution of atomic
overlap charges.

As the deformation in the relaxed excited state has
a major impact on the absorption spectrum of the
monomer, a simple scheme for the internal defor-
mation has to be merged with the possibility of
transferring molecular excitations. If the relevant
breathing modes cluster in a narrow range as for a
PTCDA molecule, it is convenient to introduce an
effective internal mode _oeff ¼

P
j g

2
j _oj=

P
j g

2
j

with an effective vibronic coupling constant
g2eff ¼

P
j g

2
j , where the sum may be restricted to

the most strongly elongated modes, for example, in
the range 1100–1700 cm�1. It has been shown that
for crystalline PTCDA, an effective mode described
by _oeff ¼ 0:17 eV ¼ 1370 cm�1 and g2eff ¼ 1:0 gives
a realistic description. Within this effective mode
model, the elementary molecular excitations can be
described by Bosonic creation and annihilation op-
erators bþnan and bnan, respectively, where

bþnane ¼ jnaneS/na0gj ½6�

excites the basis molecule a in the unit cell at the
lattice site n from the electronic and librational
ground state j0gS to the vibronic sublevel jneS on the
excited state potential. Based on these operators, a
Hamiltonian including the possibility of transferring
neutral excitations between different molecules can
be written in the following form:

He ¼
X
n

X
a¼A;B

X
ne

E0gneb
þ
nanebnane

þ
X
nane

X
mbme

tnane;mbmeb
þ
nanebmbme ½7�

where the transfer matrix elements tnane;mbme are the
product of an electronic and a vibronic part,

tnane;mbme ¼ Tna;mbSne0gSme0g ½8�

Sne0g ¼ /nej0gS and Sme0g ¼ /mej0gS are the vibronic
Franck–Condon factors of the effective internal
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Figure 10 PL spectrum of a 25 Å thick film of quarter-thiophene

on highly oriented pyrolitic graphite recorded at T¼20K. The

difference of 1469 cm� 1 between the two most prominent peaks

corresponds to the calculated mode at 1503 cm�1 in Figure 9.

(After Gebauer W, Väterlein C, Soukopp A, Sokolowski M, and

Umbach E (1996) High-resolution optical spectra from ultrathin

quaterthiophene films. Thin Solid Films 284–285: 576.)
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mode, and their squares follow a Poisson progression
S2ne0g ¼ Pneðg2effÞ according to eqn [2]. As the transfer
matrix elements result from the interaction of the
molecular transition dipoles, the neighboring mole-
cules in the crystal give the largest values. For pairs
of equivalent basis molecules in a-PTCDA, it can be
shown that the stack neighbors exceed all other
transfer matrix elements by more than one order of
magnitude. Even though the transfer between both
types of basis molecules remains much smaller, it
induces a pronounced difference between the line-
shapes of the diagonal components of the frequency-
dependent dielectric tensor.

The above Hamiltonian equation [7] is based on the
simplifying approximation that the electronic excita-
tion and the deformation reside on the same molecule,
so that they are transferred together. It can be block-
diagonalized by a Fourier transformation to k-space,
resulting in dispersion relations for the different
vibronic levels of the Frenkel exciton. In the usual
approximation of a vanishing photon wave vector
with respect to the size of the Brillouin zone, the
optical excitation results in a Frenkel exciton at the
G point. The HOMO–LUMO transition dipole mo-
ments are oriented along the long axes of the two basis
molecules, defining the plane where this transition
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Figure 11 Decomposition of the measured time-integrated PL spectra (dots) at T ¼ 40 K (upper) and T ¼ 280 K (lower) into con-

tributions from Frenkel excitons (long-dashed), excimers (short-dashed), and two CT channels assigned to recombination between an

anionic and a cationic molecule (dash-dotted). The time-integrated spectra include a high-energy satellite B1.95 eV at T ¼ 40 K and

B2.05 eV at T ¼ 280 K (not shown separately). (After Kobitski A Yu, Scholz R, Wagner HP, and Zahn DRT (2003) Time-resloved

photoluminescence study of excitons in a-PTCDA as a function of temperature. Physical Review B 68: 155201.)
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contributes to the optical response. Due to the specific
arrangement of the two molecules in the unit cell, this
plane is very close to the plane visualized in Figure 2.

The dielectric tensor resulting from the above
Hamiltonian equation [7] and realistic transfer ma-
trix elements is visualized in Figure 13. In addition to
the molecular ingredients discussed above, the two
crystal parameters determining the optical response
are the sum over all transfer matrix elements between
equivalent lattice sites, TAA ¼ 150meV, and the sum
over all transfers between inequivalent basis mole-
cules, TAB ¼ 46meV. The redistribution of oscillator
strength between the different vibronic sublevels is
governed by TAA � TAB ¼ 104meV for exx, and by
TAA þ TAB ¼ 196meV for eyy. These values result in
different lineshapes of the two diagonal elements of
the dielectric tensor, but the Davydov splitting be-
tween the vibronic sublevels remains rather small.
For polycrystalline films with random azimuthal ori-
entation of the crystallites, the average ejjðoÞ can be
used for the definition of the refractive index njjðoÞ,
(see Figure 14).

The above approach to exciton transfer can easily
be generalized to the exciton dispersion in the entire
Brillouin zone displayed in Figure 15. After the op-
tical excitation toward the dispersion maximum at G,
the Frenkel excitons can be scattered by librational
modes, resulting eventually in a thermalized exciton

population around the dispersion minimum at the
boundary of the Brillouin zone. These low-lying ex-
citon states are obvious candidates for a strongly red-
shifted PL band.
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Figure 12 Lifetimes of the different PL bands, where the model curves according to eqn [5] are calculated with trad ¼ 13 ns for the
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dependent dielectric tensor in a-PTCDA. Dashed: exx ðoÞ, dash-
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Assuming a vertical PL transition, the final state
after recombination has to conserve the wave vector
of the thermalized Frenkel exciton, so that the elec-
tronic and vibronic ground state with a vanishing
wave vector can be excluded as an acceptable final
state. This lack of the lowest final state gives the
largest contribution of 0.17 eV to the overall Stokes
shift of 0.41 eV between the lowest absorption sub-
band and the highest PL feature, followed by the

dispersion of the Frenkel excitons extending over a
range of 0.12 eV. A Stokes shift of 0.09 eV related to
the low-frequency internal vibrations and to the
external phonons can be estimated from resonant
Raman spectra, and the correlation between diffe-
rent vibronic sublevels of the final states induced by
exciton transfer is about 0.03 eV. The observed ra-
diative lifetime of trad ¼ 13 ns can be reproduced
quantitatively, and the slowing down with respect to
dissolved monomers with trad ¼ 4 ns results from the
lack of the dipolar coupling to the final state j0gS.
Electron energy loss spectroscopy can be used to map
the dependence of the dipolar coupling strength on
the wave vector, corroborating the validity of the
excitonic dispersion in Figure 15 and the calculated
distribution of the vibronic overlap factors over the
different branches.

Slow PL Channels: Self-Trapped Excitons

In several organic crystals with small intermolecular
distances, PL channels with decay times exceeding
20 ns have been observed (see Figures 11 and 12 for
a-PTCDA). As this range for the radiative recombi-
nation time is far above the PL decay time observed
on dissolved monomers of the same species, the
molecular HOMO–LUMO transition dipole can be
ruled out as a possible assignment. On the other
hand, intermolecular CT transitions are expected to
have very small transition dipoles, and for a-PTCDA,
it can be shown that the three slower PL channels
arise from different types of deformed excited dimer
states: The dominating high-temperature PL band
results from an excimer in a stack geometry, the
lower CT band from the corresponding anion–cation
pair, and the higher CT band from the two basis
molecules in the unit cell involving an anionic and a
cationic molecule. In each case, the Stokes shift with
respect to the corresponding CT transition in the
undeformed crystal is composed of three contribu-
tions: an internal deformation of the two constituting
molecules, an elongation of the external librational
phonon modes, and self-trapping along the intermo-
lecular distance.

For the stack excimer, the internal deformation of
the two molecules can be defined in accordance with
the deformation pattern in Figure 6, and as both
molecules share the electronic excitation, the mini-
mum on the excited state potential obtained with the
time-dependent density-functional theory (TD-DFT)
corresponds to about 45% of the deformation of the
relaxed excited state of the monomer, giving a con-
tribution of 0.21 eV to the Stokes shift.

From their resonant Raman intensities, the libra-
tional phonons are expected to contribute 0.04 eV to
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I and Scholz R (2003) Physcial Review B 68: 155202.)

Γ k z=� /d

IP
L

IP
L

E
P

L

Im
 [�

II]

Im
 [�

II]

E
�

��<<��eff

Figure 15 Schematic model of the optical excitation and re-

combination cycle in crystalline PTCDA at low temperature.

Vibronic levels ng not involved in the absorption and PL transi-

tions are visualized as dashed lines. (After Vragović I and Scholz R
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the reorganization energy in the absorption spectra
of the Frenkel excitons. The internal deformation of
the molecules in the stacked excimer geometry gives
a Stokes shift half as large as for the monomer, so
that it is reasonable to assume that the contribution
of the librational phonons is reduced by the same
amount. The self-trapping of the excimer along the
stack distance can be investigated with a combina-
tion of configuration interaction of singles and the
second-order Møller–Plesset theory, resulting in a
Stokes shift of 0.09 eV. These red shifts with respect
to the CT transition between stack neighbors in the
geometry of the crystal ground state are summarized
in Figure 16. The resulting estimate of 2.06 eV for the
CT transition in the crystal geometry is B0.25 eV
below previous calculated values, and this deviation
can be rationalized from the fact that the gas-to-
crystal shift of the CT transition is in the same range
as for the Frenkel exciton, a contribution to the CT
energy not included in previous microscopic models.

The CT gap can be defined as the energy of a pair
of oppositely charged molecules at infinite distance
inside the crystal. It arises from polarization correc-
tions of the energetic difference between ionization
potential I and electron affinity A in vacuum:

Et ¼ I � A� Pþ � P� ½9�

where Pþ and P� contain polaronic contributions due
to intramolecular deformations and lattice phonons,

and the energy related to the polarization induced
by the charges on the ionized molecules. At finite dis-
tance, the electron–hole attraction reduces this energy,

EpairðrÞ ¼ Et þ VðrÞoEt ½10�

and for stack neighbours, micro-electrostatic calcula-
tions gave VðrÞ ¼ �1:06 eV, resulting in an estimate
of 3.12 eV for the transport gap inside the crystal. Due
to smaller polarization energies for the surface mole-
cules involved in measured photoemission and inverse
photoemission spectra, the difference between the re-
sulting HOMO and LUMO states of the surface mol-
ecules is much higher than the transport gap, (see
Figure 16).

Electronic Band Structure and
Mobility of Charge Carriers

Tight-Binding Approach

The transfer of positive or negative charges between
adjacent sites in the crystal results from the overlap
between the electronic p orbitals of the respective
molecules. The exponential decay of the wave func-
tions results in rather small intermolecular matrix
elements, and even for the neighboring molecules,
they are only of the order of T ¼ 0:1 eV. The elec-
tronic band structure for a molecular crystal with

Attractive Coulomb
electron−hole

Regular stack distance
Internally deformed,
rotated molecules

0.09 Self-trapping (CIS)

Polarization P− and P+

Transport gap 3.12
peak to peak

0.89

1.06

CT transition 2.06 ± 0.05
regular stack, crystal geometry

0.21 Deformation (TD-DFT)

0.04
Phonons (Raman)

IPES - PES 4.01±0.04
surface molecules, peak to peak

Excimer 1.72
Compressed stack
deformed molecules

Figure 16 CT energies related to the stack geometry, in eV. The energies for the stack excimer and the undeformed stack are derived

from the dimer model for a self-trapped exciton discussed in the main text, and the Coulomb attraction between the electron and hole is

taken from previous microelectrostatic calculations. (Tsiper EV and Soos ZG (2001) Physical Review B 64: 195124.) The difference of

0.89 eV between the polarization energies for surface molecules and for molecules inside the bulk can be estimated from the difference

of photoemission spectroscopy (PES) and inverse photoemission spectroscopy (IPES). (Hill IG, Kahn A, Cornil J, dos Santos DA, and

Bredas JL (2000) Occupied and unoccupied electronic levels in organic p-conjugated molecules: comparison between experiment and

theory. Chemical Physics Letters 317: 444 and Park S, Kampen TU, Braun W, and Zahn DRT (2001) Applied Surface Science 175–176:

249.) The experimental uncertainty of the energetic difference between PES and IPES is derived from a fit to experimental data, and the

uncertainty of the CT energy in the undeformed stack is estimated from the three ingredients of the excimer red shift.
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two basis molecules can be written as

E7ðkÞ ¼ TAAðkÞ þ TBBðkÞ
2

� �

7

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TAAðkÞ � TBBðkÞ

2

� �2

þV2
ABðkÞ

s
½11�

where the wave-vector-dependent matrix elements
are given by a Fourier transform of the intermolecu-
lar transfer integrals tAAðRnÞ, tBBðRnÞ, and tABðRnÞ:

TAAðkÞ ¼ EA � 2
X
n

tAAðRnÞeik�Rn ½12�

TBBðkÞ ¼ EB � 2
X
n

tBBðRnÞeik�Rn ½13�

VABðkÞ ¼ �2
X
n

tABðRnÞeik�Rn ½14�

For crystals with the monoclinic centrosymmetric
space group P21=cðC5

2hÞ containing two equivalent
molecules such as naphthalene, anthracene, and
PTCDA, EA ¼ EB and TAAðkÞ ¼ TBBðkÞ, whereas
for triclinic crystals with two inequivalent basis mol-
ecules such as tetracene and pentacene, these energies
and transfer matrix elements differ. The values of the
transfer matrix elements such as tAAðRnÞ can be ob-
tained with quantum chemical approaches or with
density-functional calculations of the periodic solid.
Figure 17 shows a calculated electronic band structure
for naphthalene. For the polyacene series, the total
bandwidths of the HOMO and LUMO bands in-
crease monotonously from naphthalene to pentacene.

Band Narrowing due to Polaronic Effects

Within a mixed Holstein–Peierls approach, the coup-
ling between tightly bound electrons and phonons
can be written as

H ¼
X
mn

emna
þ
man þ

X
q

_oq bþq bq þ
1

2

� �

þ
X
mnq

_oqgqmn bþq þ b�q

� �
aþman ½15�

where a
ðþÞ
m annihilates (creates) an electron at the site

Rm with energy emm, and b
ðþÞ
q annihilates (creates) a

phonon with wave vector q and energy _oq. The site
indices m are a shorthand notation including both
the cell index and the basis molecule. In order to
keep the notation readable, a sum over different local
and nonlocal (librational) phonon modes l is sup-
pressed.

In the noninteracting system, that is, gqmn ¼ 0, the
electronic band structure would be determined by the
transfer matrix elements emn alone. An approximate

solution of the coupled Hamiltonian [15] can be
achieved by a nonlocal canonical transformation ac-
cording to

H-H̃ ¼ eSAeSþ ½16�

S ¼
X
mnq

gqmnðbþq � b�qÞaþman ½17�

By an application of the Baker–Campbell–
Hausdorff theorem and the Wick theorem, the trans-
formed Hamiltonian decouples into independent
electron and phonon contributions,

H̃ ¼
X
mn

Ẽmna
þ
man þ

X
q

_oq bþq bq þ
1

2

� �
½18�

where the on-site energies Ẽmm and transfer integrals
Ẽmn are renormalized by the presence of local and
nonlocal phonon couplings:

/ẼmmS ¼ emm � Dmm ½19�

/ẼmnS ¼ emne
�Xmn � Dmn

1� e�Xmn

Xmn
½20�

The polaron shifts Dmn are given by

Dmn ¼
X
qj

_oqgqmjg�qjn ½21�

and Xmn stands for

Xmn ¼
X
q

1

2
þNq

� �
Gqmn ½22�

where Nq is the thermal occupation of the phonon
mode according to Bose–Einstein statistics. Gqmn

summarizes both local and nonlocal phonon coup-
lings:

Gqmn ¼ jgqmm � gqnnj2

þ
X
lam;n

ðjgqmlj2 þ jgqnlj2Þ ½23�

For practical calculations, the phonons can be ap-
proximated by dispersionless branches l, simplifying
the above expression [22] to

Xmn ¼
X
l

1

2
þNl

� �
ðGlmm þGlnn � g2lmnÞ ½24�

Gljj ¼ g2ljj þ
1

2

X
laj

g2ljl ½25�

For the polyacene series, this formalism has been
applied to the temperature dependence of the polaron
bandwidth (see Figure 18 for naphthalene and tetra-
cene). At zero temperature, the local part of eqns [24]
and [25] gives a reduction of the transfer matrix
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elements in eqn [20] resembling the exponential pre-
factor S200 ¼ e�g2 in the Poisson distribution [2]. In
this regime, only this lowest vibronic level is occupied
by charge carriers, reducing the bandwidth of the
lowest vibronic branch by S200. Therefore, already at
low temperature, the polaron bandwidths reported in
Figure 18 are far below the purely electronic band-
width shown in Figure 17. Due to the low energies of
the phonon modes coupling to the electron transfer,
at higher temperature the thermal occupation num-
bers Nl may become rather large, resulting in a fur-
ther reduction of the polaron bandwidth with respect
to low temperature.

Temperature Dependence of the Charge Carrier
Mobilities

Figure 19 reports the measured mobility of electrons
and holes in naphthalene. In each crystal direction,
the holes show higher mobilities than electrons, but
the temperature dependence is quite different:
for holes, the exponent n in mhðTÞpT�n increases
with rising temperature, whereas for electrons it
decreases.

In thermal equilibrium, the mobility ma in the di-
rection ea can be obtained from the Kubo formula
based on the current–current correlation function.
The current is composed of a pure electronic part jðIÞ
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and a phonon-assisted part jðIIÞ, given by

jðIÞ ¼ e

i_

X
mn

ðRm � RnÞemna
þ
man ½26�

jðIIÞ ¼ e

i_

X
mnq

ðRm � RnÞ_oqgqmnðbþq þ b�qÞaþman ½27�

The mobility mðIÞa can be cast into the following form:

mðIÞa ¼ e

2kBT_
2

X
man

ðRma � RnaÞ2e2mn

�
Z

N

�N

dt e
�
P
l

Gl½1þ2Nl�flðtÞ�
" #2

e�G2t2 ½28�

where Rma is the Cartesian component a of the mo-
lecular site, Gl is defined as in eqn [25], G is a
phenomenological broadening parameter, and

flðtÞ ¼ ð1þNlÞe�iolt þNle
iolt ½29�

The bandwidth narrowing of eqn [20] is represented
by the exponential of �

P
l Gl½1þ 2Nl� in eqn [28].

It accounts for coherent scattering processes, whereas
the part of the exponent containing flðtÞ describes
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incoherent scattering processes involving changes in
the phonon occupation.

The total mobility ma including the phonon-assist-
ed current jðIIÞ can be obtained from an expression of
the same form as eqn [28], with the replacement

e2mn-ðemn � DmnÞ2 þ
1

2

X
l

ð_olglmnÞ2flðtÞ ½30�

In Figure 20, the calculated electron and hole
mobilities are reported as a function of tempera-
ture. The experimental observation that the hole
mobilities are larger than the electron mobilities is
reproduced, together with a qualitatively reason-
able temperature dependence of the exponent n in
mhðTÞpT�n. For temperatures above T ¼ 50 K,
the phonon-assisted electron current jðIIÞ along c0

increases, resulting in a saturation of the mobility at
higher temperatures, as observed experimentally.

However, for electrons the anisotropy of the mo-
bility is severely overestimated. As the electronic
transfer matrix elements and the electron–phonon
couplings were determined with density-functional
methods, this deficiency can be related to the lack of
van der Waals corrections in the definition of the
total energy of the molecular crystal.

Summary

From the experimental point of view, the field of
organic semiconductors is now approaching a ma-
ture state, and the first technological applications
including organic light emitting devices and organic
field effect transistors are already emerging in the
market. However, due to the size of the molecules
involved, quantitatively reliable model calculations
concerning spectroscopic properties and charge car-
rier mobilities are just emerging. For practical appli-
cations, it remains a major challenge to suppress
unwanted impurities in the organic host which can
act as traps for charge carriers, and to introduce do-
pants in a controlled way. Concerning optoelectronic

applications, the possibility of using electrophos-
phorescent molecules has allowed the design of
light emitting devices with highly competitive effi-
ciencies with respect to inorganic semiconductors
and gas discharge tubes.

See also: Excitons in Crystals; Polarons; Polymers
and organic Materials, Electronic States of; Quantum
Mechanics: Molecules.

PACS: 78.40.Me; 71.35.Aa; 78.55.Kz; 78.66.Qn;
78.30.Jw; 78.20.Bh; 71.15.Qe; 31.70.Ks; 72.80.Le;
71.15.Nc; 78.55.�m

Further Reading

Agranovich VM and Bassani F (eds.) (2003) Electronic Excitations
in Organic Based Nanostructures. Amsterdam: Elsevier.

Agranovich VM and La Rocca GC (eds.) (2002) Proc. of Int.
School of Physics ‘‘E. Fermi,’’ course CXLIX. Organic Nano-
structures: Science and Applications. Amsterdam: IOS Press.

Birks JB (1970) Photophysics of Aromatic Molecules. London:

Wiley.
Broude VL, Rashba EI, and Sheka EF (1985) Spectroscopy of

Molecular Excitons. Berlin: Springer.
Craig DP andWalmsley SH (1968) Excitons in Molecular Crystals.

New York: Benjamin.

Davydov AS (1971) Theory of Molecular Excitons. New York:

Plenum Press.

Farchioni R and Grosso G (eds.) (2001) Organic Electronic
Materials: Conjugated Polymers and Low Molecular Weight
Organic Solids. Berlin: Springer.

Hoffmann M and Soos ZG (2002) Physical Review B 66: 024305.

Karl N (1985) In: Hellwege K-H and Madelung O (eds.) Landolt-
Börnstein: Numerical Data and Functional Relationships in
Science and Technology, vol. III 17 i, p. 106. Berlin: Springer.

Matsui A (1990) Journal of the Optical Society of America B 7:

1615.
Park S, Kampen TU, Braun W, and Zahn DRT (2001) Applied

Surface Science 175–176: 249.

Pope M and Svenberg CE (1980) Electronic Processes in Organic
Crystals and Polymers. New York: Oxford University Press.

Silinsh EA and Capek V (1997) Organic Molecular Crystals.
Berlin: Springer.

Tsuzuki S, Honda K, Uchimaru T, and Mikami M (2004) Journal
of Chemical Physics 120: 647.

Wewer M and Stienkemeier F (2004) Journal of Chemical Physics
120: 1239.

Orientation Texture
S I Wright, TSL/EDAX, Draper, UT, USA

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Many single crystals exhibit properties that vary with
direction (anisotropy). For example, consider the

elastic modulus of a copper single crystal. The elastic
modulus measured for an applied uniaxial tensile
stress parallel to the /1 11S crystal direction (i.e.,
the body diagonal) is nearly three times larger than
the modulus measured with a stress axis parallel to
/1 00S (i.e., normal to the cube faces) (Figure 1).

Most materials are not single crystals but poly-
crystals. To first order, a given property that varies
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with direction, such as the elastic modulus, can be
approximated for a polycrystal by averaging the
property for each constituent crystal. For example, if
the elastic stiffness of a single crystal is represented as
a fourth-order tensor – Cijkl, then one approximation
of the average elastic stiffness tensor ( %Cijkl) for the
polycrystal is given as follows:

%Cijkl ¼
1

V

XN
n¼1

vðgnÞgnipgnjqgnkrgnlsCpqrs ½1�

where V is the total volume of the polycrystal, gn is
the orientation, v(gn) is the volume of the nth grain in

the polycrystal in matrix form, and N is the total
number of grains.

If a polycrystal is composed of grains where the
crystal lattices are all in similar orientations, then the
properties of the polycrystal would mimic the inher-
ent anisotropy of the constituent crystals. If the
grains were all oriented randomly, then the proper-
ties of the polycrystal would not reflect the anisot-
ropy of the constituent crystals, but would instead be
isotropic (i.e., the properties would not vary with
direction) (Figure 2).

Real polycrystals may vary between these two
extremes depending on the processing route used
to form the material. The terms crystallographic
texture, orientation texture, or simply texture are
used to describe the statistical distribution of grain
orientations (the terms lattice preferred orientation
(LPO) or fabric are also used within the geological
community). In fact, the term grain (in most cases)
generally describes a spatial domain where the ori-
entation of the crystal lattice is the same or at least
very nearly the same. A grain boundary is then an
interface between two crystal lattices of different
orientation.

As nearly all materials forming processes produce
textured materials, the characterization of texture is
an important element to understanding the relation-
ship between microstructure and properties as well
as the evolution of microstructure during processing.
This article reviews the definition of crystallographic
orientation and graphical representations of orientat-
ions, techniques for the measurement of texture, the
mathematical formalism used in processing texture
data, and a few examples of texture analysis.

Crystallographic Orientation

Orientation Descriptions

In order to describe a crystallographic orientation,
two coordinate systems must be defined: one for the
sample, referred to as X S and one for the crystallite,
XC (Figure 3). The choice of sample axes is some-
what arbitrary; however, the choice usually follows
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Figure 3 Schematic of the coordinate system fixed to the sample, XS and the coordinate system fixed to the crystals, XC.

Figure 1 Schematic of elastic moduli measured for stresses

applied along the /1 1 1S (body diagonal) and /10 0S (normal

to the cube faces) crystal directions in a body-centered cubic

crystal.

Figure 2 Schematic of a polycrystal with a random texture and

a polycrystal with a strong texture.
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the sample shape or processing used to form the
sample. For example, consider a coupon obtained
from a rolled sheet. It is common to assign XS

1 to the
rolling direction, XS

2 to the transverse direction, and
XS

3 to the sample normal direction. The coordinate
system for the crystallite generally follows that tra-
ditionally used in defining the unit cell, that is, XC

1 is
assigned to the [1 0 0] crystal direction, XC

2 to [0 1 0],
and XC

3 to [0 0 1]. Both coordinate systems are

right-handed Cartesian coordinate systems. While
the assignment of the reference frame to a cubic
crystal, as given here, is fairly straightforward, the
assignment is less straightforward for other crystal
systems such as hexagonal ones. Nonetheless, a Car-
tesian system can be assigned, for example, for a
hexagonal crystal the convention is XC

1 jj½2 %1 %1 0�,
XC

2 jj½0 1 %1 0�, and XC
3 jj½0 0 0 1�.

There are many ways to describe the orientation of
a crystal with respect to the coordinate system of a
sample. The most common is the (hkl)[uvw] notation
where (hkl) are the Miller indices of the plane per-
pendicular to the sample normal (generally XS

3) and
[uvw] describes the crystal direction parallel to XS

1

(Figure 4). However, as integers are used, this
description is not as convenient for describing any
arbitrary orientation. In texture analysis, a common
way to describe the orientation of the crystal lattice
with respect to a sample reference frame is to use
three Euler angles (Figure 5). In this case, the Euler

angles describe three successive rotations that bring
the sample reference frame into coincidence with the
crystal reference frame.

The various descriptions are equivalent and can be
converted from one description to another. A matrix,
g, can also be used to describe the orientation. It can
be derived from the Euler angles according to

The matrix representation is particularly useful for
describing orientations in computer algorithms.

The rotation of the sample reference frame into
coincidence with the crystal reference frame is
termed a passive rotation. Conversely, rotating the
crystal reference frame into coincidence with the
sample reference frame is termed an active rotation.

Symmetry

The three Euler angles form a bounded space:
0pj1o2p; 0pFop; 0pj2o2p. As most crystals
exhibit some degree of symmetry, for any given cry-
stallographic orientation, there exist other symmet-
rically equivalent orientations. For example, consider
a material with cubic crystal symmetry. There are 24
symmetry elements for a cube: the fourfold rotations
about axes normal to the faces of the cube (i.e., 901
rotations about the /0 01S crystal directions),
the twofold rotations about the face diagonals
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Figure 4 Two equivalent descriptions of crystallographic ori-

entation: Euler angles and standard plane normal and crystal

direction notation (i.e., (hkl)[uvw]).
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(1801 rotations about /1 10S), and the three-
fold rotations about the body diagonals (1201 about
/11 1S). Thus, for any orientation of a cubic crys-
tal, there are 24 equivalent orientations within the
Euler space. A space can be defined within Euler
space containing only asymmetric orientations. This
subspace is termed the asymmetric domain or fun-
damental zone (Figure 6). Since texture is a statistical
distribution of orientations, another type of symme-
try must also be considered, namely, sample symme-
try. Sample symmetry arises from the symmetry
inherent to the forming process. Consider, for exam-
ple, the rolling of sheet metals. This forming oper-
ation has orthotropic symmetry. For a rolled cubic
material, the four orientations shown in Figure 7
would appear with the same statistical frequency in
the microstructure. Thus, the term statistical sym-
metry is a more accurate description. If the matrix
notation is used, then the symmetry operations can
be applied as follows:

ge ¼ LigRj ½3�

where ge denotes an equivalent orientation, Li is one
of the crystal symmetry elements, and Rj is one of the

statistical symmetry elements. Because of the form of
this relation, the crystal symmetry is sometimes re-
ferred to as left-handed symmetry, and the statistical
symmetry as right-handed.

Graphical Descriptions

Pole figures can be used to provide a graphical rep-
resentation of orientation. A pole figure is a two-
dimensional graphical representation of orientation,
showing the orientation of a selected plane normal (a
pole) with respect to the sample reference frame. The
pole is a vector in three-dimensional space. If one
imagines a hemisphere surrounding a crystal unit
cell, then a pole would intersect the hemisphere at
some location in three-dimensional space. The inter-
section location can be projected into a two-dimen-
sional plot using a variety of projection schemes. An
example of a pole figure is shown in Figure 8, this
pole figure shows the (0 0 0 1) and ð1 0 %1 0Þ poles for
a hexagonal crystal, note that there is only one pole
for the (0 0 0 1) plane and three for the ð1 0 %1 0Þ
plane. The additional poles in the ð1 0 %1 0Þ case arise
from crystal symmetry. In the pole figures, poles
from the negative hemisphere are shown in gray.
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Figure 6 The asymmetric domain for cubic crystal symmetry.

Figure 7 Four orthotropically equivalent orientations.
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Displaying the negative poles is sometimes referred
to as including inversion symmetry. Figure 9 shows
three common ‘‘projection schemes’’ found in the
literature (the equal angle is not a true projection;
but, rather, a mapping of the polar angle).

A complement to the pole figure is the inverse pole
figure. An inverse pole figure shows the location of a
sample direction relative to the crystal reference sys-
tem. For pole figures the plane of interest is selected,
whereas in inverse pole figures the sample direction
of interest is selected. It is a bit more intuitive to
think of an inverse pole figure as showing which
plane normal in the crystal is parallel to the selected
sample direction. Figure 10 shows an example. In
this case, it shows the poles aligned with the sample
normal for three different orientations as well as the
poles aligned with the XS

1 sample direction. Because
of crystal symmetry, the full circle need not be dis-
played; only the asymmetric portion is needed.

While pole figures and inverse pole figures are
useful representations of orientations, they only
provide a partial description of orientation. For ex-
ample, consider the (0 0 0 1) pole figure shown in

Figure 8. While the orientation of the (0 0 0 1) pole is
known, the rotation of the crystal about this pole is
unknown. A second pole figure (such as the ð1 0 %1 0Þ)
is needed to completely fix the orientation. When the
orientations of many crystallites are displayed, the
use of multiple pole figures is quite limited. In this
case, it is more productive to show the orientations in
constant angle sections of the Euler space. Figure 11
shows 30 000 discrete orientations from rolled cop-
per in a portion of the Euler space along with the
corresponding (1 1 1) pole figure.

Misorientation

To this point, the orientation of a crystal has been
described relative to the sample coordinate system.
However, the orientation of one crystal could also be
described relative to the coordinate system associated
with a neighboring crystal. Such a description is
often denoted a misorientation (or alternatively, a
disorientation or orientation difference). While mis-
orientations can be described similar to orientations,
that is, in terms of the Euler angles or matrices, it is
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usually more convenient to describe them in terms
of axis–angle pairs. For two crystals in any two
orientations, it is always possible to find a common
axis around which one crystal can be rotated until it
is in coincidence with the other. The misorientation
can thus be described as a rotation about the com-
mon axis. As with orientations, crystal symmetry
plays a role in the description of misorientations. For
example, for a crystal with cubic symmetry there are
24 symmetrically equivalent orientations. Thus for a
misorientation between two cubic crystals, there are
576 ð24� 24Þ symmetrically equivalent misorientat-
ions. This is realized in the axis–angle space as es-
sentially 24 axes of rotation, each with a specific
angle of rotation associated with it and 24 different

permutations of the indices describing the axes. Gen-
erally, the angle of a permutation with minimum
misorientation is used to describe the misorientation.

Texture Measurement Techniques

X-Ray Diffraction

There are essentially two ways of measuring textures,
measuring pole figures or measuring the orientations
of individual grains. Until recently, most textures
have been measured using pole figures obtained by
X-ray or neutron diffraction. The governing equation
for a pole figure is Bragg’s law:

l ¼ 2dhkl sin y ½4�
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Figure 10 Schematic showing the representation of orientation in inverse pole figures.

      

0°

0°

10° 20° 30°

40° 50°

80° 90°

90°

90°

60° 70°

Constant
angle

2

Φ

(1 1 1)

RD

1

TD

Figure 11 Plot of 30 000 discrete orientations from rolled copper in constant-angle sections through Euler space accompanied by a

(1 1 1) pole figure of the same data.

226 Orientation Texture



where l is the wavelength of the X-rays, dhkl is the
interplanar spacing of the pole figure to be measured
(recall that the pole is the normal to a (hkl) plane),
and y is the Bragg angle as shown in Figure 12. In a
pole figure measurement, a sample is placed in a
goniometer so that the sample can be rotated while
under the X-ray beam. For each rotation (in both C
and f as shown in Figure 12), the signal from those
grains satisfying Bragg’s law is measured as shown in
Figure 13. An intensity value is measured at suc-
cessive tilts (C) and rotations (f) of the sample. This
is typically done for a series of pole figures. For ex-
ample, for a base-centered cubic material, the (1 1 0),
(2 0 0), and (1 1 2) pole figures are typically meas-
ured. A similar approach is employed for neutron
diffraction. The major difference is that X-ray pole
figures are typically measured in a reflective mode,
whereas neutron diffraction is done in transmission.
Thus, neutron measurements have the advantage of
providing a volumetric measure of texture, whereas
the signal for X-rays comes from the surface of the
sample. Various corrections must be applied to the

pole figures to account for defocusing and absorption
effects.

Electron Backscatter Diffraction

In the last decade, the automation of electron back-
scatter diffraction (EBSD) in the scanning electron
microscope (SEM) has made it practical to measure
textures using the orientations of individual grains.
Other methods for measuring individual orientations
exist, including using X-rays from synchrotron radi-
ation, optical microscopy using etch pits, or selected
area or Kikuchi diffraction patterns in the trans-
mission electron microscope. However, EBSD has
become the most practical method for texture meas-
urements via individual orientations.

In EBSD, a highly tilted sample (B701) is placed in
the SEM. When a stationary electron beam impinges
on a grain in the sample, a diffraction pattern is
generated as shown in Figure 14. The pattern is a
function of the orientation of the lattice within the
diffracting volume. As the beam is moved from grain
to grain, the diffraction pattern changes.

The pattern is imaged on a phosphor screen and
transmitted to a computer using a high-gain camera,
typically a CCD camera. The orientation of the lat-
tice in the diffracting volume can be derived from the
pattern. This can be done automatically in the com-
puter. The computer also controls the location of the
beam on the sample. Typically, the beam is stepped
across the sample to form a regular scan grid. An
orientation measurement is made at each point in the
grid (Figure 15). This process is fully automated
and current rates exceed 50 measurement points
per second. Despite the rapid measurement provided
by automation, EBSD does not generally sample as

Figure 13 Schematic showing grains satisfying the Bragg con-

dition for successive 51 rotations about the sample normal (f).
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Figure 12 Diagram showing the pole figure measurement

geometry.
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Figure 14 Schematic of EBSD.
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many grains as the conventional X-ray pole figure
technique. However, EBSD has the advantage of
spatially specific measurements of orientations allo-
wing not only the distribution of orientations to be
characterized, but misorientations and local texture
gradients as well.

Mathematical Constructs

Basic Equation

The basis of texture analysis is the orientation
distribution function or ODF. The ODF is a proba-
bility density function describing the probability
of finding a grain with an orientation, g, within a
given angular distance, Dg, of a specified orientation,
go, in a polycrystal; or, alternatively, the volume
fraction of material oriented within Dg of go. These
two descriptions are related through the following
equation:

DVðgoþDgÞ
V

¼
I
gAðgoþDgÞ

f ðgÞ dg ½5�

where the quantity to the left of the equals sign is the
volume fraction of material oriented within Dg of go,
and the function f(g) is the ODF. It should be noted
that the following condition must be met for a den-
sity function: I

f ðgÞ dg ¼ 1 ½6�

where the integration is carried out through all of the
orientation space. The ODF gives the probability of
finding a grain in a polycrystal with a specific ori-
entation. If, for example, f(g) is 3, then the chance of

finding a grain with orientation, g, would be three
times greater than that expected in a polycrystal with
a random distribution of orientations.

The objective of texture analysis is to process the
pole figures or the individual orientation measure-
ments to determine the ODF. It is easiest to concep-
tualize the ODF determination using the individual
orientation measurements. Consider a set of orien-
tation measurements, where the orientations can be
described as points on a number line as shown sche-
matically in Figure 16. If the line is partitioned into a
finite set of bins, then the number of orientations in
each box can be counted and a histogram construct-
ed as shown. A curve can then be fit to the histogram.
The resulting curve is essentially the ODF.

It should be noted that the distribution of orienta-
tions shown schematically in Figure 16 could be
described using other distributions as shown in
Figure 17 depending on the size of the bins used to
form the histogram. The choice is somewhat arbi-
trary; however, the choice can depend on the pro-
perty being studied. For example, elastic anisotropy
could be studied using the lower-order curve, where-
as piezoelectricity requires a higher-order description
of texture.

While there are multiple methods of performing
the data reduction from the pole figures or discrete
orientation data, two have emerged as the most
common: the so-called harmonic and the WIMV
methods. The WIMV (an acronym formed from the
names of the originators of the technique) is essen-
tially a binning method as outlined previously,
whereas the harmonic method uses a series expan-
sion approach, converting the orientation measure-
ments directly to an ODF.
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Figure 16 Schematic of the determination of the ODF from
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WIMV Method

A pole figure can be derived through integration of
the ODF along a specific path in the orientation
space according to

PhðyÞ ¼
1

2p

Z
hjjy

f ðgÞ dw ½7�

where Ph(y) is the pole figure, h represents the (hkl)
of the pole figure (a vector in the crystal reference
frame), y is a vector in the pole figure (i.e., a vector in
the sample reference frame represented by the rota-
tion and tilt angles, f and C introduced previously).
The integration is carried out along the path, w,
where h and y are coincident.

Pole figures are measured on discrete grids (typi-
cally 51 steps in f and C). If the ODF is also disc-
retized into an array (e.g., in 51 steps in j1, F, and
j2), then a matrix can be determined using an ite-
rative process relating the intensities at the grid
points in the measured pole figures with the ODF
through eqn [6]. The mapping of the pole figure
measurement grid to the ODF array is not one-to-
one; thus, some interpolation techniques must be
employed. One nice feature of this technique is that
the resulting ODF is ‘‘smoothed’’ to the same degree

as the measured pole figures. Thus a choice of
the degree of smoothing to be applied is not re-
quired as in the other methods. The smoothness of
the pole figure measurements is a function of the
grid selection as well as the experimental setup (e.g.,
slit sizes).

Analogous to the WIMV pole figure inversion
procedure, the ODF can be calculated from single
orientation measurements using a binning approach.
The Euler space is divided up into bins (e.g.,
51� 51� 51). For each orientation in the set, the cor-
responding bin is incremented. In addition, the sym-
metrically equivalent bins must also be incremented.
Once all orientations have been accounted for, the
values in the bins must be modified so that the nor-
malization condition in eqn [5] is satisfied. Generally,
the ODF is smoothed using a Gaussian filter. One
of the challenges of this technique is the ambiguity
of the Euler space at F ¼ 0�. At F ¼ 0, j1 and j2

are not fully defined but rather governed by
j1 þ j2 ¼ C. The volume of the bins vary as a func-
tion of F, bins centered on F ¼ 2:5� have a volume
of 0.044 rad3, and bins centered on F ¼ 87:5� have a
volume of 0.999 rad3 assuming they are 51� 51� 51
bins. In addition, artifacts can arise simply due to the
artificial boundaries introduced in the ODF by the
binning technique. Lower- and higher-order descrip-
tions of the ODF can be achieved through smoothing
or by adjusting the size of the bins.

Harmonic Method

The ODF can be described by a series of generalized
spherical harmonics (similar to the Fourier series ex-
pansion method used in many areas of physics).
There are various ways of performing the series ex-
pansion, the most common method is that intro-
duced by Bunge, namely,

f ðgÞ ¼
XN
l¼0

Xl
m¼�l

Xl
n¼�l

Cmn
l Tmn

l ðgÞ ½8�

where the Tmn
l ðgÞ are the spherical harmonic func-

tions and are known. The Cmn
l coefficients are a

function of the texture, and can be calculated from
pole figures or individual orientation measurements.
If the crystal and statistical symmetries are enforced
on the calculation, then the number of Cmn

l coeffi-
cients is greatly reduced. For an expansion carried
out to l ¼ 22, a sample with cubic crystal symmetry
and orthotropic sample symmetry would have 179
coefficients compared to 16 215 coefficients if the
symmetry is not applied.

Pole figures can be calculated from the C coeffi-
cients using a series of spherical surface harmonics

Figure 17 Schematic showing lower- and higher-order de-

scriptions of the texture shown in Figure 16.
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according to

PhiðyÞ ¼
XN
l¼0

4p
2l þ 1

Xl
m¼�l

Xl
n¼�l

Cmn
l k�ml ðhiÞknl ðyÞ ½9�

where hi represents the (hkl) of the ith pole figure (a
vector in the crystal reference frame), y is a vector in
the pole figure (i.e., a vector in the sample reference
frame represented by the rotation and tilt angles, f
and C introduced previously), and the k functions
are spherical surface harmonics. Since the surface
harmonics and the pole figures are known quantities,
the C coefficients can be obtained by finding the
solution to a large number of linear equations.

The calculation of the coefficients using single ori-
entation measurements is somewhat simpler, namely,

Cmn
l ¼ 2l þ 1

N

XN
i¼1

KTmn
l ðgiÞ ½10�

where gi represents one orientation from a set con-
taining N individual orientation measurements. K is
a smoothing factor. If single orientation measure-
ments are made where only one measurement per
grain is recorded, then a weighting factor propor-
tional to the grain area must also be introduced.

One disadvantage of the harmonic method is the
presence of negative values in the ODF. Negative
values are not allowed for density functions but can
arise from the series expansion, particularly when the
textures are very sharp. As with any series expansion,
truncation errors arise. However, the rank (l) of the
series expansion has some correlation to physical
properties. For example, the elastic constants of a
crystal can be described using a fourth-order tensor.

Thus, for characterizing elastic anisotropy arising
from texture, the harmonic series need only be ex-
panded out to l ¼ 4.

The choice of the degree of the Gaussian smoothing
is somewhat arbitrary. Generally, it is assumed that a
sharper texture requires a smaller filter (say, 1–21),
whereas larger values (say 5–101) are suggested for
more random distributions. In addition, the greater
the orientation measured, the smaller the Gaussian
can be as well. Some comparisons between X-ray
data and EBSD data suggest a value of 7.51. However,
with the increased speed in modern EBSD systems,
larger data sets are being measured and therefore
smaller values of 3–51 are now more appropriate.

Examples

Thin Films

Thin films are typically characterized by the align-
ment of a particular crystallographic axis with the
sample normal. Figure 18 shows a (1 1 1) pole figure
for an aluminum thin film. The axisymmetric char-
acter of this material is sometimes called a (1 1 1)
fiber texture. Some thin film properties (such as, the
mean time to failure in microelectronic devices) have
been correlated to the sharpness of the fiber texture.
An axisymmetric texture can be more simply analy-
zed by a pole plot as shown in Figure 18. The pole
plot is essentially a slice through the pole figure as
shown. For more accurate results, the pole plot can
be improved by averaging azimuthally.

While the pole plot is helpful for analyzing thin
film textures, calculating the pole figures to verify
that the texture is truly axisymmetric is always rec-
ommended. For example, in a copper thin film, a
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Figure 18 (1 1 1) pole figure and corresponding pole plot from an aluminum thin film.
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(1 1 1) fiber texture is expected. However, other fibers
may also be present. The axisymmetric nature of
the texture can be confirmed using a pole figure, and
the presence of other fibers discovered using an
inverse pole figure as shown in Figure 19.

Rolled Sheet

One of the most studied materials using texture ana-
lysis is the rolled aluminum sheet for beverage cans.
The texture of this material must be as well control-
led as possible in order to produce stock well suited
for the deep drawing of cans. Typical (1 1 1) pole
figures for rolled aluminum are shown in Figure 20.

The bulk of the orientations typically lie within a
‘‘fiber’’ in the Euler space as shown in Figure 21. In
order to simplify the analysis of rolled face-centered
cubic materials such as aluminum, components as-
sociated with key locations along this fiber have been
identified. These key components are shown in the
Euler space and in a (1 1 1) pole figure.

A rolling texture can then be simply characterized
by the intensities of these ideal components. This
approach has been successfully used in developing
thermomechanical processes to achieve textures that
optimize the deep-drawing performance of beverage
can stock.

TD

(1 1 1) (1 1 1)

RD RD
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Figure 20 Typical pole figures showing discrete orientations and calculated from harmonic coefficients for rolled aluminum.
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Figure 19 A (1 11) pole figure and an inverse pole figure for a copper thin film.
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See also: Crystal Symmetry; Meso- and Nanostructures;
Micro- and Macrostructures; Scanning Probe Microscopy.

PACS: 81.05.–t; 81.40.–z
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Nomenclature

Cijkl elastic stiffness tensor
%Cijkl polycrystal average elastic stiffness tensor
Cmn

l series expansion coefficients for the har-
monic series expansion of the ODF

dhkl interplanar spacing
f(g) orientation distribution function (ODF)
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Figure 21 ODF and pole figures showing ideal components for face-centered cubic rolling textures.
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g crystallographic orientation
g matrix description of crystallographic ori-

entation
ge symmetrical equivalent orientation in ma-

trix form
go specific crystallographic orientation
h vector describing a plane normal
(hkl) Miller indices describing a crystallographic

plane
knl ðyÞ spherical surface harmonic functions
K smoothing factor for ODF coefficient cal-

culation
Li element of a crystal symmetry group in

matrix form
N number of individual orientation measure-

ments
Ph(y) pole figure
Ri element of a sample symmetry group in

matrix form
Tmn
l ðgÞ generalized spherical harmonic function

[uvw] Miller indices describing a crystallographic
direction

V sample volume
XC crystal reference frame
XC

i the ith axis of the crystal reference frame
XS sample reference frame
XS

i the ith axis of the sample reference frame
y vector describing a sample direction
Dg misorientation
DVðgoþDgÞ sample subvolume containing grains ori-

ented within a tolerance of specific orien-
tation

y Bragg angle
l wavelength
f rotation angle (azimuthal angle) in pole

figures
w specific path through orientation space
C tilt angle (polar angle) in pole figures
j1, F, j2 Euler angle description of crystallographic

orientation
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Paramagnetic materials do not order magnetically
and have a positive magnetic susceptibility, which
means the magnetization is pointing in the same
direction as the magnetic field. Inevitably, there is also
a diamagnetic susceptibility. The material is classified
as paramagnetic if the sum of the two contributions is
positive. Nevertheless, the paramagnetic susceptibil-
ity can be determined in both kinds of materials. In
addition, the paramagnetic susceptibility of magne-
tically ordered materials (ferro-, ferri-, and antiferro-
magnets) above the transition temperature can be a
subject of study.

In the most common paramagnetic materials, the
response to an external magnetic field is due to
the alignment of atomic magnetic moments under the
torque exerted by the field. The potential energy of
the moment mat in a field B is

V ¼ �mat � B ½1�

The magnitude of the atomic moment is of the
order of the Bohr magneton, mB ¼ e_=2me ¼ 9:27�
10�24 J T�1, where e is the electron charge, _ ¼ h=2p
the Planck constant, and me the electron mass. Equa-
tion [1] shows that mat tends to align parallel to the
magnetic field and the energy gained by alignment in
a field of 1T is B10� 23 J, less than 1% of the ther-
mal energy per degree of freedom, 1

2 kBT, at room
temperature (kB is the Boltzmann constant). At am-
bient temperature, in a regular electromagnet, one
should not expect a substantial paramagnetic magne-
tization. On the other hand, if the moments are free,
that is, no interaction hampers their rotation, low-
ering the temperature can reduce the thermal fluctu-
ations, whereupon the paramagnetic susceptibility
will increase. If none of the constituent atoms of a
material has a magnetic moment, there can still be a
paramagnetic moment, due to moments induced by
the magnetic field. The resulting Van Vleck suscep-
tibility is independent of temperature (see below).

The value of the atomic moment depends on the
number of electrons and on their angular momentum.
The filled shells of the ion cores and of fully ionized
species, like O2� or Cuþ , have zero angular momen-
tum and hence no magnetic moment. The outermost
electron shells are often but partially occupied and
can carry a magnetic moment. However, in crystalline
solids, these shells provide the delocalized Bloch
states and contribute to the cohesive energy of the
crystal. This requires a considerable overlap of the
atomic wave functions on neighboring sites. The cor-
responding states are severely perturbed and cannot
be labeled by the angular momentum quantum num-
bers c and mc. In the case of transition metals, lan-
thanides, and actinides, under certain circumstances,
there is a distinction between the outermost s and
p states and the more localized states in the d
and f shells, which are not fully occupied either. The
former are responsible for the cohesion and
determine the interatomic distances, while the latter
remain localized and can form localized moments.
This subtle division of electronic states makes tran-
sition and rare-earth metals and their compounds the
most important ordered magnetic materials and also
the strongest paramagnets.

A given number of d or f electrons will form a total
angular momentum in accordance with Hund’s rules,
which require that (1) the total spin angular momen-
tum S be as large as possible without violating the
Pauli principle; (2) the total orbital angular momen-
tum L be as large as possible without violating the
Pauli principle and requirement (1); and (3) S and L
be aligned antiparallel and form the total angular
momentum, J ¼ L � Sj j, if the shell is less than half
filled, and parallel, J ¼ L þ S, if it is more than half
filled.

The hierarchy of the three rules of Hund reflects a
hierarchy among the interactions involved. Of these,
the exchange interaction, which favors the parallel-
spin arrangement, rule (1), is the strongest. The pref-
erence for the alignment of orbital moments, rule (2),
is dictated by the less important correlation energy,
while the spin–orbit coupling, responsible for rule
(3), is ineffective in transition metals and quite impor-
tant in the rare earths. Table 1 shows the ground states



following from the three rules for transition-metal ions
in the conventional notation ð2S þ 1ÞXJ, where X¼ S,
P, D, and F stand for L¼ 0, 1, 2, and 3, re-
spectively. Also shown are the effective moments,
calculated for the L� S coupled as well as spin-only
states, which will be discussed below. Table 2 gives the
corresponding data for the tripositive rare-earth ions
(H and I stand for L ¼ 5 and 6, respectively).

If the quantum numbers of the ground state are
known, the atomic magnetic moment can be calcu-
lated as mat ¼ gJmB J, where

gJ ¼ 1þ JðJ þ 1Þ þ SðS þ 1Þ � LðL þ 1Þ
2JðJ þ 1Þ

is the Landé g factor.
There is no classical analog of the above procedure

of determining the magnitude of the atomic moments
as there should not be one, considering that the
Bohr–van Leeuwen theorem precludes orbital mag-
netism in a classical system. What is often referred to
as the classical derivation of the paramagnetic
magnetization is the application of classical statis-
tics to the quantum mechanical objects mat. In the
context of classical statistics, the partition function

involves the potential energy (eqn [1]), where
mat � B ¼ matB cos W, where W is a continuous vari-
able and integration is to be performed over j and W,
the angular coordinates of the vector mat. In the
proper quantum mechanical description, a summation
over the possible values of the z component of mat is
required and the partition function takes the form

Z ¼
XJ

MJ¼�J

expðgJmBBMJ=kBTÞ

0
@

1
A

Nat

½2�

where Nat is the number of atoms or ions. Summation
of the geometrical series leads to

Z ¼
sinh gJmBBðJ þ 1=2Þ=kBT

� �
sinhðgJmBB=2kBTÞ

� �Nat

Deriving the free energy as F ¼ �ð1=kBTÞ ln Z and
using M ¼ �1@F=V@Bð Þ, the magnetization is found
in the form

M ¼ Nat

V
gJmBBJðgJmBBÞ

Table 2 The ground states and effective moments of tripositive rare-earth ions

Ion Configuration Ground state meff ¼ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ

p
meff (measured)

Ce3þ
4f 1 2F5/2 2.54 2.4

Pr3þ
4f 2 3H4 3.58 3.5

Nd3þ
4f 3 4I9/2 3.62 3.5

Pm3þ
4f 4 5I4 2.68 –

Sm3þ
4f 5 6H5/2 0.84 1.5

Eu3þ
4f 6 7F0 0 3.4

Gd3þ
4f 7 8S7/2 7.94 8.0

Tb3þ
4f 8 7F6 9.72 9.5

Dy3þ
4f 9 6H15/2 10.63 10.6

Ho3þ
4f 10 5I8 10.60 10.4

Er3þ
4f 11 4I15/2 9.59 9.5

Tm3þ
4f 12 3H6 7.57 7.3

Yb3þ
4f 13 2F7/2 4.54 4.5

Table 1 The ground states and effective moments of transition-metal ions

Ion Configuration Ground state meff ¼ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ

p
meff ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SðS þ 1Þ

p
Ti3þ , V4þ

3d1 2D3/2 1.55 1.73

V3þ
3d2 3F2 1.63 2.83

Cr3þ , V2þ
3d3 4F3/2 0.77 3.87

Mn3þ , Cr2þ
3d4 5D0 0 4.90

Fe3þ , Mn2þ
3d5 6S5/2 5.92 5.92

Co3þ , Fe2þ
3d6 5D4 6.70 4.90

Co2þ
3d7 4F9/2 6.63 3.87

Ni2þ
3d8 3F4 5.59 2.83

Cu2þ
3d9 2D5/2 3.55 1.73
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where

BJðxÞ ¼
2J þ 1

2J
coth

2J þ 1

2J
x � 1

2J
coth

1

2J
x

is the Brillouin function. For large values of J, BJ(x)
approaches the Langevin function, LðxÞ ¼ coth x �
1=x which is the result of the classical treatment out-
lined above. The susceptibility is found to obey Curie’s
law,

wC ¼ @M

@H

� �
H¼0

¼ Nat

V
m0
ðgJmBÞ2JðJ þ 1Þ

3kBT
¼ C

T
½3�

where m0 ¼ 4p� 10�7 T mA�1 is the permeability of
free space and the Curie constant, C, is implicitly de-
fined by this equation. The Curie law is well obeyed
by various salts and other compounds, where the at-
oms or ions carrying magnetic moments are far
enough from each other, so that their interaction,
the exchange interaction, is negligible. In these cases
the effective magnetic moment, meff ¼ gJmB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ

p
,

can be determined from the slope of w�1 versus T
plots. In paramagnetic rare-earth materials, the meas-
ured meff values agree with the Hunds rule values listed
in Table 2. In most transition-metal oxides and salts,
however, the meff values calculated from the Hunds
rule spin quantum numbers alone are closer to the
measured values than the ones involving J, indicat-
ing that crystal fields are strong enough to suppress
(‘‘quench’’) the orbital angular moment. If the ex-
change interaction between magnetic moments is not
negligible, the Curie–Weiss law, wCWpðT � yÞ�1,
often holds. To account for the interaction, whose
source was unknown at that time (1907), Weiss has
introduced the molecular field Hm, which acts, in ad-
dition to the external field H, on each atomic magnetic
moment. As Hm is supposed to describe the tendency
of atomic moments to point in the same direction, it is
assumed to be proportional with the magnetization,
Hm ¼ lM. Substituting this expression in the expres-
sion for the magnetization in the total field,

M ¼ wCðH þ HmÞ ¼
C

T
ðH þ lMÞ

the magnetization can be expressed as M ¼ wCWH with

wCW ¼ wC

1� lwC

¼ C

T � y
½4�

where y ¼ Cl is the paramagnetic Curie temperature.
It is seen that the slope of w�1

CW versus T plots are de-
termined by the effective moment the same way as in
the case of the Curie law, but the straight lines repre-
senting the measured data do not go through the

origin. Deviations from the straight-line behavior may
be due to crystal fields.

In most metals, the effect of the crystalline
environment is so strong that all couplings imposed
by Hund’s rules are broken and all but the ion-core
electrons are delocalized. In rare-earth materials, the
f electrons are localized and form magnetic moments
conforming to Hund’s rules. In insulators, the d elec-
trons of transition-metal cations remain localized,
but the spin–orbit coupling is broken and the orbital
angular momentum itself is destroyed. The latter
process is called the quenching of angular momen-
tum, not a particularly enlightening term. What it
stands for is that, the spherical symmetry around a
particular ion being broken by its neighbors in the
crystal, the stationary states are no more eigenstates
of the angular momentum. Due to the symmetry of
the crystalline environment, some degeneracy of the
eigenstates may remain. However, if all matrix ele-
ments of the three components of the angular mo-
mentum, L̂x, L̂y, and L̂z, between the degenerate
wave functions vanish, its expectation value vani-
shes for any linear combination of these functions;
the angular momentum is ‘‘quenched.’’ If that is not
the case, the angular momentum may be partially
quenched and can be described by an effective
angular momentum operator working within the
multiplet of the lowest-lying crystal-field level.

Partial or complete quenching of the orbital
angular momentum influences the temperature de-
pendence of the paramagnetic susceptibility if the
temperature is high enough for the thermal energy
kBT to be comparable to the splitting between the
lowest and next-to-lowest crystal-field levels. At
temperatures exceeding D=kB, D being the total split-
ting of the ground-state multiplet, the Curie or
Curie–Weiss susceptibility is recovered with the
effective moment appropriate to that multiplet.

Higher-lying crystal-field states can influence the
paramagnetic susceptibility also at very low temper-
atures, T{D=kB. Even though the thermal occupan-
cy of such states is negligible in this limit, the
magnetic field will mix them into the ground state via
the perturbing Hamiltonian (eqn [1]). Taking ac-
count of this perturbation to second order, the cor-
responding contribution to the susceptibility, the
Van Vleck paramagnetic susceptibility, is found to be

wVV ¼ Nat

V
m02

X
i

R
c�
0ðm̂atÞzcidt

�� ��2
ei � e0

½5�

independent of temperature. Here c0,ci are the wave
functions and e0,ei the energies of the ground state
and higher-lying crystal-field states, respectively. The
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operator representing the atomic magnetic moment is

m̂at ¼ mBðL̂þ 2ŜÞ

evidently not proportional to Ĵ. Therefore, ðm̂atÞz has
nonvanishing matrix elements between the Hund’s
rule ground state and higher-lying eigenstates of dif-
ferent J values as well. In fact, Van Vleck derived eqn
[5] for that case, with ions having small spin–orbit
splitting in mind. However, the term ‘‘Van Vleck
susceptibility’’ is used with reference to any temper-
ature-independent contribution to the paramagnetic
susceptibility due to the quantum-mechanical admix-
ture of higher-lying states.

As mentioned above, crystal-fields in insulators
constitute a subtle effect, compared to the full delo-
calization of conduction electrons in metals. The con-
sequence of the latter for the paramagnetic response
is indeed drastic. The conduction electrons, instead
of following the Curie law (eqn [3]) with g¼ 2 and
S¼ 1/2, contribute only the Pauli paramagnetism, a
small, temperature-independent susceptibility,

wP ¼ m0m
2
BrðeFÞ ½6�

where rðeFÞ is the density of states per unit volume at
the Fermi energy. It is indeed the Pauli principle that
suppresses the 1/T divergence of w: most of the elec-
trons are unable to flip their spin, because the oppo-
site-spin state of the same energy is occupied. Only
the electrons in states with energies within kBT from
the Fermi energy are given the choice of ms values
implied by eqn [2]. As the density of such electrons is
about kBTrðeFÞ, the temperature in the denominator
of the Curie susceptibility is canceled out and eqn [6]
can be seen to follow from eqn [3].

In the alkali metals, rðeFÞE1047 J�1 m�3 whence
from eqn [6] wPE10�5, in good agreement with the
paramagnetic susceptibility derived from experiment.
In transition metals, the density of states is about one
order of magnitude larger, but even so, eqn [6] un-
derestimates the paramagnetic susceptibility, which is

enhanced by the exchange interaction between the
d electrons. Like in the derivation of the Curie–Weiss
law, here too the effect of this interaction can be des-
cribed by the molecular field. The result,

w ¼ wP

1� lwP

½7�

is formally similar to eqn [4], but it should be noted
that it is independent of temperature in this case.
Equation [7] gives the exchange-enhanced paramagne-
tic susceptibility, S ¼ ð1� lwPÞ�1 is the Stoner enhan-
cement factor. Among the transition metals, the largest
value of S is observed in palladium, where S¼ 10.

See also: Diamagnetism; Ferromagnetism; Localized and
Itinerant Magnetism; Magnetism, History of.

PACS: 75.20.Ck; 75.20.En; 75.30.Cr
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Nomenclature

B magnetic field (T)
Hm molecular field (Am� 1)
L orbital angular momentum (kgm2 s� 1)
mat atomic magnetic momentum (kgm2 s� 1)
M magnetization (Am� 1)
S Stoner enhancement factor (dimension-

less)
r(e) density of states (J� 1m� 3)
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Lattices in Two and Three Dimensions

A lattice is a periodic array of points generated
by translation vectors (quasiperiodic lattices are
discussed separately later). As an example, consider

a two-dimensional rectangular lattice generated by
the orthogonal vectors a1 and a2 (Figure 1).

The lattice is assumed to be infinite in extent.
Points on this lattice have position vectors

R ¼ n1a1 þ n2a2 ½1�

where n1 and n2 are integers.
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Lattices can be classified according to their sym-
metry properties. For example, the rectangular lattice
in Figure 1 has reflection lines which pass through
the vertical and horizontal rows of points, and two-
fold rotation points coincident with the lattice
points. Additional symmetry elements occur between
the lattice points, as shown in Figure 2.

According to the lattice condition, all points of the
lattice must have the same environment; therefore,
not all regular arrays of points are lattices. For ex-
ample, in one dimension there is only one possible
lattice: an array of equally spaced points, as shown in
Figure 3.

If one classifies all two-dimensional lattices ac-
cording to their symmetry elements, it is possible to
show that there are only five distinct types, as shown
in as Figure 4.

The translation vectors define the edges of unit
cells which are building blocks of the lattice. In two
dimensions, the shape of the unit cell is specified by
three lattice parameters: the magnitudes a and b of
the translation vectors, and g, the angle between the
vectors (the magnitudes of the translation vectors are
typically defined as a ¼ ja1j, b ¼ ja2j, and, in three
dimensions, c ¼ ja3j).

The choice of the unit cell is by no means unique.
One could, for example, double the unit cells of
Figure 4 and generate the same lattices. Unit cells
containing only one lattice point are primitive; in this
case, the positions of all lattice points can be written
as integer sums of the translation vectors, as in

eqn [1]. For the centered unit cell of Figure 4c, the
lattice points at the centers are given by half-integer
sums of the translation vectors:

Rcenter ¼ ðn1 þ 1=2Þa1 þ ðn2 þ 1=2Þa2 ½2�

Even primitive cells are not unique, since one could,
for example, define an oblique primitive cell for the
square lattice, as shown in Figure 5.

In general, the conventional unit cell is chosen so
as to be as small as possible, consistent with the un-
derlying symmetry of the lattice. For example, the
centered rectangular lattice (Figure 4c) could be
generated by an oblique primitive cell, but its sym-
metry elements are more obviously related to a rec-
tangular unit cell (the symmetry elements of the

a1

a2

Figure 1 Rectangular lattice with translation vectors a1 and a2.

Figure 2 Symmetry elements of the rectangular lattice. The

points of the lattice are indicated by open circles, reflection lines

by solid lines, and twofold rotation points by lens-shaped

symbols.

Figure 3 Two periodic one-dimensional arrays of points. The

lower example does not satisfy the lattice condition since some

points have their nearest neighbor on the right, and some on the

left.

(e)(d)

(b) (c)

(a)

Figure 4 The five two-dimensional lattices: (a) oblique, (b) rec-

tangular, (c) centered rectangular, (d) square, and (e) hexagonal.

Outlines of unit cells are shown by the dashed lines. Except for

(c), all of the unit cells shown here are primitive.
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centered rectangular lattice are identical to those of
Figure 2, with additional twofold rotation points
along the cell diagonal). In other words, symmetry
considerations can lead one to choose a conventional
cell that is larger than a primitive cell.

The two-dimensional lattices of Figure 4 can be
grouped within four systems based on the relative
magnitudes of the translation vectors and the angle
between them, as shown in Table 1.

Note that the number of lattices (five) is not equal
to the number of systems (four), since there are two
rectangular lattices (primitive and centered).

A periodic physical system such as a naturally oc-
curring crystal can be described as a lattice with re-
peating units known as a basis attached to each
lattice point. The basis may consist of a single atom,
a molecule, or a larger assembly. The space group
that characterizes the entire structure results from the
combined symmetries of the lattice and the basis.
Since bases with different symmetries can be attached
to a given lattice, one expects a greater number of
space groups than lattices. In two dimensions, there
are 4 systems, 5 lattices, and 17 space groups. An
example of two structures with the same lattice but
different space groups is given in Figure 6.

Different space groups also arise according to the
arrangement of asymmetric molecules on similar lat-
tices. For example, if every other molecule is flipped
after displacement along a lattice translation vector,
then a glide-reflection symmetry element is produced.
(In the glide-symmetry operation, the structure is

translated along the glide line and then reflec-
ted across the line.) Examples of two space groups
with and without glide symmetry are shown in
Figure 7.

In three dimensions, lattices are generated by three
translation vectors: a1, a2, and a3. It can be shown
that there are 14 symmetrically distinct lattices which
satisfy the lattice condition. These are the Bravais
lattices; the conventional unit cells are shown in
Figure 8. The shapes of the unit cells are character-
ized by six lattice parameters: the magnitudes a, b,
and c of the translation vectors, and the angles a, b,
and g, shown in Figure 9.

(a) (b) (c)

Figure 5 Several unit cells which can generate a square lattice,

including (a) a nonprimitive cell containing two lattice points, (b) a

conventional primitive cell, and (c) an oblique primitive cell. In

counting the number of lattice points assigned to a cell, points at

corners, on sides, and within the cell are given weights of 1/4, 1/2,

and 1. (a) (b)

Figure 6 Upper drawings: two structures with identical rec-

tangular lattices but different bases. Lower: the same structures

repeated with symmetry elements superimposed. (a) Space

group p2mm, indicating a primitive lattice (p) with twofold rotation

points (2), and two sets of mirror lines (mm), (b) space group pm,

indicating a primitive lattice with a single set of mirror lines.

Table 1 The four two-dimensional systems

System Lengths Angle ð�Þ

Oblique aab ga90

Rectangular aab g ¼ 90

Square a ¼ b g ¼ 90

Hexagonal a ¼ b g ¼ 120

(a) (b)

Figure 7 Upper drawings: arrangements of identical molecules

with and without glide-line symmetry. Unit cells are shown by the

solid rectangles. Lower: the same structures with symmetry el-

ements superimposed. (a) Space group p1: primitive lattice with

no rotational, mirror, or glide symmetry. (b) Space group pg:

primitive lattice with glide-line symmetry. (Note: the unit cell con-

tains two molecules but only one lattice point, and is therefore

primitive.)
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The 14 Bravais lattices are distributed among
seven crystal systems, with relative lattice parameters
given in Table 2.

The combined symmetries of the 14 Bravais lattices
and all possible bases lead to 230 space groups in three
dimensions, first enumerated late in the nineteenth
century and described explicitly in the International
Tables for X-ray Crystallography. The classification of

periodic structures as members of specific space
groups is important in predicting properties, such as
allowed reflections in X-ray diffraction, and allowed
vibrational modes in optical spectroscopy.

A three-dimensional crystal can be ‘‘constructed’’
by placing a specific basis at each of the points of one
of the 14 Bravais lattices. In the simplest case, the
basis consists of a single atom and the full structure is
simply that of the Bravais lattice. An example is face-
centered cubic (f.c.c.) aluminum, which has the unit
cell shown in Figure 8n. As the complexity is in-
creased, the basis can include more than one atom of
the same element, as in hexagonal close-packed
(h.c.p.) cobalt. In this structure, a basis consisting of
two cobalt atoms is attached to the hexagonal lattice
points, as shown in Figure 10a. In the case of com-
pounds, the basis contains two or more elements,
as in cesium chloride, where the two-ion basis is at-
tached to a primitive cubic lattice, as in Figure 10b.

In all cases, it is the Bravais lattice (rather than
the details of the basis) which determines the trans-
lational symmetry of the structure. That is, the crys-
tal is invariant after a translation by a Bravais lattice
vector, no matter what the basis is. This spatial

(a) (b) (c)

(d) (e) (f) (g)

(h) (i) (j) (k)

(l) (m) (n)

Figure 8 The 14 Bravais lattices, with lattice translation vectors

shown as solid arrows. (a) triclinic, (b) monoclinic, (c) base-

centered monoclinic, (d) orthorhombic, (e) base-centered

orthorhombic, (f) body-centered orthorhombic, (g) face-centered

orthorhombic, (h) tetragonal, (i) body-centered tetragonal, (j)

trigonal, (k) hexagonal, (l) cubic, (m) body-centered cubic, and (n)

face-centered cubic.

��

�a1

a3

a2

b

c

a

Figure 9 Three-dimensional lattice parameters. The lengths of

the cell edges are the magnitudes of the translation vectors a, b,

and c. The interaxial angles a24a3, a34a1, and a14a2 are given

by a, b, and g.

Table 2 The seven three-dimensional crystal systems

System Lengths Angles

Triclinic aabac aabag
Monoclinic aabac a ¼ b ¼ 90�ag
Orthorhombic aabac a ¼ b ¼ g ¼ 90�

Tetragonal a ¼ bac a ¼ b ¼ g ¼ 90�

Trigonal a ¼ b ¼ c a ¼ b ¼ ga90�

Hexagonal a ¼ bac a ¼ b ¼ 90�; g ¼ 120�

Cubic a ¼ b ¼ c a ¼ b ¼ g ¼ 90�

(a) (b)

Figure 10 Examples of structures produced by adding a basis

to a Bravais lattice. (a) h.c.p cobalt. Pairs of atoms in the basis

are connected by solid lines. The dashed lines show the edges of

a hexagonal repeating structure with three times the volume of

the conventional unit cell of Figure 8k. (b) Cesium chloride. Open

and filled circles represent oppositely-charged ions. The primitive

cubic unit cell (also known as a simple cubic unit cell) is identical

to that of Figure 8l.
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periodicity results in the great utility of Fourier
methods, as shown in the next section.

The Reciprocal Lattice, Diffraction, and
Electronic Band Structure

A signal which is periodic in time can be conveni-
ently described in terms of the strength of its har-
monics. The signal can be defined completely in
either the time or the frequency domain, using vari-
ables which have dimensions of time or inverse
time. Similarly, a property such as the electron den-
sity of a spatially periodic structure can be described
directly, in a space which has dimensions of length,
or by a Fourier expansion in reciprocal lattice vec-
tors, which have dimensions of inverse length. Many
of the properties of a solid, such as its electronic
band structure, are formulated most easily in recip-
rocal space (rather than direct space). Even from
a purely structural standpoint, the reciprocal-space
description is essential in the diffraction techniques
which are used to solve crystal structures.

If one wishes to use the reciprocal lattice in order
to describe physical properties, it is useful to define
the reciprocal lattice as follows (in crystallography,
the definition of the reciprocal lattice may differ
slightly from that given here, for example, by the
omission of the factors of 2p). Consider a solid with
lattice translation vectors a1, a2, and a3. The recip-
rocal lattice vectors are defined by

b1 ¼ 2p
a2 � a3

a1 � a2 � a3
; b2 ¼ 2p

a3 � a1
a1 � a2 � a3

;

b3 ¼ 2p
a1 � a2

a1 � a2 � a3
½3�

The denominator of these expressions ða1 � a2 � a3Þ
is the volume of the unit cell in direct space. The
vectors b1, b2, and b3 are the translation vectors
which define the reciprocal lattice, just as a1, a2, and
a3 define the Bravais lattice in direct space. An arbi-
trary translation vector, which connects two points
of the Bravais lattice, has the form

R ¼ n1a1 þ n2a2 þ n3a3 ½4�

where n1, n2, and n3 are integers. Similarly, an ar-
bitrary reciprocal lattice vector can be written as

G ¼ m1b1 þ m2b2 þ m3b3 ½5�

The form of the numerators in eqn [3] leads to
a compact expression for dot products between
direct-space and reciprocal-space translation vectors.
Note, for example, that a2 � b1 ¼ a3 � b1 ¼ 0, and a1 �

b1 ¼ 2p. In general,

bi � aj ¼ 2pdij ½6�

This implies that any function of the form eiG�r will
have the translational symmetry of the Bravais lattice,
because, for an arbitrary lattice translation vector R,

eiG�ðrþRÞ ¼ eiG�reiG�R

¼ eiG�reiðm1b1þm2b2þm3b3Þ�ðn1a1þn2a2þn3a3Þ

¼ eiG�re2piðm1n1þm2n2þm3n3Þ ¼ eiG�r ½7�

For a Bravais lattice where the translation vectors
a1, a2, and a3 are all perpendicular (these are the
orthorhombic, tetragonal, and cubic cases), the cor-
responding reciprocal lattice can be immediately de-
termined by inspection of eqn [3]. In this case, b18a1,
and b1 ¼ 2p=a1. Similar relations hold for b2 and b3,
that is, the reciprocal-space translation vectors are
parallel to those in direct space, with magnitudes
which are inversely proportional.

If the direct-space lattice vectors are not all per-
pendicular, then the reciprocal lattice vectors are not,
in general, parallel to them, because, for example,
a2 � a3 may not be parallel to a1. Nonetheless, the
reciprocal lattice vectors still have a straightforward
interpretation in terms of lattice planes.

Lattice planes are labeled using Miller indices,
which are assigned by taking the reciprocal of the
intersection of the plane with each of the direct-space
axes, as shown in Figure 11.

In Figure 11a, the first (1 0 0) plane which does
not contain the origin, intersects the x-axis at a dis-
tance a from the origin. The plane is also parallel to
the y and z axes; intersections with those axes are at
infinity. Taking the reciprocal of these distances in
lattice-parameter units, one obtains the Miller indices
(hkl)¼ (1 0 0) for these planes. Similarly, in Figure 11b
the intersections at (a, a, N) give (hkl)¼ (1 1 0). In
Figure 11c, the intersections are (N, a, a/2), giving
Miller indices (hkl)¼ (0 1 2).

If h, k, and l are integers, it can be shown that in
any of the crystal systems a reciprocal lattice vector
of the form

Ghkl ¼ hb1 þ kb2 þ lb3 ½8�

will be normal to the lattice planes with indices (hkl).
The magnitude will be inversely proportional to the
spacing of the planes, specifically,

Ghkl ¼
2p
dhkl

½9�

where dhkl is the spacing of the (hkl) planes.
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The relationship between Ghkl and the (hkl) planes
leads to an important formulation of the diffrac-
tion condition in the reciprocal space of the crystal.
Figure 12 shows the geometry of the Bragg dif-
fraction. The incident beam has wavelength l and
propagates along the direction given by the wave

vector kinc. The magnitude of the wave vector is
defined by

kinc ¼ ksc � k ¼ 2p
l

½10�

where the first equality indicates that the scattering is
elastic. By setting the phase shift between waves
scattered from neighboring planes equal to 2p, one
obtains the Bragg condition for constructive inter-
ference (or diffraction) from the hkl planes:

l ¼ 2 dhkl sin y ½11�

By inspection of Figure 12, and using eqns [10], [11],
and [9], one obtains

q ¼ 2k sin y ¼ 2p
2 sin y

l
¼ 2p

dhkl
¼ Ghkl ½12�

In other words, Bragg’s law (eqn [11]) can be refor-
mulated as eqn [12], which indicates that if con-
structive scattering from the (hkl) planes is to occur,
then the magnitude of the scattering vector is equal to
the magnitude of the corresponding reciprocal lattice
vector. Since both q and Ghkl are normal to the scat-
tering planes, eqn [12] holds for the vector quantities as
well:

q ¼ Ghkl ½13�

Equation [13] is the basis of the Ewald sphere repre-
sentation of the diffraction condition, shown in
Figure 13. In an X-ray, electron, or neutron diffrac-
tion measurement, one maps out intensities associated
with specific reciprocal lattice points. In essence, a dif-
fraction measurement yields an image or a projection
of the reciprocal lattice, and indirectly, information on
the actual atomic ordering in the direct-space lattice.

The motion of an electron in a crystal is strongly
affected by the periodic nature of the lattice. A nearly
free valence electron interacts with relatively-fixed
ion cores and experiences a potential, which can be
written as an expansion in reciprocal-lattice vectors:

UðrÞ ¼
X

j

cje
iGj�r ½14�

As shown by eqn [7], a potential-energy function
written in this form will have the periodicity of the
Bravais lattice:

Uðr þ RÞ ¼ UðrÞ ½15�
for any lattice vector R. One might expect that the
electron would be scattered erratically during its in-
teraction with the ions; however, this is not the case.
It can be shown that solutions of the Schrödinger
equation in a periodic potential, such as that of

(a) (b)

(c)

y

z
G0 1 2

z

y

x

G1 0 0 

x

x

y

z

G1 1 0

Figure 11 Several examples of sets of planes in a cubic crys-

tal, including (a) (1 0 0) planes, (b) (1 1 0) planes, and (c) (0 1 2)

planes. Unit cells are shown with dashed lines and the sets of

planes are in red. The corresponding reciprocal lattice vectors are

normal to the planes and have magnitudes inversely proportional

to the plane spacing.

k inc ksc

q = ksc − kinc 

� �

dhkl

Figure 12 Bragg scattering geometry. A beam with wave vec-

tor kinc is incident with angle y upon a set of atomic planes with

spacing dhkl. The scattered wave vector is ksc and the scattering

vector is q. The small circles represent atoms or lattice points in

direct space.

Periodicity and Lattices 243



eqn [14], are Bloch functions:

CðrÞ ¼ ukðrÞeik�r ½16�

where _k is the momentum of the electron, eik�r is a
plane wave propagating in the direction of k, and
uk(r) is a function which has the periodicity of the
Bravais lattice, that is,

ukðr þ RÞ ¼ ukðrÞ ½17�

Equation [16] indicates that electrons can propagate
freely through the lattice as plane waves modulated
by the lattice. The energy eðkÞ of an electron in a
particular momentum state will have a specific form
that depends on the potential energy function U(r).
(For a free electron (when U ¼ 0), epk2.)

The effect of the lattice on the electron becomes
very strong when the wave vector k takes on partic-
ular values. In order to see how this comes about,
consider the region of reciprocal space near the
origin. Then draw a series of lines which bisect the
reciprocal-lattice vectors, starting with the shortest
ones, as shown in Figure 14. This construction
divides the reciprocal space into Wigner–Seitz cells.
In reciprocal space, the central cell which surrounds
the origin is known as the first Brillouin zone
(Wigner–Seitz cells can also be drawn in direct space.
As an example, a primitive unit cell can always

be constructed by generating such a cell about a
Bravais lattice point).

Electrons with wave vectors within the Brillouin
zone have propagating Bloch wave functions and can
move through the lattice. However, if the wave vec-
tor kinc terminates anywhere on the zone boundary,
the electron can undergo Bragg diffraction to a new
state ksc, since the difference between these wave
vectors is equal to a reciprocal lattice vector. One can
see the that kinc satisfies the condition for Bragg dif-
fraction by comparing Figure 14 to the Ewald sphere
construction of Figure 13.

When the Schrödinger equation is solved in a pe-
riodic potential (one of the simplest examples being
the one-dimensional Kronig-Penney model), one
finds that diffraction at the Brillouin zone boundary
is accompanied by a discontinuity in the energy eðkÞ,
which is otherwise continuous within the zone. That
is, a fundamental property of electrons in solids - the
bandgap - follows directly from the periodicity of the
Bravais lattice.

Variations of Lattices: Superlattices,
Surface Structures, and Quasicrystals

The discussion so far is suited to the description of
three-dimensional crystalline elements and simple
compounds. Also, the structures are assumed to be

q

k inc

ksc

Figure 13 The Ewald sphere construction of the diffraction

condition q ¼ Ghkl . This figure is drawn in reciprocal space; the

small circles represent reciprocal lattice points, not atoms. The tip

of the incident wave vector is placed at the origin, shown as a

filled circle. The surface of the sphere gives the possible locations

of the tip of an elastically scattered wave vector. When the dif-

fraction condition is met, the scattered wave vector coincides with

a reciprocal lattice point. In the example shown here, if the z-axis

is assumed to be vertical, the Bragg condition for the (0 0 4) re-

flection is met, that is, q ¼ G004.

G100

ksc k inc

−

Figure 14 Construction of Wigner–Seitz cells by drawing per-

pendicular bisectors of reciprocal lattice vectors. The first Brillouin

zone is shown in red. Electron wave vectors and a scattering

vector are shown in blue. The notation G %100 indicates that the

scattering vector runs from the origin to the first point to the left of

the origin.
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infinite in extent and periodic. This section will
briefly consider several departures from these as-
sumptions.

A superlattice is a periodic structure which has a
somewhat large or complex unit cell composed of
smaller building blocks, something like a pedestrian
walk made of a sequence of concrete and asphalt
blocks, as shown in Figure 15.

If all of the blocks were concrete, the struc-
ture could be described by a unit cell consisting of
one block. However, with the arrangement shown
here, the unit cell is lengthened to four blocks.

Several examples of superlattices, which are im-
portant in condensed matter physics, are shown
schematically in Figure 16. In an ordered metallic
alloy, specific elements (shown as open and filled
circles in Figure 16a) occupy specific sites on a lat-
tice. The ordering produces a unit cell which is larger
than that which would characterize a pure element,
or a random alloy (from a diffraction point of view, a
random alloy can be approximated as a single ele-
ment with scattering properties intermediate between
those of the individual elements). According to eqn
[3], if the unit cell in direct space is enlarged, that is,
if the translation vectors a1, a2, and a3 increase in
length, then the corresponding reciprocal lattice vec-
tors b1, b2, and b3 decrease in length. The reciprocal
lattice points become denser and more peaks appear
in the diffraction pattern. The new peaks are known
as superlattice reflections.

Superlattices can also be produced by the interca-
lation of a foreign substance in a layered structure,
such as graphite or one of the clay minerals, as
shown in Figure 16b. As with the ordered alloy, the
enlargement of the unit cell (relative to that of the
pure host) leads to additional superlattice reflections.

As in the alloy, the increase in cell size often occurs in
more than one direction; therefore, the array of new
reflections can be one-, two-, or three-dimensional.

An artificial superlattice, such as a semiconductor
quantum-well structure or a magnetic multilayer, is
prepared by the sequential deposition of thin layers
of dissimilar materials onto a substrate (Figure 16c).
In this case, the unit cell is enlarged in only one
direction and the corresponding new features in the
reciprocal lattice would be rows of points normal to
the layers.

Two-dimensional lattices known as surface recon-
structions are often formed on clean metals and
semiconductors. Although the reconstruction resides
on a bulk solid, its structure and reciprocal lattice
can, to a certain extent, be considered as that of a
very thin isolated layer. The main features of the dif-
fraction pattern can be understood by considering
the reconstruction as a limiting case: a three-dimen-
sional structure where the interlayer spacing has
become very large, as shown in Figure 17. If the unit
cell is very large in the vertical direction (Figure 17a),
the corresponding reciprocal lattice points become
dense (Figure 17b). In the actual limit of a two-
dimensional layer, the reciprocal lattice becomes a
series of rods normal to the surface, and in diffrac-
tion one observes a set of streaks, rather than the
discrete peaks which occur with a three-dimensional
structure. One can also see that streaks arise by con-
sidering the exponential terms that occur in a struc-
ture-factor calculation of the diffraction intensity:
expðik � rÞ ¼ expðiðkxx þ kyy þ kzzÞÞ. If the surface
layer lies in the z ¼ 0 plane, then the scattering
intensity has no kz dependence, that is, the diffrac-
tion features consist of streaks of uniform intensity
normal to the surface. One also obtains streak-like

Figure 15 A one-dimensional superlattice.

(a) (b) (c)

Figure 16 Examples of superlattices, including (a) an ordered

alloy, (b) an intercalated layered structure, and (c) a superlattice

prepared by the sequential deposition of two compounds. In all

cases, the unit cell is indicated by dashed lines.

(a) (b)

Figure 17 Isolated layers in a solid in the limit where the in-

terlayer spacing becomes very large in direct space (a). The

corresponding reciprocal lattice is shown in (b).
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diffraction features in scattering from the surface of a
perfectly terminated (atomically-flat) crystal. How-
ever, in contrast to the case of the two-dimensional
layer, the intensity of the streaks falls off quickly.

Finally, consider quasicrystalline ordering, where a
solid is assembled according to a prescription which
is ordered, but not periodic. A one-dimensional
example is a Fibonacci lattice, where two building
blocks A and B are repeated in the sequence

A BA ABA BAABA ABABAABAy

where the spaces are included for clarity. Each suc-
ceeding cluster of blocks is the sum of the two
previous clusters. In practice, such a structure can be
assembled by the sequential deposition of layers of
two distinct materials. The structure is not periodic,
since the pattern does not repeat, but it is ordered
and it can be shown that it gives rise to a charac-
teristic diffraction pattern with sharp peaks.

A two-dimensional example of a quasicrystal is a
Penrose tiling, made up of two building blocks as
shown in Figure 18. A fivefold symmetry does not
occur among the periodic two-dimensional lattices

(Figure 4), but the Penrose tiling of Figure 18 has a
fivefold symmetry about its central point. Like the
Fibonacci lattice, the Penrose tiling is aperiodic, in
that there is no repeating unit cell, yet it is ordered, as
is clear from the perfect symmetry of Figure 18.

Quasiperiodic lattices are more than an interesting
exercise in mathematical crystallography, since in the
1980s it was discovered that certain metallic alloys
crystallize with icosahedral symmetry. These alloys
yield diffraction patterns with a fivefold symmetry,
which is forbidden for an untwinned crystal with
translational symmetry. The icosahedral alloys are
thought to be three-dimensional quasicrystals with
an ordered aperiodic structure, formed by the opti-
mization of near-neighbor packing during solidifica-
tion. Although the actual physical structures are
aperiodic, they can be represented as projections into
three-dimensional space of periodic structures in a
higher-dimensional space. Therefore, an understan-
ding of the symmetry properties of periodic struc-
tures turns out to be very useful, even when the
physical system is not periodic.

See also: Crystal Structure; Electron Gas (Theory); Elec-
tronic Structure (Theory): Atoms; Epitaxy; Liquid Crystals;
Meso- and Nanostructures; Micro- and Macrostructures;
Point Groups; Quasicrystals; Quasicrystals, Electronic
Structure of; Space Groups; Structure Types and Classi-
fications.

PACS: 61.50.Ah; 61.66.� f; 61.10.Nz
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Figure 18 Portion of a Penrose tiling made with the two dec-

orated building blocks shown to the right. The large and small

building blocks are rhombuses with angles of 721 and 361. The

tiling was constructed subject to the rule that the decorations

(colored arcs) on adjoining blocks must match.
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Introduction

A central focus of phase transformation thermody-
namics is the examination of relative phase stability.
Under most conditions, phase stability is considered
in terms of the response of a material to changes in
temperature, pressure, composition, and size scale.
The changes are often applied rapidly in order to
establish undercoolings, overpressures, and super-
saturations that place the initial stable phase in a
metastable (or energized) condition. The relaxation
of a metastable state to the stable state can proceed
through a succession of various other metastable
states, but the rate of the relaxation processes is
usually limited by diffusional kinetics for thermally
activated reactions. In general, it is often worthy to
also identify the rate-limiting stage of a phase trans-
formation reaction as either the nucleation or the
growth stage, since the thermodynamic analysis for
each stage can be different.

The essential thermodynamics that governs the rela-
tive phase stability for phase transformation reactions
can be represented in analytical expressions for the
Gibbs free energy as a function of temperature, pres-
sure, composition, size scale, and other appropriate
variables. These relationships can also be presented in
a graphical form that facilitates the interpretation and
visualization of the free energy changes, the metastable
phase options, and various reaction pathways that
often occur in kinetic competition.

A useful concept for the study of phase transfor-
mation processes is the distinction between closed
and open system processes. In a closed system, an
energized state is achieved through a rapid temper-
ature, pressure, or composition change to create a
certain level of undercooling or supersaturation (i.e.,
a metastable state), which then releases the excess
free energy during relaxation toward the equilibrium
stable state. With an open system, the energized state
is often attained by a continuous incremental excess
energy input to an initial state through the incorpo-
ration of excess lattice defects or solute on a localized
spatial scale and time interval that is short compared
to the relaxation time so that the relaxation process
can be influenced by external factors. Regardless
of the type of phase transformation or synthesis
method, there are some common themes in the
phase stability. The fundamental issues include

the phase selection during the initial synthesis and
the phase stability after synthesis and during subse-
quent treatment.

In order to treat the basic issues in phase stability
within the limited coverage that is available, some of
the key points are examined by considering selected
thermodynamic relations for macroscopic systems
and their modification for high interfacial area nano-
scale systems. A central issue is the free-energy
change (i.e., driving free energy) associated with
a phase transformation reaction. As a means of
illustrating the use of the relevant thermodynamic
concepts, some examples are considered for the eval-
uation of the driving free energy and the ranking of
different levels of metastability.

Phase Stability Thermodynamics

Equilibrium

There are a number of essentially equivalent ap-
proaches to describe thermodynamic equilibrium.
For a closed system, the general conditions for equi-
librium are represented by a maximum in entropy, S,
or a minimum in free energy, G, with respect to a
system variable z, where z is a variable such as pres-
sure P, temperature T, or volume V as given by

dS

dz
¼ 0 and

d2S

dz2
p0 ½1�

or

dG

dz
¼ 0 and

d2G

dz2
X0 ½2�

These conditions prevail either for local minima/
maxima that represents a metastable equilibrium or
for an absolute minima/maxima that holds for a sta-
ble equilibrium as illustrated in Figure 1.

Pure Components

In the analysis of relative phase stability and the
driving forces for different phase transformation re-
actions, the Gibbs free energy G is the main quantity
of interest. By definition, G ¼ H � TS ¼ E þ PV,
where H is the enthalpy, E is the internal energy,
and PV represents the system work. For reactions
between two phases, the free energy change is the
difference, DG ¼ DH � TDS. For example, during
solidification of a liquid, Gs � G1 ¼ ðHs � H1Þ�
TðSs � S1Þ or DGf ¼ Hf � TDSf. At equilibrium,
DGf ¼ 0 so that DSf ¼ DHf=Tm. If DSf is taken as
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independent of T (i.e., neglecting the small heat
capacity correction), then DGf ¼ DHf½1� ðT=TmÞ� ¼
DHfðTm � TÞ=Tm ¼ DHfDT=Tm, so that the driving
free energy (i.e., driving force) available to accom-
plish the reaction is proportional to the under-
cooling, DT. The dependence of the molar free
energy on temperature is illustrated in Figure 2 for
a liquid, a stable a-phase and a metastable b-phase,
where it is evident that the formation of the metast-
able b-phase requires a minimum liquid under-
cooling below the stable a-phase melting point of
DT ¼ Ta

m � Tb
m.

From the second law of thermodynamics, several
differential relations can be developed (i.e., Maxwell
relations). The relation for the Gibbs free energy for
a single phase is

dG ¼ VdP � SdT ½3�

For the liquid–solid case at equilibrium, dG ¼ 0
and

VsdP � SsdT ¼ V1dP � SsdT ½4�

or

dP

dT

� �
eq

¼ Ss � S1
Vs � V1

¼ DSf
DVf

¼ DHf

DVfTm
½5�

which is the Clapeyron equation for the pressure
dependence of the melting point. When eqn [3] is
applied to other two-phase coexistence such as solid–
liquid, solid–vapor, and liquid–vapor equilibrium,
the pressure–temperature phase diagram for a single
component is developed as shown in Figure 3. The
solid lines represent the two-phase coexistence
conditions, where there is one degree of freedom
according to the phase rule (i.e., p þ f ¼ c þ 2, where

p is the number of phases, f is the number of degrees
of freedom, and c is the number of components). The
lines intersect at an invariant triple point where
f ¼ 0. It is worth noting that ð@G=@TÞP ¼ �S and
ð@G=@PÞT ¼ V as illustrated in Figure 2.

Classification of Phase Transformations

The pure component reactions that are depicted in
Figure 3 are often classified as first-order phase trans-
formations. At the equilibrium transformation tem-
perature Te, Ga ¼ Gb, but the slopes are different
(i.e., dGa=dTadGb=dT). This gives rise to a discon-
tinuity in S, V, and H at Te and a singularity in heat
capacity Cp ¼ TðdS=dTÞ ¼ Tðd2G=dT2Þ as illustra-
ted in Figure 4.

During a second-order phase transformation, S, V,
and H are continuous at the transformation temper-
ature or critical temperature, Tc (i.e., there is no

G

Z

Stable

Metastable

Figure 1 Schematic comparison of metastable (i.e., local) and

stable (i.e., absolute) equilibrium.

Tm
� Tm

�

Liquid

 

�

�

G

T

Figure 2 Molar free energy as a function of temperature for a

single component. The melting point of the stable a-phase Tma
and the metastable b-phase Tmb is indicated.

Gas

Solid

P

T

Liquid

Figure 3 A schematic pressure vs. temperature diagram for a

single component.
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latent heat), but there is a discontinuity in heat capa-
city as indicated in Figure 4. Second-order phase
transformations are often associated with electronic
effects such as the paramagnetic/ferromagnetic tran-
sition, but they are also observed for certain order–
disorder changes in alloys.

The distinction between first- and second-order
phase transformations also has an impact on the
presentation of the equilibria in a phase diagram and
the progress of the phase transformation. For exam-
ple, long-range ordering of unlike atoms in a crystal
lattice develops due to an attractive interaction be-
tween unlike atoms. During a first-order reaction, the
development of an ordered atomic arrangement in-
itiates at separate regions as the temperature falls
below Te as shown in Figure 5. A sharp interface
separates the transformed (i.e., ordered) regions and
the untransformed (i.e., disordered) regions. Across
this interface, there is a jump in the long-range order

parameter, Z that varies from zero for a random ar-
rangement to unity for a perfectly ordered arrangem-
ent. The coexistence at Te is represented on the phase
diagram as a two-phase field between the ordered
and the disordered phase. In contrast, during a sec-
ond-order reaction, the development of an ordered
arrangement initiates throughout the volume at the
critical temperature Tc and progressively develops
with increasing values of Z as the temperature is
lowered below Tc. There is no two-phase coexistence
of an ordered and a disordered phase, so that the
phase diagram does not display a two-phase field.
Instead, the phase diagram shows the locus of Tc as a
function of composition.

Alloy Solutions

For alloy solutions, the chemical terms for the free
energy are included by adding the partial molar free

G
→

H
→

C
p
→

C
p→

H
→

G
→

Te(a)

(c) (d)

(b)

Te

T→ 

T→ 

T→ Tc  

T→ Tc  

Te T→ T→ Tc  
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Figure 4 The thermodynamic characteristics of (a, c, and e) first-order and (b, d, and f) second-order phase transformations.
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energy for each component, i or j to eqn [3] as

dG ¼VdP � SdT þ @G

@ni

� �
T;P;nj

dni

þ @G

@nj

� �
T;P;ni

dnj ½6�

where n is the number of moles. The partial molar
free energy represents the chemical potential, mi, that
is defined as

@G

@ni

� �
T;P;nj

¼ mi ¼ m0i þ RT ln ai ½7�

where m0i is the standard state chemical potential, R is
the gas constant, and ai is the activity which is the
product of an activity coefficient gi and the mole
fraction, Xi (note that for a binary solution Xiþ
Xj ¼ 1). For alloy solution at constant T and P with a
given composition X0 in an A–B system, the molar
free energy is

G ¼ ð1� X0ÞmA þ X0mB ½8�

and as indicated in Figure 6, eqn [8] describes the
tangent to the G versus XB curve at X0. For reaction
between two coexisting solution phases such as liquid
and solid in an alloy with overall composition X0

DG ¼ ð1� X0ÞðmsA � m1AÞ þ X0ðmsB � m1BÞ ½9�

�→ �→

T→ 
Te

T→ 
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�′

�′

�
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�′
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�

�

(c) (d)

(b)

1.0

(a)

1.0

T

A B
XB→ XB→ 
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Figure 5 Schematic illustration of the temperature dependence of Z (a and b) and the phase diagram characteristics (c and d) for

(a and c) first-order and (b and d) second-order phase transformations.
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Figure 6 Schematic free energy vs. composition diagrams for a

binary alloy of (a) a single-phase liquid solution with the compo-

nent chemical potentials mL
A and mL

B determined by the pure com-

ponent intersections with the tangent to the G vs. XB curve at X0

and of (b) a two-phase liquid–solid equilibrium with common

tangent points at Xs and XL.
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At equilibrium, DG ¼ 0, so that ðmsA ¼ m1AÞ ¼ ðmsB ¼
m1BÞ and the two phases share a common tangent.

For the examination of interactions in solutions, it
is often useful to represent the free energy change for
mixing of pure components to form a solution DGm

in terms of an enthalpy of mixing DHm and a mixing
entropy DSm. The simplest model is based upon an
ideal solution where there are no nearest neighbor
interactions, so that DHm ¼ 0 and gi ¼ 1 and the
ideal entropy of mixing is given by

DSm ¼ �R½ð1� XBÞ lnð1� XBÞ þ XB ln XB� ½10�

Most real solutions are not ideal. When the de-
parture from ideal behavior is modest so that the
molar volume change upon mixing to form a solu-
tion is negligible, the enthalpy of mixing can be rep-
resented in terms of the nearest neighbor pairwise
interaction energies EAA, EBB, and EAB as

DHm ¼ ZNaXAXB½EAB � 0:5ðEAA þ EBBÞ� ½11�

or

DHm ¼ OXAXB ½12�

where Z is the lattice coordination number, Na is
Avogadro’s number and O ¼ ZNa½EAB � 0:5ðEAA þ
EBBÞ� is a constant for a regular solution. The entropy
of mixing is given by the ideal solution expression
eqn [8] to yield

DGm ¼DHm � TDSm ¼ OXAXB þ RT

� ½ð1� XBÞ lnð1� XBÞ þ XB ln XB� ½13�

The composition dependence of DGm is shown in
Figure 7 for different values of O and temperature.
For exothermic solutions, Oo0 and mixing results in
a free energy decrease at all temperatures. In this
case, the preference for unlike atom pairings results
in a tendency for the development of ordering in the
solid solution. When O40, however, the behavior
changes with temperature. At high temperatures,
TDSm is greater than DHm for all compositions and
the free energy curve has a positive curvature at all
points. At low temperatures, however, TDSm is
smaller than DHm for the central composition range
and DGm displays a change in curvature with a
negative curvature near the pure component compo-
sitions that changes to a positive curvature (i.e., un-
stable solutions) in the central composition range.
The positive value of O indicates a preference for
pairings of like atoms and results in a tendency for
the development of clustering in the solid solution.

The composition dependence of DGm yields a
concave curve when DHmo0 as illustrated in Figure
6a. In addition, in Figure 6b, the equilibrium condition
of the equality of the chemical potential for each
component in the coexisting phases is illustrated by
the common tangent construction. The various phase
equilibria that are defined by a collection of free energy
versus composition diagrams at different temperatures
are the basis of the equilibrium phase diagram. As
demonstrated in the schematic diagram in Figure 8,
the common tangent points on the free energy versus
composition diagram define the tie lines between
coexisting phases at each temperature on the phase
diagram. Within the two-phase regions defined by
the common tangents, the free energy curves intersect.
The point of intersection defines the limit to partition-
less transformation. For liquid compositions to the
left of the intersection (i.e., A-rich compositions),
there is a free energy decrease for a composition
invariant or partitionless solidification. For liquid
compositions to the right of the intersection, a par-
titionless solidification is impossible since the free
energy would increase. The locus of the intersection
points as a function of temperature is often called a
T0 curve.

When DHm40, the composition dependence of
DGm displays a change in curvature as noted in
Figure 7d and illustrated in more detail in Figure 9.
As shown in Figure 9, the phase diagram for a
solution with DHm40 exhibits a miscibility gap at
low temperature where a homogeneous solution,
a, decomposes into two solutions a1 and a2 with-
out overcoming an activation energy barrier. Due
to the change in curvature of the G versus XB curve,
there is a fundamental change in the stability of
solutions within the miscibility gap and a resul-
tant change in the mechanism of the decomposi-
tion. For example, solutions with compositions
between X1 and the turning point (i.e., where
d2G=dX2

B ¼ 0) or between the turning point and
X2 are metastable, since d2G=dX2

B40. This signifies
that fluctuations in composition that are necessary
to accomplish the decomposition reaction result
in an increase in free energy that represents a bar-
rier to the reaction. For these solutions, a nuclea-
tion process is required to initiate the decomposition
reaction. In contrast, solutions with composi-
tions between the turning points are unstable, since
d2G=dX2

Bo0. In this case, fluctuations in composi-
tion are spontaneous, since they lead to a reduction
in free energy. The demarcation between metastable
and unstable solutions within the miscibility gap is
represented by the spinodal curve that refers to
the locus of temperatures and compositions, where
d2G=dX2

B ¼ 0.
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Phase Transformation Energetics

An important application of the thermodynamic de-
scription of phase stability is the representation of
the free energy change that accompanies a phase
transformation (i.e., the driving free energy). A
change of phase requires a departure from equilib-
rium as the system develops a supersaturation or an
undercooling that represents the driving free energy
as indicated in Figure 10. For a dilute solution where
the activity is represented by the mole fraction, the
free energy change associated with a precipitation
reaction where the a-phase composition changes
from X0 to Xa as pure b develops at temperature
T1 is given by

DG ¼ RT1ln
X0

Xa

� �
½14�

Since the solvus phase boundary composition, Xs, is
represented as

XS ¼ expðDSSÞ exp �DHS

RT

� �
½15�

where DSs is the entropy of solution and DHs is the
enthalpy of solution, the free energy change for pre-
cipitation is expressed as

DG ¼ DHSDT

TS
½16�

demonstrating again that a supersaturation can be
expressed in terms of an equivalent undercooling. It
is to be noted that the expressions in eqns [12] or
[14] refer to the overall DG for the reaction,
aðX0Þ-aðXaÞ þ bðXbÞ. During the initial nucleation
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Figure 7 The influence of temperature and DHm on DGm when (a) Oo0, T high; (b) Oo0, T low; (c) O40, T high; and (d) O40, T low.
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stage when a small quantity of b forms, the a-matrix
composition is not changed much from the X0 value.
In this case, the maximum driving free energy for
nucleation of b, DGN, is given by the separation
between the tangent to the Ga curve at X0 and a
parallel tangent to the Gb curve as illustrated in
Figure 10. The tangent to the Gb curve occurs at the

composition XN, which is the favored composition
for a b-nucleus (i.e., the composition with the largest
driving free energy).

Similarly, for a phase transformation involving the
decomposition of an initial phase such as the liquid
with composition XE in Figure 8 into two phases
such as a of composition Xa and b of composition
Xb, the DG for reaction can be evaluated from eqn
[8]. The free energy change is given by the separation
between the tangent to the GL curve at XE and the
common tangent to the Ga and Gb curves as

DG ¼ ðmBa � mBLÞXE þ ðmAa � mAL Þð1� XEÞ ½17�

Phase Stability Hierarchy

Nucleation-Controlled Reactions

Throughout the analysis of transformation behavior,
it is commonly recognized that nucleation control is
an important part of the initial stage of a reaction.
Under nucleation control, a strong temperature
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dependence of the product phase selection and
number density is developed, which leads to a nano-
scale microstructure. Nucleation limitations in diffu-
sion reactions, especially those involved in reactive
diffusion, also represent a form of nucleation control
that is important in nanostructure synthesis. In terms
of alloy metastability, nucleation control is important
in allowing access to metastable states. In effect, the
observation of nucleation control is directly related
to the factors that promote the development of large
undercooling or supersaturation which enables the
expression of kinetic transitions through competi-
tive phase selection resulting in the refinement of the
product size to the nanoscale level.

Competitive Phase Selection and Metastability

A common theme in the development of new micro-
structural options by phase transformations is the
occurrence of metastable structural states. Often, the
reactions that occur during the freezing of under-
cooled liquids or during other rapid transformations
are viewed as nonequilibrium processes. However, it
is also evident that some of the departures from full

equilibrium can be considered in terms of different
levels of metastability. In fact, a hierarchy of equi-
librium is identified based upon the severity of the
kinetic constraints that affect the capability of a
material to relax toward full equilibrium during
processing. As the rate of reaction becomes faster,
kinetic constraints that arise from nucleation and
growth limitations associated with an equilibrium
product phase formation develop and expose alloy
metastability that often coincides with nanostructure
synthesis. For the suppression of the equilibrium
phase or the formation of a kinetically favored me-
tastable phase, it is still possible to analyze reactions
in terms of a metastable equilibrium that is used
locally at interfaces. The transition from stable to
metastable equilibrium is illustrated in Figure 11
where the kinetic suppression of an equilibrium g-
phase (see Figure 11a) yields a metastable eutectic
involving the a- and b-phases. Moreover, it is expec-
ted that the application of the appropriate local
equilibrium is used when the processing involves
nanoscale structures. Under extreme conditions, loss
of interfacial equilibrium for either a stable or
metastable phase is developed even when interfacial
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Figure 11 Schematic illustration of temperature vs. composition diagram for some of the levels in the hierarchy of equilibrium. (a) The

equilibrium phase diagram of a system with an intermediate phase; dashed lines represent the metastable extensions of the liquidus and

solidus curves for the primary solution phases. Solidification under metastable equilibrium conditions can result in a bypassing of the

intermediate phase to yield a metastable eutectic phase diagram between a and b. (b) The T0 curves for the primary solutions. The

extensions of these curves to temperatures below the metastable eutectic are indicated as dashed curves. (c) If the primary phases

have different crystal structures and low mutual solubility, then the T0 curves might not intersect. Such a situation favors glass formation

in the composition range, where the Tg curve is greater than the T0 curves. (d) For alloys based upon components with different

structures each crystal phase has a T0 curve.
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relaxation becomes too slow. With the loss of inter-
facial equilibrium, thermodynamics can still be used
to restrict the possible range of compositions that
exists at an interface at various temperatures, since
the selection must yield a net reduction in the free
energy of the system. One way to represent the ther-
modynamic restrictions is based upon the application
of T0 curves which represent the locus of tempera-
tures and compositions, where the free energies of
two phases are equal (as illustrated in Figure 6) for
liquid and solid phases, and thus define the limiting
condition for partitionless transformation. For exam-
ple, as interfacial equilibrium is lost, the liquidus and
solidus boundaries in Figure 11b collapse to the T0

curves. With isomorphous systems that exhibit com-
plete solubility, the T0 curve is continuous with com-
position (see Figure 11c) while for alloys based upon
components with different structures, each crystal
phase has a T0 curve (see Figure 11d). At tempera-
tures and compositions above the T0 curves, solute
partitioning is required for solidification (see Figure
11d). Because of the diffusional constraint due to
solute partitioning, a crystallization reaction can be
inhibited by quenching to promote glass formation.
Within the overall hierarchy of stability, the system-
atic examination of the different levels of kinetic

constraints provides useful insight into the thermo-
dynamic analysis of alloy metastability and phase
selection.

Constrained Equilibrium

There are a number of important cases, where phase
transformation reactions proceed under various con-
straints that involve externally imposed conditions or
internally generated limitations. A common example
is the development of a metastable phase because of
favorable nucleation and growth kinetics compared
to the stable phase. This is a kinetically constrained
equilibrium. Another kinetically constrained equilib-
rium can be developed in alloys, where one compo-
nent exhibits a significantly higher diffusivity than
the other components. This is commonly observed in
alloy steels where the high diffusivity component is
an interstitial component such as carbon and the
other slow diffusivity components are substitutional
species. The high diffusivity component is able to
establish an equality of the chemical potential in the
coexisting phases before the slow diffusivity com-
ponents. This is called ‘‘paraequilibrium.’’ Of course,
since paraequilibrium is constrained kinetically, it
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Figure 12 Schematic illustration of the influence of curvature (1/r) on the melting point of the a-phase and the b-phase and on the

relative phase stability when saLVm=DSa
f 4sbLVm=DS

b
f .
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will dissipate with time as the alloy approaches the
stable equilibrium.

During the initial stages of a phase transformation
reaction in the solid state or during deposition from
the vapor, it is often observed that the product phase
exhibits an epitaxial crystallographic relationship
with the transforming phase or the substrate invol-
ving the interfacial matching of lattice planes and
directions. The appearance of a crystallographic
matching results in a reduction of the interfacial
energy that in turn yields favorable nucleation kine-
tics. However, the matching is rarely perfect so that
there remains a residual interfacial strain. The resul-
ting elastic strain energy represents another compo-
nent to the free energy. With the progress of the
reaction, the product phase grows and there is a loss
of coherency and elastic strain energy.

The elastic strain energy is usually not partitioned
equally between the transforming, and product phase
so that the constraint of lattice matching across the
interphase interface alters the phase equilibrium. This
constrained equilibrium is designated as ‘‘coherent
equilibrium.’’ Because the level of elastic strain energy
depends on the volume, the influence of coherent
equilibrium is a function of composition in the two
phase regions (i.e., relative amounts of phases). This
yields new behavior that is beyond the scope of
coverage in this discussion.

Thermodynamics of Nanoscale Systems

The nanoscale is often reported as a linear dimension
but the important interfacial effects should be

considered in terms of the interfacial area per unit
volume (A/V). For example, for a sphere: A=V ¼
3=r ¼ 3� 107 m�1 for r ¼ 100 nm. This is very signi-
ficant.

Interfacial effects can be included in the free
energy as

dG ¼ VdP � SdT þ
X

midni þ
X

sidAi ½18�

where si is the interfacial energy and Ai is the inter-
facial area.
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The increment in free energy due to interfaces is
represented by the Gibbs–Thomson relation in terms
of the interface curvature k that is determined by the
principal radii, ri , as

DG ¼ ksVm ¼ ðr�1
1 þ r�1

2 ÞsVm ½19�

where Vm is the molar volume.
For a sphere, DG ¼ 2sVm=r. The effect of curvat-

ure on the melting point and the relative phase sta-
bility is indicated in Figure 12 where the dependence
of melting point on curvature can be expressed from
eqns [3] and [13] as

TmðrÞ ¼ TmðNÞ � 2sSLVm

rDSf
½20�

There are two key points that are illustrated in
Figure 12. First, the macroscopic melting points for
the a- and b-phases, that is, Ta

m and Tb
m, decrease

with increasing curvature. Second, the b-phase that is
metastable for macroscopic sizes becomes the stable
phase with respect to a-phase at high curvature val-
ues. Furthermore, the phase stability relations for a
macroscopic scale system can be modified in different
ways depending on the relative magnitude of s for
each phase for a nanostructured system. As illustrat-
ed in Figure 13, when saosb, the stability of a is
enhanced at the nanoscale. However, when sbosa,
there is a reversal of phase stability at the nanoscale.
There are a number of examples of the reversal in
relative phase stability when the size scale changes
from macroscopic to nanostructured.

The excess free energy due to curvature that acts to
control the relative phase stability in nanoscale mate-
rials also acts to modify other thermodynamic
behavior. For example, with the same analysis that

was applied to express the curvature dependence of
the melting point, the dependence of the solubility
may be represented in terms of particle size. This
behavior is illustrated in Figure 14, where it is
evident that the increase in chemical potential with
decreasing particle size will act to drive a diffusive
flux between neighboring particles in a particle-size
distribution such as that produced by a precipitation
reaction. An important consequence of the interpar-
ticle transport is the dissolution of the finest particles
along with a concomitant increase in the average
particle size in the distribution. This coarsening
behavior is central to the kinetic stability of a nano-
scale microstructure.

A useful perspective on the different phase trans-
formation reactions can be developed by considering
the relative magnitudes of the driving free energies
associated with each of the reactions. A partial sum-
mary of the representative magnitudes for the driving
free energies for a selection of reactions is presented
in Table 1. The listings in Table 1 indicate that
for typical processes involving chemical changes or
phase transitions, the driving free energies range
from a few to 100 kJmol� 1. While the excess free
energy associated with a nanoscale microstructure is
only a few kJmol�1, this level is sufficient to alter
the relative phase stability and to modify the path of
kinetic reactions.

See also: Allotropy and Polymorphism; Alloys: Aluminum;
Alloys: Copper; Alloys: Iron; Alloys: Magnesium; Alloys:
Overview; Alloys: Titanium; Ceramic Materials; Diffusion-
less Transformations; Glasses; Incommensurate Phases;
Irreversible Thermodynamics and Basic Transport Theory
in Solids; Liquid Crystals; Phase Transformations, Math-
ematical Aspects of; Phases and Phase Equilibrium; Spe-
cific Heat; Thermodynamic Properties, General.

Table 1 Comparison of the driving free energies for some phase transformation reactions

Reaction process Free energy Typical valuea ðJ mol�1Þ Remarks

Crystallization DHfDT/Tm 3 � 103

polymorphic

transition

Mixing/Interdiffusion RT(XA lnXAþXB lnXb) 5 � 103 Ideal solution behavior

Oxidation DG0 ¼ �RT ln K 5 � 104 � 5 � 106 DG0 – Formation of oxide

K – Equilibrium constant

Sublimation/condensation DHn DT/Ts 104–105 DHn – Sublimation enthalpy

Ts – Sublimation temperature

Grain growth, coarsening 2s/r 20 for r ¼ 1 mm s ¼ 1 J m�2

2 � 103 for r ¼ 10 nm

Precipitation RT ln(Xa/X0) 104 Xa=X0 ¼ 10

Cold work (stored energy) rGb2 102–103 G – Shear modulus

b – Burgers vector

r – Shear modulus

aTypical value at T¼1000 K.
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PACS: 64.60.� i; 64.70.�p; 64.75.þg; 81.30.� t;
82.60.Lf; 82.60.Qr
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Introduction

Phase transformations occur in a large variety of
systems subjected to a change in temperature or
pressure, for example, fluids, liquid crystals, crystal-
line or noncrystalline solids, magnetic compounds,
superconductors, and quasicrystals. Their existence
is often revealed by subtle effects, which are charac-
teristic of the system considered: progressive or sud-
den onset of magnetization, small mechanical shear,
an optical rotatory power, additional X-ray or neu-
tron scattering directions of diffraction, etc.

Except within simplified microscopic models of
physical systems, the occurrence of a phase transfor-
mation at a given temperature Tc is taken as an ex-
perimental fact and as a starting point of the theory.
The objective is then to relate the atomic-scale con-
figuration of the system to the laws governing the
more or less abrupt variations of physical properties,
which are observed experimentally. The standard
framework of these so-called phenomenological the-
ories corresponds to the situation of continuous
phase transformations, that is, transformations in
which, although sharp anomalies of certain physical
quantities are observed, the atomic (and magnetic)
configuration undergoes infinitesimal modifications
at Tc (or pc) and changes in a continuous manner on
either sides of the transformation point (in the fol-
lowing, the temperature T will be assumed to be the
only relevant intensive thermodynamic quantity).

The fundamental mathematical quantity in a phys-
ical theory of continuous phase transformations is the
order parameter. The concept of order parameter was
introduced by L D Landau in 1935 in the first unified
theory of phase transformations, which not only
addresses the interpretation of physical phenomena
out of the so-called critical range of temperatures of
the transformation, but also is relevant to the more
recent renormalization group theory of the critical
phenomena. The next section introduces this con-
cept and specifies its mathematical properties with
reference to the mathematical theory of group repre-
sentations. The following sections describe the impli-
cations of these properties for the prediction of
symmetry breaking at a phase transformation, or for
the form of the invariant polynomials involved in
the expression of the free energy, or alternatively in
the effective Hamiltonian density appearing in the
phenomenological theories. Attention is also given
to criteria excluding the continuous character of a
phase transformation. For a discussion of other
important aspects, for example, methods of analysis
of the minima of the free energy, extensions of the
theory to the cases of discontinuous and recon-
structive transitions, and the prediction of domain/
variant orientations resulting from the breaking of
symmetry, the reader is referred to the Further rea-
ding section.

The Order Parameter and Its
Mathematical Symmetry Properties

The introduction of an order parameter relies on the
following remarks.
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First, it is observed that the values of thermody-
namical functions defined for a system, such as the
free energy F, can be formally expressed, for any state
of the system (equilibrium or nonequilibrium), as a
function F(xi|T) of the various degrees of freedom xi

specifying an atomic (or magnetic) configuration
(e.g., a set of values of the coordinates of all the
atoms and their spin orientations), the temperature
being an externally controlled parameter. At a given
temperature T, the equilibrium values xeq

i ðTÞ of these
degrees of freedom are determined by locating the
absolute minimum of FðxijTÞ. One has

FeqðTÞ ¼ Fðxeq
i jTÞ ¼ minjxi FðxijTÞ ½1�

Hence FðxijTÞ serves as a variational function to
determine the thermodynamic equilibrium of the
system.

Second, it is emphasized that, for a continuous
phase transformation, xeq

i ðTÞ vary continuously across
the transformation temperature Tc, and therefore,
their values in the vicinity of Tc are close to their
equilibrium values, x�

i ¼ xeq
i ðTcÞ. Consequently, one

can restrict the study of FðxijTÞ and of its minima to
values of the xi close to x�

i . Moreover, if FðxijTÞ is
assumed to be a function without mathematical
singularities at Tc, it can be expressed as a Taylor
expansion of the small increments of the degrees of
freedom dxi ¼ xi � x�

i :

FðxijTÞ ¼ Fðdxijx�
i ;TÞ ¼ F0ðx�

i ;TÞ
þ F1ðdxijx�

i ;TÞ þ F2ðdxijx�
i ;TÞ

þ?þ Fpðdxijx�
i ;TÞ þ? ½2�

where Fp is a homogeneous polynomial of degree p in
the increments dxi with coefficients depending on the
parameters x�

i and T.
The mathematical formulation of the theory is

based on two additional observations. The first con-
cerns the invariance (i.e., the unchanged expression)
of F when certain geometrical operations are applied
to the degrees of freedom xi. Indeed, the free energy
being a function of the relative positions of the
microscopic constituents of the system (or the rela-
tive orientation of the magnetic moments), and not
of their absolute position in space, its expression
FðxijTÞ as a function of xi must be invariant under
any orthogonal transformation or translation acting
globally on the system. However, if F is considered as
a function of the increments dxi, and can therefore be
written as F ¼ Fðdxijx�

i ;TÞ, it will only be invariant
under the restricted set of the former transformations
which also preserve the parameters x�

i implied in this
function. This restricted set consists of the operations
that leave unchanged the equilibrium atomic (and
spin) configuration x�

i ¼ xeq
i ðTcÞ of the system at the

temperature Tc. These operations represent the sym-
metries of the considered configuration. This set forms
a mathematical group G%. It can be shown that the
G%-invariance of Fðdxijx�

i ;TÞ holds necessarily for
each of the homogeneous polynomials Fpðdxijx�

i ;TÞ of
degree p of its Taylor expansion (eqn [2]).

The second key aspect of the mathematical theory
concerns the replacement of the increment variables
dxi by their linear combinations, which have the
property of being adapted to the group G%. Specif-
ically, if, for the sake of simplicity, a single increment
variable dx is considered, it is written as

dx ¼
X
a;j

Zaj . x
a
j ½3�

where, for a given value of an index a, the m degrees
of freedom xaj ðj ¼ 1; 2;y;mÞ form a basis of an m-
dimensional vector space Ea invariant and irreduci-
ble under the action of G%. This property means,
first, that each operation g belonging to G% acts on a
given xai by transforming it into a linear combina-
tions of the m variables xaj (same index a), and that,
therefore, the space Ea is globally invariant under
this action. In addition, Ea does not contain any
subspace possessing this property of global invarian-
ce under the set of all elements of G%. The index a
labels the set of irreducible representations Ga of this
group, which is established once and for all on the
basis of the mathematical structure of a group. This
index specifies a ‘‘simple and standard’’ mode of ac-
tion of G% on an invariant vector space. For any
group, one of the irreducible representations, G0, of
dimension m ¼ 1, is the trivial representation whose
unique basis vector is unchanged by the action of any
element G of the group.

The action of G� on dx can, in fact, be considered
on the basis of eqn [3] in two equivalent ways: either
by considering, as assumed above, that the Zaj are
mere coefficients unchanged by this action and that
G% only acts on the xaj , or, alternatively, that the xaj
constitute a given set of fixed degrees of freedom and
that the Zaj are transformed by the action of G% ac-
cording to the representation Ga. The latter option is
retained in the following. It has the advantage that
the xaj can be chosen as fixed quantities with finite
and normalized values and that both the symmetry
properties and the infinitesimal character of dx are
attributed to the Zaj coefficients.

The preceding statements on the irreducibility of
Ga and of Ea need to be completed, because the
mathematical theory of group representations con-
siders vector spaces, and representations, based on
complex numbers. Since the degrees of freedom are
real quantities, it must be stated that Ga is either a
real irreducible representation or a direct sum of two
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complex conjugate irreducible representations. The
action of G% on the Za;j coefficients, for given a, is
then defined by a set of orthogonal matrices MaðGÞ
associated with the various elements gAG%.

A series of central results can be derived from the
G� invariance of F and by using the variables Zaj in
FðZaj jx�

i ;TÞ:

* For the theory, the very definition of a continuous
phase transformation at Tc is based on the occur-
rence of a change in the symmetry of the equilib-
rium atomic configuration. Namely, the symmetry
group G of the equilibrium configuration xeq

i ðTÞ is
G ¼ G� on one side of Tc (generally for TXTc)
and GCG� on the other (for ToTc). In other
terms, in the situation generally encountered
(which will be considered as always realized in
the following), there is a breaking (also referred to
as lowering) of the symmetry on decreasing the
temperature across Tc.

* The trivial representation G0 is not present in the
linear expansion of dx (eqn [3]) and, accordingly,
there is no term F1 of degree one in the Taylor
expansion of F.

* The term F2 of degree two in this expansion nec-
essarily has the form

F2ðZaj jx�
i ;TÞ ¼

X
a

Aaðx�
i ;TÞ

X
j

ðZaj Þ
2

" #
½4�

where all the variables Zaj relative to each irreduc-
ible representation a contribute to a single sum of
squares with coefficient Aa.

* In the neighborhood of Tc, Aa40 for all Aa except
one which vanishes and changes sign at Tc. Name-
ly, if the corresponding index is written as a ¼ a�,
then, with a40,

Aa� ¼ aðT � TcÞ ½5�

The m-dimensional set of m degrees of free-
dom ðZa�j Þ associated with the vanishing coefficient
Aa� is called the order parameter of the phase trans-
formation.

* Whenever an Aa is strictly positive at a given tem-
perature, the equilibrium values of the corre-
sponding components ðZaj Þ

eqðTÞ are necessarily
equal to zero, as straightforwardly deduced by
minimizing the leading term in the Taylor expan-
sion (eqns [2] and [4]). Hence, for T4Tc, all the
components vanish. For ToTc, in the approxi-
mation where just the leading term is considered,
the only degrees of freedom which can take non-
zero equilibrium values are the m components of
the order parameter. This result implies that the

change in atomic configuration as well as the main
physical anomalies induced by the phase transfor-
mation can be studied by considering the free
energy as a function of the sole components of the
order parameter. The other variables ðZaj Þ, with
aaa�, can be ignored, in the first place, since their
equilibrium values are equal to zero at any tem-
perature. For the sake of simplicity, the index a
can then be dropped. The free energy, whose
minima determine the equilibrium configuration
of the system at each temperature, is given by

FðZjjTÞ ¼ F0 þ aðT � TcÞ
X

j

ðZjÞ
2

" #

þ?þ FpðZjjTÞ þ? ½6�

In summary, given the symmetry group G� of the
equilibrium configuration of a system at the transfor-
mation temperature Tc (and above it), the order pa-
rameter of a phase transformation is a set of m
degrees of freedom ðZ1; Z2;y; ZmÞ whose symmetry
properties, that is, changes under the action of the
elements of G�, are defined by the type of irreducible
representation Ga� associated with it. Physically, Zj are
linear combinations of increments dxi of the degrees
of freedom of the system (e.g., atomic position,
orientations of magnetic moments). The specificity
of this combination is that its second-degree contri-
bution to the Taylor expansion (eqn [2]) has a coef-
ficient Aa� that vanishes and changes sign at Tc.

G
%

Groups

The groups G% of operations encountered in the
study of real physical systems are of various types. A
standard situation of reference is that of phase trans-
formations taking place in crystalline solids. G� is
then one of the 230 crystallographic space groups,
obtained by combining specific orthogonal transfor-
mations (among which rotations through a restricted
set of angles), an infinite discrete set of lattice trans-
lations, and certain fractions of these translations.
The irreducible representations Ga of these groups,
denoted Gk;n, form an infinite set, where the index k
is a vector of the reciprocal space, whose three com-
ponents can take a continuous set of values, and n is
an integer taking a finite number of values. It can be
shown that if the considered phase transformation
leads to a low symmetry phase which is also crys-
talline, not all the irreducible representations Gk;n are
acceptable to describe the symmetry properties of the
order parameter (Lifshitz criterion). The vector k
must end on the so-called high-symmetry points of
the Brillouin zone of the crystal, its components
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being a few specific fractions of the reciprocal lattice
vectors. For a given group G�, the task of enumera-
ting the possible symmetry properties of order para-
meters of phase transformations between crystalline
phases is then a finite one. Order parameter dimen-
sions range from m ¼ 1 to m ¼ 8.

The irreducible representations Gk;n with k differ-
ent from the above restricted set of vectors, in parti-
cular when their projections on the reciprocal lattice
vectors are not all rational numbers, are not devoid
of physical interest. The corresponding order param-
eters describe phase transformations between a crys-
talline phase and a so-called incommensurately
modulated crystal phase. In these phases, atomic
positions deviate slightly from their positions in a
perfect crystal, the deviations being periodic in space;
further, the ratio of atomic periods in these phases to
those in the reference crystal lattice are irrational
numbers.

Another standard situation is that of phase trans-
formations in crystals involving the onset of an
organized configuration of magnetic moments. The
symmetry group G� then includes, in addition to the
translations and orthogonal transformations already
considered for crystals, the time-reversal operation R
which reverses the directions of magnetic moments.
This operation is of a specific mathematical nature
because, unlike the geometrical operations consider-
ed above, it is associated with an antilinear operator.
This feature introduces differences in the formulation
of the order parameter symmetry that cannot be
simply associated with an irreducible representation
of G�.

Liquid crystals represent another class of substan-
ces that undergo a large variety of phase transforma-
tions. The relevant G� groups are, as for crystalline
solids, combinations of orthogonal transformations
and translational. However, in this case, the or-
thogonal transformations generally involve a contin-
uous set of rotations around an axis, and the
translational operations form continuous sets at least
in one direction.

G�-Invariant Free Energy

Within the framework of Landau’s phenomenological
theory, it can be shown that the presence of a term F3

of degree three in the expansion (eqn [6]) is incom-
patible with the continuous character for the phase
transformation. Imposing the absence of such a term
(Landau criterion) puts a mathematical restriction
on the irreducible representations Ga acceptable to
describe the symmetry properties of an order para-
meter. Its mathematical formulation states that the
symmetrized third power of the representation Ga

must not contain the trivial representation of G%.
Certain irreducible representations of the crystallo-
graphic groups do not comply with this criterion and
are, therefore, not eligible for describing the symme-
try properties of order parameters.

One fourth-degree term, at least, F4 is always
present in the F-expansion. Indeed, for any irreducible
representation Ga, the term ½

P
jðZjÞ

2�2 is G�-invariant,
being the square of the invariant second-degree term.
In general, the G�-invariant fourth-degree term is a
linear combination:

F4ðZj; bkÞ ¼
X

k

bkf
ðkÞ
4 ðZjÞ ½7�

where the bk are arbitrary coefficients and each f
ðkÞ
4 is

G�-invariant and can be considered as a basis vector of
the vector space P4 of G�-invariant fourth-degree
polynomials. An example is given in a later section.

Symmetry Breaking

The restriction of the sum in eqn [3] to only the
components Zj of the order parameter shows that the
equilibrium configuration of the system, defined by
the dxeqðTÞ, is determined by

dxeqðTÞ ¼
X

Zeqj ðTÞxj ½8�

where the Zeqj are the values of the Zj that minimize
the free energy (eqn [6]). At least one of the Zeqj
components has nonzero value below Tc. The non-
zero components are specified by the terms FpðZjjTÞ
of degrees greater than 2. In most cases, the fourth-
degree term is sufficient to determine them.

Equation [8] can be interpreted in the following
manner: the equilibrium configuration dxeqðTÞ is a
nonzero vector with components Zeqj in the m-dimen-
sional space Ea of the order parameter. While this
space is globally invariant under the group G�, a given
vector of this space, with components Zj, cannot be
invariant under all the elements of this group (due to
the irreducibility and the nontrivial character of Ea).
Only a subgroup GCG� leaves this vector unmoved.
G is therefore, the symmetry group of the equilibrium
atomic (or spin) configuration ðx� þ dxeqÞ below Tc

(since x�
i is invariant under G�*G). The symmetry

breaking occurring at Tc is, therefore, G
�-G.

For a given irreducible representation Ga of G%,
there is a finite number of these subgroups that can
be systematically enumerated. They are called the
small groups or isotropy groups of the vector defined
by the Zj. Enumerating the set {G} of these small
groups G, for all directions in Ea, provides a collec-
tion of the potential symmetry changes which may be
observed across a continuous phase transformation,
for the considered order parameter symmetry. The
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actual symmetry change is associated with the vector
direction ðZeqj Þ that minimizes F (eqn [6]).

It has been conjectured that the step of minimizing
F could be avoided by relying on a group-theoretical
rule: the maximal small-group rule. Thus, the ‘‘equi-
librium direction’’ ðZeqj Þ can be assumed to define
necessarily a small group GmAfGg complying with
the condition that if G is any other small group
ðGAfGgÞ distinct from Gm, then

GmgG ½9�

This conjecture, although verified in most current
situations (in particular for order parameter dimen-
sion m¼ 123), has been invalidated by a few theo-
retical examples of order parameter symmetries for
which the calculated minimum of the free energy
corresponds to a direction ðZeqj Þ with a nonmaximal
small group G.

Intrinsic Symmetries of the Order
Parameter and of the Free Energy

The ‘‘physical’’ groups G% are not the ones most
effectively involved in the mathematical procedure
exploiting the symmetry properties of the order
parameter. Indeed, the action of the group G% in
the space Ea (i.e., the manner by which G% acts on
Zj) is entirely specified by the set of matrices Ma(g)
expressing this action. These matrices themselves
form a group G� which generally has a different
structure than G%, the correspondence G%-G�

being only a homomorphism. G� is often simpler
than G%. While G% is, for instance, an infinite cry-
stallographic space group involving orthogonal
transformations and translations, G� can be a finite
group of orthogonal transformations. G� is, there-
fore, a subgroup of the so-called full orthogonal
group in m dimensions, denoted O(m). In addition, it
is an irreducible subgroup, that is, one that leaves no
subspace of Ea invariant. The subgroups G� can be
enumerated for each order parameter dimension m,
while G% also depends on the nature of the system.
The G� groups characterize the intrinsic symmetry of
the order parameter. Their enumeration is easy for
small values of m. Hence, for m ¼ 1, Ea is a line
containing the origin O, and G� is one of the two
possible groups denoted as C1 and C1, where C1 is
the trivial group reduced to the sole identity and C1 is
the group of order 2 generated by the symmetry
about the origin O. For m ¼ 2, Ea is a plane. There
are two infinite discrete sets of groups G�: groups Cn

generated by the rotations of angle 2p/n around the
origin O (with n a finite or infinite integer), and
groups Cnv products of Cn by a reflection in a line

passing through the origin. For m ¼ 3, Ea is the
three-dimensional space, and G� is either identical to
O(3) or to one of its irreducible subgroups, namely,
the full symmetry groups of a cube, a regular tetra-
hedron, and a regular icosahedron. The Landau cri-
terion, which forbids the existence of a third-degree
term in the free energy, has the effect of reducing the
number of acceptable intrinsic symmetries. Hence,
for m ¼ 1, among the two groups considered, only
C1 is relevant. For m ¼ 2, C3 and C3v are not ac-
ceptable, and for m ¼ 3, the symmetry of the tetra-
hedron is excluded. Once the homomorphism
between G% and G� has been specified, the determi-
nation of the small groups GCG% of the various
directions in Ea can be replaced by the working out
of the small groups GCG� in Ea. This task can be
achieved in a unified way for all the transformations
sharing the same intrinsic order parameter symmetry.

Another type of intrinsic symmetry can be defined
for the G%-invariant polynomials of a given degree
belonging to the free energy. Hence, one can define a
homomorphism G�-G�

ð4Þ in which the latter group
acts in the vector space P4 of G%-invariant fourth-
degree polynomials defined by eqn [7]. Again, the set
of G�

ð4Þ groups is more restricted than the set of G�

groups. Since the entire Taylor expansion F is G�-
invariant, one has necessarily G�CG�

pCOðmÞ. There
are only three distinct forms of fourth-degree terms
for m ¼ 2, corresponding to G�

ð4Þ ¼ C4;C4v, or O(2),
and two for m ¼ 3 corresponding to G�

4 ¼ OH (cubic
symmetry) and O(3). To each of these groups corre-
sponds a general expression of fourth-degree contri-
bution to the free energy. For instance, for m ¼ 3 and
G�

ð4Þ ¼ OH, this is given by

F4 ¼ b1ðZ21 þ Z22 þ Z23Þ
2 þ b2ðZ41 þ Z42 þ Z43Þ ½10�

Similar results can be derived for other values of
m, and for terms of degree higher than 4.

Extension to the Formulation of the
Renormalization-Group Hamiltonian

The so-called renormalization-group theory in recip-
rocal space, which deals with the critical behavior at
a continuous phase transformation, relies on an ‘‘ef-
fective Hamiltonian density’’ which is given by

HðrÞ ¼ a
X

j

f2
j ðrÞ þ

X
k

bkf
ðkÞ
4 ðfjÞ þ

X
ðrfjÞ

2 ½11�

Its spatially homogeneous terms, with coefficients
a and bk, are identical to the fourth-degree Taylor
expansion (eqn [6]). Hence, the intrinsic symmetries
G� and G�

ð4Þ defined earlier can be fully utilized to
establish a set of relevant Hamiltonian densities.
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In this theory, one generates a flow of Hamiltonian
densities all given by eqn [11] and characterized by a
and bk coefficients which may converge toward a
‘‘stable fixed-point Hamiltonian’’ defined by the set
of coefficients a� and b�k and associated with a given
physical critical behavior. The existence of such sta-
ble fixed points is considered as a requirement for the
occurrence of a continuous transformation in the
system.

A mathematically formulated criterion forbidding
such an occurrence has been stated. It relies on con-
sideration of groups acting in the vector space P4 of
polynomials earlier. Let GC be the small group of the
direction ðb�kÞ in this space. It may also be the invar-
iance group of other directions in P4. Let fðbjÞg
represent their set (obviously containing the ðb�kÞ).
One can define a group GN acting in P4 and leaving
globally invariant the set fðbjÞg (while GC leaves
every direction unmoved). The criterion states that a
necessary condition for the stability of the considered
fixed-point Hamiltonian ðb�kÞ is that GC ¼ GN.

See also: Allotropy and Polymorphism; Crystal Symmetry;
Diffusionless Transformations; Group Theory; Incommen-
surate Phases; Liquid Crystals; Magnetic Point and Space
Groups; Phase Transformation; Point Groups; Quasicrys-
tals; Space Groups.
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Nomenclature

Ea vector space of the order parameter
F variational free energy
f4
(k) G%-invariant fourth-degree independ-

ent polynomial
Fequilibrium equilibrium free energy
G low-symmetry group
G subgroup of G� and small group of a

direction in the order parameter space
G% high-symmetry group
G� intrinsic symmetry-group of the order

parameter
G�

ð4Þ intrinsic symmetry group of fourth-
degree polynomials

P4 vector space of fourth-degree polynomi-
als

Tc transformation temperature
a label of an irreducible representation
bk coefficient of the fourth-degree expan-

sion
Gk,n irreducible representation of a cry-

stallographic space group
Ga irreducible representation of a group
Zj components of the order parameter
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Introduction

A phase is a homogeneous region of matter, separated
from other homogeneous regions by phase bounda-
ries. The different regions (phases) will have different
physical and/or chemical properties. For example,
the contents of a beaker with ice cubes floating in
water form a two-phase system, as the ice and water
are two separate phases. When more than one phase

exists, the material is heterogeneous, but the length
scale of heterogeneity can vary from nanometer to
macroscopic dimensions.

Although phase equilibria can involve many types
of phases, this article concentrates on solid–solid and
solid–liquid equilibria.

Phase Stability for Pure Materials

If more than one phase of a pure material is possible,
the phase with the lowest energy will be stable with
respect to all others. The stability condition can
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change as the temperature, or pressure, or volume, or
other variables change.

If the temperature and pressure are the important
variables, as in most laboratory conditions, then the
phase with the lowest Gibbs energy (also commonly
referred to as ‘‘Gibbs free energy’’), G, will be the
stable phase for those conditions. Since G is a state
function of T and P such that

dG ¼ V dP � S dT
it follows that

dG

dT

� �
P

¼ �S

so, for a given phase, G decreases as the temperature
increases. If the G(T) curve for two phases, a and b,
cross (see Figure 1), the phase with the lower G will
be stable. At the temperature where phases a and b
are in equilibrium, Ga ¼ Gb. At a temperature at
which Ga4Gb, phase b is more stable than phase a.
However, in these circumstances, a could exist in
favor of b if the kinetic barrier for a-b is too high. In
that case, a would be metastable with respect to b
because it is at a local energy minimum, but not at the
global energy minimum. For example, liquid water
can be supercooled below 01C and is metastable with
respect to ice for T o 01C. Supercooled water owes
its existence to the kinetic barrier to ice formation.

Polymorphism

For many pure materials, different phases are stable,
depending on the temperature, pressure, electric
field, magnetic field, etc.

Just within the temperature parameter, complex
materials can show intermediate phases (known as

mesophases) with intermediate amounts of disorder.
In general, materials become more disordered as the
temperature increases. For molecular materials with
particular molecular shapes, two general categories
of mesophases are possible.

If the material is composed of molecules which
could easily glide past one another, because they are
either rod-shaped or disk-shaped, at some intermedi-
ate temperature the material could form a liquid
crystal. In the liquid crystalline mesophase, the mol-
ecules can glide past one another easily, and the
material will conform to the shape of its container,
making it appear liquid-like. However, if the mole-
cules are aligned, there will be some crystal-like
properties as well, for example, diffraction of light.
Therefore, the term ‘‘liquid crystal’’ is quite apt.
However, this is a mesophase: at lower temperatures
the material will form a normal ordered solid, and at
higher temperatures it will form an isotropic liquid.

On the other hand, if the molecules are nearly
spherical, the barrier to reorientation can be so
low that an orientationally disordered mesophase
is possible. C60 is known to form such a phase:
the C60 molecules are on the lattice points of a
face-centered-cubic lattice, but they rotate rather
freely so that they are orientationally disordered. At
lower temperatures, the C60 molecules become more
ordered.

Liquid crystals and orientationally disordered sol-
ids are two examples of polymorphism, which is lit-
erally the existence of more than one type of solid
phase for a given composition. Polymorphism is quite
common. Molecular materials are particularly prone
to polymorphism because the Gibbs energy surface
can have many energy minima, which can be explored
as the external parameters (T, P, etc.) are varied. Even
ionic materials can exhibit polymorphism due to
phase changes related to electronic, magnetic, and
structural properties. Examples include metal- su-
perconductor transitions, ferromagnetic-para-
magnetic transitions, and transitions with changes in
crystal structure. Polymorphism plays an important
role in many materials, from pharmaceuticals, where
different polymorphs might have different biological
activity, to geological materials, where polymorphism
can be induced by extremes of temperature and
pressure.

A phenomenon related to polymorphism is the ex-
istence of glass phases. A glass can be formed by
supercooling a liquid. Below the glass transition tem-
perature, Tg, the supercooled liquid becomes a rigid
glass. Glass is essentially a ‘‘frozen liquid’’ in that its
atoms are not ordered. However, the glass phase is
almost always metastable with respect to a stable
crystalline phase.

G

TTtrs

�

�

Figure 1 Gibbs energy as a function of temperature, showing a

phase transformation at Ttrs. The stable phase, shown by a solid

line, is the one with the lowest G. For ToTtrs, phase a would be

metastable with respect to phase b.
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A schematic, equilibrium P–T phase diagram for a
pure component with two stable solid phases is
shown in Figure 2.

The Phase Rule

The phase rule, first devised by J Willard Gibbs, re-
lates the number of degrees of freedom in a system, f,
to the number of phases, p, and number of chemical
components, c. Thus far, only single-component (i.e.,
pure, c ¼ 1) systems have been considered, but many
materials are composed of more than one compo-
nent. The number of degrees of freedom is given by:

f ¼ c � p þ n

where n is the number of externally controllable
variables (T, P, etc.) which can, in principle, be varied
and change the state of the system.

For a pure system, c ¼ 1, and if T and P can vary,
n ¼ 2. If a solid and liquid are in equilibrium, p ¼ 2
and thus f ¼ 1. This indicates that there is only one
degree of freedom, and T and P cannot be varied
independently while maintaining the two-phase equi-
librium. This is apparent from the two-phase coex-
istence lines in Figure 2.

Phase Equilibria for Pure Materials

From the fact that two phases in equilibrium have the
same value of G, and if the equilibrium is shifted by
changing P and T such that equilibrium is main-
tained, the changes in G for the two phases are equal:

dGa ¼ dGb

and both can be represented by the corresponding
pressure and temperature contributions:

dGa ¼ Va dP � Sa dT ¼ Vb dP � Sb dT

leading to the Clapeyron equation

dP

dT
¼ DtrsS

DtrsV
¼ DtrsH

TtrsDtrsV

which quantifies the slopes of the phase equilibrium
lines in Figure 2 in terms of the changes in the ther-
modynamic properties due to the change in phase.

For the special case of the liquid–vapor equilibri-
um line, the Clapeyron equation can be simplified by
taking into account that the molar volume of the gas
is much greater than that of the liquid, and, since the
vapor pressure is low the gas is likely to be ideal, that
is, DtrsV ¼ Vgas � VliquidEVgas ¼ RT=P (where R is
the gas constant); thus, for two liquid–vapor equi-
librium points, (P1, T1) and (P2, T2),

ln
P2

P1

� �
¼ �DvapH

R

1

T2
� 1

T1

� �

which is known as the Clausius–Clapeyron equation.
For the liquid–vapor equilibrium, the P–T lines, as
shown in Figure 2, can be known from the enthalpy
change on vaporization, DvapH, and vice versa.

Chemical Potential

For any multicomponent system, an important con-
sideration for phase equilibrium is the chemical po-
tential for component i, mi:

mi ¼
@G

@ni

� �
T;P;njai

where ni is the number of moles of component i. At
equilibrium, for each component i:

mai ¼ mbi ¼ ?

where a, b,y represent the phases. In general, the
chemical potentials of different components are dif-
ferent. The Gibbs energy is then given by

G ¼
X

i

Ximi

where Xi ¼ ni=ntot and ntot is the total number of
moles. At equilibrium, the Gibbs–Duhem relation
holds:

S dT � V dp þ
X

i

ni dmi ¼ 0

Binary Systems

General Concepts

To describe a binary (two-component) mixture, three
variables are required to describe the equilibrium
phases: composition (usually expressed as mass per-
cent or mole fraction), temperature, and pressure.

log P

T

Vapor

LiquidSolid II

Solid I

Figure 2 Schematic phase diagram for a pure (one-compo-

nent) material, showing two different stable solids, labeled as I

and II.
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Although pressure can change the equilibrium phas-
es, it is the most difficult variable to manipulate
experimentally, and small pressure changes usually
have little influence on phase equilibria, so binary
phase diagrams are generally expressed as the iso-
baric presentation of temperature as a function of
composition.

For a system composed of two components A and
B, such that nA þ nB ¼ 1 mole, the Gibbs–Duhem
equation becomes

Stotal dT � Vtotal dP þ XA
@mA
@T

� �
P

dT

�

þ @mA
@P

� �
T

dP þ @mA
@XB

� �
T;P

dXB

!

þ XB
@mB
@T

� �
P

dT þ @mB
@P

� �
T

dP

�

þ @mB
@XB

� �
T;P

dXB

!
¼ 0

and with

dmA ¼ @mA
@T

� �
P

dT þ @mA
@P

� �
T

dP

þ @mA
@XB

� �
T;P

dXB

it follows that

ð1� XBÞ
@mA
@XB

� �
þ XB

@mB
@XB

� �
¼ 0

which is a general binary solution result. For XB ¼
1� XA, the Gibbs energy is given by

G ¼ mA þ XBðmB � mAÞ

which is the equation for a straight line for G(XB)
with slope ðmB � mAÞ and intercept mA. Such a line
would be a tangent in a graph of G(XB). Recalling
that the phase equilibrium condition is the equival-
ence of mi, the chemical potential of each component
i in each phase, it follows that the G(X) curves for
the phases in equilibrium must share a common
tangent. This concept will prove useful in the analysis
of G(X) for binary phase diagrams (vide infra).

Solid Solutions

One of the simplest binary phase diagrams is one in
which both components are completely miscible in
each other in all proportions, forming a solid solu-
tion. Examples include metals which form alloys and
many mineral systems. In general, solid solutions
require the two components to have very similar in-
teratomic interactions (similar types of atoms, and
similar sizes). A generalized binary phase diagram

showing formation of a solid solution is shown in
Figure 3.

The corresponding Gibbs energy diagrams for sol-
id solution formed under various isobaric, isothermal
conditions are shown in Figure 4. At temperatures
below the melting point of either component, the
solid solution is the most stable phase, due to favor-
able enthalpic effects and/or entropic considerations.

A consideration of the Phase Rule for the various
regions of Figure 3, with c ¼ 2 and n ¼ 1, indicates
that f ¼ 2 in the single-phase regions (i.e., T and X
can vary independently) and f ¼ 1 in the two-phase
regions (i.e., T and X are no longer independent
variables).

Immiscible Solids

At the other extreme, sometimes components in a
binary system are completely immiscible in the solid
state. This would give rise to a phase diagram such as
the one illustrated schematically in Figure 5. The de-
pressed freezing point of component A on the addi-
tion of component B is given by T in

ln XA ¼ DfusHA

R

1

TA
� 1

T

� �

where DfusHA is the enthalpy change on melting (fu-
sion) of the pure component A, TA is the melting
temperature of pure A, and R is the (ideal) gas con-
stant. Similarly, the freezing point of B is depressed
on the addition of A, and where they meet is a special
point, called the eutectic. At the eutectic composi-
tion, immiscible solids melt to directly give the liq-
uid, whereas at off-eutectic compositions melting
leads to a temperature range over which solid and
liquid coexist.

T

A B

T5

T3

T2

T1

T4

XB

Liquid

Solid solution

Liquid + 
Solid solution

Figure 3 A schematic binary phase diagram showing complete

miscibility of both components to form a solid solution.
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In the case of immiscible solids, the components
would be very dissimilar in their packing and/or in-
teraction energies, making it more favorable for the
solid to be a heterogeneous mixture of the two pure
(solid) components. The corresponding Gibbs energy
diagrams for immiscible solids under various isobar-
ic, isothermal conditions are shown in Figure 6.

Again, the Phase Rule for the various regions of
Figure 5, with c ¼ 2 and n ¼ 1, gives f ¼ 2 in the
single-phase regions, f ¼ 1 in the two-phase regions,
and now f ¼ 0 at the eutectic (three phases). The
invariance of the eutectic makes it useful for ther-
mometry calibration, as are triple points in single-
component systems (f ¼ 0 also).

Congruently Melting Compounds

Often the two components in a binary mixture have
sufficiently favorable interactions that a stoichiomet-
ric compound is formed at a certain composition. An
example of a 1:1 compound of component A and
component B, of empirical formula AB, is shown in
Figure 7. This particular compound melts directly at
a fixed temperature to give a liquid of the same
composition, a feature known as congruent melting.

In some ways, the phase diagram of Figure 7 is like
two Figure 5 phase diagrams, side by side. However,
there is a distinction in the slope of the liquid line: at
the compound composition, the slope is zero, where-
as the slope is nonzero at the components (A or B in
both Figures 5 and 7). The reason for the difference
stems from the difference in composition of the liq-
uid: pure A melts to give liquid A, and likewise for
pure B, but compound AB melts to give A(liq) mis-
cible with B(liq), and the freezing point depression
equation given above no longer holds.
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L ss
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Solid

solution

T3

T4

T5

XB

T2

T1 

Solid solution

Solid solution

Figure 4 Gibbs energy as a function of composition for a binary

system which forms a solid solution, with the temperature as

indicated in Figure 3. The dots indicate Gibbs energies for fixed

compositions, the solid curves indicate G for the liquid, and the

dashed line is G for the solid solution. Note that the stable phase

has the lowest value of G. When two phases are in equilibrium,

their G(XB) curves share a common tangent, as at T3.
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Figure 5 A schematic binary phase diagram showing complete

immiscibility of the components.
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The Gibbs energy diagrams corresponding to
Figure 7 under various isobaric, isothermal condi-
tions are shown in Figure 8. Here there is a new
feature compared with the previous G(X) curves, the
compound AB, since it is sufficiently stable to influ-
ence the phase diagram.

As for the other isobaric binary phase diagrams,
f ¼ 2 in the one-phase regions, f ¼ 1 in the two-phase
regions, and f ¼ 0 at the eutectic. Note that at the
melting point of the congruently melting compound,
c ¼ 1, n ¼ 1 so f ¼ 0 as for a pure compound.

Incongruently Melting Compounds

Not all compounds melt congruently. Some melt
with decomposition of the compound to form a liq-
uid and one of the components, as shown in Figure 9.
In this case, heating AB leads to

AB ðsÞ-liquidþ BðsÞ

and AB is said to melt incongruently.
Compounds which melt incongruently do so be-

cause the relatively low (i.e., favorable) Gibbs energy
of one of the components (see Figure 10), and espe-
cially its rapid change with temperature.

Since

@GA

@T

� �
P

¼ �SA

it follows that a highly entropically stabilized com-
ponent could favour incongruent melting.

Again, from the Phase Rule, f ¼ 2 in the one-phase
regions, f ¼ 1 in the two-phase regions. Now, f ¼ 0
at the incongruent melting point of the binary com-
pound. (This is called the peritectic temperature, and
the peritectic point is shown in Figure 9.) For a war-
ming curve at the composition of the incongruently
melting compound, the otherwise increasing temper-
ature will halt at the peritectic temperature ðf ¼ 0Þ
until the solid (AB in the case of Figure 9) has
converted to liquid þ B(s).
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B (s)L 

T2

L+B (s)
L 

T3

L + A (s) + B (s)

T4

 A (s) + B (s)

T5

XB

Figure 6 Gibbs energy as a function of composition for a binary

system in which the solids are immiscible, with the temperatures

as indicated in Figure 5. The dots indicate Gibbs energies for

fixed compositions and the solid curves indicate G for the liquid.
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Figure 7 A schematic binary phase diagram showing the for-

mation of a congruently melting compound of empirical formula

AB.
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Proportions of Phases in Binary Systems

In any binary system, the phases present can be sur-
mised from the ends of an imaginary horizontal line,
called a tie line. The relative proportions of the phases
are inversely proportional to the distances from the
ends of the tie line, given as a lever with the fulcrum
at the composition under consideration. For example,
at the composition shown by X�

B in Figure 11, two
phases coexist at temperature T�, liquid of composi-
tion X0

B, and solid B ðXB ¼ 1Þ. The relative molar
proportions of liquid and B at X�

B are given by

nliq

nB
¼ 1� X�

B

X�
B � X0

B

This lever rule is a general relationship: the closer to
the phase, the higher the proportion. Furthermore, the
lever rule applies to both mole fraction (for a diagram
expressed in X as for Figure 11), and mass fraction or
mass percent (for a phase diagram expressed in mass
fraction or mass percent, respectively).

Ternary Systems

When three components are mixed, making a ternary
system, there are now four independently manipula-
ble variables, viz. T, P, and two mole fractions (the
third being given by difference). For ease of presen-
tation, ternary phase diagrams are normally shown as
isothermal isobaric slices, with the compositions given
by triangular coordinates, as shown in Figure 12.

The sides of the triangle represent isobaric, iso-
thermal slices of the binary system represented by the
ends of the sides. For example, the side opposite the
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Figure 8 Gibbs energy as a function of composition for a binary

system in which a congruently melting compound, AB, forms. The

temperatures are as indicated in Figure 7. The dots indicate

Gibbs energies for fixed compositions and the solid curves indi-

cate G for the liquid.
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Figure 9 A schematic binary phase diagram showing the for-

mation of an incongruently melting compound of empirical

formula AB. The peritectic is shown as .
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C vertex corresponds to XC ¼ 0, that is, the A–B
binary system.

An example of a ternary phase diagram is shown
in Figure 13. Here there is partial solubility of each

of the components in the other. In general, ternary
phase diagrams can illustrate all the features dis-
cussed so far, namely solid solution, solid immis-
cibility, congruently melting compound formation,
and incongruently melting compound formation.
Again, the number of degrees of freedom in the sys-
tem is specified by the Phase Rule. In particular, note
that for an isothermal, isobaric ternary system, that
is, c ¼ 3, n ¼ 0, the maximum number of phases is
three.
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Figure 10 Gibbs energy as a function of composition for a bi-

nary system in which an incongruently melting compound, AB,

forms. The temperatures are as indicated in Figure 9. The dots

indicate Gibbs energies for fixed compositions and the solid

curves indicate G for the liquid.
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Figure 11 Illustration of the lever principle. See the text for

details.

A

B C

Figure 12 Graphical representation of compositions for a ter-

nary (three-component) phase diagram. The lines correspond to

constant composition in a single component. The distance from a

component (A, B, or C) is inversely proportional to its concen-

tration. For example, the B–C line at the bottom corresponds to

XA ¼ 0. Each line parallel to that is at a different composition in A,

at 10% steps in A. Similarly, the lines leading away from the B

and C vertices correspond to constant composition in B and C,

respectively. The point shown by � corresponds to 60% A, 30%

B, 10% C. The ternary diagram can be expressed as mole frac-

tion, or mass percent.
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Other Phase Equilibria

Thus far, only bulk phases of matter have been con-
sidered. However, if the material was two-dimen-
sional, such as in a Langmuir–Blodgett film on a
liquid surface, other phase equilibria would need to
be considered. The pressure–surface area graph of
Figure 14 indicates this concept.

In the case of micelle formation by amphoteric
molecules, the important phase equilibrium para-
meters are temperature and micelle concentration.

This is illustrated in the phase diagram shown in
Figure 15.

One might expect quite a different phase behavior
when matter is finely divided (e.g., nanoparticle
sized) due to the large surface-to-volume ratio. This
can change phase stability in the presence of thermal,
pressure, and other influences.

Furthermore, even within bulk materials, many
other factors can influence phase behavior, including
electric field, magnetic field, and strain field.

See also: Bose–Einstein Condensation; Composites:
Overview; Glasses; Phase Transformation; Quasicrystals.

PACS: 61.43.–j; 61.30.–v; 64.; 64.10.þh; 64.60.My;
64.70.Kb; 64.70.Pf; 68.05.–n; 68.18.–g
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Figure 13 A schematic isobaric, isothermal ternary phase

diagram, showing partial miscibility. The phases a, b, and g are

solid solutions rich in A, B, and C, respectively. Note that no more

than three phases coexist.
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P

Figure 14 The pressure as a function of surface area, A, for a

Langmuir–Blodgett film on a liquid surface. At low surface

coverage (large A), the coverage is less than a monolayer. As

the area is decreased, the pressure increases until the monolayer

coverage and then at lower surface area the layer collapses, as

shown by drop in P. At still lower surface areas, the film is greater

than a monolayer thick and still shows compressibility.
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Figure 15 Phase diagram showing the temperature–concen-

tration relationships for amphoteric molecules in solution. At low

concentration, the molecules do not aggregate and appear as

monomers. Above the critical micellar concentration (CMC), the

molecules aggregate into micelles if the temperature is above the

Krafft temperature, TK. At high concentrations and low temper-

atures, a crystalline solid prevails.
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Nomenclature

A area
c number of chemical components
f number of degrees of freedom
G Gibbs energy
n number of moles

p number of types of phases
P pressure
R ideal gas constant
S entropy
T temperature
Ttrs temperature of transition
V volume
DfusH enthalpy change on fusion (melting)
mi chemical potential of component i

Phonons See Electron–Phonon Interactions and the Response of Polarons; Lattice Dynamics: Vibrational

Modes; Mechanical Properties: Elastic Behavior; Polarons.

Photoelectron Spectromicroscopy
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Spectromicroscopy is the class of experimental tech-
niques that combine spectroscopic performances
with high spatial resolution. The name is most com-
monly used for photoelectron spectromicroscopy,
which is based on the different spectroscopic tech-
niques exploiting the photoelectric effect. Two dif-
ferent approaches are discussed: photon-focusing
photoelectron spectromicroscopy and electron-optics
spectromicroscopy. The discussion includes a few
selected examples and an analysis of relevant per-
formances. Finally, other types of spectromicroscopy
are briefly reviewed.

Spectromicroscopy

The term ‘‘spectromicroscopy’’ broadly applies to all
cases in which a spectroscopic technique is imple-
mented with high spatial resolution. Therefore, many
techniques can be technically considered under the
term ‘‘spectromicroscopy.’’ The discussion is focused
on a leading subset of this class: spectromicroscopy
techniques related to the photoelectric effect.

Besides photoemission spectromicroscopy, the im-
portant types of spectromicroscopy are: (1) electron
energy loss spectroscopy (EELS), which can be per-
formed with high lateral resolution providing local
information on the electronic and chemical structure
of surfaces; (2) auger spectroscopy, a leading chemical
probe, can also achieve high lateral resolution; (3) X-
ray-excited fluorescence, a powerful and relatively
straightforward technique for chemical analysis.
When performed with a high-brightness synchrotron
source and an X-ray lens, the technique can achieve

high lateral resolution becoming a powerful micro-
chemical probe called fluorescence microprobe.

Near-field microscopy is a well-known approach
that beats the diffraction limits of far-field micros-
copy by working with evanescent waves. In some
cases, the technique can be implemented in a spec-
troscopic mode. For example, a near-field infrared
microscope can perform vibrational spectroscopy in
localized areas while still beating the diffraction limit.
Figure 1 shows an example of this approach.

The Development of Photoelectron
Spectromicroscopy

Photoelectron spectroscopy, the class of experimental
techniques based on the photoelectric effect, has
emerged since the late 1960s as a leading probe of
the electronic structure in condensed matter systems.
The progress in the experimental tools progressively
eliminated the historical limitations of such techniques,
enhancing their impact and expanding their field of
application. In this evolution, the development of pho-
toelectron spectromicroscopy is one of the milestones.

Until the late 1980s, photoemission experiments
were performed without lateral resolution – whereas
the natural surface sensitivity of the photoelectron
emission process automatically provided atomic-
scale resolution in the direction perpendicular to
the emitting surface. Technical problems, primarily
related to the low signal level, forced the photo-
emission experiments to probe a sample area of the
order of 1� 1 cm2 or even larger. This was a severe
limitation in the study of laterally inhomogeneous
systems and processes.

In 1988–89, the first example of photoemission
experiment with high lateral resolution was presented
(see, e.g., Figure 2), opening up new opportunities in
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the general field of photoemission techniques. Lateral
resolution could be achieved thanks to the advent of
high-brightness synchrotron radiation sources such
as the undulators. In the subsequent years, photo-
emission spectromicroscopy in different forms rapidly
expanded becoming one of the most prolific sub-
domains of photoelectron spectroscopy.

One important aspect of this evolution was the
impact on the life sciences. Without lateral resolu-
tion, photoelectron spectroscopy had been almost
useless in biology, biophysics, and the medical re-
search. Spatial dimensions such as the size of cells
and cell components determine in fact the minimum

spatial resolution to provide experimental informa-
tion in these domains. Before the late 1980s, photo-
electron spectroscopy was, as mentioned, very far
from such lateral resolution levels.

After the advent of photoelectron spectromicros-
copy, photoelectron-based probes became instead
quite important in biology and medical research.
They provide in fact very valuable microchemical in-
formation without requiring extensive sample prepa-
ration and the consequent possibility of artifacts. On
the other hand, photoelectron spectromicroscopy re-
quires ultrahigh vacuum and this constitutes a severe
limitation in biological applications.
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Figure 1 One of the first examples of near-field spectromicroscopy: (A) the optical absorption band corresponding to the C–H stretch

vibrational mode; (B) 10�10 mm2 near-field images taken with the photon wavelengths labeled as (a), (b), and (c) in Figure 9a, inside

and outside the C–H absorption band. The central image shows H-related features revealing an unexpected hydrogen contamination of

the examined diamond film. (C) The intensity line scan along the AA0 line of Figure 9b demonstrates a lateral resolution well below the

diffraction limit. The data were obtained at the Vanderbilt University Free Electron Laser. (Results derived from Cricenti A, Generosi R,

Luce M, Perfetti P, Margaritondo G, et al. (2001) Spectroscopic scanning near-field optical microscopy with a free-electron laser: CH2

bond imaging in diamond films. Journal of Microscopy (Oxford) 202: 446.)
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Two Approaches to Photoelectron
Spectromicroscopy

There exist basically two approaches to achieve
lateral resolution in a photoemission experiment
(Figure 3). In the first case, the primary photon beam
is focused into a small sample area and photoelec-
trons are excited only from that area. This approach
leads to two complementary data-taking procedures.
In the first procedure, the photon beam is kept in a
constant position on the sample surface and photo-
emission data are taken from that small spot. In
the second case, the focused beam is scanned on
the sample surface (or, rather, the samples are scanned
with respect to the beam) while photoelectrons
are collected for a constant set of parameters. This

produces two-dimensional ‘‘images’’ of the photo-
emission intensity.

Consider (Figure 4) the case in which the focused
spot is scanned while the collected photoelectron
energy corresponds to photoelectrons emitted from a
given core level to a given element. The photoemission
intensity roughly corresponds to the concentration of
the corresponding element. Therefore, the ‘‘images’’
provide two-dimensional chemical maps of the lateral
distribution of different component elements.

Furthermore, a core-level energy for a given ele-
ment changes slightly depending on the oxidation
state of the element. Therefore, by fine-tuning the
collected photoelectron energy one can obtain chemi-
cal maps of a given element in different chemical

42 46 50 54

Photoelectron kinetic energy (eV)

As2O3

As3d

In0.3Ga0.7As

GaAs

(b)

Figure 2 One of the first results of photoelectron spectromicroscopy, obtained at the University of Wisconsin Synchrotron Radiation

Center with the ‘‘MAXIMUM’’ spectromicroscope. (Results derived from Ng W, Ray-Chaudhuri AK, Liang S, Singh S, Solak H, et al.

(1994) Photoemission spectroscopy reaches the 1000 Å scale. Nuclear Instruments and Methods A347: 422.) (a) Two-dimensional

photoemission intensity maps across a GaAs-In0.3Ga0.7As interface for the As3d, Ga3d, and In4d core-level peaks. (b) Local As3d

spectra taken in two spots at the two sides of the interface. Note the As2O3 component present on the In0.3Ga0.7As side but not on the

GaAs side.
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environments. Since photoelectron spectromicroscopy
has the high surface sensitivity typical of nearly all
photoemission experiments, the chemical maps con-
cern the region near the sample surface and provide
extremely valuable information on surface processes
such as corrosion, passivation, and catalysis.

The second approach to photoelectron spectromi-
croscopy (see again Figure 3) does not require focus-
ing the photon beam. Lateral resolution is achieved
by processing the emitted photoelectrons with an
electron–optical system roughly equivalent to an
electron microscope. Several years of practical expe-
rience demonstrated that the two approaches have
advantages and disadvantages with respect to each
other, and are largely complementary.

Practical Implementation: Photon-
Focusing Spectromicroscopy

Focusing photon beams is – or at least was – a major
technical problem in the implementation of the first
of the above two approaches to photoelectron
spectromicroscopy. The photons must have sufficient

energy to enable electrons inside the solid to over-
come the surface energy barrier and become photo-
electrons. The corresponding smallest photon energies
fall in the ultraviolet range.

Furthermore, the energy of the photons must be
sufficient to extract photoelectrons from the core
levels of relevant chemical elements. The correspond-
ing photon energies range from the vacuum ultravio-
let to the hard X-rays.

Focusing is a relatively easy task only in a very
small portion of this spectral range, corresponding to
its lowest photon energies (a few eV). For higher
photon energies (X-rays), focusing is a difficult task.

The reasons are quite simple: (1) solid materials
absorb photons in a large portion of the vacuum
ultraviolet and soft-X-ray ranges, making it impos-
sible to use transmission optical devices similar to
optical lenses. (2) Hard X-rays can travel through
solid materials, but the X-ray refractive index is very

h�

h�

Photoelectron
detector − tuned
to the energy K

Photoelectron

K

VL

(A core level 
of a given 
element)

E
ne

rg
y

Figure 4 Chemical microanalysis with the photon-focusing

mode of photoelectron spectromicroscopy. The photoelectron

detector is tuned to a kinetic energy corresponding to the pho-

toelectron emission from a given core level of a given chemical

element. The corresponding photoemission intensity reveals the

presence and concentration of that element.
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Figure 3 The two implementation modes of photoelectron

spectromicroscopy: in (a) the lateral resolution is achieved by

focusing the photon beam. In (b) the resolution is given by an

electron lens system.
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close to that of vacuum (n¼ 1), drastically limiting
the effectiveness of refractive focusing devices. (3)
The reflection of X-rays is extremely limited except
at near-grazing incidence, and this tendency becomes
stronger when the wavelength decreases. This rules
out reflection-focusing devices working at near-
normal incidence.

Effective technical solutions for these problems
have been conceived and implemented. Figure 5
shows a series of X-ray-focusing devices suitable for
different spectral domains.

Focusing Mirrors

Mirrors can provide X-ray focusing as long as the
angle of incidence is sufficiently close to grazing in-
cidence. This, however, complicates the fabrication
of mirrors and makes them quite expensive. The sur-
face profile must in fact meet stringent requirements
over a large area.

The focusing surface can be toroidal, parabolic, or
spherical (with some degree of aberration). Machining
such surfaces with the required accuracy is technically
difficult. It is possible to use cylindrical surfaces that
are easier to fabricate (e.g., bent mirrors), but they
focus only in one direction. Bidirectional focusing
requires therefore a pair of mirrors combined together
in a ‘‘Kirkpatrick–Baez’’ lens (Figure 5a).

Schwarzschild Objectives

These devices (Figure 5b) focus visible light as well as
X-rays, and this facilitates the alignment of the X-ray
optical system. The objective is the combination
of two reflecting spherical surfaces. Note that the
reflection is not at grazing incidence and this would
limit the throughput.

The problem can be solved by a suitable multilayer
coating that enhances reflection. The corresponding
technology is, however, quite sophisticated. Further-
more, these lenses can only work in a limited spectral
range that is typically located below 100 eV of pho-
ton energy. Even with these limitations, the Schwa-
rzschild objectives did play a significant role in the
development of photoelectron spectromicroscopy.

Fresnel Zone Plates

The fresnel zone plates (FZPs) are widely used as
focusing devices in different spectral ranges. As illus-
trated in Figure 5c, the working principle is based on
the interference of rays passing through a series of
alternating transmitting and blocking circular zones.
The blocking zones are supported by a very thin
substrate to provide reasonable transmission in the
X-ray domain.

The main difficulty in fabricating FZPs for X-rays is
related to the dimension of the zones. The radial size
of the zones decreases on going from the center to the
periphery of the plate; furthermore, the size decreases
as the wavelength decreases. For X-ray wavelengths,
the outermost-zone size is in the order of hundreds of
angstroms. The fabrication requires sophisticated –
and expensive – electron-beam lithography tech-
niques. These problems notwithstanding, FZPs are
extensively used in X-ray microscopy and spectro-
microscopy.

Refractive Lenses and Compound
Refractive Lenses

For hard X-rays, the difficulties related to the limited
transmission become progressively less important
and it is possible to use refractive lenses. There exist,
however, significant differences between the refr-
active lenses for visible light and those for X-rays.
The refractive index for X-rays is smaller in a

(a)

(b)

(c)

(d)

Figure 5 Different X-ray focusing devices. (a) A single grazing-

incidence mirror (top) focuses only in one direction, whereas

(bottom) a combination of two mirrors (Kirkpatrick–Baez lens)

provides bidirectional focusing. (b) The Schwarzschild objective

is formed by a convex spherical lens and a concave spherical

lens, with nongrazing-incidence reflection enhanced by multi-

player coatings. (c) A Fresnel zone plate (FZP). (d) (Left) a single

biconcave refractive lens for hard-X-rays, and (right) a compound

refractive lens (CRL).
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material than in vacuum, whereas the contrary is true
for visible light. An X-ray focusing lens, therefore, is
not biconvex but biconcave (Figure 5d).

As already mentioned the refractive index differ-
ences between a material and vacuum are extremely
limited. As a consequence, the focal length of a single
biconcave refractive lens would be unreasonably
large. The solution is provided by a series of lenses in
the form of spherical concavities inside a block, as
also shown in Figure 5d. Such a device is known as
‘‘compound refractive lens’’ or CRL.

Practical Implementation: Electron-
Optics Spectromicroscopy

Figure 6 shows a typical electron-optics system for
the implementation of this second approach to pho-
toelectron spectromicroscopy. The standard name
for this type of instrument is photoelectron emission
microscope (PEEM).

Without photon focusing, it becomes easier to
perform photoemission techniques that require chan-
ging the photon energy. The most frequent way to
use a PEEM is to perform ‘‘partial yield’’ (PY) meas-
urements with high lateral resolution. A PY experi-
ment is implemented by taking the intensity of the
‘‘secondary’’ photoelectrons as a function of the pho-
ton energy – see Figure 7.

The secondary photoelectrons are the low-kinetic-
energy electrons emitted from the sample after a loss
of energy with respect to the sum of the initial energy
in the sample plus the photon energy. Such losses are
typically due to multistep phenomena. The yield of
secondary photoelectrons is proportional to the
number of absorbed photons. Therefore, a PY curve
closely resembles the plot of the X-ray absorption
coefficient as a function of the photon energy.

Note, however, that the PY technique is surface
sensitive – although the surface sensitivity is not as
high as for other photoemission techniques due to the
low kinetic energy of the secondary photoelectrons.
Therefore, a PY curve primarily reflects the absorption
coefficient of the surface rather than that of the bulk.

With a PEEM, PY curves can be taken from small
sample areas. This is a very powerful way to explore
the local chemical composition and chemical proper-
ties. An X-ray absorption spectrum is dominated by
the absorption threshold of the component elements
in the specimen and reveals their presence and chem-
ical status. This approach is particularly convenient
when local chemical information must be obtained
rapidly.

The technique is typically implemented by first
taking overall images corresponding to the partial-
yield intensity emitted from different sample areas
with a fixed photon energy (or with a ‘‘white’’ photon
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Figure 6 Schematic experimental setup of a photoelectron

emission microscope (PEEM) for the second mode of photoelec-

tron spectromicroscopy.
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beam). Such images reveal the overall morphology of
the specimen. Then, specific areas are selected for a
more detailed analysis and PY spectra are taken from
them.

Selected Examples and Performances

Figure 8 shows an example of photoelectron spec-
tromicroscopy in the photon-focusing mode. The
spectra illustrate a specific core level (Ge3d) of a
metal–semiconductor interface (a thin germanium
film on a semiconductor substrate).

This particular system has been considered as a
typical example of nonreactive interface in which no
chemical reaction takes place. On the contrary, spec-
tra taken in different parts of the interface show clear
differences, providing evidence for local chemical re-
actions that were not visible in a normal photoemis-
sion experiment.

Figure 9 shows an example of electron-optics pho-
toelectron spectromicroscopy obtained with a PEEM

operating in the PY mode. Note that the experiment
concerns a biological sample: the PEEM technique is
in fact particularly suited for studies in the life sci-
ences and in medical research.

Resolution and Sensitivity

The most relevant performances for photoelectron
spectromicroscopy are the lateral resolution and the
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Figure 8 An example of photon-focusing photoelectron spec-

tromicroscopy result (from Almeida J, Vobornik I, Berger H,

Kiskinova M, Kolmakov A, et al. (1997) Spectromicroscopic evid-

ence of Ge–GaSe chemical reactions: not a Schottky system.

Physical Review B 55: 4899): two spectra taken at two different

spots of a thin Ge overlayer on a GaSe substrate reveal different

spectral line shapes for the Ge3d peak – and put in evidence

unexpected local chemical reactions. The results were obtained

at the Elettra synchrotron in Trieste.
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Figure 9 (a) PEEM microimage taken for a cancerous brain cell

specimen with pre-injected boron, as required for the BNCT (boron

neutron capture therapy). (b) PEEM PY spectra taken in specific

spot reveal the localization of boron from the corresponding signal.

The data were obtained with the PEEM-class spectromicroscope

‘‘MEPHISTO’’ at the University of Wisconsin Synchrotron Radia-

tion Center. (Data derived from Gilbert B, Redondo J, Baudat P-A,

Lorusso GF, Andres R, et al. (1998) Spectromicroscopy of boron

for the optimization of boron neutron capture therapy (BNCT) for

cancer. Journal of Physics D 31: 2642.)
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sensitivity to trace chemicals. Concerning lateral res-
olution, for both approaches to photoelectron spec-
tromicroscopy it is necessary to distinguish between
the ‘‘system’’ (optical or electron–optical) resolution
and the real resolution that can be obtained while
performing spectromicroscopy.

In the spectromicroscopy mode the resolution is in
fact also limited by practical factors such as the
signal level. Consider for example the comparison
between the resolution delivered by an electronic lens
system used as an electron microscope and the cor-
responding resolution when the system is used in a
PEEM. In the first case, the lateral resolution can
reach a few nanometers. In the spectromicroscopy
mode, the best practical resolution is B20 nm. The
standard resolution in most PEEM experiments is
worse than this optimal value.

Likewise, X-ray focusing devices can deliver a lat-
eral resolution better than the corresponding real res-
olution in spectromicroscopy. Consider for example a
Fresnel zone plate: its optical resolution depends on
the size of the outermost zone, and can be better than
10nm. The corresponding ‘‘spectromicroscopy’’ res-
olution, although at the submicron level, does not
reach comparable values – and is typically limited to
100 nm.

Note that the actual lateral resolution in a spec-
tromicroscopy experiment is often the result of a
compromise between conflicting requirements. For
example, lateral resolution can be limited in order to
achieve a good energy resolution while keeping the
signal at a reasonable level.

Chemical sensitivity is an important point for
spectromicroscopy. In a normal photoemission ex-
periment without lateral resolution, the minimum
detectable relative concentration is 0.01–0.001. This
is, of course, the local concentration in the near-sur-
face region probed by photoemission. If the minority
species is concentrated in that region, the equivalent
relative concentration limit for the entire specimen is
much lower.

Spectromicroscopy concentrates the analysis to ar-
eas of B1mm2 or less. If the minority species is not
homogeneously distributed, by focusing on high-
concentration areas the equivalent detectable con-
centration limit can be lowered.

Future Developments

Spectacular improvements in the instrumentation
and in particular in the photon sources open up

many new avenues. On the one hand, additional
spectroscopy techniques can be implemented with
high lateral resolution becoming spectromicroscop-
ies. Furthermore, it becomes increasingly possible to
simultaneously achieve high lateral resolution and
other extreme performances such as ultrahigh energy
resolution. One of the most attractive possibilities is
the coupling of time resolution and lateral resolution
to study dynamic phenomena on a microscopic scale.

See also: Core Photoemission; Deep-Level Spectroscopy
and Auger Spectra; Lattice Dynamics: Vibrational Modes;
Low-Energy Electron Microscopy; Optical Microscopy;
Surfaces and Interfaces, Electronic Structure of; Syn-
chrotron Radiation; Valence Photoemission; X-Ray Ab-
sorption Spectroscopy.

PACS: 79.60.� i, 68.37.Xy, 68.37.Uv, 82.80.Pv,
87.64.Lg, 42.79.Ci
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Introduction

The study of optical fluctuations represents an im-
portant tool in understanding the fundamental prop-
erties of light. One can distinguish among different
types of light sources. In a common spectroscopic
source, such as a gas discharge lamp, the different
atoms are excited by an electrical discharge and emit
their radiation independently of one another. The ra-
diation produced by this source is called chaotic light.
Several varieties of light, as those produced by a ther-
mal cavity or a filament lamp, be-long to the same
class. A second type is the coherent light, the best
approximation of which is given by a single-mode
laser operating well above the threshold at a single
frequency and in a well-defined spatial direction.

Chaotic and coherent light have quite different
statistical properties. These are measured by first-
and second-order optical interference experiments
that allow one to study the electric field intensity
correlations between different portions of the light
beam, with different coordinates in time and/or
space. The fundamental component for optical in-
terference is represented by the optical beam splitter,
present in several kinds of interferometers, such as
the Mach–Zehnder (MZ) and the Brown–Twiss (BT)
interferometer. A beam splitter is basically a semi-
transparent mirror with, in general, equal probability
to reflect or transmit the light beam, R ¼ T. MZ is
an example of first-order interferometer, while the
BT represents the typical scheme for experiments of
second-order interference.

Depending on its nature, the light can show either a
classical or nonclassical behavior. Classical and quan-
tum theories predict identical interference effects for
coherent and chaotic light, or light with intermediate
coherence properties. Exclusively quantum effects
occur with other kinds of light that cannot be clas-
sically described. No difference is found between
classical and quantum predictions for first-order in-
terference experiments, while a second-order interfer-
ence allows one to distinguish between classical and
nonclassical light.

Chaotic Light

This article starts by examining some phenomena
related to the behavior of chaotic light by looking at

the time dependence of the amplitude or intensity of
the light beams. It is known from spectroscopy that
the line broadening processes present in a source are
responsible for the fluctuations of the electric field
and intensity occurring around an average value, on
a timescale which is inversely proportional to the
bandwidth of the spectrum. The unpredictable tem-
poral fluctuations and the frequency spectrum of a
source are complementary manifestations of the
same physical properties of the radiating atoms that
constitute the light source. The superposition of
emission of many independent atoms that radiate
with different frequencies and phases, is responsible
for the generation of the chaotic light.

The temporal fluctuations of chaotic light can
be investigated by considering the model of an N-
excited-atom source which is broadened by collisions
occurring at a rate gcoll½s�1�, that is, with an average
time tc ¼ 1=gcoll. The wave train radiated by a single
atom is shown in Figure 1, where the electric field
amplitude is schematically represented as a function
of time. The total electric field radiated by the source
is expressed as

EðtÞ ¼
X

EiðtÞ ¼ E0 expð�2pin0tÞ
� ½expðif1ðtÞÞ þ expðif2ðtÞÞ
þ?þ expðifNðtÞÞ�

where E0 and n0 represent the characteristic ampli-
tude and frequency of the field radiated by every at-
om and fi(t) ði ¼ 1; 2;y;NÞ represents the random
phase of each one of the uncorrelated atoms. The
average spectrum is obtained by the Fourier decom-
position of EðtÞ and consists of a set of frequencies
centered at n0.

0
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(t
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t

Figure 1 Sequence of wave trains for chaotic light.
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The intensity of the beam is proportional to
jEðtÞj2. It is a random function of time, varying on
a timescale of the order of tc. The cycle-averaged
intensity IðtÞ is defined as the average of the intensity
over a cycle of the oscillation at frequency n0. In
many cases, the corresponding fluctuations are too
rapid to be detected, so that one is able to measure
the average of the fluctuations over the response time
of the detector. Figure 2 shows the computer simu-
lation of a typical temporal evolution of the cycle-
averaged intensity for a chaotic light beam. The
timescale is normalized to the coherence time tc. The
average intensity /IðtÞS is the result of the ensemble
average over a large number of values of IðtÞ, meas-
ured over a period of time much longer than tc:

/IðtÞS ¼/jEðtÞj2S
¼ E2

0/jexpðif1ðtÞÞ
þ expðif2ðtÞÞ þ?

þ expðifNðtÞÞj
2S ¼ NE2

0

This result is a consequence of the zero average con-
tribution of the cross-terms between the phase fac-
tors of different radiating atoms. The dotted line in
Figure 2 indicates the value of /IðtÞS for the flu-
ctuating intensity.

First-Order Coherence

The first-order correlation function of the electric
field at times t and t þ t is defined as

Gð1ÞðtÞ ¼ /E�ðtÞEðt þ tÞS

It expresses how the fluctuations of the field Eðt þ tÞ
are affected by the value of field E at time t. It is
found that Gð1Þð0Þ ¼ I at t ¼ 0. Furthermore,
Gð1Þð�tÞ ¼ Gð1Þ�ðtÞ, because of its Hermitian
symmetry.

The degree of first-order temporal coherence is
defined as

gð1ÞðtÞ ¼ Gð1ÞðtÞ=Gð1Þð0Þ
¼ /E�ðtÞEðt þ tÞS=/E�ðtÞEðtÞS

a complex function, independent of the intensity,
with the properties: gð1Þð�tÞ ¼ gð1Þ�ðtÞ and 0p
jgð1ÞðtÞjp1. The value of jgðtÞj is a measure of cor-
relation between EðtÞ and Eðt þ tÞ. In the ideal case
of a monochromatic plane wave of amplitude
E0;EðtÞ ¼ E0 expð2pin0tÞ. The degree of first-order
temporal coherence becomes

gð1ÞðtÞ ¼ expð�2pin0tÞ

and jgðtÞj ¼ 1, then EðtÞ and Eðt þ tÞ are completely
correlated for all the values of t.

The model of a collision-broadened light source
can be assumed to calculate the degree of first-order
coherence. The correlation function of the whole
light beam is obtained from the single-atom contri-
bution,

/E�ðtÞEðt þ tÞS ¼ NE2
0 expð�2pin0t� t=tcÞ

As a consequence the first-order coherence degree is

gð1ÞðtÞ ¼ expð�2pin0t� t=tcÞ
¼ expð�2pin0t� jtj=tcÞ

with modulus

jgð1ÞðtÞj ¼ expð�jtj=tcÞ

Note that the exponential shape of jgð1ÞðtÞj is consist-
ent with the characteristic Lorentzian frequency spec-
trum valid for a collision-broadening mechanism, with
coherence time tc.

Insofar as other broadening mechanisms are concer-
ned, one can consider the case of chaotic light gene-
rated by atoms in a gas characterized by a spread in
their velocities. The consequent Doppler effect leads to
a Gaussian distribution of the emission frequencies. In
this case the degree of first-order coherence is

gð1ÞðtÞ ¼ exp½ð�2pin0t� p=2ðt=tcÞ2�

with tc ¼ Op=D (D2 corresponds to the variance of
the Gaussian distribution).

The modulus of gð1ÞðtÞ for chaotic light, calculated
in the two cases of Lorentzian and Gaussian fre-
quency spectrum, is shown in Figure 3. The dashed
line gð1ÞðtÞ ¼ 1 represents the case of a plane wave.

Light emitted from a partially coherent source is
modeled as a sequence of random, uncorrelated wave
packets, each one with a characteristic coherence
length lc ¼ ctc. The coherence times and the corre-
sponding values of lc are shown in Table 1 for different

t
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Figure 2 Temporal evolution of chaotic light.
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light sources. The case of a single-mode laser, whose
coherence length is of the order of several hundreds of
meters, represents the best approximation of a mon-
ochromatic plane wave with lc ¼ N.

Similarly to the case of temporal correlation, one
can adopt the same formalism to investigate the degree
of first-order correlation of two different spatial points
of the wave front, with coordinates r1 and r2,

gð1Þðr1; r2Þ ¼ Gð1Þðr1; r2Þ=O½Iðr1ÞIðr2Þ�

with 0pjgð1Þðr1; r2Þjp1. For a given value of r2 and
varying r1, the spatial extent of the region where
jgð1Þðr1; r2Þj is greater than a reference value (e.g., 1/2
or 1/e) uniquely determines the radius of the coherence
area. In the ideal case of a coherent plane wave
jgð1Þðr1; r2Þj ¼ 1, whatever the distance r1 � r2. In this
case the coherence area is infinitely large. In the gen-
eral case, the first degree of coherence gð1Þðr1; t1; r2; t2Þ
can be defined for any pair of space–time points.

Depending on the value of jgð1Þj, a light can be
classified as coherent ðjgð1Þj ¼ 1Þ, incoherent ðjgð1Þj ¼
0Þ, or partially coherent ð0pjgð1Þjp1Þ. The coherence
degree of a light beam is measured by first-order
interferometry.

So far, a classical model of light has been adopted
to describe first-order coherence processes. Also, in
the case of light beams that need to be described in
terms of quantum states of radiation, no difference is
found between classical and quantum predictions for
first-order interference experiments, as already stat-
ed. The possibility of distinguishing between classical
and nonclassical light resides on second-order inter-
ference experiments.

Interference of Two Partially
Coherent Waves

Consider two partially coherent waves E1ðr; tÞ and E2

ðr; tÞ, with intensities /jE1ðr; tÞj2S and /jE2ðr; tÞj2S.
The two waves correspond, for example, to the
fields coming out of a two-arm interferometer,
such as a Mach–Zehnder or Michelson scheme. A
Mach–Zehnder interferometer, composed of two
equal beam splitters (BS) and two total reflecting
mirrors (M), is sketched in Figure 4. The light beam
is incident on one of the two input ports of the first
BS and is divided into two equal beams, with electric
field E1ðtÞ and E2ðtÞ, traveling through the two
optical paths 1 and 2. The two beams meet together
in the second BS, where interference between the two
electric fields can occur, depending on the mutual
phase conditions.

By the above assumptions, one has

g12 ¼ /E�
1 � E2S=OðI1I2Þ

The average intensity corresponding to the two-wave
superposition is

I ¼/jE1 þ E2j2S
¼ I1 þ I2 þ 2OðI1I2Þ Reðg12Þ
¼ I1 þ I2 þ 2OðI1I2Þjg12j cos f

where f is the phase of g12. It can be suitably adjus-
ted by varying, within half of the wavelength
l ¼ c=v, the delay between the two optical paths 1
and 2. Optical interference arises exactly from the
third term of the above expression, that is, from the
value of the mutual correlation degree, g12. Two im-
portant cases are considered, depending on the limit
values of g12.

1. jg12j ¼ 1 ðcoherent waves) ) I¼ I1þ I2þ 2O
(I1I2) cos f;

2. jg12j ¼ 0 ðincoherent wavesÞ ) I ¼ I1 þ I2.

In the general case of partially coherent waves, the
intensity I is a sinusoidal function of f; the larger
the jg12j, the larger the amplitude of the oscillation.
In this case, the measurement of the interference
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Figure 3 First-order coherence degree expressed as a function

of units of tc for collision-broadened and Doppler-broadened

chaotic light. Dashed line corresponds to the case of coherent

light.

Table 1 Coherence times and coherence length of different

light sources

Source tc lc

White light (400–700 nm) 3.6 fs 1.08mm

LED ðl ¼ 800 nm; Dl ¼ 50 nmÞ 43 fs 0.01 mm

Spectral lamp (Hg) 10 ps 3 mm

Multimode CW He–Ne laser ðl ¼ 633 nmÞ 0.67 ns 20 cm

Single-mode Nd : YAG laser ðl ¼ 1:06 mmÞ 3 ms 900 m
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strength as a function of the optical path delay gives
us all the necessary information about the temporal
or spatial behavior of the correlation degree, allo-
wing the measurement of the temporal coherence
length or the coherence radius of the light beam. One
can express the modulation depth by the visibility
parameter,

V ¼ ðIM � ImÞ=ðIM þ ImÞ

with IM and Im corresponding to the maximum ðf ¼
0Þ and minimum ðf ¼ pÞ value of the intensity,
respectively.

By expressing the visibility as a function of jg12j,
one has

V ¼ ½2OðI1I2Þ=ðI1 þ I2Þ�jg12j

In a symmetrical interferometer ðI1 ¼ I2Þ; V � jg12j.
In this case, for jg12j ¼ 1, IM ¼ 4I and Im ¼ 0.

Second-Order Coherence

As for the first-order coherence, consider two time
measurements in which many pairs of samples of the
cycle-averaged intensity are measured at a fixed delay
t. The classical definition of the intensity correlation
function, valid either for chaotic or coherent light,
corresponds to the average of the products of each
pair of samples:

Gð2ÞðtÞ ¼/IðtÞIðt þ tÞS
¼/E�ðtÞE�ðt þ tÞEðt þ tÞEðtÞS

The correlation function Gð2ÞðtÞ can be normalized
to the square of the long-time-averaged intensity
/IðtÞS in order to obtain the degree of second-order

temporal coherence:

gð2ÞðtÞ ¼Gð2ÞðtÞ=Gð2Þð0Þ
¼/IðtÞIðt þ tÞS=/E�ðtÞEðtÞS2

Because of symmetry properties, gð2ÞðtÞ ¼ gð2Þð�tÞ. It
can be demonstrated that gð2ÞðtÞ satisfy the following
relation at zero time delay, t ¼ 0:

1pgð2Þð0ÞpN

Since gð2ÞðtÞ is a positive function, for a finite time
delay, ta0, one has

0pgð2ÞðtÞpN

Furthermore, since /IðtÞIðt þ tÞSp/IðtÞ2S, the de-
gree of second-order coherence never exceeds its value
for zero time delay. Hence, the following inequality
holds:

gð2ÞðtÞpgð2Þð0Þ

For a large number N of radiating atoms, it can be
demonstrated that

gð2ÞðtÞ ¼ 1þ jgð1ÞðtÞj2

By considering the limiting values of jgð1ÞðtÞj for t ¼ 0
and tctc, for chaotic light, gð2Þð0Þ ¼ 2 and
gð2ÞðtctcÞ ¼ 1.

In the two cases of collision and Doppler-broad-
ened light, one can write, respectively,

gð2ÞðtÞ ¼ 1þ expð�2jtj=tcÞ

gð2ÞðtÞ ¼ 1þ exp½�p=ðt=tcÞ2�

Figure 5 shows the behavior of gð2ÞðtÞ of both the
chaotic lights with Lorentzian and Gaussian frequency
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Figure 4 Mach–Zehnder interferometer.
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distribution. Starting from gð2Þð0Þ ¼ 2 at zero time
delay, the intensities IðtÞ and Iðt þ tÞ become more
and more uncorrelated by increasing t and gð2ÞðtÞ-1.
In contrast to chaotic light, in the case of a classical
stable wave, one has gð2ÞðtÞ ¼ 1 for any value of t.
This case is represented by the horizontal dashed line
in Figure 5.

Similarly to the case of first-order coherence, the
definition of second-order coherence degree is
generalized to the spatial case,

gð2Þðr1; r2Þ ¼/E�ðr1ÞE�ðr2ÞEðr1ÞEðr2ÞS=

/jEðr1Þj2S/jEðr2Þj2S

and, in general, gð2Þðr1; t1; r2; t2Þ can be defined for
any pair of space–time points.

All the measurements of gð2ÞðtÞ are based on the
original experimental apparatus invented by Brown
and Twiss (BT) and are illustrated in Figure 6. Quasi-
monochromatic radiation, properly selected in the sin-
gle spatial mode, is incident upon a symmetric ðR¼TÞ
optical beam splitter, so that half of the original in-
tensity IðtÞ; I1ðtÞ, is directed to detector D1, the other
half, I2ðtÞ, to detector D2. The electric signals of the
detectors are used to determine the average of the
product of I1ðtÞ and I2ðt þ tÞ by means of a correlator.
This operation allows to measure the intensity fluctu-
ations. By making the assumption of a stationary field,
/I1ðtÞS ¼ /I2ðt þ tÞS, and detectors with instanta-
neous response time, if these are placed at the same
distance from the beam splitter, one has

g
ð2Þ
12 ðtÞ ¼/I1ðtÞI2ðt þ tÞS=½/I1ðtÞS/I2ðtÞS�

¼/IðtÞIðt þ tÞS=/IðtÞS2

By this scheme, any measurement affected by the
temporal or spatial coherence of the light can be per-
formed. Indeed, the original BT experiment was car-
ried out to measure the angular diameter of stars by
the observation of spatial coherence effects.

Photon Statistics of Coherent and
Chaotic Light

The peculiar significance of all the measurements of
degrees of second-order coherence resides on the
correspondence between the classical and nonclassi-
cal radiation. So far the main aspects of optical co-
herence have been introduced in terms of the classical
wave theory of light. The particle aspect of light is
considered whenever it is possible to count photons
(or rather, the photoelectrons ejected from a photoe-
missive surface by the absorption of photons). It is
possible to demonstrate that in a typical photon-
counting experiment, which allows one to measure
the number of photoelectrons ejected by a light beam
with average number of photons /nS during an ap-
propriate time interval DT, the probability distribu-
tion Pn(DT) for n photoelectrons counted during the
time DT is the Poisson distribution

PnðDTÞ ¼ ð/nSn=n!Þ expð�/nSÞ

This expression applies either to a stationary coherent
(laser) beam or to a chaotic radiation with coherence
time tc{DT, in order to average the intensity fluc-
tuations. In the opposite case, DT{tc, the probability
of finding exactly n photons in the field, in thermal
equilibrium at some temperature T, is governed by the
Boltzmann factor

pðnÞ ¼ ½expð�nhn=kBTÞ�
½
P

m expð�mhn=kBTÞ�

In this case, one obtains the so-called Bose–Einstein
distribution,

PnðDTÞ ¼ /nSn=ð/nSþ 1Þ/nSþ1

It is clear from the above equations that a laser and a
chaotic source may be characterized by the same
average number, /nS, of photons, the same frequen-
cy and bandwidth, and the same first-order coherence
properties, but will have completely different photon
statistics.

The mean square deviation of the photon number
for the Poisson distribution is given by

/Dn2S ¼ /nS

while, for the Bose–Einstein distribution,

/Dn2S ¼ /nS2 þ/nS

Chaotic light belongs to the category of super-
Poissonian light, because it presents additional fluc-
tuations to those of coherent light. One may ask if
sub-Poissonian light ð/Dn2So/nSÞ exists. This is
the case of number state light; its genuine quantum
properties will be illustrated in the next section. The
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Figure 6 Brown–Twiss interferometer.
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relative root mean square distributions for coherent
and chaotic light are

Dnrms=/nS ¼ 1O/nS

Dnrms=/nS ¼ Oð1þ 1=/nSÞ

From the above two expressions, one can conclude
that the photon number fluctuations for a chaotic
field can be much more pronounced than in the case
of a laser field with increasing of /nS.

Brown–Twiss Correlations and
Nonclassical Light

The quantum definition of the degree of second-
order coherence is defined analogously to the classical
case by correlating two intensities at two different
space–time points. Consider a light beam containing
a mean number, /nS, of photons, traveling in a
single mode of the electromagnetic field, incident up-
on the BS (Figure 6). The degree of second-order co-
herence is expressed in terms of the mean and mean
square photon number as

gð2ÞðtÞ ¼/nðn � 1ÞS=/nS2

¼ ½/n2S�/nS�=/nS2

This expression can be explained as follows: the
probability of counting a photon is proportional to
the number of photons, n, in the field. Since the
number of photons available in a second measure-
ment is reduced by one unit, the probability of
counting a second photon is proportional to n� 1. As
a consequence, the two-photon counting probability
is proportional to /nðn � 1ÞS ¼ /n2S� /nS. Since
the photon number variance is ðDnÞ2 � /n2S�
/nS2, one can express the degree of second-order
coherence as

gð2ÞðtÞ ¼ 1þ ½/DnS2 �/nS�=/nS2

Since ðDnÞ2X0, it must be that /n2SX/nS2. Hence,
the following inequality holds:

gð2ÞðtÞX1� 1=/nS ð/nSX1Þ

a result independent of the value of t, including t ¼ 0.
It follows that one can write gð2Þð0Þ instead of gð2ÞðtÞ.

The signature of nonclassical light is given by the
range of values, 1� 1=/nSpgð2Þð0Þo1 accessible to
the degree of second-order coherence, with gð2Þð0Þ ¼
0 for /nSo1.

For /nS ¼ 1; gð2Þð0Þ ¼ 0, a result arising from
the impossibility of the incident photon to be splitted
by the beam splitter. As a consequence, no correla-
tion exists between the signals of detectors D1 and D2

in this case. In the limit case of a beam with exactly n

photons (photon number state), one has /nS ¼ n,
and

gð2Þð0Þ ¼ ðn � 1Þ=n ðnX2Þ
gð2Þð0Þ ¼ 0 ðn ¼ 0; 1Þ

Figure 7 shows the degree of second-order coherence
as a function of /nS for different kinds of light.

Finally, consider once more the theoretical predic-
tions for chaotic and coherent light, Figure 5. The
Brown–Twiss correlation at t ¼ 0 for chaotic light,
gð2Þð0Þ41 is also referred to as photon bunching, a
term which indicates that photons tend to arrive
simultaneously at detectors D1 and D2. Note that no
photon bunches occur for coherent light, gð2Þð0Þ ¼ 1.
On the contrary, photon antibunching occurs for
nonclassical light, such as photon number states,
which lies in the region 0pgð2Þð0Þo1. In this case
photons tend to arrive well spaced in time.

Quantum light has great importance in modern
quantum optics because of its applications whenever
transmission of signals through single photons is re-
quired, as in quantum cryptography and quantum
computing. The single-photon regime can be attained
by strongly attenuating a laser beam to ensure that
the probability of having more than one photon be-
comes negligible. However, such attenuated beams
differ from true single photons because of the intrin-
sic Poissonian statistics of the photon. Significant
advances in the generation of single-photon states
have been obtained in recent years, such as quantum
dots in microcavities, parametric down-converters,
falling neutral atoms and trapped ions in cavities,
defects in diamond nanocrystals, and single molecules
in a solid matrix.
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Figure 7 Degree of second-order coherence expressed as a

function of /nS for chaotic light, coherent light, and quantum

light.
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Two-Photon States

As noted already, the optical beam splitter is the
fundamental element for analyzing the statistical
properties of light. Interesting interference effects
occur when radiation given by two-photon states
enters a beam splitter. These states, of high relevance
for quantum information applications, can be gene-
rated by the nonlinear optical process of parametric
down-conversion. Here two photons of frequency n1
and n2, also called as the signal and idler, are created
by the annihilation of a ‘‘pump’’ photon of higher
frequency np, belonging to a laser beam which shines
a crystal with no inversion symmetry, that is, with
nonlinear dielectric susceptivity wð2Þa0. Two-photon
generation must obey the energy and momentum
conservation laws:

np ¼ n1 þ n2; kp ¼ k1 þ k2

where kp, k1, and k2 correspond to the wave vectors
of the pump, signal, and idler photons, respectively.
Depending on the characteristics of the crystal, signal
and idler photons can travel along the same direction
or along different directions, and may have parallel
or orthogonal polarizations.

The partition process on a beam splitter of two
equal photons ðn1 ¼ n2 ¼ np=2Þ traveling along two
symmetric directions, a and b, can be studied by
means of the Ou–Mandel interferometer, which is
shown in Figure 8. Two cases are possible:

1. The two photons meet the beam splitter at different
times. In this case, the probability Pðnc; ndÞ, of fin-
ding nc photon on mode c and nd photons on mode
d follows the classical binomial distribution,

Pð2; 0Þ ¼ R2; Pð1; 1Þ ¼ 2RT; Pð0; 2Þ ¼ T2

For a symmetric beam splitter, Pð0; 2Þ ¼ Pð2; 0Þ ¼
1
2 Pð1; 1Þ.

2. The two photons arrive simultaneously at the
beam splitter. In this case, the output probability

distribution is completely different:

Pð2; 0Þ � Pð0; 2Þ ¼ 2RT; Pð1; 1Þ ¼ ðR � TÞ2

It is interesting to note that, for R ¼ T, Pð1; 1Þ ¼ 0,
that is, in this particular case the photons emerge
together in the same output arm, either c or d. The
case of two-photon interference has no analog in the
classical theory of light. Indeed, with two laser
beams the partition probability is always binomial.

See also: Electrodynamics: Continuous Media; Electrodyna-
mics: Quantum Electrodynamics; Laser Radiation Sources;
Optical Instruments; Statistical Mechanics: Quantum.

PACS: 42.50.Ar; 42.25.Hr; 42.25.Kb
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Introduction

Photonic crystals are materials whose dielectric func-
tion is periodic in one, two, or three spatial dimensions

(1D, 2D, 3D). The propagation properties of photons

in periodic media are analogous to those of electrons

in crystalline solids, as covered by several sections of

the encyclopedia. Translational invariance leads to the

validity of the Bloch theorem (called Floquet theorem

in optics) and to the formation of allowed and for-

bidden frequency regions. The allowed states of the

electromagnetic field are organized into ‘‘photonic
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Figure 8 Ou–Mandel interferometer.
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bands,’’ in analogy to electron bands in periodic solids.
A frequency window for which light cannot propagate
is named a ‘‘photonic gap’’ and periodic dielectric me-
dia are often called ‘‘photonic bandgap materials.’’

The concept of a 1D periodic dielectric medium
has been a familiar one in optics, where it is known
as a distributed Bragg reflector (or dielectric mirror)
with well-defined stop bands. However, a stop band
(or photonic gap) in 1D forbids propagation of light
only in a limited angular cone. The field of photonic
crystals is considered to have started in 1987 with
seminal papers dealing with the control of sponta-
neous emission and with light localization in three
dimensions. Indeed, the presence of a full photonic
bandgap in 3D leads to the suppression of vacuum
fluctuations of the electromagnetic field and, there-
fore, to the inhibition of spontaneous emission of a
light source at frequencies within the bandgap.
Moreover, the presence of disorder may lead to a
weak localization of light at frequencies close to a band
edge. Photonic crystals are now of great interest for
basic physical properties related to the control of light
propagation, radiation–matter interaction and quan-
tum electrodynamic effects, localization and micro-
cavities, nonlinear properties as well as for applications
to optoelectronic and photonic devices such as lasers,
optical fibers, filters, dispersion compensators, and
integrated optical interconnects.

The article starts with the general properties of the
photonic band structure and discusses the main the-
oretical approaches for calculating photonic bands
and optical properties. Then photonic bands in three
and two dimensions as well as photonic crystals em-
bedded in planar waveguides (also known as pho-
tonic crystal slabs) are described. Defect states in
photonic crystals are then considered. This section
concludes with a few remarks about methods for
measuring the photonic band dispersion.

Photonic Band Structure: General
Properties

Maxwell equations for the electromagnetic field in
matter with neither free charges nor currents can be
cast into a second-order equation for the harmonic
components of the electric field

r�r� EðrÞ ¼ o2

c2

� �
eðrÞEðrÞ ½1�

or of the magnetic field

r� 1

eðrÞr �HðrÞ
� �

¼ o2

c2
HðrÞ ½2�

Here, nonmagnetic media ðmðrÞ ¼ 1Þ are assumed.
The first equation should be combined with the

divergence equation r � eðrÞEðrÞ ¼ 0, while the sec-
ond one requires r �HðrÞ ¼ 0. The equation for
the magnetic field is normally taken as the starting
point for photonic band structure computations for
two reasons. First, it has the form of an eigen-
value problem HHðrÞ ¼ ðo2=c2ÞHðrÞ, with H being a
Hermitian operator. Second, the divergence equation
for the magnetic field does not contain the dielectric
function and is easier to implement. Working with
a Hermitian eigenvalue problem is convenient from
a computational point of view and has strong
analogies with the matrix formulation of quantum
mechanics.

The basic electromagnetic equations have a very
useful property of ‘‘scale invariance.’’ If HðrÞ is
a solution at frequency o corresponding to the die-
lectric constant eðrÞ, then the scaled system with
dielectric constant e0ðrÞ ¼ eðr=sÞ has a solution
H 0ðrÞ ¼ Hðr=sÞ with frequency o0 ¼ so. Reducing
the length scale of the system by a factor s leads
to eigenfrequencies that are multiplied by the same
factor. Thus, there is no fundamental length scale for
the photonic problem (unlike for electrons in solids,
for which the Bohr radius is the natural unit of
length).

A periodic dielectric medium (in 3D, say) is in-
variant under translations by vectors R ¼ n1a1 þ
n2a2 þ n3a3 (n1,n2,n3AZ), where a1; a2, and a3 are
primitive vectors and the set of all R’s forms a
‘‘Bravais lattice.’’ The dielectric constant satisfies the
relation

eðr þ RÞ ¼ eðrÞ ½3�

and the magnetic field has the form implied by the
Bloch–Floquet theorem:

Hnkðr þ RÞ ¼ eik�rHnkðrÞ ½4�

where k is the Bloch vector (which may be restricted
to the first Brillouin zone or Wigner–Seitz cell of
the reciprocal lattice) and n is a discrete band index.
The frequency eigenvalues have the form o ¼ onðkÞ
and the set of all frequencies for k spanning the first
Brillouin zone is called a photonic band. In addi-
tion to translational invariance leading to Bloch
vector conservation, discrete rotational symmetries
of the lattice may also be used to analyze the
photonic bands, again in close similarity to the elec-
tronic problem. The density of states (DOS) is
defined as

NðoÞ ¼
X

n

Z
BZ

dðo� onðkÞÞd3k ½5�

and is strongly modified as compared to the photonic
DOS in vacuum or in a homogeneous medium,
which increases with the square of the frequency.
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Theoretical Methods

The most common method for calculating photonic
band structures consists of expanding the magnetic
field on a basis of plane waves that satisfy the Bloch
theorem and the divergence equation:

HnkðrÞ ¼
X
G;l

cnðkþG; lÞ#eðkþG; lÞeiðkþGÞ�r ½6�

where G are reciprocal lattice vectors and #eðkþ
G; lÞ; l ¼ 1; 2 are unit and mutually orthogonal po-
larization vectors perpendicular to kþG. The second-
order eqn [2] is transformed into the matrix equationX

G0l0
HGl;G0l0cnðkþG0; l0Þ

¼ o2

c2
cnðkþG; lÞ ½7�

where

HGl;G0l0 ¼ jkþGjjkþG0j

� e�1ðG;G0Þ
#e2 � #e

0

2 �#e2 � #e
0

1

�#e1 � #e
0

2 #e1 � #e
0

1

" #
½8�

and e�1ðG;G0Þ � e�1ðG�G0Þ is the Fourier trans-
form of e�1ðrÞ. Numerically, the linear eigenvalue
problem is solved by retaining a finite number of re-
ciprocal lattice vectors and using standard matrix
diagonalization routines or more efficient methods
based on fast Fourier transforms and iterative eigen-
solvers. The accuracy of the method depends on the
number of plane waves in the basis and on their ability
to reproduce the spatial variations of the magnetic
field in the periodic structure and Maxwell boundary
conditions when dielectric discontinuities are present.
It turns out that convergence of the method is sub-
stantially improved when e�1ðG;G0Þ is obtained by
first calculating eðG;G0Þ � eðG�G0Þ as the Fourier
transform of eðrÞ and inverting the resulting matrix
numerically. Still, convergence of the method should
always be checked and it may become problematic in
special situations (e.g., high dielectric discontinuities
and/or complex bases in the unit cell with close-
packing dielectric spheres).

Just like plane-wave expansion, other techniques
for photonic band structure calculations are bor-
rowed from corresponding methods for the electron-
ic problem. For example, in the case of spherical (for
3D) or circular bases (for 2D), the Korringa–Kohn–
Rostoker method based on expanding the Green
function in the basis of symmetry-adapted functions
satisfying appropriate boundary conditions can be
applied. This method has the advantage that it
can easily incorporate frequency dispersion of the
dielectric function (thus it can be used, for example,

for photonic crystals containing metallic compo-
nents), but it can be applied easily only to structures
with bases of special symmetry.

The calculation of photonic bands assumes ideal
structures, that is, infinitely extended in space and
without imperfections. On the other hand, real sam-
ples are always finite and carry a certain degree of
imperfection. Furthermore, there are quantities such
as the transmission and reflection coefficients that
manifest the existence of photonic bandgaps and are
relatively easy to obtain experimentally. Among the
numerical methods that are able to compute trans-
mission and reflection, the most widely used are the
transfer matrix, the scattering matrix, and the finite-
difference time-domain method.

The transfer matrix method works in real space.
The Maxwell curl equations are discretized on a mesh
of subcells, so that the field propagation in the struc-
ture is defined by a nearest-neighbor interaction. The
matrix of the resulting linear system of equations is
called a ‘‘transfer matrix,’’ as it transfers the fields from
a subcell to another. Since the interaction is limited to
the first neighbors, the matrix is sparse. Propagation
across the whole structure is obtained by multiplica-
tion of sparse matrices. Once the transfer matrix is
obtained, the calculation of transmission and reflection
is straightforward. It is worth mentioning that when
the system is periodic, the eigenvalues of the transfer
matrix of a single unit cell yield an alternative method
for computing the photonic band structure. This is es-
pecially useful when dealing with dispersive media.

The scattering matrix method is more suitable for
the study of photonic crystal slabs (see description
below). It computes reflection, transmission, and dif-
fraction coefficients for propagation along a direc-
tion perpendicular or parallel to the waveguide
plane. Maxwell equations are first solved in each
layer by plane wave expansion. Then, using the scat-
tering matrix (S), instead of the transfer matrix,
boundary conditions are imposed at each interface.
The S-matrix connects the ingoing amplitudes to the
outgoing amplitudes. The scattering matrix S(0,N) of
the whole structure is constructed starting from the
scattering matrix of the first interface S(0,1), by ap-
plying the recursion formula Sð0; lÞ �4Sð0; l þ 1Þ.
The S-matrix yields better numerical stability than
the transfer matrix.

When working with more complex systems, with
imperfections or explicitly designed defects, a more
flexible numerical approach is required. This is ful-
filled by the finite-difference time-domain (FDTD)
method. The derivatives in the Maxwell curl equations

r� E ¼� 1

c

@B

@t
; r�H ¼þ 1

c
eðrÞ @E

@t
½9�
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are discretized by central finite differences, both in
space and time. The electromagnetic field is thus
defined on two meshes in space and time, one for the E
field and one for the H field. These meshes are inter-
laced in order to have each E field position surrounded
by nearest neighbor H field positions and vice versa.
The equations are recast in the so-called ‘‘Yee algor-
ithm,’’ which is illustrated here for a two-dimensional
case:

Exjnþ1=2
i;jþ1=2 ¼ Exjn�1=2

i;jþ1=2 þ
cDt

ei;jþ1=2Dy
Hzjni;jþ1 �Hzjni;j
	 


½10�

Eyjnþ1=2
iþ1=2;j ¼ Eyjn�1=2

iþ1=2;j �
cDt

eiþ1=2;jDx
Hzjniþ1;j �Hzjni;j
	 


½11�

Hzjnþ1
i;j ¼Hzjni;j �

cDt

Dx
Eyjnþ1=2

iþ1=2;j � Eyjnþ1=2
i�1=2;j

	 

þ cDt

Dy
Exjnþ1=2

i;jþ1=2 � Exjnþ1=2
i;j�1=2

	 

½12�

Looping on i, j (space), and n (time) simulates the
propagation of the electromagnetic field through the
structure. Once the Yee algorithm has been imple-
mented, the discretization of the dielectric constant
e(r) is the only step that needs to be adapted to the
specific simulation. This is a great advantage of
FDTD with respect to the transfer matrix method. A
Gaussian pulse is sent along a chosen direction, while
detection lines collect the incident and outgoing pow-
er. The transmission coefficient is simply the ratio of
outgoing to incident power. The reflection coefficient
can be obtained in a similar manner. When the sys-
tem is periodic, it is also possible to obtain the band

structure from an FDTD simulation. Specific imple-
mentations of the FDTDmethod have been developed
to treat media with strong frequency dispersion, such
as metallic or metallo-dielectric systems.

Three-Dimensional Photonic Crystals

The first photonic structure that has been shown to
possess a complete bandgap in three dimensions is
the diamond lattice of dielectric spheres in air or air
spheres in a dielectric material. The photonic gap
opens provided the dielectric constant is large
enough and it exists in a wide range of filling fac-
tors. Another simple 3D structure with a complete
bandgap is the f.c.c. lattice of air spheres in a die-
lectric material: this is often called the ‘‘inverse opal’’
structure. An example of photonic bands and DOS
for this structure is shown in Figure 1. The frequen-
cies are given in dimensionless units oa=ð2pcÞ � a=l,
where a is the lattice constant, and as such they are
invariant under a scale transformation. A full
bandgap forms between the eighth and ninth bands
with a relative width Dog=ogE4%. On the other
hand, no gap is formed between lower-lying bands,
but a pseudogap with low photonic DOS occurs
around a=l ¼ 0:52: a degeneracy between the second
and the third bands at the W point and along the XU
line prevents a gap from opening.

The inverse opal is derived from the (direct) opal
structure, that is, an f.c.c. lattice of dielectric spheres
in air: indeed, the opal is a natural gem consisting
of a close-packed lattice of silica spheres with an
f.c.c. arrangement. Artificial opals can be obtained
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Figure 1 (a) Photonic bands and (b) DOS for an f.c.c. structure of close-packing air spheres in a dielectric material with e ¼ 12. The

shaded area in (a) denotes the photonic gap. Inset: Brillouin zone and symmetry points of the f.c.c. lattice.
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by self-assembling of spheres in a colloidal solution.
The voids are then filled with a high-index material
(Si or TiO2) and the template is subsequently remo-
ved to obtain the inverse structure. This procedure
allows one, in principle, to realize a photonic crystal
with a complete bandgap in the optical region. In
real systems, however, a small amount of disorder is
always present: the gap shown in Figure 1 is not very
robust as it is relatively narrow and is formed be-
tween higher-lying bands, which are very sensitive to
disorder.

Many other structures possessing a complete pho-
tonic gap in three dimensions have been studied. Two
of them are shown in Figure 2. The structure in
Figure 2a, called the ‘‘Yablonovite’’ (from the name
of its proponent, E Yablonovitch) is obtained by
drilling three sets of cylindrical holes with a
triangular pattern, at 35.261 from the surface nor-
mal and at 1201 with respect to each other. It rep-
resents a distortion of the diamond structure of air
spheres in a dielectric material, where the surface is a
(1 1 1) plane of the crystal and the holes correspond
to [1 1 0] open channels of the diamond structure.
The Yablonovite can be realized, in principle, at in-
frared and optical wavelengths by deep lithography.
The structure in Figure 2b, often called ‘‘woodpile,’’
is obtained by stacking four alternate layers of die-
lectric rods: starting from a first layer, the second
layer is rotated by 901 with respect to the first, and
the third layer is shifted by a/2 (a is the lattice con-
stant) with respect to the first one. The woodpile
structure can be realized by a series of stacking steps.

The fabrication procedures of Yablonovite and of
woodpile are examples of ‘‘top-down’’ and ‘‘bottom-
up’’ approaches, respectively.

Two-Dimensional Photonic Crystals

2D photonic crystals have a dielectric constant that is
periodic in a plane (xy) and homogeneous in the
third (z) direction. The most interesting situation is
when light propagates in the xy plane, that is, for a
vertical wave vector kz ¼ 0. The system is invariant
under specular reflection with respect to the mirror
plane xy; thus the electromagnetic eigenmodes can be
classified as even or odd with respect to this mirror
symmetry. Even states have nonvanishing field com-
ponents (Ex,Ey,Hz) and are called H- (or TE-) po-
larized modes, while odd states have nonzero field
components (Hx,Hy,Ez) and are called E- (or TM-)
polarized. Unlike in the 3D case, there is a strong
polarization dependence of the photonic bands.

Most 2D structures that have been studied are
based on a square or on a hexagonal Bravais lattice.
In general, the most favorable situation for a complete
photonic gap is to have a structure with the highest
possible rotational symmetry: this helps in achieving
an overlap between bandgaps along different direc-
tions of the Brillouin zone. The square Bravais lattice
has a fourfold symmetry axis, while the hexagonal
lattice has a sixfold rotational axis that is the max-
imum possible symmetry for periodic Bravais lattices.
Higher rotational symmetries are possible for non-
periodic structures, such as quasicrystals.
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Figure 2 Schematic plots of the Yablonovite (a) and woodpile (b) photonic structures.
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Figure 3 shows two examples of 2D photonic
bands in structures with a full bandgap for all direc-
tions and polarizations, namely the triangular lattice
of air holes in a dielectric medium (Figure 3a) and the
graphite or honeycomb lattice of dielectric pillars in
air (Figure 3b). Both structures are based on the 2D
hexagonal Bravais lattice. The triangular lattice of
holes has a large gap between the first and the second

H-band and a smaller gap between the second and
the third E-band, which overlap in the region shown
by a dashed area in Figure 3a. For the assumed value
of the dielectric constant (e ¼ 12), the H-gap is found
to open for hole radii r=a40:16, while the E-gap
opens only for hole radii r=a40:4; therefore, a po-
larization-independent gap exists only for relatively
high values of the air fraction. The graphite lattice of
pillars, instead, has two complete bandgaps between
higher-lying bands. Notice that the graphite lattice of
pillars supports a large gap between the second and
third E-bands, which however does not overlap any
H-gap.

As a general rule, structures with a connected di-
electric lattice (like that of Figure 3a) tend to have
larger gaps for H-polarization, while structures with
disconnected dielectric pillars (like that of Figure 3b)
tend to support larger E-gaps. This criterion, which
can be traced back to Maxwell boundary conditions
for the nonvanishing field components, is generally
followed for both square and hexagonal Bravais
lattices. The overlap of H- and E-gaps is a stronger
condition that occurs only in a few cases, those
shown in Figure 3 being the most common examples.
In real systems, the complete gap shown in Figure 3a
is easier to realize, because it is lower in frequency
and less sensitive to disorder. For technological ap-
plications, a polarization-sensitive gap is often suffi-
cient and the commonly used structure is the
triangular lattice of air holes for smaller air fractions
than shown in Figure 3a, in order to reduce radiation
losses.

2D photonic structures can be defined by a top-
down procedure based on lithography and etching.
The prototype of a 2D photonic crystal is macropo-
rous silicon, which is obtained by wet etching of Si in
an electrochemical cell. It should be remembered that
the photonic bands such as those shown in Figure 3,
refer only to propagation in the xy plane: in a system
that can be considered as homogeneous in the z-di-
rection, the bands retain an out-of-plane dispersion
and light is free to propagate in the vertical direction.
This mechanism is exploited in a new class of optical
fibers, which are known as holey- or photonic crystal
fibers.

Photonic Crystal Slabs

In order to achieve a better control of light propagat-
ion, a 2D photonic structure can be embedded in a
planar (slab) dielectric waveguide, thereby realizing a
‘‘photonic crystal slab.’’ A few possible structures are
shown in Figure 4. The theoretically simplest system
is the ‘‘air bridge’’ (Figure 4a), which consists of a self-
standing patterned dielectric membrane surrounded
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Figure 3 Photonic bands of (a) a triangular lattice of air holes

with radius r=a ¼ 0:45 in a dielectric material and (b) a graphite

lattice of dielectric pillars with radius r=a ¼ 0:18 in air. The die-

lectric material has e ¼ 12 in both cases. Solid (dashed) lines

represent H- (E-) polarized modes: they are even (odd) with re-

spect to a horizontal mirror plane. The shaded areas denote the

photonic gaps. Insets: structures and 2D Brillouin zone.
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by air. The air bridge has the highest refractive index
contrast between the core and the cladding. Figure 4b
exemplifies the silicon-on-insulator (SOI) structure,
consisting of an air/Si/SiO2 waveguide in which only
the Si layer is patterned. A system with a weak refr-
active index contrast is shown in Figure 4c, and it can

be realized with GaAs/AlGaAs or with InP/InGaAsP
waveguides: both the core and the cladding need to
be patterned in order to maintain the guiding prop-
erties of the slab. The fabrication of photonic crystal
slabs requires epitaxial growth, lithography, and dry
(reactive-ion) etching steps.

Photonic crystal slabs are characterized by the
light-line issue. Only photonic modes that lie below
the light dispersion of the cladding material(s) in
the k2o plane are truly guided and stationary, while
modes that lie above the cladding light line(s) are
radiative and only quasi-guided. For a specified value
of the in-plane wave vector, the truly guided modes
lie in a frequency region of the discrete spectrum,
while quasi-guided modes lie in the region of the
continuous spectrum and appear as resonances: their
line width can be related to an imaginary part of the
mode frequency.

An example of mode dispersion in a photonic
crystal slab is shown in Figure 5 and it refers to an air
bridge patterned with a triangular lattice of holes.
Figure 5a shows the real part of the frequency dis-
persion in the G–K direction. The cladding light line
(dotted line in the figure) separates the regions of
guided and quasi-guided modes. The planar wave-
guide is monomode up to a frequency oa=ð2pcÞD
0:61, where a second-order mode appears. Re(o)
is generally larger than for the ideal 2D case due
to a vertical confinement in the slab waveguide:
this effect is particularly pronounced for a strong

(a)

(b)

(c)

Figure 4 Schematic plots of photonic crystal slabs: (a) air

bridge, or self-standing membrane, (b) SOI, where only the Si

core layer is patterned, and (b) AlGaAs/GaAs/AlGaAs, where all

layers are patterned.

0.3
K

Wave vector Reflectance

0° 80° 10−5 10−4 10−3 10−2 10−1

Horiz. even
Horiz. odd

Horiz. even
Horiz. odd

TM pol

0.4

0.5

0.6

(a) (b) (c)

0.7

0.3

0.4

0.5

0.6

0.7

Im(�)a/2c
Γ

R
e�

a
/(

2
c)
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index-contrast slab. Figure 5b displays the calculated
reflectance of a plane wave incident on the surface
of the slab, for increasing values of the angle of
incidence. Spectral structures appear in reflectance
spectra, which mark the excitation of photonic
modes and whose evolution as a function of the in-
cidence angle corresponds to the o(k) dispersion of
Figure 5a: the wave vector parallel to the surface is
conserved and it equals k ¼ ðo=cÞsin y (modulo a
reciprocal lattice vector). Figure 5c shows the
imaginary part of the frequency of quasi-guided
modes plotted as a function of the real part. The
imaginary part depends strongly on the mode index
and on the wave vector, and it vanishes when the real
part of the dispersion crosses the light line and goes
into the guided mode region. It can be seen that an
increasing imaginary part in Figure 5c corresponds to
an increasing line width of the reflectance structure in
Figure 5b.

The imaginary part of the mode frequency leads to
an imaginary part of the wave vector through the
relation ImðkÞ ¼ ImðoÞ=vg, where vg ¼ do=dk is the
group velocity. Physically, a propagating quasi-
guided mode in an ideal photonic crystal slab is sub-
ject to intrinsic radiative losses due to diffraction out
of the 2D plane. In real systems, extrinsic diffraction
losses related to fabrication aspects (insufficient hole
depth, nonvertical profile, roughness of the side-
walls) are present for both guided and quasi-guided
modes.

Defect States

It is well known in the electronic structure theory
that localized defects introduce impurity states in the
gap. An analogous phenomenon takes place in pho-
tonic crystals. A common example is a planar defect
in a 1D photonic crystal, which is known as a planar
(or Fabry–Pérot) microcavity. Linear and point de-
fects in photonic crystals of higher dimensionality
also give rise to defect modes within the photonic
bandgap. The simplest kinds of defects can be treated
with the methods introduced for bulk photonic crys-
tals, provided the defect is repeated with supercell
periodicity.

An example of photonic bands for a line defect, or
channel waveguide in a photonic crystal slab is shown
in Figure 6. The structure consists of a single missing
row of holes in the G–K direction of the triangular
lattice (see inset). The defect modes are found outside
the projections of the 2D bands onto the G–K direc-
tion, which are denoted by shaded regions. The defect
mode that falls below the photonic gap of the
triangular lattice is called ‘‘index-guided,’’ because
it is laterally confined by the dielectric discontinuity

between the channel region and the surrounding pho-
tonic crystal. The modes that exist only within the
bandgap of the 2D lattice are called ‘‘gap-guided’’ and
are laterally confined by the photonic gap, that is, by
the lack of electromagnetic eigenmodes in the sur-
rounding material. Both index- and gap-guided modes
can be seen in Figure 6. Notice that the defect modes
can be either guided or quasi-guided, according to
their frequency with respect to the cladding light line.
Truly guided defect modes allow, in principle, for
straight propagation without losses.

The linear defect structure in a photonic crystal
lends itself to the realization of ultra-compact
waveguides with sharp bends, which cannot be ob-
tained with conventional dielectric waveguides based
on total internal reflection. Figure 7 shows an exam-
ple of wave propagation through a 1201 bend in the
triangular lattice of holes – the electromagnetic pulse
is guided through the bend by the existence of a
photonic gap in 2D. The FDTD method is particu-
larly useful to model this kind of structures.

Measuring the Photonic Band Structure

In conclusion, a few experimental methods for me-
asuring the photonic band structure are mentioned.
The frequency window of a photonic bandgap can be
obtained by transmission (or reflection) measurements.
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Figure 6 Dispersion of defect modes of a linear waveguide in a

membrane with thickness d=a ¼ 0:3 and dielectric constant

e ¼ 12. The structure is shown in the inset and the holes in the
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The conceptually simplest method for obtaining the
photonic band dispersion in the direction of light
propagation is to measure the phase delay f(o) of an
electromagnetic wave through the photonic crystal: if
d is the thickness of the sample, the wave vector at any
given frequency can be obtained from the relation
fðoÞ ¼ kðoÞd. This method has been applied by
means of phase-sensitive measurements, first in the
microwave spectral region and later in the near infra-
red and visible regions. The band dispersion in the
direction of light propagation can also be obtained by
analyzing Fabry–Pérot fringes in reflection or trans-
mission through a sample of finite size. The photonic
dispersion in two or three dimensions can also be
derived by measuring the beam propagation (i.e., the
refraction) of a light beam impinging on the photonic
crystal at nonnormal incidence. The 2D band disper-
sion above the light line in photonic crystal slabs
can be obtained by variable-angle reflectance meas-
urements from the crystal surface. The principle is
apparent from Figure 5b: the spectral position of
a resonant structure in reflectance yields both the
frequency and the parallel wave vector of a photonic
mode. The same variable-angle reflectance technique
can be applied to 2D and 3D photonic crystals, and
in this case, it leads to the dispersion of photonic
bands in a plane parallel to the crystal surface. Finally,
the photonic dispersion can also be obtained by

angle-resolved luminescence measurements in the far
field: this is the photonic analog of angle-resolved
photoemission spectroscopy for electronic systems.

See also: Crystal Symmetry; Electrodynamics: Continu-
ous Media; Electronic Structure Calculations: Plane-Wave
Methods; Nuclear Models and Methods; Tight-Binding
Method in Electronic Structure.

PACS: 42.70.Qs
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Figure 7 Electric field profile for an electromagnetic wave

propagating through a 1201 bend designed in a triangular lattice

of air holes (FDTD calculation in two dimensions). The modulus

of the field is represented in a linear scale.
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Introduction

Photosynthesis is the transformation of light energy
into fuel that drives essential life processes in a variety
of organisms. The physics of photosynthesis is pho-
tophysics: the collection and handling of sunlight and
its conversion to a more stable form of energy. The
subsequent utilization of this light energy involves a
series of chemical reactions, which taken together
comprise the global biological function of photosyn-
thesis. In this article, the focus is on the fundamental
steps of photosynthesis. The article begins by looking
at the nanoscale machines involved, and then follows
the path of an absorbed photon of sunlight as it jour-
neys through the photosystem until eventually being
converted into chemical potential.

It is worth bearing in mind that the total time of
this phase of photosynthesis is no more than 100ps,
yet it is packed with numerous small steps, each of
which has now been resolved in exquisite detail. Since
the 1980s, photosynthetic complexes have been crys-
tallized and analyzed to the atomic level. At the same
time, lasers have been replacing the Sun in laboratory
studies with increasingly better time resolution, such
that one can now initiate and follow the flow of
energy and charge in real time. This combination of

detailed structural and dynamic information has
opened a new window on photosynthesis, revealing
the importance of these fundamental physical proc-
esses on the overall biological function.

Photosynthetic Machinery

Photosynthesis occurs in plants, algae, and some bac-
teria. The photosynthetic apparatus of all these organ-
isms contains two key components responsible for the
primary photophysics: light-harvesting (LH) complex-
es and reaction centers (RCs). Both are sophisticated
pigment–protein structures located within cell mem-
branes, and while they are necessarily coupled, each
has a unique task. The light-harvesting complexes
capture photons and transfer the solar energy both
within and between complexes until it reaches the
reaction centers, where this energy is then used to
shuttle electrons across the photosynthetic membrane.

The essential components of photosynthesis can be
viewed as nanoscale machines arranged in a complex
web (rather than a linear assembly line operation) for
optimal performance. Figure 1 shows the photosyn-
thetic apparatus responsible for collection and
conversion of solar energy for the case of purple
nonsulfur bacteria. These primitive organisms serve
as prototype species for studies of the physics of
photosynthesis. Unlike plant systems, the various
components of the photosynthetic apparatus in these
bacteria can be easily isolated and purified. In some
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LH1

LH2

LH2

LH2

LH2

B800

B850

B880

Figure 1 Schematic representation of the photosynthetic machinery of purple nonsulfur bacteria, based on crystallographic data. For

clarity, the protein and carotenoid molecules are omitted. The peripheral light-harvesting complex LH2 contains two circular aggregates

of bacteriochlorophyll molecules, labeled B800 and B850 according to their characteristic absorption maxima at 800 nm and 850 nm.

Likewise, the larger core light-harvesting complex LH1 contains a broken ellipse of aggregated bacteriochlorophylls, the B880 ring.

Nestled within the LH1 complex is the photosynthetic reaction center (RC). The supramolecular aggregate of LH2, LH1, and RC

complexes is called the photosynthetic unit.
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species, these components have been crystallized,
allowing atomic-level structural information to be
extracted. Also, the genetic makeup of these systems
is known, allowing site-specific mutagenesis in which
individual amino acids in the protein matrix can be
altered. Such mutants are invaluable in studies aimed
at detailed structure–function relations.

Figure 1 shows schematically a top-down look at
the photosynthetic membrane of purple bacteria,
based on real structural data. The ring-like structures
are light-harvesting (LH) complexes. These complexes
contain cylindrical aggregates of alpha-helical pro-
teins (not shown) that span the lipid bilayer mem-
brane and noncovalently bind the pigment molecules
in circular or elliptical arrays. Nestled within one of
these rings is another pigment–protein complex, the
so-called reaction center (RC). This complex contains
two branches with near mirror symmetry, also span-
ning the photosynthetic membrane. The overall sup-
ramolecular aggregate of peripheral light-harvesting
complexes LH2 and core complexes containing the
RC and surrounding LH1 complex is called the pho-
tosynthetic unit (PSU), though the ratio of LH2 to
LH1-RC varies according to growth conditions such
as temperature and light intensity.

In the intricate network of molecules arranged
within the protein matrix, the function is determined
by the location. While a chlorophyll molecule in the
reaction center plays an essential role in photochem-
istry, a chlorophyll molecule located in an antenna
complex functions in a completely different man-
ner. These functions are described in the following
sections.

Harvesting Light

The first step of photosynthesis is the collection of
sunlight. How is light captured by living things?
Illuminated molecules may either reflect or absorb
incident light. Molecules that are especially capable
of absorbing light in the visible region of the spec-
trum and give color to living things are called
pigments. The pigments of photosynthesis are pri-
marily chlorophylls, of which there are many differ-
ent varieties. These molecules efficiently absorb light
in the red and blue regions of the solar spectrum,
while reflecting away most of the green (hence the
predominance of this color in Nature). In addition,
a variety of other less-abundant pigments enhance
the light-absorbing capabilities of photosynthetic
organisms by capturing other regions of the visible
spectrum. Carotenoids, for example, have strong
absorption in the blue-green region, but reflect away
the yellow to red wavelengths. These pigments are
largely responsible for the autumn ‘‘colorama,’’

showcasing the presence of the carotenoids that be-
comes gloriously apparent as the chlorophyll in the
leaves of the trees begins to break down.

When a molecule absorbs a photon of visible light,
one of its electrons is promoted to a higher energy
state. The molecule is then said to be in an electronic
excited state. The wavelengths of light that are ca-
pable of creating excited states for a given molecule
are given by an absorption spectrum. In Figure 2, the
absorption spectra of chlorophyll and carotenoid
molecules are shown, in comparison with the solar
irradiance spectrum on Earth. The entire visible
range of light (400–700 nm) as well as much of the
near-infrared (up to 1000 nm) is used to drive pho-
tosynthesis in different organisms.

Understanding the excited states in photosynthesis
is a key area of biophysics research, as it is from these
states that all physical processes such as energy trans-
fer and trapping as well as chemical reactions may
occur. The nature of the excited state depends not
only on the characteristic properties of the individual
molecule, but also on its specific location within the
photosynthetic complex. Interactions between neigh-
boring pigments and, to some extent, the surrounding
protein can shift the excited-state energies and there-
by affect dynamics. For example, in photosynthetic
purple bacteria, the primary pigment is bacteriochlo-
rophyll. The main absorption of this pigment when
isolated in solution is at B780nm. In the photosyn-
thetic unit, however, the absorption band shifts ac-
cording to its location (and corresponding function):
in the peripheral light-harvesting complex (LH2),
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there are two distinct binding sites for bacteriochlo-
rophyll, giving rise to absorption bands at 800 and
850nm, respectively. These binding sites are corre-
spondingly labeled B800 and B850; see Figure 1. In
the B800 ring, the individual pigments are well
separated (by B20 Å), and the spectral properties
are determined mainly by weak interactions with the
protein environment. In the B850 ring, however, the
pigments are tightly packed in a ‘‘waterwheel’’ ar-
rangement; the further red-shifted absorption of the
molecules here is due to the much stronger excitonic
coupling between adjacent pigments. The ring struc-
ture also enhances absorption and acts as an energy
storage unit. In the LH1 core light-harvesting com-
plex, which directly couples to the reaction center, the
bacteriochlorophyll absorb at 880nm, and have an
arrangement similar to the B850 ring. This tuning of
absorption properties with location is crucial to the
overall function of photosynthesis, creating an energy
hierarchy that efficiently funnels light energy into the
reaction center.

Antenna Action: Energy Transfer

While the reaction center is the hotspot for photo-
synthetic energy conversion, by itself it can only cap-
ture a few photons per second (given its absorption
cross section, the solar flux, and its overlap with the
solar irradiance spectrum). Yet, the turnover time of
the reaction center function is of the order of 10ms,
that is, it is capable of a much higher throughput.
Hence, an antenna system evolved to catch extra
photons and feed them to the reaction center.

Antenna networks are highly regulated to maxi-
mize the efficiency of energy collection while at the
same time avoiding photodamage that can occur
when too much light is absorbed. These functions
occur by rapid and directional energy transfer reac-
tions. Following absorption of solar light, the pig-
ment molecules are in electronically excited states. In
principle, this excitation energy may then be used
directly to drive a chemical reaction. However, in
photosynthesis, the energy is first transferred between
many molecules, over quite large distances, before it
arrives at the site of action.

The antenna system increases the amount of sun-
light that can be absorbed compared to a single
pigment, thereby increasing the number of photons
available for photochemistry. A photosynthetic an-
tenna is analogous to a satellite dish, collecting energy
from a large area and concentrating it at a small re-
ceiver site (the reaction center), thereby greatly inc-
reasing the signal strength. Antenna networks contain
an additional 100–10000 pigments per reaction cen-
ter. Molecules located in the antenna do not perform

any chemistry, but simply transfer the collected energy
between each other in a well-defined and efficient
manner. For optimal functioning, energy collected by
the antenna pigments must reach the reaction center
withinB100ps; hence, the transfer between individu-
al pigments should be of the order of 1 ps or less. This
transfer process is purely physical and is governed by
the energetic interactions between molecules.

Advances in ultrafast laser spectroscopy have allo-
wed detailed measurements of these energy transfer
dynamics in real time. In the laboratory, a femtosec-
ond laser replaces the sun and initiates the process of
interest. As the absorption of the antenna pigments is
determined by their location, the laser may be tuned
to be resonant with a given molecule, thereby isolat-
ing a specific energy transfer step. For example, in
the LH2 complex of purple bacteria, the B800 to
B850 energy transfer can be targeted by tuning an
excitation pulse to 800 nm, and then probing the
arrival of energy by monitoring the buildup of the
transient absorbance signal at 850 nm with a second
delayed femtosecond pulse. By varying the timing of
the probe pulse, the dynamics of the process may be
followed at discrete time steps, which, when com-
bined, yield a kinetics trace.

All photosynthetic systems have an inherent
energy gradient that dictates the flow of energy
among the pigments. In purple bacteria, this is given
by B800-B850-B880-RC (note that the valuable
contributions of carotenoids, which perform acces-
sory light harvesting in addition to other important
functions, are ignored). The associated time con-
stants for these transfer steps are shown in Figure 3.
The lifetime of an isolated antenna complex, decou-
pled from the reaction center, is of the order of 1 ns.
During this time, the excitation energy moves freely
among the lowest-energy pigments of the antenna
network, until eventually dissipated by nonradiative
relaxation processes. In the full photosynthetic unit,
where antennas are connected to reaction centers, the
excitation is trapped within 30–50 ps. Hence under
physiological conditions, nearly all the energy is uti-
lized for photochemistry.

Excitation transfer in biological systems has usual-
ly been described as an incoherent hopping process
following the theory of Förster. It is hard to overes-
timate the physical insight obtained by this approach.
At the same time, a number of experimental observat-
ions for photosynthetic pigment–proteins do not fit
into this picture and call for a more general descrip-
tion of the problem. The incoherent Förster descrip-
tion of electronic energy transfer assumes that the
interaction between the involved molecules is very
weak. In the opposite limit of strong interaction be-
tween the molecules, a molecular exciton description
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is appropriate. In this limit, the excited states of the
individual molecules combine to exciton states com-
mon for all the interacting molecules (the aggregate),
the excitation is coherently delocalized over a number
of pigment molecules and the absorption spectrum
exhibits a prominent exciton band structure. Time
evolution in the exciton picture occurs via phonon-
induced relaxation between exciton levels. These two
descriptions, incoherent hopping and exciton relaxa-
tion, are the two qualitatively different limiting cases
of the general process of excitation dynamics. What
description should be chosen for a particular obser-
vation depends on the system properties and the
experimental conditions. It may happen that the real
situation is somewhere in between these two limiting
cases, in which case the analysis is particularly
challenging.

The important factor in deciding which process(es)
occur is the ratio of the coupling between electronic
transitions (V) and the disorder (D). The disorder may
be either static (spectral inhomogeneity) or dynamic
(electron–phonon interaction). If V/D is much less
than unity, then the interactions are considered very
weak and energy transfer occurs in the incoherent
Förster hopping regime. In the opposite case, if
V=Dc1, the interaction is very strong and the exci-
ton picture is used. In both cases, the transfer rate can
be calculated using the first-order perturbation theory
leading to the Fermi Golden rule. In the hopping de-
scription, the electronic coupling (V) acts as a per-
turbation; in the exciton picture, an electron–phonon
coupling (dynamic disorder) is the perturbation.

In the weak coupling incoherent limit, the rate of
energy transfer (energy hopping) from a donor to an
acceptor molecule is determined by three different
molecular properties: the electronic coupling between
donor and acceptor (V), the overlap of donor fluo-
rescence and acceptor absorption spectra (J), and the
relative orientation of the molecules (k), and given by

KETBV2Jk2

A few things should be noted. The electronic coup-
ling (V) has two contributions, one short-range elec-
tron-exchange interaction (which decays exponentially
with the intermolecular distance R) and one long-
range Coulombic interaction (which scales as R�6).
These two cases are described in Figure 4. The inter-
action accounted for in the Förster mechanism and
implicated by the transition dipoles is the generally
dominating dipole–dipole contribution to the Cou-
lombic interaction; higher multipole terms are also
generally present, but of much less importance for
molecules with strong transition dipole moments (e.g.,
strongly allowed optical transitions). The electron
exchange term in the interaction may become impor-
tant at very short distances, when there is overlap of
the donor and acceptor molecular orbitals. This is the
so-called Dexter mechanism, and in particular for
molecules with forbidden optical transitions, it may
become important. Energy transfer in photosynthetic
antenna complexes between the lowest forbidden
excited state of carotenoid molecules and the lowest
excited state of chlorophyll molecules has been dis-
cussed in terms of the Dexter mechanism.
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Figure 3 Energy transfer times between the various pigments in the photosynthetic units of purple bacteria.
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Figure 4 Interactions governing excitation energy transfer. The

Coulombic interaction promotes simultaneous deactivation of the

donor and excitation of the acceptor. The electron exchange

interaction involves transfer of excitation energy via direct

exchange of electrons between donor and acceptor molecules.
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In the exciton picture, the excitation energy is de-
localized over the interacting pigment molecules.
However, the extent of delocalization is determined
by the V/D ratio, and in a real system, exciton de-
localization is generally smaller than the physical size
of the molecular aggregate. The localization process
may also have a dynamic part due to the dynamic
contribution to the disorder D, and the exciton there-
by changes its size in time. The relevant aspects of the
energetics and dynamics in the exciton limit are the
exciton level structure, the dynamics of exciton re-
laxation among the set of exciton levels, the extent
and dynamics of delocalization of the exciton, and
the motion of the whole exciton over the aggregate of
interacting molecules. The energies of the exciton
states are obtained from the Hamiltonian of the
interacting molecules and the dynamics may be ob-
tained from the density matrix of the system.

Energy Conversion and Storage

Electron transfer reactions are Nature’s solution to
the problem of converting the short-lived energy of
electronically excited molecules into a more stable
form of energy, which can, in addition, be trans-
formed into various energy-rich substances with
practically unlimited storage potential. Nature has
devised highly efficient systems that optimize elec-
tron transfer processes while at the same time avoi-
ding back-reactions and quenching processes.

When the excitation energy reaches the photosyn-
thetic reaction center, it launches a sequence of elec-
tron transfer reactions that create a charge-separated
state in which positive and negative charges are sep-
arated over the lipid bilayer membrane. Energy stored
in this manner can then be used to pump protons
across the membrane. The resulting proton motive
force drives the synthesis of energy-rich compounds
such as adenosine triphosphate (ATP). ATP is ther-
modynamically stable for a sufficiently long time to
serve as the ‘‘fuel’’ for many subsequent biochemical
processes. Once stored in the form of ATP, the energy
can be used in the cell at any arbitrary instant for
transport, synthesis, or other chemical reactions that
require input energy.

Again, of all the photosynthetic organisms, the re-
action center of anoxygenic purple bacteria is best
understood. Though in contrast to the wide variety in
the configurations of antenna complexes, the reaction
centers of bacteria and plants share a rather common
structural and functional motif. The reaction center
consists of a number of protein subunits that form a
scaffold (not shown) to hold the photochemically
active molecules. While a number of these molecules
are identical or similar to the (bacterio)chlorophyll

pigments found in the antenna, here the molecules are
called cofactors to distinguish their different function.
The structure of the reaction center from Rhodobac-
ter sphaeroides is shown in Figure 5. The cofactors
are bacteriochlorophylls (P and B in Figure 5), ba-
cteriopheophytins (H), quinones (Q), and an iron at-
om (located between the quinones; not shown). The
cofactors are arranged into two nearly symmetric
branches (A and B), joined at the top by the so-called
‘‘special pair’’ of bacteriochlorophyll molecules that
are located so close together as to form a super mol-
ecule or dimer.

When the excitation energy collected by the an-
tenna network finally arrives at the reaction center, it
initiates a cascade of electron transfer reactions.
These reactions have been visualized by a variety of
spectroscopic techniques, in particular ultrafast tran-
sient absorption spectroscopy, often combined with
genetic manipulations of the native structure to bet-
ter elucidate structure–function relations. Upon light
irradiation, the excited dimer (P*) transfers an elec-
tron to the bacteriochlorophyll (BA) and the ba-
cteriopheophytin (HA) on the A side of the branch
within a few ps. The resulting radical pair (PþH�

A)
decays in about 200 ps moving the electron onward
to the quinones.

The most striking feature of the reaction center
activity is the unidirectional transport down branch
A (the active branch), despite the apparent twofold
symmetry of the structure. The electron is 200 times

P

BABB

HA

QA
QB

HB

3 ps

1 ps

200 ps

200 µs

Figure 5 X-ray structure of the active molecules in the reaction

center from the photosynthetic purple bacteria Rhodobacter

sphaeroides, showing the pathway and time constants of electron

transport via the active branch A.
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more likely to follow branch A than branch B. While
considerable experimental and theoretical efforts
have tackled this discrepancy, it remains as one of
the most intriguing puzzles in the primary processes
of photosynthesis.

The high quantum yield of primary charge sepa-
ration (as much as 0.95 in some systems) comes with
a price: a lower energetic yield. The final radical pair
state of the bacterial RC contains 0.55 eV, which is
only 40% of the excited state energy of the primary
electron donor (or around a third of the average
photon energy absorbed by the antenna). Perhaps the
energetic efficiency of the RC could be improved
upon in synthetic RC-like structures, though model
systems (consisting of electron donor and acceptor
molecules connected by covalent links) have shown
quantum efficiencies of 30% or less. Most likely, the
rigidity of the protein surrounding the donor and
acceptor pigments is essential to achieve such high
quantum efficiency.

From Natural to Artificial Photosynthesis

An understanding of how Nature works will allow
one to use the basic principles for other purposes.
The most obvious application of artificial photosyn-
thesis is the conversion of sunlight to useful forms of
energy, such as electricity by photovoltaic devices
or fuel by photochemical reactors. Modern solar
cells are already being built on principles gleaned
from natural photosynthesis. Sensitized semiconduc-
tor materials are environmentally friendly and beco-
ming cost-effective alternatives to silicon. Solar cells

based on this material utilize sensitizer molecules
that act as antenna pigments to collect sunlight in a
wide spectral region and funnel the solar energy into
the semiconductor by way of an electron transfer
process. Ongoing research will lead to the developm-
ent of new, more efficient solar light-harvesting tech-
nologies that not only mimic Nature, but perhaps
also surpass it.

See also: Elementary Excitations in Biological Systems;
Excitons: Theory; Optical Absorption and Reflectance;
Time-Resolved Optical Spectroscopies.

PACS: 82.39.Rt; 82.53.Ps; 87.14.Ee; 87.15.Kg;
92.20.Lw
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The piezoelectric effect describes the linear relation-
ship between the mechanical (stress s and strain x) and
electrical (electric field E, and electric displacement D
or polarization P) fields that is observed in certain
classes of materials. The ‘‘direct’’ piezoelectric effect,
which describes an electric field or electric displace-
ment generated by mechanical stress or strain, was
discovered by Pierre and Jacques Curie in 1880. The
so-called ‘‘converse’’ effect, which describes mechani-
cal strain or stress generated by an electric field or
charge was theoretically predicted by G Lippmann in
1881 and confirmed experimentally by the Curies in

1882. The term ‘‘piezo’’ has its origin in the Greek
word for pressure (e.g., piezoelectricity which means
electricity produced by pressure) and was proposed by
W Hankel in 1881. The formulation of piezoelectricity
in tensor form followed the 1894 work of Voigt.

Thermodynamic Formulation of the
Piezoelectricity

A convenient way to formally derive piezoelectric ef-
fect is by using thermodynamics of polarizable, elas-
tically deformable solids. The reversible change dU
in the internal energy U of an elastic, dielectric mate-
rial that is subjected to a small change of the strain
dxij, electric displacement dDi, and entropy dS is
given by dU ¼ T dS þ sij dxij þ Ei dDi, where T is the
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temperature of the material, indices i; j ¼ 1; 2; 3 in-
dicate components of the tensors, and summation
over repeated indices is assumed. The choice of the
independent variables is arbitrary, and for experi-
mental convenience one generally chooses the set T,
sij, Ei instead of S, xij, Di used above to formulate dU.
The change of independent variables from one set to
another is accomplished by performing a Legendre
transformation of U by adding to it, the expression
�TS� xijsij�EiDi. The resulting free energy func-
tion G ¼ U � TS � sijxij � EiDi is known as the
Gibbs free energy. The differential of G is dG ¼
�S dT � xij dsij � Di dEi and, therefore, xij ¼ �ð@G=
@sijÞT;E and Di ¼ �ð@G=@EiÞT;s. The subscripts in-
dicate that the variables are kept constant. The
derivatives dconverse

ijk ¼ ð@xij=@EkÞT ¼�ð@2G=@Ek@sijÞ
and ddirect

kij ¼ ð@Dk=@sijÞT ¼ �ð@2G=@sijEkÞ define
the converse and the direct piezoelectric effect, where
dijk are elements of the tensor of the piezoelectric co-
efficient. Since the order in which the second
derivatives are taken is irrelevant, one obtains the
following Maxwell relations:

ddirect
kij ¼ @Dk

@sij

� �
T

¼ � @2G

@sij@Ek

� �

¼ � @2G

@Eik@sij

� �
¼ @xij

@Ek

� �
T

¼ dconverse
ijk

which demonstrate the thermodynamic equivalence
of the converse and the direct piezoelectric effect. The
piezoelectric effect can be formulated in integrated
form as

Dk ¼ dT
kijsij

and

xij ¼ dT
ijkEk

The superscript T indicates that the piezoelectric
coefficient is considered under isothermal conditions
and is usually not written explicitly. In nonpolar

materials, adiabatic and isothermal coefficients are
identical while in polar (pyroelectric) materials their
difference is usually negligible.

The piezoelectric tensor equations are generally
written in reduced matrix form, according to the fol-
lowing convention by Voigt: dijk ¼ dim, where m ¼ 1;
2; 3 for jk ¼ 11; 22; 33, and dijk ¼ 1=2 dim, where
m ¼ 4; 5; 6 for jk ¼ 23 or 32; 13 or 31; and 12 or 21,
respectively. The piezoelectric effect is thus expressed
in reduced form as xm ¼ dmiEi and Di ¼ dimsm. Note
that while dijk transforms as tensor, dim does not.

The signs of the piezoelectrically generated charge
D (or polarization P) and strain x depend on the
direction of applied mechanical and electric fields,
respectively. This distinguishes the piezoelectric ef-
fect from electrostriction in which the electric field of
either sign produces the same sign of the strain. This
sign of a piezoelectric coefficient is a matter of
convention. For example, a dkk is defined as positive,
if tension sk parallel to Xk axis causes a potential
difference on two parallel faces perpendicular to Xk,
such that the positive terminal coincides with the
face of the crystal on which þXk points from inside
the crystal. A given piezoelectric coefficient dij can be
either positive or negative, and can change the sign
with temperature or frequency. It is common to call
piezoelectric coefficients measured in the direction of
the applied field, longitudinal coefficients (d11, d22,
d33), and those measured in the direction perpendi-
cular to the field, transverse coefficients (e.g., d31,
d23). Other piezoelectric coefficients are known as
shear coefficients (e.g., d15, d26) (Figure 1).

The remaining combinations of the electric and
mechanical variables (E, x;D, x;D, s) define additio-
nal thermodynamic functions from which the follow-
ing pairs of direct and converse piezoelectric relations
can be derived: sm ¼ �eimEi and Di ¼ eimxm; sm ¼
�hx

imDi and Ei ¼ �himxm; xm ¼ gimDi; and Ei ¼
�gimsm, where e, g, and h are the piezoelectric coef-
ficients. The relationships among the four piezoelectric

V PP

∆I1

∆I1

∆I3

I3

I1

I3

I3

Vd31x1
∆I1
I1

=

I3

Vd33x3
∆I3
I3

=

transverse effect

direct effect

I1

V
d15x5

∆I1
I3

= shear effect=

=

=

Figure 1 Illustration of the converse longitudinal, transverse, and shear piezoelectric effect in a polar material. The shaded areas

indicate conductive layers (electrodes) applied on the sample surfaces to collect charge or apply electric field.
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coefficients in reduced matrix notation are given by

dim ¼ einsE
nm ¼ esijgjm ðmV�1 or CN�1Þ

eim ¼ dincE
nm ¼ ex

ijhjm ðCm�2 or NðVmÞ�1Þ
gim ¼ hinsD

nm ¼ bsijdjm ðm2 C�1 or VmN�1Þ
him ¼ gincD

nm ¼ bx
ijejm ðNC�1 or Vm�1Þ

The units of each coefficient are indicated in paren-
theses. The difference between the coefficients can be
illustrated by taking as an example g and d coeffi-
cients. The matrix indices are omitted for simplicity.
Relation D ¼ ds describes the piezoelectric charge
measured on electrically shorted samples, with free
flow of the charge into the external electric circuit. If
the sample is open circuited, this piezoelectric charge
will accumulate on the sample surface and generate a
voltage (or electric field E) across the sample. The field
depends on the capacitance (i.e., dielectric permittivity
e) of the sample (charge¼ capacitance� voltage) and
is related to the stress by E ¼ �gs, where g ¼ d=e.

Piezoelectric Constitutive Equations and
Electromechanical Coupling Factors

Following the thermodynamic approach given
above, the total strain in a piezoelectric material
under the combined influence of electric and mecha-
nical fields, under isothermal conditions and in the
limit of the linear response, is given by

xm ¼ sE
mnsn þ dimEi ½1�

where the first term denotes the Hook’s law. Under
the same conditions, the total charge density (or
dielectric displacement) generated by a piezoelectric
material is given by

Di ¼ dimsm þ esijEj ½2�

where the second term indicates polarization of the
material by an electric field. The pairs of equations of
this type are known as the piezoelectric constitutive
equations. Terms describing coupling to thermal,
magnetic, and other effects can be added to cons-
titutive relations as necessary. Analog constitutive
equations can be written for g, e, and h coefficients.

Analysis of any problem involving piezoelectric
effect must usually involve full constitutive equations
and not just its piezoelectric part. A common experi-
mental situation is illustrated in Figure 2, where an
external stress s3 is applied on a piezoelectric sample
and the generated charge is collected on the top and
bottom surfaces of the sample. Application of a stress
deforms the sample both longitudinally and laterally.
If the sample is short-circuited and free to deform

laterally, the only stress present is the applied stress,
and the piezoelectric charge collected from the elect-
roded top and bottom faces is given by D3 ¼ d33s3
(e.g., the case of a ferroelectric sample poled along its
thickness as shown in Figure 2). However, if the
sample is clamped laterally (e.g., a piezoelectric thin
film deposited on a thick, perfectly rigid substrate),
the clamping will be equivalent to having additional,
effective stresses, s1 and s2, opposing the lateral de-
formation of the sample. The piezoelectric charge is
then given by D3 ¼ d31s1 þ d32s2 þ d33s3. The lat-
eral stresses can be calculated from the clamping
condition x1 ¼ x2 ¼ 0 ¼ sE

1nsn ¼ sE
2nsn. The effective

piezoelectric coefficient is then given by deff
33 ¼

d33 þ f ðsmn; dimÞ. In many cases, function f(smn,dim)
is negative so that the effective d33

eff can be as much as
50% smaller than the true piezoelectric coefficient. In
practice, the boundary conditions can be more com-
plex and it is often necessary to consider constitutive
equations with mixed independent variables (e.g.,
strain and stress). This is the case when the substrate
also deforms, in which case f includes elastic prop-
erties of the substrate, and can become positive,
increasing the apparent piezoelectric response. The
influence of function f can be minimized by changing
the aspect ratio of the sample.

Because of the piezoelectric coupling between the
electrical and elastic variables, the values of the di-
electric permittivity and elastic compliance (or stiff-
ness) in piezoelectric materials will not be the same if
measured under different experimental conditions. If
an electric field is applied on a clamped one-dimen-
sional sample, the resulting piezoelectric stress is s ¼
�eE ¼ �ðd=sEÞE. Replacing this stress into expres-
sion D ¼ dsþ esE for the dielectric displacement, one
obtains D ¼ ðes � d2=sEÞE ¼ exE where ex ¼ esð1�
d2=sEesÞ ¼ esð1� k2Þ is called the clamped (zero
strain) dielectric constant. The parameter k, defined
by k2 ¼ d2=sEes, is known as the electromechanical

Rigid substrate

Piezoelectric sample

D3

x3=s33�3 x1=0=s11�1+s13�3 D3=d31�1+d33�3

�1

�3

�1

Figure 2 Illustration of the clamping effect and use of both pairs

of constitutive equations for a two-dimensional piezoelectric

material. The only externally applied stress is s3, whereas the

lateral stress s1 is a consequence of the clamping.
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coupling coefficient. In some ferroelectrics, k may be
as large as 0.7–0.9 leading to as much as 50–80%
difference between the free (zero stress) and clamped
(zero strain) dielectric constant. It can be shown in a
similar way that the elastic compliance sD, measured
under open circuit conditions (zero or constant D),
and compliance sE, measured under short circuit
conditions (zero or constant E), are related by sD ¼
sEð1� d2=sEeXÞ ¼ sEð1� k2Þ. The coupling coeffi-
cients depend on measurement direction. In many
applications, the coupling coefficients are the most
important figure of merit of a piezoelectric material.

The coupling coefficients may be related to the ra-
tio of the input mechanical (or electrical) energy and
the stored electrical (or mechanical) energy. However,
when defined as the energy ratio, the coupling coef-
ficient is well defined only for simple geometries. For
more complex shapes, this energy ratio depends on
external variables and thus cannot represent a prop-
erty of the material.

Symmetry Relations and Piezoelectricity

Because the strain and stress are symmetrical tensors,
the piezoelectric-coefficient tensor is also symmetri-
cal with respect to the same indices, dijk ¼ dikj. The
number of independent piezoelectric coefficients is
thus reduced from 27 to 18. The number of in-
dependent elements of dijk may be further reduced by
the symmetry of the material.

By using Neumann and Curie principles, it is pos-
sible to predict which materials can exhibit piezoelec-
tric effect. The application of an electric field (which is
a vector – a first rank tensor – and thus possesses
noncentrosymmetric symmetry) changes dimensions of
any insulating material by separating the centers of the
negative and positive charges. The stress field (a tensor
of fourth rank, with center of symmetry), can polarize
a material (separate centers of positive and negative
charges) only if there is at least noncentrosymmetric
distribution of charges in the material. It is straightfor-
ward to see why piezoelectric effect cannot exist in a
centrosymmetric material. If stress (which is centro-
symmetric) is applied on a centrosymmetric material
and the crystal gets polarized, then inversion of the
crystal and stress will lead to the same crystal-stress
state, but polarization would be reversed. This is pos-
sible only if the polarization is zero. Thus, the piezo-
electric and other effects described by odd-rank tensors
are forbidden by the symmetry in crystals that belong
to 11 centrosymmetric groups and in noncentrosym-
metric point group 432. Crystals that belong to the
remaining 20 noncentrosymmetric groups can exhibit
the piezoelectric effect. These 20 point groups are
sometimes called piezoelectric point groups. Ten of the

piezoelectric point groups possess a unique polar axis
and may exhibit, in the absence of an external field, a
spontaneous polarization vector, Ps. All ferroelectric
crystals, which exhibit the largest piezoelectric coeffi-
cients (see the next section), belong to these ten polar
point groups. Ferroelectric materials are different from
other polar materials in the fact that their spontaneous
polarization can change direction under external fields.
This feature (see the next section) is essential in
obtaining piezoelectric effect in polycrystalline ferro-
electric materials. Thus, some piezoelectrics are pyro-
electric and some pyroelectrics are ferroelectrics, while
all pyroelectrics and ferroelectrics are piezoelectric. For
example, SiO2 is a piezoelectric but nonpolar material.
ZnO is a polar, thus pyroelectric and piezoelectric
material, but is not ferroelectric (direction of Ps cannot
be switched by an external field). BaTiO3 is a piezo-
electric, polar (pyroelectric), and ferroelectric material.
It should be emphasized that the value of a piezoelec-
tric coefficient can still be zero even if the symmetry of
the material allows for its presence.

Crystallographic point groups with discrete sym-
metry elements are insufficient to describe polycrys-
talline and noncrystalline materials. Properties of a
ceramic with a random orientation of crystallites (or
grains) are, for example, identical in all directions
and may be described by introducing the symmetry
axis of an infinite order, whose symbol is N. The
point groups that contain infinity symmetry axes are
called the limit groups of symmetry or Curie groups.
Ceramic materials with a random orientation of
grains possess spherical symmetry, NNm, which is
centrosymmetric, and cannot exhibit piezoelectric
effect even if the symmetry of each grain belongs to
one of the piezoelectric or polar point groups. If the
ceramic is, however, ferroelectric, the spontaneous
polarization direction in each grain may be re-
oriented by an external electric field. Such poled or
polarized ceramic possesses symmetry of a cone,
Nm, and exhibits piezoelectric effect.

Since the piezoelectric effect is a tensor, its properties
are dependent on the orientation of the material. A
triclinic material belonging to point group 1 exhibits
18 different piezoelectric coefficients, whereas poled
ferroelectric ceramics, which can be described by point
group 6mm, possess only three independent piezo-
electric coefficients: d33, d31 ¼ d32, and d24 ¼ d15.

Microscopic Origin of the Piezoelectricity
and Contributions to the Piezoelectric
Effect

As the piezoelectric effect is present in a vast number
of compounds, ranging from simple compositions
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such as quartz to complex solid-state solutions, nat-
ural and synthetic organic and biological materials to
many heterogeneous materials, it is clear that there
are many different microscopic mechanisms that can
lead to a piezoelectric response. The first theory of
the piezoelectric effect in crystals was proposed by
Born in 1933. In his theory of dynamics of crystal
lattices, he formulated the piezoelectric effect in
terms of displacement of positive and negative char-
ges but the quantitative agreement of the calculated
response and experimental values was unsatisfactory,
especially for crystals with a mixed covalent–ionic
bonding.

Theoretically, there was for some time a disagre-
ement in the literature even about the formal proof
that piezoelectricity is a well-defined bulk property.
Presently, the most advanced theoretical approach in
describing the piezoelectric response of both compo-
sitionally simple piezoelectrics and complex perovs-
kite solid solutions, is based on first-principle
calculations. In perovskite ferroelectrics, the strain
coefficient eij can be calculated as

eim ¼ 1

2pO

X
a

Ra;i
d

dxm
ðOGa;lPlÞ

¼ eim;c þ
X

k

eai

O
Z�

k;iiðkÞ
duiðkÞ
dxm

where Pl are components of the total polarization
calculated as a Berry phase of the wave functions
resulting from first-principle calculations, O is the
cell volume, and Ra,j and Ga,l are components of
three (a ¼ 1; 2; 3) real-space and reciprocal lattice
vectors, respectively. eim;c is the so-called clamped-
ion or homogeneous-strain contribution that cor-
responds to applied macroscopic strain and zero
internal strain (internal coordinates are scaled with
cell size and shape). The last term corresponds to
change in polarization induced by internal distor-
tions only; it is related to the effective charge tensor
Z� and to the response of the internal atomic coor-
dinates to a macroscopic strain (dui/dxj). k runs over
all atoms of the cell, e is the electronic charge, and ai

are lattice constants along the i-direction. It is the last
term in the above expression that is of most interest
in identifying the contribution of each atom in the
piezoelectric response of a crystal.

Piezoelectric dim coefficients can be calculated from
first-principle approaches by considering the free
energy F ¼ U � PiEi. The internal energy U is obtai-
ned from first-principle calculations, Pi as a Berry
phase, and Ei are components of the external field.
The piezoelectric d coefficient can be calculated as a
slope of strain versus electric field, where the strain is
calculated from the free energy. These first-principle

calculations lead not only to a satisfactory agreement
between calculated and experimental piezoelectric co-
efficients, but can, in principle, be used to predict new
materials with predefined piezoelectric properties.

From the phenomenological point of view, the
piezoelectric effect in ferroelectric materials may be
described reasonably well by the Landau–Ginzburg–
Devonshire approach. In this framework, the piezo-
electricity has its origin in electrostriction biased by
the spontaneous polarization. The d coefficient can,
for example, be expressed as d ¼ 2eQPs where Q is
an electrostrictive coefficient.

Recently, a high piezoelectric or piezoelectric-like
response was discovered in materials in which no
piezoelectric effect would be expected. Strontium
titanate, SrTiO3, is a simple cubic centrosymmetric
perovskite at room temperature; however, high piezo-
electric response (d3141000pmV� 1) was discovered
at cryogenic temperatures. The mechanism of the
piezoelectric response in SrTiO3 is presently not un-
derstood, but its divergence as T-0K suggests that it
could be associated with a quantum critical point and
field-induced phase transition into a piezoelectric and
possibly ferroelectric phase at TE0K. A piezoelec-
tric-like response, where strain is reversibly propor-
tional to charge, has been reported in the platinum
metal with nanoporosity when submerged in an elec-
trolyte, and an electric potential is applied between
the metal and electrolyte. The piezoelectricity is
related to the charge-induced strain at the interface
(metal/pores) layer, and strain levels comparable to
those in the best piezoelectric ceramics have been
observed.

Polyvinylidene fluoride (PVDF) is a semicrystalline
polymer, consisting of basic CH2–CF2 units which
form a head-to-tail structure CH2–CF2–(CH2–CF2)n–
CH2–CF2. The crystalline part consists of a nonpolar
phase and a highly polar phase, in which dipoles
are due to the distribution of H� and Fþ ions on
opposite sides of the polymer chain. As grown, PVDF
is macroscopically nonpolar due to random orienta-
tion of polymer chains, but can be rendered polar by
the application of mechanical stress and electric field.

In some materials, the piezoelectric effect can
be due to several processes. In ferroelectric AgNa
(NO2)2, for example, the piezoelectric effect consists
of two contributions: one related to ionic and elec-
tronic polarizations of the lattice, and the other to
ordering of NO2 radicals. The contribution of radi-
cals relaxes at relatively low frequencies (30 kHz),
so that the piezoelectric response exhibits a strong
Debye-like relaxation.

Besides the piezoelectric response arising from the
molecular or atomistic mechanisms (sometimes called
intrinsic response), there are a number of the so-called
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extrinsic contributions to the piezoelectric response
whose value can be comparable to that of the intrinsic
effect. In ferroelectric materials, for example, the dis-
placement of ferroelectric-ferroelastic domain walls
(e.g., 901 domain walls) at weak electric and elastic
fields will modify both the polarization and shape of
the sample, and thus contribute to the piezoelectric
response. Both theoretical estimates and experimental
studies show that this contribution of moving domain
walls can account for as much as 50–70% of the total
piezoelectric response. The movement of domain
walls is nonlinear and hysteretic even at relatively
weak fields, so that the piezoelectric response in ferro-
electric materials often exhibits a charge–pressure and
strain–electric field hysteresis (Figure 3). The piezo-
electric hysteresis and nonlinearity are undesirable in
many high-precision applications such as piezoelectric
actuators used in scanners.

Besides the nonlinearity, the piezoelectric response
in many ferroelectric materials exhibits a frequency
dependence and creep. In heterogeneous materials,
the dielectric (or elastic) dispersion may couple with
elastic (or dielectric) and piezoelectric properties
through the piezoelectric effect leading to dispersion
of the latter. Interestingly, the charge–pressure or
strain–electric field relationship can exhibit clock-
wise or counterclockwise hysteresis. This is possible

because the strain and electric field, and charge den-
sity and pressure, are not conjugate work variables,
and the corresponding hystereses do not possess
energy units.

In complex materials, such as lead zirconate titan-
ate, Pb(Zr,Ti)O3 or PZT, it is possible to design prop-
erties to enhance or reduce extrinsic contributions,
thus arriving at materials that possess either higher
(but less stable) or more stable (but generally lower)
properties. The former materials are called soft, and
latter hard. Typical soft PZT is obtained by doping
the ceramic with donor cations (e.g., replacing part of
(Ti,Zr)þ 4 with Nbþ 5), whereas hard characteristics
are obtained by doping the ceramics with acceptor
cations (e.g., replacing part of (Ti,Zr)þ 4 with Feþ 3).
The amounts of dopants necessary to significantly
change the properties are small, in the order of
0.5–2%. However, commercial hard and soft com-
positions differ also in composition, structure, and
contain large concentrations of other additives, be-
sides containing acceptor and donor dopants.

Piezoelectric Materials

The piezoelectric effect is widely encountered in na-
ture and many synthetic materials. The best known
natural piezoelectric material is quartz, SiO2, while
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Figure 3 (a) Linear, nonhysteretic, and dispersion-free direct piezoelectric effect in SrBi4Ti4O15 ceramics. (b) The direct piezoelectric

effect in soft Pb(Zr,Ti)O3 ceramics exhibits strong nonlinearity, charge–pressure hysteresis, and frequency-dependent response. so

indicates amplitude of the dynamic pressure. The charge–pressure curve is centered numerically whereas the sample is always under

compressive stress during the measurements.

Piezoelectricity 305



among thousands of synthetic materials, the most
widely used and best understood are ferroelectric
ceramics belonging to solid solutions of lead zircon-
ate and lead titanate, Pb(Zr,Ti)O3 (PZT). Quartz ex-
hibits nearly perfect, unhysteretic, linear and stable,
but a weak piezoelectric response. The piezoelectric
coefficients of PZT are about two orders of magnit-
ude higher than in quartz (Table 1). At present, PZT
is not available in single crystal form; it is prepared
as ceramics that need to be poled to exhibit the pi-
ezoelectric response. The best piezoelectric properties
in PZT are observed near 1:1 Zr : Ti ratio. In this
region (called morphotropic phase boundary region
or MPB), the crystal structure of PZT changes from
tetragonal (PbTiO3-rich side) to rhombohedral
(PbZrO3-rich side) via an intermediary monoclinic
structure (Figure 4). The following arguments are
used to interpret the origin of exceptionally large
piezoelectric properties in the MPB region: (1) be-
cause the free energies of the rhombohedral, tetra-
gonal, and monoclinic phases at MPB are close to
each other, there is a large number of available direc-
tions (6 tetragonal, 8 rhombohedral, 22 monoclinic)
along which the polarization vector can reorient
during the poling process; thus, a ceramic can be

poled more efficiently, (2) at MPB, which represents
a composition-induced phase transition region, some
piezoelectric coefficients exhibit a maximum, just
as in the vicinity of a temperature-induced phase
transition, (3) those grains whose polar direction is
oriented along an oblique direction with respect
to the measuring field will, in general, exhibit a
piezoelectric response which combines longitudinal,
transverse, and shear effects; this increases the piezo-
electric response because shear effects tend to be
large at the MPB.

Recently, a new class of piezoelectric crystals was
discovered with longitudinal and transverse piezo-
electric coefficients reaching, along certain crystallo-
graphic directions, values of 1000–2500pCN�1 with
shear coefficients in the range 4000–5000pCN� 1,
and coupling coefficients as large as 0.95. These crys-
tals are solid solutions of a relaxor ferroelectric,
such as Pb(Zn1/2Nb2/3)O3 or Pb(Mg1/2Nb2/3)O3, and
ferroelectric PbTiO3. As in PZT, the properties are
maximized in the vicinity of the MPB (Figure 4), and
along certain crystallographic directions, as shown in
Figure 5. When a crystal is poled along a nonpolar
direction, a special domain structure results, which is
referred to as ‘‘engineered domain structure.’’ In some

Table 1 Piezoelectric properties of selected materials

Material Piezoelectric coefficient ðpC N�1Þ Coupling coefficient Comment

Soft PZT d33¼600 k33¼ 0.75 Poled ceramic

Hard PZT d33¼200 k33¼ 0.67 Poled ceramic

d15¼500

PMN-PT d33¼2500 k33¼ 0.93 Single crystal; d33 long [0 0 1] pseudocubic direction

d15¼4900

SiO2 d11¼2.3 k11¼ 0.1 Single crystal

PVDF d31¼30 k33¼ 0.2 Poled polymer

d33¼ �15

PbTiO3Pb(B1B2)O3 mol.% PbTiO3

0 0
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m

pe
ra
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Figure 4 Schematic illustration of (a) temperature-composition phase diagram, and (b) piezoelectric coefficient–composition de-

pendence, as observed in many solid solutions of simple and complex perovskites (e.g., PbZrO3 and Pb(Mg1/2Nb2/3)O3) with PbTiO3.
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cases (e.g., rhombohedral crystals poled along
/001S pseudocubic direction, Figure 5), the engi-
neered domain state not only gives a large piezo-
electric response but is also stable and hysteresis free.

Polymer–ceramic piezoelectric composites, which
have been developed during the 1970s and 1980s, are
now routinely used for medical imaging and under-
water (SONAR) applications. The polymer phase is
nonpiezoelectric while ceramic is a PZT composition.
Different connectivities of the two phases are used.
The role of the polymer is mainly to reduce the density
and thus improve acoustical impedance matching to
human body and water, and to reduce transverse
piezoelectric effect and thus reduce cross-talk of
elements in transducer arrays. The most important
synthetic organic piezoelectric is PVDF.

PZT, quartz, and PVDF are the most widely used
piezoelectric materials. Other than these materials,
LiNbO3 and LiTaO3, tourmaline, modified PbTiO3,
lead metaniobate PbNb2O6, BaTiO3, and materials
belonging to the family of bismuth titanate-based
aurivillius structures are used for special applications.
There are some attempts to partly replace quartz by
crystals belonging to the langasite La3Ga5SiO14 fam-
ily, and GaPO4, both of which exhibit a higher piezo-
electric response than quartz, temperature-stable
properties and operating temperatures significantly
higher than quartz. Recent developments in the area
of piezoelectric thin films have raised interest in PZT
and AlN films. Presently, there are attempts to deve-
lop lead-free piezoelectric materials (e.g., KNbO3,
Na0.5Bi0.5TiO3 based compositions) with properties
comparable to those of PZT. The ab initio theories

appear to be a promising approach in predicting new
materials with high piezoelectric properties.

Many organic, synthetic and natural, and biologi-
cal materials are piezoelectric, including nylon,
wood, hair, bones, and eye tissue. The piezoelectric
effect in bovine eyes is several times higher than in
quartz. The origin of piezoelectricity in animal and
human tissue can be traced to collagen. However,
presently, it is not clear whether the piezoelectric
effect in living tissue has any physiological role.

Applications of Piezoelectric Materials

Piezoelectric applications can be divided into three
general categories: sensors, actuators, and high-fre-
quency transducers. The piezoelectric sensors are
based on the direct effect and are used to measure
and detect force, acceleration, and vibration by
transforming them into electric (charge or voltage)
signals. A typical PZT ceramic with d33 of 300
pCN� 1 will generate 3 nC when pressed with 10N,
an easily measured quantity. If short circuited, a cube
of PZT with side 1 cm and with relative dielectric
constant of 1000 will give voltage of B30V when
pressed with 10N. The piezoelectric sensors are thus
very sensitive. They are not effective at constant or
very slowly varying forces, since all materials possess
some conductivity and piezoelectric charge will even-
tually leak leading to drift and loss of the signal.

The actuators are based on the converse piezo-
electric effect and are used to generate force and
small displacement. The same PZT cube as above
will change its size by only 0.3 nm when subjected to

Polarization
direction
[001]

Direction of
maximum d33

(a)

Polarization
directions

Direction of
maximum d33

(b)

<001>

Figure 5 Dependence of the longitudinal d33 piezoelectric coefficient on crystal orientation for (a) crystals belonging to point group 3m,

such as rhombohedral PZT, BaTiO3, or Pb(Zn1/2Nb2/3)O3-PbTiO3, (b) the four domain states in such a crystal poled along pseudocubic

[0 0 1] direction.
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100V. This is excellent for small displacement
control, for example, in atomic force and electron
microscope scanners, but different schemes have
to be worked out to amplify displacements of piezo-
electrics for applications where mm range move-
ment or higher is required (e.g., actuators for fuel
injection).

Piezoelectric materials can be forced into mecha-
nical resonance if driven by an electric field with the
same frequency as the natural mechanical resonance
frequency of the piezoelectric sample. A case which
can be considered is that of a thin bar made of ferro-
electric ceramics and poled along thickness direc-
tion, such that lengthcthickness, width4thickness
(Figure 6a). This reduces the problem to a one-
dimensional case. An electric field is applied along the
thickness (X3 direction). At low frequencies of the
driving field, the piezoelectric strain inside the sample
can be considered to be homogeneous. However, as

the wavelength of an electrically generated acoustical
wave becomes comparable to the dimensions of the
sample, strain becomes nonuniform. The Newton
equation for a longitudinal wave propagating along
X1 direction is given by rð@2d1=@t2Þ dV ¼ F, where
d1 is the displacement of an elemental volume dV,
and F ¼ ð@s1=@X1Þ dV is the force. However, due to
piezoelectric coupling, the stress depends on the elec-
tric field. The Newton equation then becomes mod-
ified by the piezoelectric constitutive eqn [1] resulting
in the wave equation:

@2d1=@t2 ¼ð1=sE
11rÞð@2d1=@X2

1Þ
¼ ðvEÞ2@2d1=@X2

1 ½3�

which is obtained considering that @E3=@X1 ¼ 0 and
x1 ¼ @d1=@X1, where vE is the velocity of the longi-
tudinal elastic waves in the bar. For simple harmonic
motion, d1 ¼ d0eiot. Taking into account the boundary
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Figure 6 (a) Piezoelectric bar resonator made of a ferroelectric ceramic and poled along thickness. The shaded area indicates the

electrode. Another electrode is placed on the bottom surface of the sample and the electric field is applied on these electrodes.

(b) Mechanical longitudinal displacement as a function of position for the bar in transverse resonant mode (controlled by d31). Ad-

mittance (Y) as a function of frequency for (c) lossless (Y¼ iB) and (d) lossy resonator (Y ¼ G þ iB). Resonant (fr) and antiresonant (fa)

frequencies are marked in (c).
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condition s1 ¼ 0 at X1 ¼ 0; l and eqn [1], expression
[3] can be solved for d1 (Figure 6b). On the other hand,
the electrical admittance Y of the vibrating bar is
obtained from the ratio of the current I and voltage V
across the vibrating bar Y ¼ I=V ¼ w

R
ð@D3=@tÞ

dX1=
R

E3 dX3, and can be calculated explicitly as
a function of materials coefficients d, s, and e using
relations [1]–[3].

Y ¼ i
owl

t
es33 �

d2
31

sE
11

� �

þ i
2wd2

31

ð
ffiffiffiffiffiffiffiffiffi
rsE

11

q
ÞsE

11t
tan

olð
ffiffiffiffiffiffiffiffiffi
rsE

11

q
Þ

2
½4�

Resonance (admittance becomes infinite) occurs

when o ¼ np=ðl
ffiffiffiffiffiffiffiffiffi
rsE

11

q
Þ, where n ¼ 1; 3; 5;y. This

is the same frequency at which mechanical resonance
of an unloaded frictionless bar occurs. Resonances for
n41 are called overtones.

In the presence of losses, purely imaginary admit-
tance Y¼ iB, where B is called susceptance and is
shown in Figure 6c, will exhibit a real part, G, called
conductance, Y ¼ G þ iB, Figure 6d. Using charac-
teristic resonant frequencies, the material coefficients
can be calculated. For example, at resonance, fr,

admittance Y-N, so that tanIolð
ffiffiffiffiffiffiffiffiffi
rsE

11

q
Þ=2m-N

and fr ¼ 1=ð2l
ffiffiffiffiffiffiffiffiffi
rsE

11

q
Þ, which can be used to calculate

the elastic constant. At antiresonance, fa, admittance
Y ¼ 0 and therefore

tan½ðp=2Þðfa=frÞ�=½ðp=2Þðfa=frÞ�
¼ ðk2

31 � 1Þ=k2
31

which permits calculation of k3l and thus d31 ¼
k31

ffiffiffiffiffiffiffiffiffiffiffiffi
sE
11e

s
33

q
. The permittivity can be measured sepa-

rately at subresonant frequencies. Values of the
characteristic frequencies are modified in the case
of lossy resonators.

High-frequency and resonant properties of piezo-
electric materials have been widely used in many
high-frequency applications, including ultrasonic
medical and nondestructive imaging, frequency
control (time measurements), filters, for chemical,

biological and thickness monitoring, and in piezo-
electric transformers.

See also: Crystal Symmetry; Ferroelectricity; Pyroelec-
tricity.

PACS: 77.22.�d; 77.65.� j; 77.80.� e; 77.65.Bn;
77.65.Fs; 77.84.Dy
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& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Consider a metal whose conduction electrons move
freely. In equilibrium, the negative electronic charge
is balanced by the positive charge of the ionized
metal atoms. If this balance is somehow disturbed by
perturbing the electron density, increasing it within
some region R which becomes thus negatively
charged, the electrons would be subsequently driven
away from that region by their mutual repulsion.
Equilibrium is however not restored immediately, as
the electrons have inertia and would keep on moving
away from R even after the system becomes neutral.
Thus, after some time interval, R would become
positively charged. The electrons would then be
attracted to this positive charge, arresting their
outward motion and inducing an inward motion.
By overshooting the equilibrium situation again, R
would become negative again and the whole cycle
would repeat itself until the energy associated with
the perturbation is lost through Joule heating or
some other dissipative process. Thus, an oscillation
of the charge carrier density may be established
within conductors. Due to the analogy between the
electronic dynamics within a metal and the motion of
charged ions within a plasma, the charge oscillations
described above are known as plasma oscillations,
and they have a characteristic frequency op which
depends on the mass, density, and charge of the car-
riers, known as the plasma frequency. Typically, this
frequency is much higher than the thermal frequency
kBT=_, where kB is Boltzmann’s constant, T is the
temperature, and _ is Planck’s constant, so that the
quantization of the plasma oscillations has to be
taken into account when describing the electronic
dynamics of solids. A quantized plasma oscillation
of a conductor, with a typical energy Ep ¼ _op, is
known as a ‘‘plasmon.’’

Simple Models

To estimate the plasma frequency, consider the most
simple model of a conductor: that of a gas of elec-
trons of number density n0 moving freely in a
homogeneous positively charged background and
interacting with the self-consistent field E. If some-
how, a charge accumulation Q localized in a given
region R is produced due to a compression or a

rarefaction of the electron gas (Figure 1), it produces a
Coulomb field EðrÞ ¼ Qr=r3 far away, where the
vector r goes from R toward the observation posi-
tion. Each electron becomes accelerated according to
Newton’s second law, md2r=dt2 ¼ �eEðr; tÞ, where
m and � e are the electronic mass and charge, res-
pectively, so that @jðr; tÞ=@t ¼ ðn0e

2=mÞEðr; tÞ, where
j ¼ �n0edr=dt is the electric current density at r.
Integrating over a large closed surface S that sur-
rounds the charge completely, one obtains ðd=dtÞR
S da � j ¼ ðne2=mÞ

R
S da � E, which becomes a simple

differential equation for the charge

d2Q

dt2
¼ � 4pne2

m
Q ½1�

by introducing the continuity equation
R
S da � j ¼

�dQ=dt and Gauss’ law
R
S da � E ¼ 4pQ. Its solution

QðtÞ ¼ Qð0Þe�iopt oscillates with the bulk plasma
frequency

op ¼ 4pne2

m

� �1=2

½2�

Typical values for the energy of a quantized plasma
wave or plasmon are Ep ¼ _opB5–15eV.

If the charge were located at the surface of a
semi-infinite conductor, half of the field lines would
be in vacuum and would induce no electric current

Σ

Figure 1 Charged region R (gray) in a homogeneous conduc-

tor. The charge Q contained within the Gaussian surface S
(dashed circle) produces a field Eðr ; tÞ (wide arrows) which

induces a current density jðr ; tÞ (thin arrows) which flows across

S, modifying Q over time t and yielding a plasma oscillation.

310 Plasmons



(Figure 2), the current flow across the surface S
would then be cut in half, and the charge would obey

d2Q

dt2
¼ �

o2
p

2
Q ½3�

instead of eqn [1]. The solution QðtÞ ¼ Qð0Þe�iost is
an oscillation with the surface plasma frequency

os ¼
opffiffiffi
2

p ½4�

As a last simple example, consider a small spher-
ical metallic particle which is initially perturbed by
displacing all of its electrons by a distance f (Figure 3).
Thus, by a distance there would be an accumulation
of electrons on one hemisphere and a deficiency
of electrons on the other hemisphere. The ensuing
surface charge s ¼ P � n̂ produces a homogeneous
electric depolarization field E ¼ �ð4p=3ÞP, where
P ¼ �n0ef is the electric polarization. This field
accelerates the charges, according to md2f=dt2 ¼
�eE, which becomes

d2

dt2
f ¼ �

o2
p

3
f ½5�

upon substitution. Its solution fðtÞ ¼ fð0Þe�iodt oscil-
lates with the dipolar surface plasma frequency

od ¼ opffiffiffi
3

p ½6�

These examples show that different systems may
have plasmons, that is, collective excitations that
involve fluctuations in the charge density, with

different frequencies which depend not only on the
properties of the material but also on geometrical
properties such as size and shape.

Dispersion Relations

The previous section discussed a few simple models
that predict charge oscillations of frequencies op, os,
and od at infinite, semi-infinite, and small conduc-
tors. In this section, these quantities will be calcu-
lated in a more general context, and expressions
which are independent of the particular model made
for the system will be obtained.

Bulk Plasmons

According to Gauss law,

r �D ¼ 0 ½7�

in the absence of external charge, where D ¼ Eþ
4pP is the displacement field and P the polarization.
Within a linear homogeneous isotropic material, the
displacement may be written in terms of the electric
field,

D ¼ eE ½8�

where the dielectric function e is a property of the
material. Thus, Gauss law implies that er � E ¼ 0.
The trivial solution r � E ¼ 4pr ¼ 0 corresponds to
the null charge density r within a homogeneous sys-
tem and a transverse electric field. However, there is

Σ

Figure 2 Charged region R at the surface of a semi-infinite

conductor. The field Eðr ; tÞ (wide arrows) is as in Figure 1 but the

current density jðr ; tÞ (narrow arrows) is only induced in the half

space within the conductor. Thus, there is charge flow only

across half the Gaussian surface S (dashed circle).
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+

Figure 3 Metallic sphere (solid circle) all of whose electrons are

displaced the same distance f (short arrow), occupying a dis-

placed region (dashed circle), producing negative (top) and po-

sitive (bottom) surface charges (light gray). The interior (dark)

remains neutral. The polarization (narrow arrows) and electric

field (wide arrows) within the sphere are shown schematically.
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a second frequently overlooked possibility, namely,
that r � E ¼ 4pra0 but e¼ 0. Thus, the electric field
may have a longitudinal contribution, and charge
fluctuations may appear within a solid, but only if
the dielectric function is null.

Matter responds differently to electromagnetic
fields of different frequencies or colors, as demon-
strated by Newton’s prism experiments. Consequent-
ly, the dielectric function depends on the frequency,
that is, e-eo. According to the discussion above,
charge oscillations may exist but only for those fre-
quencies for which

eo ¼ 0 ½9�

This result may be applied to the Drude model, in
which electrons are assumed to respond freely and
independently to a perturbing electric field. One
would expect that independent electrons would be
unable to support collective oscillations. However,
the electron–electron interaction is partially incorpo-
rated into the Drude model by identifying the per-
turbing field with the self-consistent electric field E,
which includes the mean value of the field produced
by the electrons themselves, and not as an external
field. The Drude dielectric function is

eDo ¼ 1�
o2

p

o2
½10�

and leads to plasma oscillations at its zero

oD ¼ op ½11�

Dissipation may be incorporated by changing
o2-o2 þ io=t in eqn [10] where t is the mean time
between electronic collisions.

Plasmon excitations within a solid are possible
only due to the temporal dispersion of the dielectric
function, as the dielectric constant may only vanish at
some finite frequencies but never in the static limit.
The meaning of dispersion may be understood if the
frequency dependence is introduced explicitly into eqn
[8] (i.e., Do ¼ eoEo), which is then Fourier trans-
formed using the convolution theorem, becoming

DðtÞ ¼
Z

dt0eðt � t0ÞEðt0Þ ½12�

The Fourier transform of eo yields the delay-depen-
dent dielectric function e(t� t0), which is a measure of
the response DðtÞ of the system at time t to a per-
turbing field Eðt0Þ which acts at a time t0. Causality
demands e(t� t0)¼ 0 whenever t04t. Just as the res-
ponse of the system at a given time depends on
the excitation at previous times, it is also the case
that the response of the system at a given position
r depends on the excitation at nearby positions r 0, and
not only at r. Thus, eqn [12] should be generalized

to become

Dðr; tÞ ¼
Z

dt0
Z

d3r0eðr; r 0; t � t0ÞEðr 0; t0Þ ½13�

The dependence of e on r and r 0 is known as spatial
dispersion or nonlocality. Within a homogeneous sys-
tem, e depends only on the interval r � r 0 between
the excitation and the observation point, so that the
RHS of eqn [13] becomes a convolution. A space and
time Fourier transform then yields a simple algebraic
relation

Dqo ¼ eqoEqo ½14�

in which nonlocality is equivalent to a dependence
of the dielectric response eqo on the wave vector q
besides the frequency o. Within nonlocal media, q
defines a preferred direction even within isotropic
media. Therefore, the nonlocal response of the system
to a transverse field ET

qo>q and to a longitudinal field
EL
qo8q might differ; hence,

DT
qo ¼ eTqoE

T
qo ½15�

DL
qo ¼ eLqoE

L
qo ½16�

instead of the single eqn [14].
Identifying r-iq in Fourier space, the dispersion

relation o ¼ oq versus q of bulk plasmons is deduced
from eqn [7] and is expressed implicitly by

eLqo ¼ 0 ½17�

that is, for a given wave vector q, longitudinal waves
may propagate provided their frequency oq is such
that the longitudinal dielectric function vanishes.

Notice that plasmons do not propagate within local
media as their group velocity vg ¼ rqoq vanishes, but
in a spatially dispersive medium, the frequency of the
plasmon does depend on the wave vector and plasm-
ons may propagate and transport energy. A simple
model that illustrates plasmon propagation is the
hydrodynamic model, a generalization of the Drude
model, in which the conduction electrons feel the
forces due to variations of the pressure beyond their
interaction with the self-consistent field. The pressure
is mainly due to the Pauli principle which allows only
one fermion to occupy each electronic state. To in-
crease the density of an electronic fluid, higher energy
levels have to be occupied and this requires work. The
hydrodynamic longitudinal dielectric function is

eHqo ¼ 1�
o2

p

o2 � b2q2
½18�

where b is a measure of the compressibility of a
Fermion gas of density n0. A calculation of b assu-
ming local equilibrium of the electron gas yields
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b ¼
ffiffiffiffiffiffiffiffi
1=3

p
vF, where vF ¼ _kF=m is the Fermi velocity,

_kF ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2mEF

p
is the Fermi momentum, and EF is the

Fermi energy, that is, the kinetic energy of the highest
occupied state. More elaborate calculations are con-
sistent with a frequency-dependent b with the value
b ¼

ffiffiffiffiffiffiffiffi
3=5

p
vF at typical plasmon frequencies. The dis-

persion relation [17] of bulk plasmons becomes

o ¼ ðo2
p þ b2q2Þ1=2 ½19�

which is illustrated schematically in Figure 4.
Notice that eqn [19] may also be solved for q,

given the value of o. For ooop the solution is
imaginary, meaning that charge fluctuations may
exist for frequencies below op, but they do not
propagate. Rather, they decay exponentially within a
distance ls ¼ 1=jqj. In the static limit, one obtains
ls ¼ lTF from eqn [19], where lTF ¼ b=oP is the
Thomas–Fermi screening length.

One of the main drawbacks of the hydrodynamic
model is that it ignores the single-particle excitations.
For a free-, independent-electron conductor, these con-
sist of electrons which are taken from occupied states
with momentum _k within the Fermi sphere (i.e.,
_ko_kF) and excited into empty states with momen-
tum _ðkþ qÞ outside of the Fermi sphere, leaving a
hole in the initial state. The momentum of these elec-
tron–hole (e–h) pairs is _q and its energy _2½ðkþ
qÞ2 � k2�=2m may take a quasicontinuum of values
bounded by _2ðq272qkFÞ=2m. Plasmons with wave
vector q and energy _o within these bounds, displayed
in Figure 4 by dashed lines, are short-lived as they may
decay through the excitation of e–h pairs, a mecha-
nism known as Landau damping. Thus, plasmons may
exist as well-defined collective excitations only within
a short range of wave vectors and frequencies.

An alternative formulation for the calculation of
the plasmon dispersion may be obtained from the

inhomogeneous Gauss’ law, which may be written in
Fourier space with the help of eqn [16] as

rqo ¼
rextqo

eLqo
½20�

where rext ¼ iq �Dqo=4p is the external, and r ¼
iq � Eqo=4p the total charge density within the con-
ductor. Thus, the inverse dielectric function 1=eLqo
may be interpreted as a charge–charge response
function. A finite response may be obtained from an
infinitesimal excitation, that is, the system may os-
cillate spontaneously, only when the response func-
tion has a pole. Thus, the plasmon dispersion
relation is given by the pole of 1=eLqo, which, natu-
rally, coincides with eqn [17].

Surface Plasmons

As suggested by the remarks above, the normal
modes of an arbitrary system may be obtained by
searching for the poles of its response functions.
Consider an electromagnetic wave of amplitude Ei

impinging on the surface of an isotropic semi-infinite
conductor (Figure 5). The wave sets in motion
the charges within the conductor which radiates a
reflected wave of amplitude Er. For s (transverse elec-
tric) and p (transverse magnetic) incident polariza-
tions, the reflected wave has the same polarization, so
one may define scalar reflection amplitudes rs¼Es

r/Es
i

and rp¼Ep
r /Ep

i , given by Fresnel’s formulas:

rs ¼
q> � k>

q> þ k>
½21�

rp ¼ eoq> � k>

eoq> þ k>
½22�
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Figure 4 Dispersion relation for bulk plasmons calculated for

Na within the hydrodynamic model (solid). The shadowed area

between dashed lines corresponds to the region where plasmons

might decay due to excitation of electron–hole pairs.

k||
q||

q||

Vacuum Metal

−q⊥

q⊥

k⊥

Figure 5 Electromagnetic wave incident on the surface of a

semi-infinite system. The wave vectors of the incident, reflected,

and transmitted waves, and their perpendicular and parallel com-

ponents are shown.
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where q ¼ ðq8; q>Þ is the wave vector of the incident
wave in vacuum, and k ¼ ðk8; k>Þ is the wave vector
of the transmitted wave into the metal. Snell’s law
requires that k8 ¼ q8 and the electromagnetic wave
equations in vacuum and within the metal require

q> ¼ o
c

	 
2
�q2

8

� �1=2
½23�

and

k> ¼ eo
o
c

	 
2
�q2

8

� �1=2
½24�

The reflection amplitudes [21] and [22] have the
nature of surface response functions and therefore,
their poles yield the surface normal modes of the sys-
tem. One may note first that conservation of energy
apparently implies that the reflectances Rs ¼ jrsj2 and
Rp ¼ jrpj2 ought to be smaller than unity, as it is not
possible to reflect more energy than is incident upon
the surface. Thus, it would seem that rs and rp can
have no pole. However, if q84o=c, that is, outside of
the light cone, eqn [23] yields an imaginary value for
q>. In this case, the incident and reflected waves do
not propagate but are rather evanescent waves, each
of which carries no energy along the normal to the
surface. Only in this situation can the reflection am-
plitudes display poles. As both the reflected and
transmitted waves should decay away from the sur-
face, the signs of Im q> and Im k> should be equal to
each other. Equations [21] and [22] imply that there is
no s-polarized mode and that a p-polarized mode is
only possible if eoo0. Substituting eqns [23] and [24]
into the normal mode condition eoq> þ k> ¼ 0, one
obtains the surface plasmon dispersion relation

q8 ¼
o
c

eo
eo þ 1

� �1=2

½25�

Figure 6 shows the dispersion relation of surface
plasmons (SP) calculated from eqn [25] with a Drude
dielectric function. The dispersion relation lies outside
of the light cone. For large q8, o approaches asymp-
totically a constant frequency given by os (eqn [4]),
while for small q8 it approaches the light cone.

For very large wave vectors q8co=c, the phase
velocity of the SP, v ¼ o=q8, becomes much smaller
than the speed of light c, so that the retardation of
the electromagnetic field may be ignored. It is com-
mon to set c¼N in this nonretarded region and treat
the problem as quasistatic, that is, solving the equa-
tions of electrostatics. In this limit, q>Ek>E iq8,
and therefore the reflection amplitude [22] becomes

rpE� g ¼ eo � 1

eo þ 1
½26�

The nonretarded surface response function g is the
quotient between the external and the induced scalar
potentials, and its expression [26] may be recognized
as the image charge induced within a conductor by
the presence of a unit point charge within vacuum.
The pole of g,

eo ¼ �1 ½27�

yields the nonretarded SP frequency. This equation
generalizes the previous nonretarded result [4] to
arbitrary materials.

More refined microscopic theories of metallic sur-
faces should account for the thin but finite transition
region or selvedge where the properties change
smoothly from those of the bulk metal to those of
vacuum, and for the spatial dispersion of the metal.
Their effect may be characterized within the semi-
infinite jellium model by the distance from the nomi-
nal surface of the metal to the centroid of the induced
charge density,

d> �
R
dzzrðzÞR
dzrðzÞ ½28�

The response function g depends on q8 and o and
may be written as

gq8oE
1� eo þ ð1� eoÞq8d>

1þ eo þ ð1� eoÞq8d>
½29�

with poles at

eo þ 1 ¼ ðeo � 1Þq8d> ½30�

Using the Drude model for the local limit eo of the
bulk dielectric function, one obtains

o ¼ os

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q8d>

q
Eos � osq8d>=2 ½31�

Thus, instead of reaching an asymptotic value os,
which is actually a bulk property determined by eo,
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Figure 6 SP dispersion relation calculated within the Drude

model (solid). The asymptotic frequency os ¼ op=
ffiffiffi
2

p
, the va-

cuum light cone q8 ¼ o=c, and the light cone of glass (n¼ 1.5)

are indicated by dashed lines.

314 Plasmons



the nonretarded SP has a dispersion determined by
d>, a quantity that is very sensitive to the surface
condition. The sign of the dispersion is positive or
negative corresponding to whether the induced sur-
face charge lies inside ðd>o0Þ or outside ðd>40Þ of
the metal. The latter is the case for simple metals.

Thin Films

The reflection amplitude of a thin film may be cal-
culated from that of each of its surfaces by summing
the amplitudes of the multiply reflected waves. Thus,
for the thin film of Figure 7

r ¼ r12 þ t12r23t21e
2ik>d

XN
n¼0

ðr21r23e2ik>dÞn ½32�

¼ r12 þ
t12r23t21e

2ik>d

1� r21r23e2ik>d
½33�

where each successive term in the geometric series
corresponds to an additional trip from the 1–2 in-
terface toward the 2–3 interface and back, k> is the
normal wave vector within the film, and rab and tab

denote the reflection and transmission amplitudes of
the surface ab for a wave moving from medium a
toward b. The dispersion relation of the thin film SP
is then given implicitly by the poles of r:

r21r23e
2ik>d ¼ 1 ½34�

For an unsupported film r21¼ r23¼ � r12, and in the
unretarded regime, using eqn [26] for r21,

eo � 1

eo þ 1

� �2

¼ e2q8d ½35�

with solutions

eo ¼ �
cothðq8d=2Þ ðevenÞ
tanhðq8d=2Þ ðoddÞ

(
½36�

according to the parity of the surface charge. Figure 8
illustrates the dispersion relation of unretarded SPs
within a thin unsupported film described by the
Drude model. Each surface supports by itself an SP of
frequency os. However, the field of each SP pene-
trates the film a distance 1=q8 and thus may couple
to the SP on the opposite surface, lifting the degene-
racy. For small wave vectors, the odd coupled
mode oscillates with the bulk plasma frequency op,
while the even coupled mode acquires an acoustical
dispersion propagating with speed vs ¼ o=q8 ¼
opd=2 ¼ 2pn0de2=m, that is,

vs ¼ 2pnse
2=m ½37�

where ns¼ n0d is the number of electrons per unit
area in the film.

Spherical Particles

The scalar potential cind
lm ðr; y;fÞ ¼ Cind

lm YlmðyfÞr�l�1

produced at r4a by the charges induced at the
surface of a metallic sphere of radius a, subject to
an external potential cext

lm ðr; y;fÞ ¼ Cext
lm Ylmðy;fÞrl

with angular momentum lm may be obtained in the
nonretarded limit by solving Laplace’s equation
r2c ¼ 0 within the sphere, and in the surrounding
vacuum and imposing boundary conditions at r¼ a.
This procedure yields the response function of the
sphere,

Slm �
Cind

lm

Cext
lm

¼ � eo � 1

eo þ ðl þ 1Þ=l
a2lþ1 ½38�

for each value of l and m. Thus, the collective nor-
mal modes of the sphere, that is, its multipolar
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Figure 8 Dispersion relation of the odd and even SPs of a thin

metallic film described by the Drude model. The SP frequency of

a single surface is indicated by a dashed line.
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Figure 7 Reflection of an electromagnetic wave from a thin film

2 of width d bounded by media 1 and 3.
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surface plasmons, are given by the zeroes of the
denominator:

eo ¼ � l þ 1

l
½39�

For the Drude model without dissipation,

o ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l

2l þ 1

r
op ½40�

This result yields od for the case l¼ 1. Thus, eqn [39]
is a generalization of eqn [6] to conductors with
arbitrary dielectric function, and yields modes with
arbitrary angular momentum l. Notice that in the
limit l-N, eqn [39] coincides with the SP relation
for a flat surface [27].

Observation

As plasmons are charge oscillations, they may couple
to charged particles. A charged particle shot through
the bulk of a conductor with velocity v induces
screening charges of the opposite sign in its neighbor-
hood. However, as the projectile is in motion and
there is some delay before the screening is fully
developed, the center of the screening charge lags
behind the position of the projectile, as shown sche-
matically in Figure 9. Thus, the attraction force to-
ward the screening charge slows down the projectile,
taking energy and momentum from it. Quantum
mechanically, the particle loses energy _o and
momentum _q due to the emission of plasmons with
frequency o and wave vector q. Only plasmons
with velocities that match that of the particle, that is,
with o¼ q � v are emitted, and with a probability per
unit time which is proportional to the loss function
�Imð1=eLqoÞ. The loss function displays a sharp peak
whenever ðq;oÞ approaches the plasmon dispersion
relation [17]. For example, plasmon excitation may
be observed with electron energy loss spectroscopy

(EELS), in which high-energy electrons are shot
into a metallic thin film in a transmission electron
microscope, and the intensity of the electrons which
are inelastically scattered into different directions is
measured.

Consider now a relatively low-energy electron
which collides with the surface of a conductor where
it is specularly reflected. On its way toward the sur-
face and back, it induces screening charges which
produce a field that acts back on the projectile.
According to the image theory, the field may be
calculated in terms of a fictitious image charge within
the metal. The image charge is not a point charge and
it lags behind the ideal image position due to the
delay in the development of the screening. Thus, the
energy and momentum gained from the image force
as the projectile approaches the surfaces are smaller
than those lost as the projectile rebounds (Figure 10).
Quantum mechanically, the electron loses energy _o
and momentum _q8 along the surface by emitting SPs
with a probability proportional to the surface loss
function �Im gq8o. The loss function displays a sharp
peak whenever ðq8;oÞ approaches the SP dispersion
relation [30], which may therefore be measured with
low-energy reflection EELS.

Besides being excited by external charges, plasm-
ons may also be excited by electromagnetic fields.
The electric field of p-polarized light impinging
on the surface of a metal may push the charge
against the surface, and the resulting charge accu-
mulation may subsequently propagate toward the
bulk as a plasmon or along the surface as an SP.
In the former case, the reflectance is slightly reduced
below that given by the Fresnel amplitude [22] at
frequencies above op. In order to couple to SPs, the

F
→

Figure 10 An external electron (black dot) collides with the

surface of a metal (light gray) where it is specularly reflected.

Along its trajectory (dashed), it interacts with its image (dark gray)

being accelerated before the collision and decelerated afterwards

by different forces (arrows), losing energy and momentum in the

process.

F
→ �→

Figure 9 An external charge (black dot) moving with speed v

within the bulk of a conductor (light gray), induces an excentric

screening charge (dark gray) which produces a decelerating

force F .
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incoming wave should have a wave vector q84o=c.
This may be accomplished in an attenuated total
reflection (ATR) experiment in which the surface is
illuminated through a glass prism with an index
of refraction n41 (Figure 11), in which the light
line no=c extends beyond that of vacuum (Figure 6).
By varying y and/or o, the region o=cpq8 ¼
nðo=cÞsin ypno=c may be explored (Figure 6). The
reflectance of the system is close to 1 due to total
reflection in the glass–air interface, except for a
sharp dip when ðq8;oÞ crosses the dispersion relation
of the SP [25]. SPs may also be excited at a rough
surface, where q8 is no longer a conserved quantity
and SPs may couple to ordinary light. The electric
field close to the surface may be amplified several
orders of magnitude due to SP excitations. This
amplification is partly responsible for the enhanced
Raman scattering by molecules adsorbed at rough
metallic surfaces.

Final Remarks

Plasmons are present and have been studied in man-
ifold systems: quasi-two-, one-, and zero-dimensional
structures, in the presence of strong static electric and
magnetic fields, in small particles of various shapes,
etc. Their frequency may be obtained from the poles
of appropriate response functions, typically, the total
charge–external charge response, commonly identi-
fied with the inverse dielectric operator r ¼ #e�1rext.

The operator #e�1 may be represented by a matrix
ðe�1Þ introducing a suitable basis jaS, and each of the
matrix elements ðe�1Þab depends on frequency and
may depend on other conserved quantities, such as
momentum or angular momentum, if they are
present. Plasmons are then given by the poles of the
ðe�1Þ, or equivalently, from detðeabÞ ¼ 0. Plasmons
play a fundamental role in the screening of elect-
romagnetic fields within matter, and may be detected
through inelastic scattering of charged particles or
through resonant scattering of light.
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Figure 11 ATR experiment. P polarized light is incident at an

angle y on the surface of a glass semicylinder where it is totally

reflected (solid arrow). The evanescent transmitted field (short

dashes) reaches the surface of the metal, where it may excite an
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Introduction

As its name implies, a ‘‘point defect’’ is an atomic-
scale imperfection in an otherwise perfect crystal.
In this respect, it may be contrasted with an ‘‘ex-
tended defect,’’ which extends through a large por-
tion of the crystal. Much of solid-state technology is
associated with point defects, and indeed this topic
is central to many of the articles in this encyclope-
dia. Hence, this article will address general proper-
ties of point defects in condensed matter, while
other articles delve into more specific properties and
applications.

Types of Point Defects

In a solid that contains no chemical impurities, the
fundamental intrinsic point defects are vacancies, in-
terstitials, and antisites. A ‘‘vacancy’’ (also called a
‘‘Schottky defect’’) is a missing atom from a normally
occupied site, while an ‘‘interstitial’’ is an extra atom
in a normally unoccupied site. A ‘‘Frenkel defect’’
results when an atom is moved from a normal site to
an interstitial site. In compound solids (e.g., GaAs),
an ‘‘antisite’’ defect exists when an atom of one of the
elements is located at a site normally occupied by
that of another element.

A compound solid has another degree of free-
dom that can lead to vacancies and interstitials,
namely chemical stoichiometry. A slight abundance
of one component can lead to vacancies of another
component, for example. This issue is particularly
relevant in complex oxides in which standard prep-
arations often yield nonstoichiometric crystals, such
as the perovskite crystal, strontium iron niobium
oxide.

Chemical impurities may be present substitution-
ally (taking the place of a normal atom) or intersti-
tially. Furthermore, certain chemical impurities may
induce the existence of vacancies or interstitials. For
example, if a second-row impurity ion such as Ca2þ

substitutes for Naþ (a first-row ion) in an insulating
ionic solid such as NaCl, it is likely that there will be
an Naþ vacancy nearby, in order for overall charge
conservation to occur.

Particularly in semiconductors, but also in insula-
tors, specific point defects may exist in different
charge states. The charge states will clearly influence
the electrical and optical properties of the solid.

Charge states may be changed by varying the chem-
ical potential (Fermi energy) of the solid, by various
photoionization processes, or by charge injection.

While the simplest notion of atoms in solids is that
of spheres of different sizes, an understanding of point
defects (especially in nonmetals), in fact, relies heavily
on chemical bonding ideas. For example, interstitials
in semiconductors almost never simply sit at empty
sites, interacting weakly with their neighbors. Rather,
the interstitial atom and its neighbors reorganize their
bonding and their positions, often forming the so-
called split interstitial whose structure is governed by
chemical bonding concepts.

Control of Point Defects

The control of point defects in solids is a central role
of materials physics, and indeed, it is often the ulti-
mate source of success or failure in a particular
application.

The first step in point defect control is in the crys-
tal growth process. It is at this point that desired
impurities may be introduced and undesired impuri-
ties may be avoided. The outcome depends on the
purity of the starting material, the detailed growth
process, and the growth environment.

Even an elemental solid such as silicon, prepared
with care, will contain intrinsic defects as a conse-
quence of thermal equilibrium. Although a perfect
crystal structure represents the most stable arrange-
ment energetically, in thermal equilibrium a number
of defects will exist as determined by Boltzmann
statistics:

ND ¼ BN expð�AE=kTÞ ½1�

Here ND is the number of defects, N the number of
atomic sites, and A and B are dimensionless factors
of order 1. E is the energy required to create the
defect, k is Boltzmann’s constant, and T is the kelvin
temperature. If, for example, the creation energy is
0.35 eV, the room-temperature equilibrium fraction
of defects can be B10� 6, large enough to have
noticeable effects. Commonly, the creation energy is
larger, but even then, exposure of the solid to high
temperatures during growth or processing can lead to
a significant fraction of intrinsic defects, which, if
cooling occurs faster than thermal equilibrium can be
established, and can be ‘‘frozen in’’ at concentrations
appropriate to the higher temperature.

In some cases, additional thermal processes may
reduce the defect concentration through annealing.
On the other hand, thermal treatments that are neces-
sary for the construction of complex semiconductor
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devices may yield unwanted outcomes relative to the
point defects in portions of the device, such as ther-
mally stimulated diffusion of impurity atoms from
one region of the device to another.

In thin films, as those that occur for example in
semiconductor devices, applied electric fields may
also lead to changes in the location or configuration
of point defects. Electric field-induced diffusion of
atoms or ions may occur. Or, trapping of electrons or
holes may lead to changes in defect configurations.

Point defects may be created or modified by exter-
nal ionizing irradiation, either by photons or by high-
energy particles. A number of detailed processes may
take place, depending on the solid and the properties
of the radiation. Heavy particles (such as neutrons or
a-particles) of sufficient energy can displace atoms in
the crystal by momentum- and-energy-conserving
‘‘billiard-ball’’ collisions. For lighter particles such as
electrons or g-rays, the requirements of both energy
and momentum conservation require very high ener-
gies for the lighter particle.

In some nonmetallic crystals, irradiation can intro-
duce point defects by simply ionizing atoms or ions,
in which case the energy required is the bandgap, of
the order of several electronvolts. In such cases,
the defect creation occurs via a chemical reaction
between the ionized atom, or the atom in an excited
state, and other atoms in its vicinity.

Point Defect Diffusion

Point defect diffusion is a process in which a defect
moves a macroscopic distance as the result of a series
of short-range, statistical motions. Many specific
mechanisms of defect diffusion may exist, depending
on the defect or defects, the host, and other condi-
tions such as temperature and external fields. The
interaction of point and extended defects may lead to
large enhancements of point defect diffusion.

An impurity at an interstitial site is considered, for
example. Thermally activated motion over a poten-
tial barrier will be required for the impurity to move
to an equivalent nearest-neighbor site. If there is just
one impurity and there are no additional fields, its
net motion will be a ‘‘random walk’’; its long-range
displacement will be hampered by its tendency to
jump back toward, in addition to away from, the
initial site, and no particular direction of motion will
be favored. Calculations using statistical methods
show that the net distance traveled by the impurity
will vary as the square root of time.

If, however, an external field yields a net force in
one direction, then the probability of jumps in that
direction will be greater than the probability of jumps

in the reverse direction; so, there will be a net motion
of the impurity in the direction of the net force.

Furthermore, diffusion can take place in the ab-
sence of external fields if there is a concentration
gradient of impurity atoms. An impurity will tend to
jump from a region of higher concentration to a
region of lower concentration, since in a direction of
higher concentration the neighboring interstitial sites
are more likely to be already occupied. This effect is
described by Fick’s first law:

JðxÞ ¼ �D
@CðxÞ
@x

½2�

Here J(x) is the impurity flux in the x-direction, C(x)
is the impurity concentration, and D is the diffusion
coefficient. The diffusion coefficient D contains all
the material properties, and it is also a function of
temperature. Since the diffusion process involves
thermal motion over a barrier, the diffusion coeffi-
cient D often varies with temperature, T, in a way
similar to eqn [1]:

D ¼ D0 expð�DE=kTÞ ½3�
Here, DE is the height of the potential barrier and k
is Boltzmann’s constant.

Point Defects in Normal Metals and
Superconductors

Because metals contain nearly free electrons, charge
neutrality in the region of a point defect will auto-
matically be satisfied. Hence, issues such as charge-
compensating defects or charge-state effects, which
are of major importance in nonmetals, are not
relevant in metals. Nevertheless, point defects are
still of importance in affecting the properties of met-
als. Two examples are briefly mentioned here: elec-
trical properties and magnetic properties.

Even though charge neutrality in the region of
point defects in metals exists, point defects still scatter
conduction electrons. This is particularly important
at low temperatures, where phonon scattering in the
perfect crystal is reduced while impurity scattering
remains.

Magnetic impurities can be important in both
magnetic and nonmagnetic metals. In the latter case,
the magnetic moment of the impurity is partially, but
not completely, screened by the conduction electrons.
In the former case, interactions between the magnetic
atoms are important and will help determine the
magnetic properties of the defective material.

In most cases, point defects have negative effects
on superconductivity, since superconductivity invol-
ves coherent effects between charged particles. In
high-Tc superconductors, however, impurities can

Point Defects 319



increase the number of electrons or holes. Further-
more, impurities have been of some use in studying
the mechanisms for superconductivity.

Point Defects in Semiconductors

Semiconductors are useful in electronics because it is
possible to add impurities in a way that leads to spec-
ified concentrations of electrons or holes that, in turn,
can carry current. This is called ‘‘doping.’’ In the sim-
plest elemental semiconductors, such as silicon (a
group IVb element), each atom has four valence elec-
trons and forms bonds to four neighbors. If a phos-
phorus (a group Vb element) atom replaces a silicon
atom, four of the phosphorus valence electrons form
bonds, and the fifth is only weakly bound to the
phosphorous atom. This weakly bound electron can
be thermally ionized at normal temperatures, yielding
a conduction electron. The result is n-type conduction.

If, on the other hand, a boron (a group IIIb ele-
ment) atom replaces a silicon atom, a valence electron
is needed to form bonds with the four neighbors,
leaving a missing electron – a hole – in the valence
band, weakly bound to the boron. This hole can be
thermally ionized at normal temperatures, yielding a
positively charged conducting ‘‘particle’’ – a ‘‘hole.’’
The result is p-type conduction.

This simple picture does not always hold. For
example, nitrogen is also a group Vb element, but a
nitrogen atom substituting for a silicon atom does
not yield a weakly bound electron. Rather, the nit-
rogen relaxes from the center of the substitutional
site and forms bonds with the neighboring silicons in
which all the electrons are involved and none are left
to be weakly bound. This example shows that, in
general, localized (‘‘deep’’) and delocalized (‘‘shal-
low’’) defect states may coexist, and which one is
more stable depends on details.

In some cases, doping in compound semiconduc-
tors (such as GaAs) follows similar logic. Silicon in
GaAs is amphoteric; if Si replaces Ga the system is n-
type, whereas if it replaces As the system is p-type. In
principle, n- or p-type conductivity may also be as-
sociated with intrinsic defects. For sometime, it was
thought that n-type GaN resulted from nitrogen
vacancies, but eventually it was realized that the
origin of the conduction electrons – at least in most
cases – comes from Si replacing the Ga.

It has been found difficult to achieve p-type doping
in a number of compound semiconductors, and suc-
cess has required some ‘‘tricks.’’ For example, Mg
on an N site will yield p-type GaN, but it is diffi-
cult to prepare GaN:Mg. The trick here is to include
hydrogen in the processing; it is possible to pre-
pare GaN with an Mg:H complex on the N site.

Subsequent irradiation or heat treatment then removes
the hydrogen, leaving behind the desired structure.

Along with deliberately introduced dopants, many
other kinds of defects may occur in semiconductors.
Some are relatively benign; for example, substitu-
tional C in Si does not trap electrons or holes; so it
may occur in a relatively large concentration and
have little effect on the electronic properties of Si.
Others may themselves trap electrons or holes, or
they may combine with dopants in a way that
‘‘passivates’’ the electrical activity of the defect. For
example, substitutional B in Si may combine with an
H atom, resulting in a B–H pair in which the H is
bond-centered (i.e., located within a B–Si bond) in
the positive or the neutral charge state. In this con-
figuration, the H supplies the fourth bonding elec-
tron, so there is no weakly bound hole and p-type
conduction is suppressed.

In general, hydrogen is a common and significant
impurity in semiconductors. Semiconductor process-
ing involves compounds that contain hydrogen, so it
is commonly present. Hydrogen is also amphoteric; it
may passivate both donors and acceptors. In fact,
hydrogen is, in most cases, a ‘‘negative-U’’ defect. This
means that it will never occur as a neutral atom in
thermal equilibrium; for any pair of hydrogen atoms
(in general, well-separated), the sum of the energies of
Hþ and H� is lower than the energy of two neutral
H’s. If in fact the H’s are mobile, it is likely that in-
terstitial H2 molecules will form, whose energy is still
lower and thus represents the most stable state.

In general, defect motion is of great importance in
semiconductor technology, and it has been widely
studied. As noted earlier, atomic diffusion may occur
during high-temperature processing, and in semicon-
ductors this may yield deleterious effects on resulting
devices. Processes that involve impurities coupled
with intrinsic defects are common. For example, a
substitutional Au atom in Si can switch places with
an interstitial Si, forming an interstitial Au, which in
turn has a very high diffusivity.

An important phenomenon in optical and some
electrical applications is recombination-enhanced
diffusion. In some situations, the energy gained from
the recombination of an electron and a hole is suf-
ficient to allow atomic motion over potential barri-
ers. For example, optical excitation in ZnSe can
induce a diffusion jump of an interstitial Zn atom.

Diffusion of impurity atoms in semiconductors
may be enhanced by electric fields. For example, N
and B may be induced to diffuse in SiC under high-
temperature conditions in the presence of a field as-
sociated with a built-in p–n junction in the material.

Another important issue is the effect of charge states
on diffusion. Because the structure and energetics of
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defects may be strongly dependent on charge states, so
may be the diffusion coefficient. Hence, atomic diffu-
sion phenomena observed in n-type and p-type semi-
conductors may be quite different.

Point Defects in Insulators

Insulating solids share with semiconductors the
existence of a bandgap; a region of forbidden energy
between filled and empty electronic states. They also
share some physics, such as the possible existence of
defect states of different charge.

A fundamental distinction between insulators and
semiconductors is that defect states in insulators are
almost never sufficiently shallow in energy to provide
charge carriers at normal temperatures. Hence, de-
fects in insulators are almost always ‘‘deep.’’

There are many distinctions between insulators and
semiconductors concerning important properties and
applications. For example, the bandgaps of insulators
span the energy range of visible photons, so defects
in insulators may have important optical properties.
Indeed, in the early German literature on defects in
alkali halides (e.g., NaCl), such defects were called
‘‘farbzentren’’ (or ‘‘color centers’’). Many precious
gems have significant colors because of naturally oc-
curring point defects in an insulating host. One result
of these properties was the invention of the ruby laser,
and insulator hosts have proven useful in connection
with other optical devices and lasers as well.

Point defects in nonmetallic crystals will, if they
have energy levels within the gap between the val-
ence and conduction bands, lead to characteristic
optical absorptions that involve the excitation of
electrons or holes from a ground to an excited state.
In many cases, there is also luminescence as the exci-
ted defect returns to the ground state.

The general theory of optical absorption, as well as
some aspects of luminescence, is similar for deep
semiconductor and insulator defects. In both cases,
the electron–phonon interaction is involved. The de-
fect in its ground electronic state has neighboring
atoms that vibrate about sites whose equilibrium
positions are determined, in part, by the defect wave
function. When the defect is electronically excited,
the neighboring atoms, responding to a new defect
wave function, relax to new equilibrium positions.
This process may be represented by a configuration
coordinate diagram (Figure 1) of energy, E, versus an
average position of the neighboring atoms, R. This
idealized case consists of two displaced parabolas
representing the harmonic energy of the vibrating
atoms in ground (m) and excited (k) states. Z and g
denote the quantized vibrational levels associated
with the parabolas. An optical transition, in general,

involves a change of both electronic and vibrational
quantum numbers.

In the weak-coupling limit, where the excited-state
parabola is nearly above that of the ground state, the
strongest transitions involve no change in the vibra-
tional quantum number. In this case, at low temper-
ature, if only the zero-point vibrational level of the
ground state is occupied, the strongest transition will
be a sharp ‘‘zero-phonon’’ transition from A to C to
the zero-point level of the excited state.

In the strong-coupling limit shown in Figure 1, with
both horizontal and vertical displacements of the
parabolas, the zero- and few-phonon transitions are
weak because the vibrational wave functions of the
low-lying displaced oscillators do not overlap strongly,
and the optical absorption is characterized by a broad
multiphonon transition A to B which is approximately
vertical in the configuration coordinate R.

In the absence of nonradiative processes, the excit-
ed defect will luminesce, emitting a photon as it re-
turns to the ground state. In general, the radiative
lifetime is at least several orders of magnitude longer
than the vibrational relaxation rates, so the excited
defect will relax to its lowest vibrational state, for
example, at low temperature it will relax to the zero-
point state C before the defect radiates. In the weak-
coupling limit, the zero-phonon line C to A will be
identical to that for absorption, while few-phonon
lines will lie at lower photon energy (in contrast to
absorption, where they lie at higher energies). In the
strong-coupling limit, the broad multiphonon emis-
sion C to D will be ‘‘Stokes-shifted’’ to lower photon
energy from that for absorption, as shown in Figure 1.

In the strong-coupling limit, then, the electron–
phonon coupling has substantial effects. For example,
for an electron trapped at a Cl� vacancy in KCl (an F
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C

B

A
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Figure 1 Configuration coordinate diagram for a model system.

Point Defects 321



center), the optical absorption peak at low tempera-
ture is at 2.3 eV with a width at half-maximum of
0.16 eV, while the luminescence peak is at 1.2 eV with
a width of 0.26 eV.

Summary

Point defects in solids are of great importance and
can have a wide variety of properties and applica-
tions. Other articles cited in the ‘‘See also’’ section
delve more deeply into these topics. The books listed
in the ‘‘Further reading’’ section treat the properties
and effects of point defects in considerable depth and
breadth. Internet searches under ‘‘crystal point
defect’’ will provide up-to-date connections, as well.

See also: Insulators, Impurity and Defect States in; Insu-
lators, Optical Properties of; Jahn–Teller Effect; Mechan-
ical Properties: Strengthening Mechanisms in Metals;
Metals and Alloys, Impurity and Defect States in; Sem-
iconductors, Impurity and Defect States in.

PACS: 61.72.� y; 71.55.� i; 78.40.�q; 78.55.�m
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Glossary

Antisite defect an atom on the ‘‘wrong’’ site in a crystal
that contains more than one type of
chemical constituent.

Atomic diffusion the motion of an atom over a macro-
scopic distance as the result of a series of
individual microscopic motions which
are statistical in nature.

Chemical impu-
rity

an atom, ion, or (small) molecule that is
chemically different from the perfect-
crystal constituents.

Color centers point defects in insulators that generate
optical activity in the visible.

Configuration
coordinate dia-
gram

plot of energy versus atomic position for
a molecule or defect.

Deep defects defects in semiconductors or insulators
in which the electron or hole is strongly
bound and is not likely to be unbound at
room temperature.

Doping the introduction of chemical impurities
into a crystal during the growth process.

Extended defect an imperfection that extends through a
large portion of a crystal.

F center an electron trapped at a halogen-ion
vacancy in an alkali halide crystal.

Fermi energy the chemical potential of a solid.

Frenkel defect a vacancy-interstitial pair.

Hydrogen
passivation

the change of the nature of the electrical
properties of defects by the incorpora-
tion of hydrogen into the defect.

Interstitial an atom or ion at a position other than a
perfect-crystal site.

n-Type a semiconductor with an excess of do-
nors.

Negative-U a situation in which the ‘‘effective’’ Cou-
lomb interaction between electrons or
holes is negative.

p-Type a semiconductor with an excess of ac-
ceptors.

Perfect crystal a periodically repeated array of identical
building blocks such as atoms or arrays
of atoms.

Point defect an imperfection in a perfect crystal that
is of the order of atomic size.

Schottky defect an isolated vacancy in an otherwise per-
fect crystal.

Shallow donors
and acceptors

defects in semiconductors in which the
electron (donor) or hole (acceptor) is
weakly bound and is likely to be un-
bound at room temperature.

Stokes shift the energy difference between absorp-
tion and emission bands.
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Substitutional
defect

a defect that occurs on a perfect-crystal
atom site.

Vacancy the absence of an atom or ion from its
perfect-crystal site.

Zero-phonon
transition

an optical transition from the zero-point
vibrational level of one electronic
state to the zero-point level of another
state.
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Brief Review of Groups

Definition: A group G is a set of N elements gi with a
composition law (‘‘multiplication’’ gi3gj) of any two
elements gi and gjAG obeying the following four
group axioms:

1. The ‘‘product’’ of any two group elements gi and
gjAG is again an element of the group: ðgi3gjÞ ¼
gkAG (axiom of closure).

2. There exists always a neutral element (identity) e,
such that ðe3giÞ ¼ ðgi3eÞ ¼ gi for any giAG.

3. For every giAG, there exists an inverse element
g�1

i AG such that ðgi3g
�1
i Þ ¼ ðg�1

i 3giÞ ¼ e.
4. For any three elements gi, gj, gkAG, the associative

law holds: ðgi3gjÞ3gk ¼ gi3ðgj3gkÞ.

The finite number N of (different) elements of a
group is the order of the group (finite groups). If the
group contains infinitely many (different) elements,
the group is said to be of infinite order (infinite
group).

A finite group G is called cyclic, if it can be gene-
rated by one element g: g1 ¼ g; g2; g3;y; gN¼ e and
is of order N.

If the relation ðgi3gkÞ ¼ ðgk3giÞ holds for all pairs
gi, gkAG, the group is called commutative or
Abelian. All groups containing only binary elements
gi (i.e., gi3gi ¼ g2

i ¼ e, or equivalently, gi ¼ g�1
i ) and

all cyclic groups are commutative.
A subset H of a group G, HCG, is called a sub-

group of G, if H obeys the group axioms. In this
case, G is a supergroup of H. For finite groups, the
ratio of the orders of group and subgroup, N Gð Þ
and N Hð Þ, is the index [i] of H in G: ½i� ¼
NðGÞ=NðHÞ ¼ jGj=jHj. According to the theo-
rem of Lagrange, for finite groups the index [i] is
always an integer.

An illustrative representation of a finite group G of
order N is the multiplication table or group table of

G ¼ fe; g2; g3; g4;y; gNg. It is an (N�N) square
array of all products according to the abstract
scheme of Table 1. Note that in each of the N rows
and N columns of the table, each group element
appears exactly once.

Groups of the same order and with the same
structure of the group table, that is, with strict cor-
respondence of their ordered elements and their
products (irrespective of the names and symbols of
the group elements), are isomorphic. If the group
table is symmetric with respect to the main diagonal,
the group is commutative.

In crystallographic groups, the group elements are
symmetry operations (motions, isometries). The
‘‘multiplication’’ is the successive application of two
operations. As an example, the group tables of the
two crystallographic point groups 4 (fourfold 901
rotations, tetragonal) of order 4 (Table 2) and
2x=mx 2y=my 2z=mz (short mmm, orthorhombic) of
order 8 (Table 3) are discussed. Table 3 illustrates the

Table 1 Multiplication table of a group G ¼ fe; g2;g3;g4;y;

gNg of order N

e

e e

gN

gN

g2

g2

g2 g2 g2
2 g2g3 g2gN

g3

g3

g3 g3 g2
3 g3gNg3g2

...
...

...
...

...
...

...

...

...

...

...

gN gN gNg2 gNg3 gN
2

Table 2 Group table (4�4) of the tetragonal crystallographic

point group 4: successive 901 rotations forming a cyclic group of

order 4, i.e., 44¼ 1 (this group is commutative)

1 41

41

41 41

43

43

41

41

43

43

2

2

2

2

42 = 2

42      = 2

43    = 4−1

43 = 4−1

1

1

1

1

1

There is one subgroup of order N¼2 and index [i ]¼2 with

elements {1,2} (1801 rotation).
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various group–subgroup relations within this group:
there are seven subgroups of order N¼ 4 and index
[i]¼ 2. One of these subgroups, 2y=my, is displayed
in the upper left (4� 4) array in Table 3. The full
(8� 8) group table of 2x/mx 2y/my 2z/mz is obtained
from this 2y/my subtable by adding any of the op-
erations 2x, mx, 2z, or mz. From Table 3, it is easily
derived that the seven subgroups of order 4 are
2x/mx, 2y/my, 2z/mz, 2x2y2z, 2xmymz, mx2ymz, and
mxmy2z, which are all isomorphic. There are seven
further isomorphic subgroups of order 2 and index 4.

Introduction to Point Groups

Three kinds of three-dimensional groups are funda-
mental to the study of crystals: point groups, trans-
lation groups, and space groups. This article deals
with the first type of groups, the point groups. These
groups describe and govern the symmetry of finite
(nonperiodic, i.e., not containing translations) objects,
such as molecules, crystals, flowers, and objects of art,
as well as the local symmetries (‘‘site symmetries’’) of
points in a periodic pattern (ornament, wallpaper,
crystal structure).

In a more subtle fashion, one can distinguish two
kinds of point-group symmetries:

1. Symmetry in ‘‘vector space’’: symmetry of a set of
vectors, for example, of the face normals of a
crystal (‘‘crystal form’’), of the translation vectors
of a crystal lattice, and of the interatomic vectors

of a crystal structure (Patterson vectors). These
symmetries are visualized best as vector bushels
originating from a common origin.

2. Symmetry in ‘‘point space’’: symmetry of any finite
polyhedron, of a molecule, or of an atomic group;
symmetry around an arbitrary point in an infinite
crystal structure (‘‘site symmetry’’) or around a
lattice node in an infinite point lattice (‘‘lattice
point group’’).

It should be noted that in many textbooks on
crystals, two terms are in general use: ‘‘point group’’
as the symmetry of a particular crystal and ‘‘crystal
class’’ as the set of all crystals with the same point-
group symmetry. Both receive the same symbol. It
is of interest that the 32 three-dimensional cry-
stallographic point groups were derived already
around 1830.

General and Crystallographic
Point Groups

Point groups can be subdivided into crystallographic
and noncrystallographic point groups. Both together
are called general point groups.

General Point Groups

A ‘‘general point group’’ is a group of rigid motions
(symmetry operations, isometries) which all leave at
least one point of space invariant.

This definition leads to infinitely many mono-axial
point groups, because it admits infinitely many rota-
tion groups with rotation angles j ¼ 360�=n for all
integer values of n. All these rotation groups are of
finite order N¼ n. Furthermore, there are some point
groups of order N ¼ N, because they contain rota-
tions (or rotoinversions) of order infinity, that is,
rotations with all possible (including arbitrarily
small) rotation angles. These rotation groups of in-
finite order are symbolized as N and �N ¼ N=m in
Hermann–Mauguin notation and as CN and CNh ¼
CNi ¼ SN in Schoenflies notation. They appear as
symmetry elements of cones, cylinders, circles, and
spheres. For details see the ‘‘Further reading’’ section,
especially Vol. A of the International Tables.

The condition ‘‘leave at least one point of space
invariant’’ means that all symmetry elements of
the group (axes, planes, and point) intersect at this
one point, thus excluding any translations among the
symmetry operations. Invariance of more than one
point is of course possible, but always leads to infi-
nitely many invariant points. Examples are all ‘‘mono-
axial’’ groups n (one rotation axis only), which have
an invariant line, and the reflection group m, which
has an invariant plane. The intersection of several

Table 3 Group table (8�8) of the orthorhombic crystallogra-

phic point group 2x/mx 2y/my 2z/mz (short mmm) of order N¼8

1

1

2y

2y

2y

2y

2y 2y

2y

2y

my

my

my my

my

my

my

2y

2y

my

my

my

1

1

1

1

1

1

1 1

1

1 1

1

1

1

1

2x

2x

2x

2x 2x

2x

2x

2x

2x

2x

mx

mx

mx

mx mx

mx

2z

2z

mz

mx

mx

mx

mx

2z

2z

2z

2z

2z

2z

2z 2z

mz

mz

mz

mz

mz

mz mz

mz

mz

1

1 1

...

...

...

...

...
. . . . . . . . . . . . . . .

The top left (4� 4) array (separated by dotted lines) is the group

table of the subgroup 2y/my of order N¼4 and index [i]¼2. The

group mmm can be obtained from the subgroup 2y/my by

‘‘extension’’ of its (4�4) group table by any of the additional

operations 2x, mx, 2z, or mz (here by 2x as the fifth element), each

leading to the same supergroup mmm of index [i]¼2. Both, group

and supergroup, are commutative, because all group elements gi

are binary.
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rotation axes in one point or the presence of a center
of symmetry �1, leads to only one invariant point
which represents the center of the object.

Crystallographic Point Groups

A ‘‘crystallographic point group’’ is a group of rigid
motions which all leave at least one point of space
invariant and, in addition, map a point lattice onto
itself (‘‘crystallographic restriction’’).

As described elsewhere in this encyclopedia, the
crystallographic restriction (lattice condition) res-
tricts the permissible rotation angles to multiples of
1801, 1201, 901, and 601 (two-, three-, four-, and
sixfold axes). This reduces the infinitely many point
groups to 10 for two dimensions and to 32 for three
dimensions. The highest group orders are N¼ 12 for
two and N¼ 48 for three dimensions.

Among the 32 three-dimensional crystallographic
point groups, there are 11 centrosymmetric groups
(so-called Laue groups), which are important in
X-ray diffraction, and seven lattice point symmetries
(holohedries), defining the seven crystal systems. It
should be noted that the 32 three-dimensional cry-
stallographic point groups discussed below can be
attributed to 18 isomorphism classes (abstract point
groups). A classification of the crystallographic point
groups with respect to physical properties is given in
Table 5.

Among the three-dimensional noncrystallographic
point groups there are the two icosahedral point
groups, which contain 6 fivefold, 10 threefold, and 15
twofold rotation axes. They have recently received
particular attention due to their occurrence in qua-
sicrystals and fullerenes.

In modern crystallography, point groups in four,
five, and six dimensions have been derived and are
used for the treatment of incommensurate and qua-
sicrystals. There are 271 point groups in four, 955 in
five, and 7104 in six dimensions, with highest orders
N¼ 1152, 3840, and 51840, respectively.

Symbols of the 32 Crystallographic
Point Groups

The two systems of symbols for the crystallographic
point groups are briefly reviewed here:

1. Schoenflies symbols, first presented in 1891 in
Schoenflies’ classical book, are based on capital
letters for rotation groups C, D, S, T, O with
subscripts s, h, v, d for mirror planes in various
orientations, and subscript i for an inversion cen-
ter. The noncrystallographic icosahedral and

sphere groups are denoted by letters Ih and Kh

(for German ‘‘Kugelgruppe’’).
2. The Hermann–Mauguin or international symbols

are based on the ‘‘blickrichtungen’’ (symmetry di-
rections) of the various lattices (holohedries), with
specific numbers 2, 3, 4, 6 for symmetry axes, m
for a mirror plane, and �1 for an inversion center.
The Hermann–Mauguin symbols for the icosa-
hedral and the sphere groups are 2=m %3 %5 (often
written as %5 %32=m) and 2=m�N (often written as
NNm).

Symbols and groups orders of the 32 three-dimen-
sional crystallographic point groups, both in Schoen-
flies and Hermann–Mauguin notation, are illustrated
in Figure 1.

Description of Point Groups

A formal description of point groups is already given
by their group tables, in the section ‘‘Brief review of
groups’’ and in Tables 1–3 of this article.

Algebraically, the point groups are usually repre-
sented by matrix groups, that is, by the set of (3� 3)
matrices W of their point group operations (motions,
isometries) with determinants þ 1 and � 1 or, in a
more condensed form, by either the N (contravariant)
coordinates x, y, z, of the symmetrically equivalent
points, or the N (covariant) Miller indices fhklg of
the symmetrically equivalent faces of the ‘‘general
face form’’ (crystal form). N is the order of the point
group.

Example: point group 2y/my (cf. subgroup in Table
3), consisting of N¼ 4 group elements 1, 2y, my, �1:

1. coordinates of equivalent general points: x; y; z ð1Þ,
�x; y;�z ð2yÞ; x;�y; z ðmyÞ; � x;�y;�z ð�1Þ;

2. Miller indices of equivalent general faces:
ðhklÞ (1), ðð %h; k; %lÞ (2y), ðh %klÞ (my), ð %h %k%lÞð�1Þ.

A complete algebraic representation of the 10 two-
and the 32 three-dimensional crystallographic point
groups, as well as of the two icosahedral groups is
given in Vol. A of the International Tables (cf. ‘‘Fur-
ther reading’’ section).

Geometrically, a point group is normally repre-
sented by means of the stereographic projection of its
‘‘framework of symmetry,’’ that is, the spatial ass-
emblage of its symmetry elements (rotation axes,
mirror planes, and center of symmetry).

Figure 1 shows the stereographic projections of the
symmetry frameworks of the 32 three-dimensional
crystallographic point groups, as well as the two
icosahedral groups. The graphical symbols of rotation
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Figure 1 Stereographic projections of the symmetry elements of the 32 crystallographic point groups and the two icosahedral groups.

Heavy solid lines or circles indicate mirror planes, thin lines are used for the projection circle and for auxiliary lines. Around each

projection, the full (top left) and short (top right, if different) Hermann–Mauguin symbols, the Schoenflies symbol (bottom left) and the
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(noncentrosymmetric), polar (pyroelectric) and enantiomorphic, respectively (cf. Table 5). No letter indicates a centrosymmetric point

group. (Reproduced with permission from Hahn Th and Klapper H (2002) International Tables for Crystallography, Vol. A, Space-Group

Symmetry, 5th edn. Dordrecht: Kluwer Academic; & International Union of Crystallography.)
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and rotoinversion axes, mirror planes, and inversion
centers are explained elsewhere in this encyclopedia.

The most frequent use of these stereographic pro-
jections in mineralogy and crystallography is the
characterization of the crystal morphology by the
normals of the crystal faces (face poles), leading to
the face forms (crystal forms), that is, sets of sym-
metrically equivalent faces. Each point group (order
N) has a ‘‘general’’ face form fhklg with N faces,
each one of ‘‘face symmetry’’ 1, and up to six ‘‘spe-
cial’’ face forms with N/q faces with ‘‘face symmetry’’
41 of order q, for example, fhk0g, f1 1 1g, f1 0 0g.
Example: the face form cube f1 0 0g has six faces
with ‘‘face symmetry’’ 4 mm (order 8) in point group
4=m %32=m (order 6� 8¼ 48).

Complete listings of all general and special face
forms of the crystallographic point groups and the
icosahedral groups are presented in Vol. A of the In-
ternational Tables (see the ‘‘Further reading’’ section).

Subgroups of the Crystallographic
Point Groups

Group–subgroup relations, as defined in the first sec-
tion, are of particular importance for physical phe-
nomena such as phase transitions (symmetry breaking
in the Landau theory), twinning, and domain struc-
tures. In solid-state chemistry, they are widely used
for the classification of structural relations in families
of related compounds (structure types).

Figure 2 displays the sub- and supergroups of the
two- and three-dimensional crystallographic point
groups in the form of two ‘‘family trees.’’ Each tree
has two ‘‘summits’’: for two dimensions (Figure 2a) the
hexagonal holohedry 6mm (order N¼ 12) and the
tetragonal holohedry 4mm (N¼ 8), for three dimen-
sions (Figure 2b) the cubic holohedry 4=m�3 2=m ðN ¼
48Þ and the hexagonal holohedry 6/m 2/m 2/m
(N¼ 24). Their subgroups ‘‘mix’’ on the levels N¼ 4
(Figure 2a) and N¼ 12 (Figure 2b), where common
subgroups of both branches appear first. Reading the
diagrams downward, solid and dashed lines connect a
point group G with all its maximal subgroups H. The
subgroup index [i] is given by the ratio of the group
orders of G and H: ½i� ¼ NðGÞ=NðHÞ. If the diagrams
are read upward, the lines connect a point group H
with all its minimal supergroups G, with supergroup
index ½i� ¼ NðGÞ=NðHÞ. The index [i] is always an
integer, according to the theorem of Lagrange.

In the diagrams, solid lines refer to normal sub-
groups, dashed lines to sets of conjugate subgroups.
Two subgroups H1 and H2 are conjugate in G, if (at
least) one symmetry operation gj of G exists which
maps H1 onto H2: g�1

j 3H13gj ¼ H2. Conjugate
subgroups are ‘‘symmetrically equivalent’’ in G. If a

subgroup H is equivalent only to itself (self-conjugate)
and to no other subgroup, H is a normal (invariant)
subgroup of G.

Example: the cubic point group 2=m�3 ðshort : m�3Þ
has six maximal subgroups. They are:

* two normal subgroups, one 23 (cubic) of index
[2], and one 2/m2/m2/m (short: mmm, ortho-
rhombic) of index [3];

* one set of four conjugate subgroups �3 (trigonal)
of index [4]. They are symmetrically equivalent
(conjugate) under the ‘‘lost’’ twofold rotations of
2=m�3.

In three dimensions, [4] is the largest index of a
maximal subgroup of a crystallographic point group.
In two dimensions, it is [3]. Note that orthorhombic
2/m2/m2/m has three normal (nonconjugate) sub-
groups of the same type, mm2, m2m, and 2mm,
whereas the cubic point group 23 has four conjugate
(symmetrically equivalent) subgroups of type 3.

When a crystal of symmetry G undergoes a (disp-
lacive) phase transition to a lower point group sym-
metry H, it splits into (twin) domains which are
related by the lost symmetry operations of G. The
number of domain states (orientation states) equals
the subgroup index ½i� ¼ NðGÞ=NðHÞ.

Examples

1. Quartz (SiO2) possesses the point group 32 of
order N¼ 6 at room temperature. Upon heating
above Tc ¼ 573�C, it transforms into ‘‘high-quartz’’
with point group 622 and order 12. Upon cooling
back below Tc, it loses the twofold axis 2 (contained
in the hexagonal axis 6) and returns to ‘‘low-quartz’’
with symmetry 32, whereby it splits into domains of
[i]¼ 2 orientation states (‘‘Dauphiné twin’’). This
is an example of a nonferroelastic transition and
merohedral twinning.

2. Barium titanate (BaTiO3) (and other perovskite
compounds) undergoes, by cooling below 1251C, a
ferroelastic and ferroelectric cubic-to-tetragonal
phase transition from point group 4=m %3 2=m (order
48) to 4 mm (order 8) of index [i]¼ 6. This one-step
transformation can be rationalized as a succession of
two maximal-subgroup steps:

(a) Reduction from 4=m�3 2=m to 4/m2/m2/m
(order 16), both centrosymmetric, with subgroup in-
dex [3]. This leads to a set of three conjugate tet-
ragonal subgroups with their tetragonal axes
oriented along the former three fourfold cube axes
as well as to three ferroelastic 901 domain states.

(b) Further reduction of each of the three con-
jugate 4/m2/m2/m subgroups to its normal subgroup
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4mm of index [2], leading to two antiparallel ferro-
electric domain states (1801 domains).

The total index of both transition steps is
[3]� [2]¼ [6]. As a result, six different ‘‘orientation

states’’ (domain states) are generated: three ferro-
elastic 901 domain states (pseudo-merohedral twins)
[due to step (1)], each one being further split into two
ferroelectric 1801 domain states (merohedral invers-
ion twins) [result of step (2)].
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Figure 2 Sub- and supergroup relations of the crystallographic point groups for (a) two and (b) three dimensions. The group orders N

are given at the left margin of the diagrams. Solid lines refer to normal subgroups, dashed lines to sets of conjugate subgroups.

(Reproduced with permission from Hahn Th and Klapper H (2002) International Tables for Crystallography, Vol. A, Space-Group
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Symmetry of Physical Properties

Definition of Tensor Symmetry

Physical properties of crystals are strongly governed
by symmetry. This holds in particular for the (non-
scalar) anisotropic properties described by tensors,
and for nontensorial properties such as cleavage and
plasticity for which a comprehensive mathematical
treatment does not exist. The components of the
tensors describing crystal properties are usually re-
ferred to a Cartesian coordinate system, that is, three
orthogonal axes X1, X2, X3 with equal unit lengths.

Whereas the anisotropic properties themselves are
independent of the choice of the coordinate system,
their representation by tensors is not, that is, the
tensor components change if the coordinate system is
transformed. As a consequence, the symmetry of a
physical property can be defined in two alternative,
but equivalent ways:

1. a rigid motion (rotation, reflection, and inversion),
represented by a unitary matrix W (det W ¼ 71),
is applied to the crystal, whereby the coordinate
system is kept stationary. All motions, for which
the tensor components of the transformed crystal
are unchanged, are symmetry operations of the
tensor property P;

2. alternatively, an arbitrary motion W is applied to
the coordinate system with the crystal kept sta-
tionary. All motions, for which the tensor com-
ponents are unchanged under the coordinate
transformations W, are symmetry operations of
the tensor property P. In both cases the rotation
matrices are inverse to each other.

As a consequence of this invariance, some of the
tensor components are equal or even zero. The
number of independent components is decreased

when the symmetry of the crystal increases. Thus, an
increase of the point-group symmetry from 1 (tri-
clinic) to 4=m %3 2/m (cubic) or to the sphere group
NNm (i.e., isotropy) reduces the number of tensor
components for symmetrical second-rank tensors
from 6 to 1, and for double-symmetrical fourth-rank
tensors (e.g., elasticity) from 21 to 3 (cubic) and 2
(isotropy). Even more drastic is this reduction for all
tensors of odd rank (such as pyroelectricity and pi-
ezoelectricity): all components are zero if an invers-
ion center is present, that is, properties described by
odd-rank tensors do not exist in centrosymmetric
crystals. This is further elucidated below.

Neumann’s Principle

A useful group–subgroup relation between physical
and crystallographic symmetries is provided by
‘‘Neumann’s principle’’ (first stated in 1833). It states
that the symmetry of all physical properties of a
crystal is higher than (or at least equal to) its cry-
stallographic point-group symmetry, or in the lan-
guage of groups: the crystallographic symmetry G is a
proper or improper subgroup of any physical sym-
metry P, GDP. This is illustrated in Table 4 for sec-
ond-rank tensors which are, as all even-rank tensors,
centrosymmetric. Their symmetries can be recogni-
zed by their representation surfaces, which are al-
ways ellipsoids or hyperboloids. The symmetry of a
general ellipsoid or hyperboloid is 2/m 2/m 2/m, but
it degenerates to cylindrical and spherical symmetries
with point groups N/m 2/m (�N2=m) and NNm
(2=m�N) for uniaxial (i.e., tetragonal, trigonal,
hexagonal) and cubic crystals. It is obvious that in
all cases the crystallographic symmetry is a proper
subgroup of the ‘‘physical symmetry,’’ except for the
orthorhombic holohedry, for which they are identi-
cal. Note that all point groups within the same crystal

Table 4 Symmetry of second-rank polar tensor properties and optical birefringence (refractive-index ellipsoids) in the seven crystal

systems

Crystal system Holohedry Type of ellipsoid or

hyperboloid

Symmetry of tensor

property

Optical birefringence

(index ellipsoid)

Triclinic �1 General 2/m 2/m 2/m Biaxial

Monoclinic 2/m General 2/m 2/m 2/m Biaxial

Orthorhombic 2/m 2/m 2/m General 2/m 2/m 2/m Biaxial

Tetragonal 4/m 2/m 2/m Rotational N/m 2/m Uniaxial

Trigonal �3 2=m Rotational N/m 2/m Uniaxial

Hexagonal 6/m 2/m 2/m Rotational N/m 2/m Uniaxial

Cubic 4=m �3 2=m Spherical NNmð2=m�NÞ Isotropic

In column 5 the terms ‘‘biaxial’’ and ‘‘uniaxial’’ refer to the number of ‘‘optical axes’’, i e., of circular sections through the index ellipsoid.

For uniaxial crystals, the rotation axis of the tensor surface coincides with the main crystallographic symmetry axis. For orthorhombic

crystals, the three principal tensor axes and the crystallographic symmetry axes are parallel. For monoclinic crystals, one principal

tensor axis is fixed by symmetry; it is parallel to the monoclinic symmetry axis. For triclinic crystals, none of the principal tensor axes is

fixed by symmetry, allowing their ‘‘orientation dispersion’’, e.g., with temperature.
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system (e.g., orthorhombic 222, mm2, 2/m2/m2/m)
exhibit the same second-rank tensor symmetry.

The more the physical symmetry approximates the
crystallographic symmetry, the higher the rank of its
tensor. For example, in cubic crystals tensor proper-
ties of second rank are isotropic, whereas fourth-
rank tensors (e.g., linear elasticity) are not isotropic;
they exhibit cubic crystallographic symmetry. For
hexagonal crystals, on the other hand, the sixfold
axis is still a continuous rotation axis also for fourth-
rank tensors.

Tensors of Odd Rank

Physical properties represented by odd-rank tensors
are of particular importance for technological applica-
tions. Pyroelectricity and piezoelectricity under hydro-
static pressure are properties of first rank, represented

by maximally three independent coefficients (i.e., by a
vector). Important third-rank properties are piezoelec-
tricity (under general stress), optical second-harmonic
generation, and linear electrooptics. Odd-rank tensors
are subject to strong constraints by symmetry, in par-
ticular by an inversion center which renders all tensor
components zero, that is, properties of odd rank do
not exist in centrosymmetric crystals.

Pyroelectricity and ferroelectricity Pyroelectricity
originates from a permanent electric dipole moment
of the unit cell of the crystal structure or, in macro-
scopic terms, from an intrinsic (‘‘spontaneous’’) elec-
trical polarization. This polarization is changed by
heating and cooling, thus giving rise to electric
charges on certain crystal faces.

In a crystal, a spontaneous polarization can be
present only along a polar direction which has no

Table 5 The 21 noncentrosymmetric crystallographic point groups (crystal classes) and the occurrence (þ ) of specific crystal

properties

Crystal system Noncentrosymmetric

point group

First-rank tensor

(e.g., pyroelectricity)

Third-rank tensor

(e.g., piezoelectricity)

Enantiomorphism Optical activity

(opt. gyration)

Triclinic 1 þ (3) [uvw] þ (18) þ þ (6)

Monoclinic 2 þ (1) [0 1 0]a þ (8) þ þ (4)

m þ (2) [u 0w]a þ (10) � þ (2)

Orthorhombic 222 � þ (3) þ þ (3)

mm2 þ (1) [0 0 1] þ (5) � þ (1)

Tetragonal 4 þ (1) [0 0 1] þ (4) þ þ (2)
�4 � þ (4) � þ (2)

422 � þ (1) þ þ (2)

4mm þ (1) [0 0 1] þ (3) � �
�4 2m � þ (2) � þ (1)

Trigonal 3 þ (1) [0 0 1]b þ (6) þ þ (2)

32 � þ (2) þ þ (2)

3m þ (1) [0 0 1]b þ (4) � �

Hexagonal 6 þ (1) [0 0 1] þ (4) þ þ (2)
�6 � þ (2) � �
622 � þ (1) þ þ (2)

6mm þ (1) [0 0 1] þ (3) � �
�6 2m � þ (1) � �

Cubic 23 � þ (1) þ þ (1)

432 � � þ þ (1)
�4 3m � þ (1) � �

Icosahedral 532 (235) � � þ þ (1)

Spherical NN (2N) � � þ þ (1)

The number of nonzero independent tensor components is given in parentheses. For comparison, the noncentrosymmetric icosahedral

and the sphere group (isotropy) are added. For first-rank tensors the direction [uvw] of the property vector is given. There are 10

pyroelectric, 20 piezoelectric, 11 enantiomorphic and 15 optically active crystal classes.
aUnique axis b
bHexagonal axis.
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symmetrically equivalent directions. (In the literature,
the condition for the occurrence of pyroelectricity is
frequently expressed as ‘‘a unique (or singular) polar
axis.’’ This term, however, is misleading for point
groups m and 1.) Such polar directions occur in the
following ten (‘‘pyroelectric’’) point groups: 6, 4, 3, 2,
1, and their combination with a ‘‘parallel’’ mirror
plane: 6mm, 4mm, 3m, mm2, m (Table 5). In point
groups with a rotation axis, the electric polarization
(‘‘pyroelectric vector’’ p) is fixed parallel to this polar
axis. For point group m, the pyroelectric vector p is
oriented parallel to the mirror plane, and for point
group 1 any direction of p is possible.

A polar crystal is ferroelectric if the direction of
the spontaneous polarization can be reversed
(‘‘switched’’) by an electric field, leading to a hyster-
esis behavior. Thus, ferroelectricity can only occur in
the ten pyroelectric point groups.

Piezoelectricity Among the third-rank property ten-
sors, piezoelectrity and its converse effect, the piezo-
electric strain (‘‘linear electrostriction’’), are the most
important properties for technological applications
(pressure sensors, resonators, etc.). Well-known exam-
ples are single crystals of quartz (SiO2) and textured
(‘‘poled’’) ceramics of barium titanate (BaTiO3). Of
similar significance are, nowadays, the third-rank ten-
sors of optical second-harmonic generation (for opti-
cal frequency doubling, for example, potassium
dihydrogen phosphate, KDP) and of linear electroop-
tics (Pockels effect) (for light modulation, e.g., KDP).

Third-rank properties occur in all noncentrosy-
metric crystal classes, except for the cubic class 432,
where the combination of three perpendicular
equivalent fourfold axes causes all tensor compo-
nents to vanish. The combination of three equivalent
twofold axes, present in the two cubic classes 23 and
%43m, however, still admits one independent nonzero
component. The tensor is the same for both classes
and exhibits the symmetry %43m (Table 5).

Piezoelectricity under hydrostatic pressure is possi-
ble only in the ten pyroelectric crystal classes (see
Table 5). An example for use of this effect for pressure
sensors (e.g., formerly for submarines) is provided by
Li2SO4 �H2O (point group 2) single crystals.

Enantiomorphism and Optical Activity
(Optical Gyration)

Enantiomorphism is a qualitative property stating that
an object (molecule, crystal) may have a right- and a
left-handed (‘‘mirror image’’) form or structure. This
feature requires the absence of any ‘‘hand-changing’’
operation (detW ¼ �1), such as a reflection or roto-
inversion (including the inversion �1). Thus, only the

11 non-centrosymmetric crystal classes containing
only proper rotations (detW ¼ þ1) allow enantio-
morphism (Table 5). Enantiomorphism, of course, is
also possible in noncrystallographic symmetry groups
without mirror planes and rotoinversion axes.

Optical gyration is described by a second-rank ten-
sor, but in contrast to the polar tensors of second rank
shown in Table 4, it has an axial character, that is, it
exhibits the features of a screw. Thus, the components
of the axial gyration tensor change their signs if the
handedness of the coordinate system is changed from
right to left, and vice versa. Consequently, the invar-
iance condition for tensor components gij under sym-
metry transformations, as described in the section
‘‘Definition of tensor symmetry’’ for polar tensors,
has to be modified as follows: for all ‘‘hand-changing’’
symmetry operations W (i.e., det W ¼ �1), the trans-
formed components *gij must equal their negative
counterparts: *gij ¼ ð�1Þgij. From this, it follows di-
rectly that optical activity is forbidden in all centro-
symmetric crystal classes. For proper rotations which
preserve the handedness, a change of sign does not
occur. Thus, all symmetry groups allowing enantio-
morphism also permit optical activity. Crystals be-
longing to one of the enantiomorphic crystal classes
may occur in two forms, either left- or right-handed,
which exhibit opposite senses of rotation of the plane
of polarization. A well-known example is provided by
quartz SiO2 (enantiomorphic crystal class 32), which
crystallizes in a right- and a left-hand form with
opposite senses of optical activity.

In addition to the 11 enantiomorphic crystal class-
es, there are four nonenantiomorphic classes exhibi-
ting optical activity: m, mm2, %4, %42m. In these cases,
optical activity does not occur for all directions of
light propagation, viz. not those parallel to the %4 axis
and parallel or normal to the mirror plane m. All
other propagation directions exhibit activity, where-
by directions symmetrical with respect to %4 and m
show opposite rotation senses. Thus, the four sym-
metry groups above show both (right and left) rota-
tion senses in one and the same crystal.

The optical activity is isotropic in cubic crystals, as
it is in optically active liquids (e.g., in solutions of
dextro- or levo-sugar). In this case, the symmetry of
the optical activity is described by the noncentro-
symmetric sphere group NNð2NÞ. Geometrically,
this symmetry group can be represented by a (right-
or left-hand) rotating sphere or by a sphere which is
densely covered with either right- or left-hand swirls.

Curie’s Principle

Until now the symmetry group GP of physical pro-
perties of a ‘‘free’’ macroscopic crystal C with point
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group GC was discussed. Now, the symmetry GCF of
a crystal C which is subject to an external influence F,
for example, to an electric field, to uniaxial stress, to
temperature changes, etc., is considered. For this
treatment, point-group symmetries GF of the external
influences (Curie groups) are defined as follows:

1. Homogeneous electric field E: Nm (polar contin-
uous rotation axis with ‘‘parallel’’ mirror planes,
that is, symmetry of a stationary cone). Note that
a rotating cone (left- or right-hand) represents
geometrically the polar enantiomorphous group
N; a stationary cone represents the polar group
Nm with ‘‘vertical’’ mirror planes.

2. Homogeneous magnetic field H: N/m (symmetry
of a rotating cylinder).

3. Uniaxial stress sii: N/m 2/m (symmetry of a sta-
tionary centrosymmetric cylinder).

4. Temperature change DT or hydrostatic pressure
� s (scalars): NN m (symmetry of a stationary
centrosymmetric sphere).

5. Shear stress sij: 2/m 2/m 2/m (orthorhombic).

According to Curie’s principle of 1894, the point-
group symmetry GCF of the crystal under the external
field is the intersection symmetry of the symmetry GC

of the crystal without field and the symmetry GF of
the field without crystal: GCF ¼ GC-GF; that is, GCF

is a (proper or improper) subgroup of both groups
GC and GF.

As examples, consider the effect of an electric field
(GF¼Nm) and a uniaxial stress (GF¼N/m 2/m)
along one of the (four) threefold rotoinversion axes �3
of cubic crystals with point groups GC ¼ 2=m�3 and
GC ¼ 4=m�3 2=m

* Electric field parallel [1 1 1]:

2=m �3-Nm :

GCF ¼ 3 along ½1 1 1�
ðpyroelectric; optically activeÞ

4=m �3 2=m-Nm :

GCF ¼ 3m along ½1 1 1�
ðpyroelectricÞ

* Uniaxial stress parallel [1 1 1]:

2=m�3-N=m 2=m :

GCF ¼ �3 along ½1 1 1�
4=m�3 2=m-N=m 2=m :

GCF ¼ �32=m along ½1 1 1�

Note that, in contrast to uniaxial stress, the electric
field destroys centrosymmetry, leading to pyroelec-
tricity and even optical gyration. The polarity and
the gyration sense are reversed upon reversal of the
electric field. If the electric field and the uniaxial
stress were applied to an arbitrary (nonsymmetry)
direction of the above cubic crystals, point groups 1
and �1 would result in the two cases.

If a scalar influence, which is represented by the
centrosymmetric sphere group GE, for example, a
temperature change DT, is applied to a crystal, its
symmetry is not changed, GCF¼GC, provided that no
phase transition is induced. For further reading on
the symmetry of physical properties, refer to the
‘‘Further reading’’ section.

See also: Crystal Symmetry; Crystal Tensors: Applica-
tions; Crystal Tensors: Introduction; Group Theory; Mag-
netic Point Groups and Space Groups; Space Groups.

PACS: 61.50.Ah; 61.68.þn; 02.20.Hj
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Nomenclature

e neutral element, identity
F external physical influence (external

field) on a crystal
gi element of G
G point group of a crystal
H subgroup
[i] index of a subgroup or supergroup;

number of orientation states of domains

N(G)¼ |G| order of group G

p electric polarization vector, pyroelectric
vector

P physical (tensor) property of a crystal
P symmetry group of the property P
W (3� 3) matrix of a point-group operation
sii, sij uniaxial stress, shear stress
� s hydrostatic pressure

Polaritons
M Litinskaya, Institute of Spectroscopy, Troitsk,
Russia
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Introduction

Definition

By definition, polaritons are quasiparticles in a me-
dium that form as a result of interaction and mixing
of light with dipole active transitions of the medium.
The classical theory of light waves in ionic crystals
near optical phonon frequencies was proposed by
K B Tolpygo and K Huang in the early 1950s. Later,
the quantum theory of light waves near excitonic
resonances and the concept of polaritons were deve-
loped in works by U Fano, J J Hopfield, and V M
Agranovich.

Consider an electromagnetic wave propagating in
a medium, and let the frequency of the wave be close
to some resonance frequency of the medium. These
frequencies are generally associated with some qua-
siparticles. They can be of electronic nature, such as
Frenkel or Wannier–Mott excitons, or related to lat-
tice vibrations, such as optical phonons in ionic crys-
tals. The electromagnetic field polarizes the medium.
The polarization, which is high near the resonance
frequency, in turn influences the electromagnetic field.
One can regard it as an interaction between the
‘‘bare’’ photon and ‘‘bare’’ medium excitation (‘‘light–
matter interaction’’). When the interaction is strong
enough, the excitation spectrum of the medium essen-
tially changes. Near the resonance between the light
mode and the mode of the medium excitation, their
dispersion curves transform into two – the ‘‘lower’’
and the ‘‘upper’’ – split polaritonic branches showing
anticrossing behavior. In other words, a gap of the
size 2D, where D is the coupling strength defined
below, opens in the excitation spectrum. This situa-
tion is referred to as the strong coupling regime.

Roughly speaking, polaritons possess the properties
of both ‘‘bare’’ photons and ‘‘bare’’ medium excita-
tions. This mixed character of polaritons leads to
many interesting physical properties.

Usually, one indicates the type of crystal excitations
which participates in the formation of polaritons
by adding prefixes: ‘‘exciton–polaritons,’’ ‘‘plasmon–
polaritons,’’ and ‘‘optical phonon–polaritons.’’ The
quasiparticles, which appear as a result of interaction
between an electromagnetic field and the resonances
of magnetic permeability, are known as ‘‘magnetic
polaritons.’’

Theoretical Approaches

Many of the physical processes concerning polaritons,
as well as their dispersion law, can be described by
means of the macroscopic (semiclassical) approach. It
utilizes the system of Maxwell’s equations for the
fields in the medium. For spatially restricted systems,
the problem must be supplemented by the fields out-
side the crystal and by proper boundary conditions.
These equations must be combined with the material
equation, which relates the fields D and E through the
tensor of dielectric permeability eij(o, k). The tensor
eij(o, k) can be obtained from the microscopic theory
or from experiment. In an isotropic medium with the
account of spatial dispersion,

eijðo; kÞ ¼ etðo; kÞ dij �
kikj

k2

� �

þ elðo; kÞ
kikj

k2
½1�

where et(o, k) and el(o, k) are, respectively, transverse
and longitudinal dielectric permeabilities, and dij is
the Kronecker symbol. The condition el(o, k)¼ 0 de-
termines the dispersion o¼ol(k) of a longitudinal
wave, which does not interact directly with the
transverse photons. In turn, the poles o¼ot(k) of
the function et(o, k) determine the transversal ‘‘bare’’
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excitations of the medium. As shown below, polari-
tons are just the transverse normal modes in the
medium near these frequencies. The macroscopic des-
cription is effective as far as the wavelength of light
exceeds the lattice constant and the excitonic Bohr
radius strongly.

In the framework of the microscopic (quantum)
approach, polaritons appear as a result of the account
of retardation. It is well-known that excitons are the
excitations in a medium in the approximation when
only the instantaneous Coulomb interaction between
the molecules (or atoms) is taken into account (i.e., in
the limit c-N). The inclusion of retardation, as
known from quantum electrodynamics, is equivalent
to taking into account the interaction with a
transverse electromagnetic field. Hence, polaritons
appear as a result of interaction between excitons and
transverse photons. Such a description can also be
applied to low-dimensional structures (such as, a
monolayer or a chain of molecules), when a dielectric
tensor cannot be introduced and the macroscopic des-
cription is not valid. This approach utilizes the sec-
ond-quantization formalism, and polaritons appear
as a result of diagonalization of the full Hamiltonian
of the crystal, which is a sum of Hamiltonians of
‘‘bare’’ transverse photons, ‘‘bare’’ excitons, and the
Hamiltonian of their interaction. The total Hamil-
tonian can be diagonalized by operators that are lin-
ear combinations of the operators of ‘‘bare’’ photons
and ‘‘bare’’ excitons. Near the resonance, these opera-
tors are of the form

xþk;r ¼C
ðrÞ
photðkÞa

þ
k þ CðrÞ

excðkÞBþ
k

xk;r ¼C
ðrÞ�
photðkÞak þ CðrÞ�

exc ðkÞBk

½2�

where aþ
k
; ak and Bþ

k
, Bk are, respectively, the creation

and annihilation operators of photons and excitons,
and r¼U, L denote the upper or the lower polari-
tonic branch, respectively. The coefficients C

ðrÞ
photðkÞ

and C
ðrÞ
excðkÞ define, respectively, the amplitudes of the

photon and the exciton in the polaritonic states. Their
squared modules give the weights of the ‘‘bare’’ ex-
citations in the polaritonic states. With the change of
the wave vector k, they vary between 0 and 1. At the
resonance jCðU;LÞ

phot ðkresÞj2 ¼ jCðU;LÞ
exc ðkresÞj2 ¼ 1=2.

Within linear optics, these two approaches yield
identical results, and the choice between them is just a
matter of convenience. Quite often, a semiclassical
(macroscopic) approach is used to calculate the opti-
cal response of a system. Quantum (microscopic) form-
alism describes polaritons as quasiparticles, and can
be used to discuss the collective properties of polari-
tons and their statistics. It is convenient for a discus-
sion on nonlinear processes, and allows one to describe
the eigenfunctions of the crystal (in particular, the

polaritonic vacuum state is not equivalent to an inde-
pendent-particle vacuum).

When Strong-Coupling Regime Is Destroyed

The strong-coupling regime can be destroyed by dif-
ferent dephasing processes. Many of them (such as,
exciton–phonon interactions and scattering by sam-
ple disorder) influence polaritons through their exci-
tonic components. In semiconductor microcavities,
the lifetime of polaritons is also restricted by the fi-
nite lifetime of the cavity photon within the cavity
due to a finite transmission of the cavity mirrors.
Roughly, the strong-coupling regime holds when the
exciton–photon coupling strength D is larger than all
the involved dephasing rates of polaritons. If this
condition is violated, the system is in a so-called
weak-coupling regime, when the gap in the spectrum
of elementary excitations does not form.

The role of phonons can be diminished by decrea-
sing the temperature. One can say, for instance, that in
good GaAs crystals, the strong-coupling regime holds
below 20 K in bulk, and below 70 K in microcavities.

Disorder appears as impurities in bulk crystals, and
interface roughnesses and/or alloy fluctuations for
cavity and surface polaritons. Bulk polaritons are
very sensitive to the disorder. In turn, in state-of-the-
art nanostructures, the role of disorder can be
brought almost to nothing. The main effect of disor-
der is that it introduces local excitonic levels, which
trap polaritonic states and eventually destroys them.

Polaritons in Bulk

Dispersion Equation

In the framework of the macroscopic approach, the
dispersion equation for polaritons in a bulk medium
can be obtained by solving the wave equation for the
fields D and E:

DEþ o2

c2
D� grad div E ¼ 0 ½3�

combined with the material equation. In an isotropic
medium, neglecting dissipation, the dielectric perme-
ability et(o, k) is

etðo; kÞ ¼ eb þ
A

o2
t ðkÞ � o2

½4�

where eb is the background dielectric constant, and A
is proportional to the oscillator strength fosc of the
transition. Omitting the resonance term yields ‘‘bare’’
photon approximation. Further, ot(k) is the disper-
sion of the crystal excitation, which, for small k, can
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be written in the effective-mass approximation:

otðkÞ ¼ ot þ
_k2

2mt
; ot � otðk ¼ 0Þ ½5�

Here, mt is the effective mass of the excitation, and it
determines the curvature of the exciton dispersion. If
the dependence of the dielectric permeability on the
wave vector (i.e., spatial dispersion) is neglected,
then otðkÞ ¼ ot and etðo; kÞ � eðoÞ. This usually ap-
plies to optical phonon–polaritons and some of
Frenkel exciton–polaritons, while for Wannier–Mott
exciton–polaritons, the dependence of etðo; kÞ on k is
usually important.

In an infinite isotropic medium, the wave eqn [3]
has three solutions. One is a longitudinal wave, and
its dispersion law o ¼ olðkÞ is determined by
elðo;kÞ. In addition, there are two twice-degenerate
(corresponding to two possible polarizations) trans-
verse waves, which are polaritons. Their dispersion
law can be found from the equation

c2k2

o2
¼ etðo; kÞ ¼ eb þ

A

o2
t ðkÞ � o2

½6�

Solving this equation for oBot, one finds

ðo� ophotðkÞÞðo� otðkÞÞ ¼ D2 ½7�

where D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=ð4ebÞ

p
p

ffiffiffiffiffiffiffi
fosc

p
is the coupling

strength, and ophotðkÞ ¼ ck=
ffiffiffiffi
eb

p
is the photon dis-

persion in the bulk. Near the resonance (i.e., for
oBotðkÞE ophotðkÞÞ, the polaritonic branches split.
The smallest separation between them is at the res-
onance, and is equal to 2D. Far from the resonance,
the polaritonic effect is usually not important, and
polaritonic dispersion curves tend to that of the
photon and the exciton. The solutions of [7] o ¼
oU;LðkÞ are

oU;LðkÞ ¼
1

2
ophotðkÞ þ otðkÞ
�

7
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðophotðkÞ � otðkÞÞ2 þ 4D2

q �
½8�

The dispersion curves of bulk excitations (inclu-
ding the longitudinal wave, which does not couple to
light) are plotted in Figure 1 ((a) without and (b) with
spatial dispersion).

The dispersion of bulk exciton–polaritons has
been measured for many semiconductors (such as,
CuCl, GaAs, CdS) in a variety of optical experi-
ments (for instance, two-photon absorption meas-
ured at different angles or hyper-Raman scattering
measurements).
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Figure 1 Dispersion of bulk polaritons and of the longitudinal wave (solid lines). The numbers in brackets show the degeneracy of

each mode. Dashed lines correspond to the dispersions of ‘‘bare’’ photon and ‘‘bare’’ transverse exciton. (a) Spatial dispersion is

neglected. The inset shows the dependence on the wave vector of the exciton and photon weight coefficients jCðLÞ
excðkÞj2 and jCðLÞ

photðkÞj
2

defined in eqn [2] for the lower branch. (b) Spatial dispersion is taken into account, and mt40, ml40. The inset shows the spectrum of

transverse waves for mto0.
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Anisotropic Media

The properties of polaritons in anisotropic crystals
(e.g., organic crystals) are determined by the struc-
ture of the dielectric tensor eikðo; kÞ (see [1]), which
relates the fields as

Diðo; kÞ ¼ eikðo; kÞEkðo; kÞ

Then the equation analogous to [6], which yields the
dispersion of polaritons o ¼ oðkÞ, can be obtained
from the zeros of the following determinant:

o2

c2
eikðo; kÞ � k2dik þ kikk

����
���� ¼ 0 ½9�

For an arbitrary direction of the wave vector k,
polaritons in anisotropic crystals have a mixed
longitudinal–transverse character.

Spatial Dispersion and Additional Waves

Spatial dispersion is a result of the ability of excita-
tions to propagate in the crystal due to internal in-
teraction forces. As mentioned already, it results in
the dependence of dielectric permeability on the wave
vector.

If spatial dispersion is neglected, then there are no
bulk waves in the interval otooool ¼ olð0Þ, and
for every other frequency, there exists only one
propagating bulk wave (see Figure 1a).

Spatial dispersion results in the appearance of the
so-called ‘‘additional waves’’ (waves with the same
energy _o, but different wave vectors k(o)), first
noticed by S I Pekar. Near a resonance, it is enough
to take into account the dispersion of the excitonic
resonance, as it is done in [5] for an isotropic
medium. Then the curve otðkÞ bends up or down,
depending on the sign of mt. The curve olðkÞ also
bends depending on the sign of the effective mass ml

of the longitudinal exciton, since in the general case,
mlamt. Several examples are given below. First, in
an isotropic nongyrotropic medium with mt40, for
o4ol, there exist two propagating transverse waves,
which are the lower and the upper polaritons (see
Figure 1b). In the ‘‘forbidden’’ region ðotoooolÞ,
there appears a state of the lower polaritonic
branch. In Figure 1b, ml is also positive, that is typ-
ical for inorganic semiconductors. Then, for o4ol,
the longitudinal wave also exists. Second, if mto0,
as it is in some molecular crystals, there exist
two propagating transverse waves (both are lower-
branch polaritons) for oooMoot (see the inset in
Figure 1b). As regards the longitudinal wave, if
ml40, then it exists for o4ol, together with the
upper polaritonic branch, and if mlo0, then the
longitudinal wave is the third wave for oooM, and

it is the only one wave for oMooool. Third, in a
cubic gyrotropic crystal, the dispersion curve of the
exciton splits into two branches with linear disper-
sion: otðkÞ ¼ ot7ak þ Oðk2Þ. The corresponding
polaritonic spectrum with three propagating waves
for oooGoot and one propagating wave for
o4oG is shown in Figure 2.

For spatially restricted media (e.g., when calculat-
ing reflectance of a bulk crystal) at the frequencies
where the additional waves exist, one has to intro-
duce the so-called additional boundary conditions
(ABCs), since the usual Maxwell’s boundary condi-
tions are not sufficient to find the relation between
the amplitudes of the waves. From a microscopic
point of view, ABCs describe the behavior of the
fields close to the surface. The character of ABCs
essentially depends on the properties of the medium,
its surface, and on the properties of excitons. In the
most general case, in the framework of linear optics,
ABCs are constructed as some linear combinations
of the fields E, P, and their derivatives. The first ABC
proposed by S I Pekar is P¼ 0 at the boundary
of the medium. It is good for molecular crystals,
but is often suitable for semiconductors also. A
widely used approach proposed by J J Hopfield and
D G Thomas introduces a ‘‘dead layer’’ of some
thickness l near the surface, where excitons cannot
penetrate. The thickness l and other phenomenolo-
gical constants entering ABCs are to be determined
from a microscopic theory or from comparison with
experiment.

k
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� t(k) 
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Figure 2 Dispersion of bulk polaritons (thick solid lines) in a

gyrotropic cubic crystal. Dashed lines show the dispersion of

‘‘bare’’ excitons and ‘‘bare’’ photon.
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Surface Polaritons

In a medium with a surface, specific surface states,
known as surface polaritons, exist in certain (o, k)
regions. Surface polaritons are normal modes that
propagate along the medium surface (or along an in-
terface between two media, or along interfaces of lay-
ered structures). The electromagnetic field in these
modes decays exponentially with the distance from the
surface. It will be shown below that surface polaritons
are usual solutions of Maxwell’s equations applied to
the case when the dielectric permeability is negative
(the situation realizable near a resonance frequency
of the medium). Surface polaritons yield information
on the surface of the crystal. They may also be impor-
tant as possible final states in the different processes of
interaction of electromagnetic waves in crystals.

Surface Polaritons at the Interface between Two
Semi-Infinite Media

Let a semi-infinite isotropic medium with the dielec-
tric permeability e(o) (spatial dispersion is neglected)
be contiguous with an isotropic half-space with di-
electric constant eout. Let k|| be a two-dimensional
wave vector parallel to the surface. The surface mode
is TM-polarized (see the inset in Figure 3) and has the
following dispersion relation:

eðoÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
jj � o2eðoÞ=c2

q ¼ � eoutffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
jj � o2eout=c2

q ½10�

For eout40, the dispersion equation of surface po-
laritons has solutions only if e(o)o0. The dispersion
equation can be rewritten in a more convenient form:

k2
jj ¼

o2

c2

eðoÞeout

eðoÞ þ eout
½11�

From here, it is seen that the permissible inter-
val of the surface polariton frequencies is more
narrow, since for real k|| and negative dielectric
permeability, e(o), in fact, must be less than � eout.
Let oS denote the upper boundary of the existence
of surface polaritons: eðoSÞ ¼ �eout. When eout ap-
proaches eb, oS-ol. For a dielectric material, the
function e(o) is given by [4]; it is shown in Figure 3,
and the frequency interval where a surface polari-
ton exists is marked in gray. For a metal, when
eðoÞ ¼ 1 � o2

p=o
2 (op is the plasma frequency),

surface plasmon–polariton exists for 0ooo
op=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ eout

p
.

Figure 4a shows the dispersion of surface polari-
tons without spatial dispersion. The thin dashed
line shows the dispersion of light outside the crystal
(propagating parallel to the crystal surface), and
the thick dashed lines show bulk polariton dis-
persion curves. All these dispersion curves do not
intersect with the dispersion curve of the surface
polariton, hence surface polaritons cannot be excited
by an incident photon (or, once excited, cannot
transform into bulk polaritons or leave the crystal as
photons) – the laws of conservation of energy and
wave vector cannot be simultaneously fulfilled
for such processes. To excite surface polaritons,
one has to make use of a prism (attenuated total-
reflection technique) or a grating on the crystal sur-
face. Surface polaritons have been seen as dips in the
total reflection of TM-polarized light in many such
experiments.

Spatial dispersion complicates the problem, be-
cause then a lower ‘‘bulk’’ polariton appears for large
wave vectors in the frequency interval where a sur-
face polariton exists (see Figure 4b). As discussed
above, it requires introduction of ABCs, which mix
surface polaritons with bulk lower polaritons. The
mixing leads to leakage of the energy of the surface
wave into the interior of the crystal, providing a new
(nonradiative and nondissipative) damping mecha-
nism for surface polaritons.

Surface Polaritons in Presence of
a Transition Layer

The presence of a surface transition layer can essen-
tially alter the dispersion of surface polaritons. The
transition layer may be either natural or artificial (a
thin film on a substrate). As shown by V M
Agranovich and A G Mal’shukov, if an oscillation
in the layer is resonant with the surface polariton, a
gap with a magnitude DS opens in the surface po-
lariton spectrum. This is similar to what happens to
bulk electromagnetic waves near the resonance fre-
quency with the difference that both, the excitation

�(�)
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�l�s�t

−�out

�(�)

�out k ||  || x
Ez

Hy

Ex

TM-polarization

Figure 3 A graph of the function e(o). The frequencies marked

in gray correspond to the interval of existence of surface polari-

tons at the interface with a material with a dielectric constant eout.
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in the layer and the surface electromagnetic wave,
have a two-dimensional character. While usually the
effects of a thin layer are of the order of d=l{1 (d is
the layer thickness, l is the wavelength of the light),
here DSp

ffiffiffiffiffiffiffiffi
d=l

p
cd=l, and therefore the gap had

been observed in a number of experiments, both in
the infrared spectral region and in the spectral region
of electronic transitions.

Polaritons in Nanostructures with
Reduced Dimensionality

From the above discussion, it follows that in bulk
crystals the interaction of excitons with an electro-
magnetic field does not give rise to radiative decay of
the exciton. Instead, the energy oscillates back and
forth between exciton and photon states, and there is
no radiative decay. It happens because the total wave
vector conserves (an exciton with a given wave vec-
tor interacts with only one photon with the same
wave vector) and there is no density of states for
radiative decay.

Another situation occurs in two- and one-dimen-
sional (1D) crystals, where an exciton has less deg-
rees of freedom than a photon. As noted by
V M Agranovich and O A Dubovsky, in such crys-
tals the radiative decay is restored, since in these cases
only two or one of the components of the total wave
vector, respectively, are conserved.

Consider polaritonic effects in quasi-2D quantum
wells and quasi-1D quantum wires described else-
where in this encyclopedia. The translation symme-
try is preserved (and, consequently, the wave vector
k|| of the exciton is a good quantum number) only in
the plane of the quantum well in the first case, and
only along the quantum wire in the second case. The
component of the total wave vector perpendicular to
k|| is denoted by k>. Photons are 3D, as before.

There are two kinds of states. Consider first the
states with small values of the wave vector kjjok0 �
o
ffiffiffiffi
eb

p
=c. They are degenerate with photons and can

decay into them. One can regard it as a coupling of an
exciton with a wave vector k|| with photons with the
same component k|| parallel to the quantum well or
the quantum wire, but with all possible values of k>.
These photons act as a dissipative bath, and instead
of forming stable states similar to polaritons in bulk,
the exciton decays irreversibly.

The corresponding radiative lifetimes can be cal-
culated treating exciton–light coupling as a pertur-
bation. For Frenkel exciton–polaritons, the decay
times in 1D and 2D are, respectively, tðFÞ1DBð2pa=lÞ
t0; t

ðFÞ
2DBð2pa=lÞ2t0, where t0B10� 9–10� 8 s is the

radiative lifetime of the excitation of an isolated
molecule, and a is the lattice constant (i.e., the ra-
diative decay is enhanced proportionally to the
number of molecules within the wavelength of light,
l). The radiative lifetime of exciton–polaritons in 2D
is then B10�12 s, and such ‘‘superradiant decay’’
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Figure 4 Dispersion of surface polariton (solid line) at an interface between a resonant isotropic crystal with dielectric function e(o) and
an isotropic material with a dielectric constant eout (a) without and (b) with spatial dispersion. The thick dashed lines show the dispersions

of bulk polaritons, and the thin dashed line shows the dispersion of the photon outside of the crystal. UP, LP, and SP denote,

respectively, the upper, lower, and the surface polariton branches.
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had been observed in anthracene. For Wannier–Mott
exciton–polaritons, the lifetime of 2D exciton–
polariton for k||¼ 0 was found to be tðWMÞ

2D ¼
mtc

ffiffiffiffi
eb

p
=ð2pe2foscÞ. For ideal situations, such as in

GaAs, it is B10 ps. The account of the effects of
thermalization and disorder-induced partial localiza-
tion of polaritons considerably complicates the pic-
ture both in 1D and 2D cases.

For k||4k0, the modes are nonradiative. In quan-
tum wells, to some extent, they are similar to surface
polaritons, since the electromagnetic field in them
decays exponentially outside of the quantum-well
plane. Similarly, the propagating modes can be exci-
ted using a prism or with surface gratings. Radia-
tive polaritons with k||ok0 can be excited directly by
incident light and have been observed in many semi-
conductor nanostructures in absorption, photolumi-
nescence, and reflectivity spectra.

Cavity Polaritons

In multilayered nanostructures called semiconductor
microcavities, both excitons and photons have a 2D
character. The interaction between them leads to for-
mation of states similar to bulk polaritons known as
cavity polaritons. These states are stable in the sense
that the exciton with a given 2D wave vector k|| in-
teracts with only one cavity photon with the same k||,
and the energy oscillates back and forth between these
states. In other words, in contrast to the nanostructures
where photons are 3D, there is no density of states for
the radiative decay of the exciton. After several oscil-
lations, light waves escape the cavity due to a finite
transmission of the cavity mirrors. Cavity polaritons
had, for the first time, been observed by C Weisbuch,
M Nishioka, A Ishikawa, and Y Arakawa. The im-
portant difference with bulk polaritons is, first, that as
result of a reduction of the excitonic Bohr radius due to
the confinement, both the oscillator strength and the
binding energy of the exciton are enhanced. As a con-
sequence, Wannier–Mott exciton–polaritons become
considerably more stable than in the bulk. Second,
lower polaritons have a finite energy at vanishing k||,
and this lowest-energy state may, in principle, work as
a ‘‘trap’’ for relaxing polaritons.

The properties of cavity polaritons are discussed
below in the context of well-investigated examples of
isotropic inorganic material, such as, GaAs. However,
exciton–polaritons in organic microcavities have re-
cently attracted attention due to their large oscillator
strengths (and, consequently, very large values of the
splitting D at room temperature) in some of these
materials.

The dispersion equation of cavity polaritons can be
accurately obtained from Maxwell’s equations with

the help of the transfer-matrix method, which re-
lates the transmission and reflectance at each inter-
face of the layered structure. Near the resonance, one
obtains the dispersion equation of the type [7] with
solutions similar to [8], with the energies of ‘‘bare’’
exciton and photon dependent on the in-plane wave
vector k||. A significant difference arises for the cavity
photon dispersion, since the perpendicular compo-
nent of its total wave vector is fixed by the boundary
conditions at the microcavity mirrors, leading to par-
abolic (for small k||) dispersion of the cavity photon:

ophotðkjjÞ ¼ oc þ
_k2

jj
2m

½12�

where oc � ophotð0Þ ¼ pc=ðLc
ffiffiffiffi
eb

p Þ, Lc is the micro-
cavity thickness, and m ¼ p_

ffiffiffiffi
eb

p
=ðcLcÞ is its effective

mass, which is very small (B10�5 me, me is the elec-
tron mass). The dispersion curves of cavity polaritons
are plotted in Figure 5.

The detuning between the cavity photon and quan-
tum-well exciton u¼oc�ot determines the ratio be-
tween exciton and photon weights in the polaritonic
states for each k||. The value of detuning is determined
by the cavity thickness and, due to a wedge-shaped
microcavity profile, can be varied in experiments.

The relaxation of polaritons into the ground state
oL(0) is impeded due to the so-called bottleneck
effect observed in photoluminescence experiments.
Polaritons gather near the ‘‘knee’’ at the lower polari-
ton dispersion curve just below the exciton energy
(near the point A in Figure 5), since there the acoustic

0.5

   1

   0

k ||

�

�L(k||)

� t(k ||)

�t

�U(k ||)

�
ph

ot
(k

||
)

A

B

|Cexc(k ||)|2
(L)

|Cphot(k||)|2
(L)

Figure 5 Dispersion of cavity polaritons (solid lines) for zero

detuning. Dashed lines correspond to the dispersions of ‘‘bare’’

photon and ‘‘bare’’ exciton. The inset shows the dependence on

the wave vector of the exciton and photon weight coefficients

jCðLÞ
excðkjjÞj2 and jCðLÞ

photðkjjÞj
2 defined in eqn [2] for the lower branch.
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phonon-assisted relaxation is not effective due to an
abrupt decrease of the density of final states. Quali-
tatively, at this point lower-branch polaritons change
their character from exciton-like to photon-like,
which essentially impedes the relaxation.

Much attention at the moment is devoted to the
possibility of collecting a macroscopic number of po-
laritons in oL(0) state, exploiting the bosonic nature
of cavity polaritons. Bosonic effects have manifested
themselves in the experiments on stimulated scatter-
ing of cavity polaritons. In these experiments, lower-
branch polaritons were excited resonantly near the
inflection point of their dispersion curve (point B in
Figure 5). A convex–concave character of the disper-
sion curve at this point allows the polariton–
polariton scattering process, when one polariton is
scattered into the state with k||¼ 0 (‘‘signal’’), and one
is scattered to a higher-energy state (‘‘idler’’). A weak
stimulation of k||¼ 0 state by a probe beam leads to a
giant (B100-fold) amplification of the ‘‘signal’’ due
to the fact that the scattering rate of bosons is pro-
portional to ni(1þ nf), where ni and nf denote,
respectively, the populations of the initial and
final states. It suggests a tempting possibility of
Bose–Einstein condensation or Kosterlitz–Thouless
transition to the superfluid phase of cavity polaritons.

See also: Excitons in Crystals; Interaction of Light and
Matter; Lattice Dynamics: Vibrational Modes; Semicon-
ductor Nanostructures.

PACS: 71.36.þ c; 78.20.� e; 42.60.Da
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Introduction

Electromagnetic (EM) field in the presence of a mat-
ter is described by the Maxwell equations with the
source terms of charge and current densities. One of
the components of the current density is the time
derivative of polarization, which plays a central role
in the optical response of matter. The charge and
current densities to be used in the Maxwell equations

should be determined from the motion of the matter
system in the EM field. This means that the motions
of EM field and matter should, in principle, be de-
termined self-consistently, as explicitly done usually
in quantum electrodynamics.

A conventional way to avoid the tedious process of
self-consistent solution was invented in the macro-
scopic theory of optical (or EM) response, where a
polarizability constant was assigned to each material
as a parameter, describing the induced polarization
as a function of the incident EM field. This has
allowed an easy access to the solution of the
Maxwell equations in a matter system. Namely,
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one looks for a solution in each part of the material
with the same polarizability, and then, these solu-
tions are connected with one another via the so-
called Maxwell boundary conditions (the continuity
of the normal or tangential components of EM field
across a surface/interface). This determines the re-
sponse of matter to an incident EM field uniquely.
Another name also used for polarizability is ‘‘electric
susceptibility.’’

Polarizability can be calculated quantum mechan-
ically by evaluating the induced polarization from
TracefrM P̂g in the presence of an incident EM field,
where rM is the density matrix of the matter and P̂
the polarization (or dipole density) operator. In the
semiclassical framework, an EM field is treated as a
c-number, and the induced polarization defined
above is usually chosen as a c-number of the matter
side, to be related with the EM field. The optical
processes to be covered by such a description include
reflection, absorption, transmission, refraction, dif-
fraction of macroscopic scale, and various nonlinear
processes. However, in optical processes where the
matter states are different before and after the proc-
ess, such as Raman scattering or luminescence, one
needs a more detailed treatment of induced polari-
zation, such as the transition polarizability intro-
duced by Born and Huang.

Macroscopic Polarizability

In macroscopic (local) theory of optical response, the
polarizability relates a source electric field Eðr;oÞ
with the induced polarization Pðr;oÞ of a matter as

Pxðr;oÞ ¼ e0

X
Z

%w
ð1Þ
x;ZðoÞEZðr;oÞ

þ e0

X
Z

X
z

%wð2Þx;Z;zðo
0;o00Þ

� EZðr;o0ÞEzðr;o00Þjo0þo00¼o

þ? ½1�

where r and o are position and frequency, re-
spectively, ðx; ZÞ stand for the Cartesian coordinates,
e0 the dielectric constant of vacuum, and %wðNÞ the
polarizability of the Nth-order process. These f%wðNÞg
are tensor quantities because they give relationships
between different vectors. N¼ 1 corresponds to a
linear process, and N¼ 2, 3, etc. to the nonlinear
ones of the second-, third-order, etc., respectively.

These polarizabilities are allowed to have depend-
ence, not on position, but on frequencies, within the
framework of macroscopic response. A typical way
leading to the frequency dependence is the so-called
Lorentz oscillator model, which regards matter as an
assembly of charged oscillators. Using a model of

‘‘damped harmonic oscillator in a vibrating force’’ of
classical mechanics, one can derive a simple expres-
sion of the frequency dependence of, for example,
linear polarizability as

%wð1ÞðoÞ ¼
N0Q2

M

1

o2
0 � o2 � igo

½2�

where N0, Q, M, o0, and g are the number density,
charge, mass, resonant frequency, and the damping
parameter, respectively, of the oscillators. By appro-
priately choosing these parameters for a given ma-
terial, one can rather well describe the o-dependence
of the optical spectrum. This is because the o-
dependence of %wð1ÞðoÞ, apart from the parameter val-
ues, is essentially correct in comparison with the
quantum mechanically calculated polarizability, as
shown below. For a given material, there can be
many different types of oscillators with different
parameters.

The frequency o0 corresponds to the excitation
energy of the matter, so that there are infinitely many
of them in general. For an optical process near a
resonance, it is often the case that this particular one
is treated as a Lorentz oscillator explicitly and all the
others as a frequency-independent background me-
dium. Thus, the %wð1Þ to be used in such a treatment is
the resonant term [2] plus a constant background
polarizability wb. The idea of introducing background
medium is a kind of ‘‘wisdom’’ to circumvent the
tremendous complexity arising from the infinite
number of freedom.

Microscopic Polarizability

Polarizabilities can be calculated quantum mechan-
ically by evaluating the induced polarization as a
functional of source electric field via a time-depend-
ent perturbation calculation with respect to the light–
matter interaction. If one does it properly, there
arises a peculiarity of the microscopic response,
namely, a nonlocal relationship between P and E as

Pxðr;oÞ ¼ e0

X
Z

Z
dr 0wð1Þx;Zðr; r

0;oÞEZðr 0;oÞ

þ e0

X
Z

X
x

Z
dr 0
Z

dr 00wð2Þx;Z;z

� ðr; r 0; r 00;o0;o00Þ
� EZðr 0;o0ÞEZðr 00;o00Þjo0þo00¼o

þ? ½3�

The integral kernels wð1Þ and wðnÞ ðn ¼ 2; 3;yÞ
are the nonlocal polarizabilities of the linear and
the nth-order nonlinear processes, respectively. The

342 Polarizabilities



quantum mechanical expressions of, for example, the
linear susceptibility at absolute zero temperature is
given as

wð1Þx;Zðr; r
0;oÞ ¼

X
n

/0jP̂xðrÞjnS/njP̂Zðr 0Þj0S
En � E0 � _o� ig

(

þ/0jP̂Zðr 0ÞjnS/njP̂xðrÞj0S
En � E0 þ _oþ ig

)
½4�

where n runs over all the excited states of the matter
from the groundstate j0S. The parameter g is, for
idealized systems, a positive infinitesimal (0þ ) repre-
senting the adiabatic switching of light–matter inter-
action, and for realistic systems, it is the self-energy of
the excitation En�E0, caused by nonradiative scat-
tering, and is often approximated as a phenomen-
ological parameter. The effect of radiative damping
appears automatically by solving the coupled equa-
tions for E and P, and therefore should not be in-
cluded in g. Otherwise, one would make a double
counting of the interaction. The introduction of the
background polarizability can be done similarly as
before, by specifying the resonant frequency of inte-
rest and the rest.

Local versus Nonlocal (Macro- vs.
Microscopic) Description

The nonlocal relationship between the polariza-
tion and electric field in the above expression is
due to the coherence of the relevant wave functions
and also to the intention to consider the spatial
structure down to the subatomic scale. In the mac-
roscopic response theory, it is approximated to be a
local one as in eqn [1]. The simplified scheme of local
response has been largely successful in calculating the
EM or optical response of bulk matter. The validity
condition for this approximation has not been dis-
cussed in detail.

A frequently encountered description for the mac-
roscopic local theory is that it is a scheme for ‘‘the
field components averaged over a region which is
much larger than atomic size but much smaller than
light wavelength.’’ This means that a point in mac-
roscopic theory has a volume satisfying the condition
in the quotation marks. By this coarse graining, one
loses certain information, but gains a simplified math-
ematical scheme. Thus, in order to judge whether or
not a local description is all right for a given problem,
one has to check two conditions: (1) if one can define
a macroscopic ‘‘point’’ in the system of interest, and
then (2) if the lost information by averaging is serious
or not. For most nonresonant processes, local ap-
proach will be all right, because the long-wavelength

approximation (LWA) is valid. For resonant process-
es, a nonlocal description should generally be chosen.
But the case of excitations localized in a region much
smaller than the macroscopic point mentioned above
can be treated locally. In this case, the nonlocal
polarizability [4] can be reduced to a local one [2]
through the replacement

_o0-En0;
Q2

M
-

2En0

_
jMn0j2 ½5�

where Mn0 is the electric dipole moment of the tran-
sition with the excitation energy En0.

The characteristic point of the local theory is that
only electric dipole transitions can contribute to the
polarization because of its essential assumption of
LWA. In the nonlocal theory, there is also a possi-
bility for other types of transitions to contribute be-
cause it takes the spatial variation of the EM field in
a self-consistent way. Especially in the case of nano-
structured materials, this possibility can lead to
remarkable effects with respect to the size and fre-
quency dependence of nonlinear responses. This is a
reflection of the coherence of size-quantized excited
states of matter, which are the counterparts of their
size-quantized energy levels. In this sense, the non-
local polarizability plays an important role for nano-
scale materials.

In a microscopic description, polarizability is not a
quantity to facilitate the calculation of optical res-
ponse as in the macroscopic theory. The practical way
of calculating optical response is rather different in the
microscopic theory. Namely, it is not the polari-
zability itself but its components such as the matrix
elements of dipole density and energy denominators
that appear in the description of optical response, as
shown below.

The main difference between the macroscopic and
microscopic response theories lies in whether or not the
boundary condition for an EM field is required. The
reason why it is required in the macroscopic theory is
that a medium is defined in terms of a set of position-
independent polarizabilities, and that the boundaries of
various optical media are introduced separately.

On the other hand, the microscopic polarizabilities
include the position dependence reflecting the bound-
aries of matter through the boundary conditions for
electrons and nuclei. Since the boundary conditions
are already taken into account in the quantum me-
chanics of matter, it is no more necessary to consider
the boundary conditions again for the EM field. The
way of obtaining an optical response is the self-
consistent solution of the two relations between po-
larization and EM field obtained from the Maxwell
equations and Schrödinger equation, as shown below.
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Determination of Microscopic Response

If all the matter states are included in the polarizabil-
ities, the electric field produced by the polarization is
obtained from the Maxwell equations as

Exðr;oÞ ¼E0;xðr;oÞ

þ
X
Z

Z
dr 0Gx;Zðr; r 0;oÞPZðr 0;oÞ ½6�

where E0 is an incident field, and Gx;Zðr; r 0;oÞ is the
ðx; ZÞ-tensor component of the radiation Green’s
function of vacuum, which satisfies the differential
equation

r�rþ o2

c2

� �
Gðr; r 0;oÞ ¼ 1 dðr � r 0Þ ½7�

The self-consistent solution of the EM field and the
induced polarization is obtained by solving [3] and [6]
simultaneously. For this purpose, one introduces the
new variables

FmnðoÞ ¼
Z

dr Eðr;oÞ �/mjP̂ðrÞjnS ½8�

The induced polarization P is written as a polynomial
series of these variables, which together with eqn [6]
gives E also in a polynomial series of these {F}’s.
Substituting the latter into eqn [8], one obtains a set of
polynomial equations to determine {F}’s. For a given
order of optical process, linear or Nth order nonlinear
one, the solution of these simultaneous polynomial
equations determines the response for a given incident
field E0.

For linear process, one has a set of linear equations
for {F}’s. The condition for the existence of nontrivial
solution in the absence of incident field E0 is given as
the vanishing of the determinant of the coefficient
matrix, det jSj ¼ 0. This is the equation for the eigen-
mode of the light–matter coupled system. In the rota-
ting wave approximation, where only the first term
on the right-hand side of eqn [4] is retained, one has

Smn ¼ ðEm � _oÞdmn þ Am0;0nðoÞ ½9�

The quantity Am0;0nðoÞ represents the interaction
energy between the induced polarization components
via a transverse EM field (vacuum photons) with
frequency o as

Am0;0nðoÞ ¼ �
Z

dr

Z
dr 0/mjP̂ðrÞj0S

�Gðr; r 0;oÞ �/0jP̂ðrÞjnS ½10�

which is a complex quantity. Since the eigenmode of
the coupled system gives the resonant structure in an
optical spectrum, the real and imaginary parts of
Am0;0nðoÞ represent the radiative shift and width of

the matter excitation energy, if its frequency depend-
ence is negligible as usually is the case. In this sense,
the eigenmodes in the regime of nonlocal response
are extended Lorentz oscillators, that is, a matter is
an assembly of oscillating dipole densities with finite
spatial extension and radiative shift and width,
which can be defined precisely on a quantum me-
chanical basis. In atomic systems, this radiative cor-
rection is very small, but in nanoscale systems and in
the bulk, this correction can be comparable to or
even exceeds the level spacing of matter. For exam-
ple, the difference between the dispersion curves of
an exciton and polariton is just the radiative shift
defined above.

Different Definitions of v and
Corresponding Matter Hamiltonians

The definition of polarizability depends on what the
polarizing field is. When light is incident on an iso-
lated matter, it polarizes the matter, and the induced
oscillating polarization emits an EM field with the
same frequency, and this EM field polarizes the mat-
ter further, and so on. Even if a polarizing field is
purely transverse (T), the induced polarization can
generally contain both longitudinal (L) and T com-
ponents. Both of them act as the source term in the
Maxwell equations, leading to the Maxwell field
with both T and L components. Since the L compo-
nent of the Maxwell field is caused by the induced
charge density, the interaction of this L field with the
matter polarization is a part of the Coulomb inter-
action among the charged particles, that is, the Cou-
lomb interaction among the induced charge densities
Hcc. (‘‘Electron–hole exchange interaction’’ can also
be rewritten in such a form.) Namely, the LT splitting
of polarization waves in a crystal may be expressed
as a part of matter excitation energy, but it could also
be ascribed to the interaction energy of a polarization
wave with an induced depolarization field.

There are two points of view about the treatment
of Hcc, that is, as a part of (A) matter Hamiltonian,
or (B) the interaction between matter and external
field. For each viewpoint, there is a suitable set of
‘‘matter Hamiltonian, an external EM field, the in-
teraction between them, and polarizability.’’ Namely,
HA should contain the full Coulomb interaction,
while Hcc, a part of the Coulomb interaction, should
be excluded from HB, that is, HB ¼ HA � Hcc. The
fields inducing the polarization should be chosen as
the full Maxwell field E in scheme (B), while it is only
the T component of E in scheme (A). The linear po-
larizability in each case is given in the same form as
eqn [4], but the energy eigenvalues and the matrix
elements of polarization operator are different
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because of the difference in the matter Hamiltonian.
One can show the equivalence of these two points of
view, at least for linear response. Depending on the
problem to be considered, one can choose either of
them with proper consideration of the matter Ham-
iltonian to be used.

As a simple example, let the electronic excitations
in a crystal be considered, that is, the case where a
wave vector is a good quantum number. Neglecting
the effect of finite reciprocal wave vectors (Umklapp
processes), one can treat wð1Þ as a function of r � r 0

alone. Its Fourier transform wð1Þðk;oÞ has a different
relationship, depending on the scheme (A) and (B),
with dielectric function defined as Dðk;oÞ ¼
e0eðk;oÞEðk;oÞ. From r �D ¼ 0 and P ¼ e0w

ð1Þ
A

ET ¼ e0w
ð1Þ
B E, one can derive

e ¼ 1 þ wð1ÞB ½11�

and

wð1ÞB ¼ wð1ÞA þ wð1ÞA � kk
k2

� wð1ÞB ½12�

The excitation energies of the matter Hamiltonian
appear as the poles of wð1Þ. Therefore, all the matter
excitation energies of both T and L characters in the
scheme (A) appear as the poles of wð1ÞA . The matter
Hamiltonian in the scheme (B) does not contain Hcc,
so that its T and L levels are degenerate. The inter-
action with the external L field lifts the degeneracy
and gives an additional energy to the L state alone,
which finally leads to the same resonant positions of
the T and L levels of the light–matter coupled system.
This situation in the scheme (B) is reflected in the
above relationship, namely, the L mode excitations
appear as the zeros of the dielectric function
e ¼ 1 þ wð1ÞB , and the T mode excitations as the poles
of wB

(1).
The above relationship between wð1ÞA and wð1ÞB can

be generalized to the case without translational sym-
metry. If one denotes the ðk; k0Þ-Fourier components
of the linear polarizabilities as wð1ÞA ðk; k0;oÞ and
wð1ÞB ðk; k0;oÞ, respectively, their relationship is gene-
rally given as

wð1ÞB ðk; k0Þ ¼ wð1ÞA ðk; k0Þ þ 1

2p2

Z
dq wð1ÞA ðk; qÞ

� qq
q2

� wð1ÞB ðq; k0Þ ½13�

with the omission of the common variable o.

Polariton Dispersion Equation

Polarizability plays an essential role in determining the
eigenmodes of light–matter coupled systems. Among
various examples of such an eigenmode, the case of

an exciton in a three-dimensional crystal is taken.
The eigenmode of the coupled light–matter system is
an exciton–polariton, whose dispersion equation is
obtained from the coupled linear equations

0 ¼ k� k� Eðk;oÞ þ o2

c2
ð1 þ wð1ÞB ÞEðk;oÞ ½14�

If symmetry allows pure T modes, this leads to the
polariton dispersion equation 1 þ wð1ÞB ¼ ðck=oÞ2. A
more general dispersion equation for crystal excita-
tions is obtained from the eigenmode equation
det jSj ¼ 0 mentioned in connection with eqn [9]. In
this generalized scheme, the Umklapp effect can easily
be included through the Fourier components of the
induced microscopic polarization. This effect is im-
portant for the X-ray propagation in a crystal in the
dynamical scattering regime. The generalized disper-
sion equation has the form

0 ¼ det jfjkþ gj2 � q2gdi;jdg;g0

� q2êiðkþ gÞ � wð1ÞA � êjðkþ g0Þj ½15�

where q ¼ o=c; fgg are reciprocal lattice vectors, and
fêiðkþ gÞ; i ¼ 1; 2g are the mutually orthogonal unit
vectors perpendicular to kþ g. The polarizability wð1ÞA

is the fkþ g; kþ g0g Fourier components of the po-
larizability of the scheme (A) mentioned before, which
can contain all the resonances of the crystal.

If one neglects the matrix elements with subscripts
of finite reciprocal lattice vectors in eqn [15], the
reduced equation can be shown to be equivalent to
the general dispersion equation obtained from eqn
[14], which allows the LT mixed mode polaritons.

From the fact that the generalized dispersion equa-
tion [15] contains the effect of both resonance and
Bragg scattering, it can be used in diverse situations
such as polaritons, X-ray dynamical scattering, and
photonic crystals in extended frameworks.

Oscillator Strength and Its Size
Dependence

There is a quantity closely related with polarizability,
namely, oscillator strength, which characterizes the
coupling strength of a matter excitation with an EM
field. It is defined as

fn0 ¼ 2mEn0

_2e2
jMn0j2 cos2 y ½16�

where y is the angle between the transition dipole
moment vector and light polarization direction. This
factor is proportional to the numerator of the reso-
nant polarizability in eqn [2], as shown in [5].
Namely, this is a useful concept within LWA. In
nanoscale systems, there can be a quantum state
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extending over the whole sample region, which may
exhibit size-linear enhancement of its oscillator
strength. As a sample size approaches the wavelength
of resonant light from below, this size enhancement
tends to saturate. This enhancement is not reflected
on the linear polarizability, because induced (linear
or nonlinear) polarization is defined as the induced
dipole moment per unit volume. Following this def-
inition, however, it has an effect on nonlinear polar-
izability. For example, wð3Þ for macroscopic response
can exhibit size-linear enhancement, which is of
course valid only in LWA.

Beyond the size region of LWA, oscillator strength
is no more an appropriate measure of the coupling
strength. As a more general measure, one could use
the radiative width of each excitation, that is, the
imaginary part of An0;0n defined in eqn [10]. This
quantity can be used irrespective of LWA. Since it is
proportional to jMn0j2, that is, to oscillator strength,
in LWA, it can be used more generally than oscillator
strength.

The size dependence of the radiative width is very
sensitive to the spatial structure of size-quantized
excitations. Following the size evolution of a given
excitation, one can observe, not only the size-linear
enhancement in an LWA regime, but also size-reso-
nant enhancement beyond the LWA. For each type of
excitation, there is a characteristic size where the
coupling with an EM field becomes maximal.

If the coupling with an EM field becomes very
large as, for example, in a resonant Bragg reflector
consisting of, for example, regular arrays of quantum
wells (QWs) with electronic resonances, where the
resonant light satisfies the Bragg condition, it is no
more appropriate to neglect the frequency depend-
ence of radiative correction, eqn [10]. In this situa-
tion, the coupling of the light–matter system is so
strong that it is no more valid to regard its eigenmode
as a matter oscillator corrected with radiative shift
and width. In the above example, there is formation
of photonic bands with a gap mode branch by inc-
reasing the number of QWs.

Cancellation Problem in Evaluating
Nonlinear Polarizabilities

For the calculation of polarizabilities in eqn [3], the
time-dependent perturbation theory with light–mat-
ter interaction is used:

Hint ¼ �
Z

dr P̂ðrÞ � Eðr; tÞ ½17�

as the perturbation Hamiltonian. The nth-order non-
linear polarizability is expressed as the n-fold time
integral of the n-fold commutator of polarization

operators in interaction representation. For an explicit
calculation, one expands the n-fold commutator
into the sum of various products of the polarization
operators, and carries out the time integrations. When
one sums up these integrated terms, there occurs par-
tial or total cancellation among them for n larger than
or equal to 2. A typical example is the polarization
made of pure bosons such as harmonic oscillators. In
this case, the innermost commutator of two polariza-
tion operators in the interaction representation at
different times becomes a c-number, so that its com-
mutator with another operator turns out to be zero.
This means that all the nonlinear polarizabilities
should be zero for this model. However, each of the
contributions from the expanded terms of the n-fold
commutator is generally nonvanishing, which means
that the complete cancellation occurs in summing
up these expanded terms. For general cases of light–
matter interaction, matter excitations are not pure
bosons, and there is interaction among them, which
leads to finite nonlinear polarizability. But there
always exists a partial cancellation in summing up
the expanded terms.

This feature is important when one considers the
size enhancement of nonlinear polarizabilities for a
nanoscale matter. As mentioned above, this enhance-
ment tends to saturate as sample size grows to be
comparable to the resonant wavelength. However,
each of the expanded terms of the n-fold commutator
is kept enhanced also beyond LWA. The saturation
occurs only through the cancellation among such
terms. This means that beyond LWA the leading order
terms are cancelled out, leaving the next order terms
as a finite contribution. Therefore, it is essential to
make a very careful treatment of cancellation in the
calculation of nonlinear polarizabilities. Otherwise,
one would be left with a large error in the values.

See also: Optical Sum Rules and Kramers–Kronig
Relations; Polaritons; Polarons.

PACS: 78; 78.67.�n
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Nomenclature

Am0;0nðoÞ radiative interaction between induced
polarizations

D displacement field
fêiðkþg); i-
1,2\}

mutually orthogonal unit vectors per-
pendicular to kþ g

E (Maxwell) electric field
E0 incident electric field
ET transverse component of Maxwell field
En energy eigenvalue of matter, with n ¼ 0

for ground state
En0 excitation energy of transition jnS’j0S
fn0 oscillator strength of transition jnS’j0S
Fmn expansion coefficient of induced polari-

zation
g reciprocal lattice vector
Gðr; r 0;oÞ radiation Green function in vacuum
HA matter Hamiltonian for the scheme (A)

HB matter Hamiltonian for the scheme (B)
Hcc Coulomb interaction among induced

charge densities
Hint interaction Hamiltonian between light

and matter
Mn0 transition dipole moment for jnS’j0S
N0;Q;M;o0; g number density, charge, mass, resonant

frequency, and damping parameter, re-
spectively, of Lorentz oscillator

P̂ðrÞ polarization (dipole density) operator
q ¼ o=c wave number in vacuum
r position vector
Smn coefficient matrix to determine Fmn

e0 dielectric constant of vacuum
eðk;oÞ dielectric function for a crystal
y angle between Mn0 and light polariza-

tion direction
x; Z; z running indices for Cartesian coordinates
rM density matrix of matter
wð1ÞA linear polarizability defined with respect

to the transverse component of Maxwell
field

wð1ÞB linear polarizability defined with respect
to Maxwell field

wb background polarizability
wðnÞ nth-order nonlocal nonlinear polariz-

ability (n¼ 2, 3,y)

%wðNÞ local polarizability of the Nth order
(N¼ 1, 2,y)

o frequency
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Introduction

Charge carriers, electrons and holes, moving across a
semiconductor or an insulator experience interaction
with phonons. This interaction has two major
effects. First, it causes electron scattering and, there-
fore, electrical resistance. Second, it changes the
properties of electrons. Indeed, an electron deforms
the lattice around it. This deformation can be des-
cribed as a cloud of virtual phonons. When the elec-
tron moves, the cloud follows it. Such an electron
dressed by a cloud of virtual phonons is called a
polaron. The polaron concept, as applied to an elec-
tron coupled to optical phonons in a polar crystal,
was introduced by Pekar in 1946. It is currently

applied to electrons (holes) coupled to various types
of phonons and to magnons. This concept has also
been generalized as applied to electrons coupled to
the fluctuations of the chemical content or the order
parameter. The properties of polarons depend on the
type of the phonons to which the electron is coupled,
on the coupling strength, and also on the dimen-
sionality, D, of the space. In the strong coupling
regime, the deformation inside a polaron is usually
large and its ability to move is suppressed. This limit
corresponds to the Landau’s concept of the self-trap-
ping of electrons in a perfect lattice. Both terms,
polaron and self-trapping, will be used in what fol-
lows. Similar to electrons, excitons are also coupled
to phonons and dressed by them; such dressed exci-
tons are sometimes called ‘‘excitonic polarons polar-
itons.’’ While electron and hole polarons are
investigated mostly through transport phenomena,
excitonic polarons are observed primarily by spec-
troscopy. However, transport of excitonic polarons
has also been investigated, especially in alkali halides.
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Basic Classification of Polarons

Depending on the number N of phonons in the
cloud, polarons are termed strong-coupling or weak-
coupling polarons, for Nc1 and N{1, respectively.
Polarons are termed small polarons when their size rp

is close to the lattice constant a, rpEa, and large
polarons when rpca. Depending on the ratio of the
half-width W of the electron band to the character-
istic phonon frequency _oph, polarons are termed
adiabatic (when Wc_oph) and antiadiabatic (when
W{_oph). Free electrons and holes are always
dressed by the electronic polarization of closed atom-
ic (ionic) shells. When they move slowly, this polari-
zation follows them nearly without retardation;
therefore, it is included in the band energy of free
particles. To emphasize this dressing, a term ‘‘elec-
tronic polaron’’ is sometimes used: ‘‘electronic po-
larons’’ are a specific type of antiadiabatic polarons.

In what follows, mostly adiabatic polarons are
considered.

Polarons can also be classified by the electron–
phonon coupling mechanisms. The standard Hamil-
tonian of this coupling is

He2ph ¼ 1

N1=2

X
kq

gqaþkþq=2ak�q=2ðbq þ bþ
�qÞ

where ak and bq are electron and phonon operators,
respectively, k and q are their quasimomenta, and N
is the number of unit cells in the normalization
volume. Various mechanisms of electron–phonon
coupling are discerned by the momentum depend-
ence of the coupling constant gq and the phonon fre-
quency oq. For the polarization coupling to optical
phonons, oq ¼ o0 ¼ const: and

gq ¼
ffiffiffi
a

p
_

q

2po0

v

ffiffiffiffiffiffiffiffiffiffiffi
2_o0

m

r !1=2

a ¼ e2

_k

ffiffiffiffiffiffiffiffiffiffiffi
m

2_o0

r
;

1

k
¼ 1

kN
� 1

k0

where e is the elementary charge, m is the electron
effective mass, v is the unit cell volume, k0 and kN are
the low- and high-frequency dielectric constants, re-
spectively, and a is the Fröhlich coupling constant. In
the equation for the Pekar factor 1/k, taking differ-
ence of inverse dielectric constants eliminates the fast
‘‘electronic polaron’’ polarization of atomic shells and
retains only the polarization due to slow ionic dis-
placements. Because of the factor q in the denomina-
tor of gq, the coupling to long-wavelength polar
phonons, qa{1, dominates. For nonpolar coupling

to optical phonons gq ¼ const:, oq ¼ const:, for the
deformation potential coupling to acoustic phonons
oqpq, gqpq1/2, and for piezoelectric coupling to
acoustic phonons oqpq, gqpq� 1/2.

Pekar–Fröhlich Polaron

In a Pekar–Fröhlich polaron, an electron is coupled
to dispersionless optical phonons by polarization
interaction. Because of the role of long-wavelength
phonons, the theory is outlined in terms of an elec-
tron coupled to a dielectric continuum. This model
can be solved in both limits: weak, a{1, and strong,
ac1, coupling. Dressing of the electron renormalizes
its spectrum; in particular, it lowers the bottom of the
band and increases the effective mass. The effect is
most drastic for ac1. In this limit, lattice polariza-
tion is nearly static and produces a potential well for
an electron. The ground state for an electron in this
well can be found from a nonlinear integral–differ-
ential Schrödinger equation

� _2

2m
r2c0ðrÞ þ V½c0; r�c0ðrÞ ¼ E0c0ðrÞ

V½c0; r� ¼ �e2

k

Z
c2

0ðr0Þ
jr � r 0j dr 0

This equation is self-consistent: an electron that is
self-trapped in the c0-state produces a dielectric
polarization that supports, by its Coulomb field, this
quantum state. It can be derived as a minimum of a
functional

H½c� ¼minC/cj � ð_2=2mÞr2 þ 1
2V½c; r�jcS

¼K þ V=2

K and V being the mean values of the kinetic energy
and the energy of electron–phonon interaction. The
factor 1/2 appears because the Schrödinger equation
is nonlinear, and H½c� equals the total energy of the
system, including the electron energy E0 and the po-
larization energy EP ¼ �V=2, H ¼ E0 þ EP. A scal-
ing transformation cnðrÞ ¼ n3=2c0ðnrÞ results in

H½c0� ¼ minnfn2K þ nV=2g

Because c0 is the exact ground state, the minimum of
H½cn� is achieved at n ¼ 1. This equation relates K to
V and leads to Pekar’s virial theorem

K : EP : jE0j : jVj ¼ 1 : 2 : 3 : 4

The eigenvalue E0E� 0:16me4=k2_2 and the polaron
radius rpE3k_2=me2 does not depend on o0. The
number of phonons in the cloud N ¼ 2jE0j=3_o0.
The strong coupling theory is applicable when jE0jc
_o0, and the continuum approximation when rpca.
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The function c0ðrÞ describes a strictly self-trapped
electron. The translational symmetry of the problem
and the finite phonon frequency o0 result in polaron
motion: it acquires a finite effective mass mp. Three
phonon degrees of freedom are absorbed by the po-
laron and transformed into three zero modes of its
translational motion. This results in the energy gain
of 3_o0=2 that, together with electron–phonon cor-
relations, lowers the polaron energy as compared
with H½c�. Finally, the ground-state energy and the
polaron mass are

Eðk ¼ 0ÞE� ð0:1085a2 þ 2:836Þ_o0

mpE0:023a4m

Landau–Pekar effective mass mp increases steeply
with a because a moving polaron drags a phonon
cloud whose energy EP grows with a, and mp

diverges when o0-0 because the number of the
phonons in the cloud diverges, N ¼ EP=_o0-N.

In the weak coupling limit, a{1, the perturbation
theory results in

Eðk ¼ 0ÞE� a_o0; mpEm=ð1 � a=6Þ
N ¼ a=2

Because the numerical coefficients in the strong-
coupling equations are small, the asymptotic expres-
sions for Eðk ¼ 0Þ and mp match at large a values,
a\5. Smooth matching can be achieved by different
analytical intermediate-coupling methods, of which
Feynman method has been the most widely used.
More recently, numerical approaches based on the
Monte Carlo method have been developed. Never-
theless, the basic physical insight into the polaron
energy spectrum including its excited states is based
on analytical results.

An estimate of a in terms of fundamental constants
suggests that the strong coupling should be a typical
one. With mEm0, where m0 is the electron mass in a
vacuum, kE1, and _o0 estimated through the adi-
abatic parameter as _o0=EaE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0=M

p
, where EaE

10 eV is an atomic scale energy and ME104m0 is an
atomic mass, one gets aE10. This estimate under-
scores the importance of the polaron effect in solid-
state physics and chemistry of electrolytes. However,
in many semiconductors a is small because of a small
electron mass, m{m0, and a large dielectric con-
stant, kc1. For example, aE0:02 in InSb, 0.06 in
GaAs, 0.6 in CdS, 1.8 in AgCl, and 4.1 in RbCl.
Therefore, electron polarons are weakly coupled in
most of the semiconductors and intermediately cou-
pled in ionic insulators. In many crystals, hole pola-
rons are coupled strongly; in these cases, they usually
are small Jahn–Teller polarons.

Excited States of a Polaron

For r\rp, the potential V½c0; r� decreases by a
Coulomb law, V½c0; r�E� e2=kr. Therefore, excited
states form a Rydberg-type series, their energies being
scaled by jE0jBa2o0. These states have considerable
widths due to multiphonon decay. According to the
Franck–Condon principle, optical transition of an
electron in a strong-coupling polaron can be found at
a fixed lattice polarization. Such a polaron possesses
an absorption spectrum that begins near the energy
B3jE0j=4, consists of strongly overlapping bands,
and is extended to high energies. While the absorp-
tion shape depends on a specific model, appearance
of a peak (‘‘polaron peak’’) instead of a Drude spec-
trum is a fingerprint of a strong-coupling polaron.
A related but independent signature of a polaron is a
Stokes shift caused by the polaron relaxation into a
self-consistent excited state.

A different sequence of the excited states of a
strong-coupling polaron has excitation energies be-
low _o0; they cannot decay and are stable. These
states develop due to the polarization of the
c0ðrÞ-state by a fluctuating electric field of optical
phonons and can be considered as polaron–phonon
bound states or as local phonon modes near a po-
laron. A typical binding energy for these states is
B0:1_o0. In the a-N limit, bound states form an
infinite sequence converging to _o0. Practically, the
sequence is cut by the magnitude of a and by phonon
dispersion. The energy spectrum of a strong-coupling
polaron is shown schematically in Figure 1.

For a weak-coupling polaron, the spectrum E(k)
has a termination point at kthE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mpo0=_

p
that is

the threshold for the emission of a real phonon by
a fast polaron. The states with EðkÞ4_o0 have a
finite width. For a{1, electron–phonon coupling

E0

E
0 ��0

21

}

Figure 1 Schematics of the electron energy spectrum of a Pe-

kar–Fröhlich polaron. The bottom of the polaron spectrum is

chosen as an origin, polaron momentum k ¼ 0. (1) polaron–pho-

non bound states with energies Eo_o0. (2) high-energy excited

states in the potential V ½c0;r �; their widths are shown schemat-

ically. The lower Stokes-shifted relaxed excited state is shown by

the arrow. Two energy scales are used: _o0 on the left and E0 on

the right of the break in the E-axis. Free electron band is hatched.
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manifests itself dramatically in a magneto-phonon
resonance when the cyclotron frequency eB/mpc of
the polaron approaches o0, B being a magnetic field.
The dependence oc(B) is shown in Figure 2. Near the
resonance, the curve oc(B) splits into two branches.
The lower branch is stable and is pinned to o0 when
B increases. The upper branch is unstable because of
the phonon emission, and the level width G(B) reach-
es its maximum near the threshold. The effect is
observed experimentally as the cyclotron resonance
band splitting. This splitting is Ba2/3o0 near the
resonance and allows direct measuring of a. The
phenomenon results from the resonance enhance-
ment of the electron–phonon coupling near the res-
onance that also manifests itself in the increase of N
from NEa=2 to NE1=2.

Nonpolar Electron–Phonon Coupling

This problem applies to electrons and holes in non-
polar compounds, and also to excitons, because of
their electrical neutrality, in any kind of crystals. In a
continuum approximation, both mechanisms of non-
polar coupling (to acoustic and optical phonons) re-
sult in the same expression V½c0; r�p� c2

0ðrÞ in the
strong coupling limit. The scaling transformation
cnðrÞ ¼ nD=2c0ðnrÞ of a trial function c0ðrÞ, where D
is dimensionality, leads to the functional H:

H½c0� ¼ minnHðnÞ; HðnÞ ¼ n2K þ nDV

where K and Vo0 are kinetic and potential energies,
respectively. The result depends on D critically.

D¼1, One-Dimensional Systems

With D ¼ 1, HðnÞ reaches its minimum at a finite
value of n, just as in the case of a three-dimensional
(3D) large polaron. The self-trapped state can be
found from a nonlinear Schrödinger equation

� _2

2m

d2c0

dx2
� 2cc3

0 ¼ E0c0

Its only normalizable solution is

c0ðxÞ ¼ ð1=
ffiffiffi
2

p
Þsech x; x ¼ mcx=_2

E0 ¼ �mc2=2_2

For coupling to nonpolar optical phonons of the fre-
quency o0, the dimensionless coupling constant a is
usually chosen in such a way that in the weak coup-
ling regime the energy equals Eðk ¼ 0Þ ¼ �a_o0.
Then E0E� a2_o0, and

Eðk ¼ 0ÞE� ða2=3 þ 0:955Þ_o0

mpE32a4m=15

As distinct from the large 3D polaron, there is no small
numerical factors in Eðk ¼ 0Þ and mp. Therefore,
strong coupling sets in at a\1. As a result, 1D geome-
try is favorable for large strong-coupling polarons and
excitons. This is an important property of various
quasi-1D-compounds, including polyacetylenes.

Similarly to a large 3D polaron, there exists an
infinite sequence of stable excited states below _o0.
However, as distinct from a large 3D polaron, the
potential V½c0; x� does not support excited bound
states above the _o0 threshold.

D¼2, Two-Dimensional Systems

Both terms in HðnÞ show the same dependence on n;
hence, there exists a critical value of the coupling
strength. Below it only a weak-coupling polaron ex-
ists, above it a self-trapped state is the polaron’s
ground state; its size is about a lattice spacing a.

D¼3, Three-Dimensional Systems:
Holstein Polaron

There is no minimum at the curve HðnÞ; hence, non-
polar coupling cannot support large strong-coupling
polarons. Different options are shown in Figure 3.

If the coupling is strong enough, HðnÞ changes
sign for a state whose size is still larger than the
lattice constant (curve 1). In this case, a self-trapped
state exists and is the polaron ground state. When the
coupling strength decreases, the self-trapped state
becomes metastable, its energy being higher than the

B

1

1′

2

�0

�c Γ

Figure 2 Dependence of the cyclotron resonance frequency

ocðBÞ and the level width G(B) on magnetic field B near the

magneto-phonon resonance in the spectrum of a weak-coupling

polaron. 1 and 10 – the lower and upper branches of the spec-

trum, respectively; 2 – the width G(B) of the upper branch.
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electron band bottom (curve 2). When coupling is
weak, there is no self-trapped states (curve 3). The
classification of states based on the functional HðnÞ
is tantamount to the original Landau argument and
is exact in the strictly adiabatic limit, o0-0. This
argument says that, in a 3D quantum well, a bound
state appears only when the well depth V and radius
R obey the criterion V\_2=2mR2, and a self-trapped
state is stable when the binding energy is large
enough to ensure that the total energy of the system
is lower than the bottom of the free-electron band.

Properties of small polarons depend on the crystal
geometry and the details of chemical bond. Holstein
model provides important insight into some of their
general properties. In the lattice-site representation,
the Holstein Hamiltonian reads

H ¼ � t
X
n

aþn anþd þ g
X
n

aþn anðbn þ bþ
n Þ

þ _o0

X
n

bþ
n bn

The first term is the electron kinetic energy, vectors d
point to all nearest neighbors of the site n. The sec-
ond term describes intrasite electron coupling to dis-
persionless optical phonons through deformation
potential. This Hamiltonian depends on two dimen-
sionless constants. The ratio g=_o0 measures the
electron–phonon coupling strength, while the ratio
t=_o0 controls the polaron evolution from the adi-
abatic ðtc_o0Þ to antiadiabatic ðt{_o0Þ limit.

For arbitrary parameter values, the problem can be
solved only numerically. The results show convinc-
ingly, in a qualitative agreement with the adiabatic

theory, that the switching between the weak- and
strong-coupling regimes is smooth for D ¼ 1 and
rather sharp for D ¼ 3. This is true for the depend-
ence of both Eðk ¼ 0Þ and mp on g=_o0. The
changeover between the free and self-trapped elec-
tron regimes, which is abrupt in 3D in the adiabatic
limit (and sometimes, rather improperly, termed a
‘‘phase transition’’), is getting smoother when the
ratio _o0=t increases. This smoothening reflects a
strong mixing of the free and self-trapped states
when they are close to a resonance.

Holstein model is well suited for investigating the
strong coupling regime when g is large as compared
with t and _o0, while the ratio _o0=t can be
arbitrary. Applying the Lang–Firsov transformation
expfgðbþ

n � bnÞ=_o0g to all lattice sites, one elimi-
nates the second term in H. The transformed Ham-
iltonian H̃ shows a general polaron shift of the
spectrum by �g2=_o0 and a renormalization of
the bandwidth, t-t̃ ¼ t expf�ðg=_o0Þ2g. After the
transformation, the kinetic energy acquires factors
dependent on phonon operators. The basic conclu-
sions are as follows. Because the translational sym-
metry is not violated, the band spectrum is retained.
However, the polaron band becomes exponentially
narrow; therefore, band transport of polarons is eas-
ily destroyed by defects and thermal phonons. If
the temperature T is not too low, the polaron trans-
port is dominated by thermoactivated diffusion,
Dpexpð�Ea=kBTÞ with EaEg2= _o0, kB being the
Boltzmann constant. Activational T-dependence of
the mobility is the basic transport fingerprint of small
electronic and excitonic polarons.

It is a general property of polarons that their mass
increases with the coupling constant by a power law
in continuum models, and exponentially in lattice
models.

The lattice models are especially useful for antiad-
iabatic polarons. Under these conditions the number
of phonons in the system is nearly conserved. As a
result, the lower part of the spectrum is described by
the band of a dressed polaron, and the excited states
by a few-particle theory as a polaron interacting
with real phonons through a renormalized electron–
phonon interaction. Such an approach is highly effi-
cient in the spectroscopy of molecular excitons
coupled to intra-molecular phonons where one dis-
tinguishes exciton–phonon bound states and a two-
particle continuum.

Some Specific Types of Small Polarons

Strong-coupling polarons of the Holstein Hamilton-
ian are single-site polarons. Meantime, two-site hole
polarons are typical of many solids. These are

3

1D

1

2

�

H(�)

Figure 3 Different types of the dependence of the energy

functional HðnÞ on n, the inverse size of a local state. 1 – strong

coupling; a self-trapped state is the polaron ground state. 2 –

intermediate coupling; a self-trapped state exists but is metast-

able. 3 – weak coupling; there is no self-trapped states. The

dashed line indicates the size of the local 3D state of about a

lattice constant a. For comparison, a HðnÞ curve for a strong-

coupled 1D system is shown; position of its minimum indicates

the size of a self-trapped state.
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quasimolecular ions of Xeþ2 type in rare gas solids and
of Cl2

� type in alkali halides. While the van der Waals
forces dominate in the cohesion energy of rare gas
solids, such ions are bound chemically. As a result,
atomic displacements are large in self-trapped states,
and electron–phonon interaction is strongly nonlinear.
Quasimolecular self-trapped excitons in these crystals
have the same symmetry as hole polarons, with
Xe2-type self-trapped excitons mimicking excimers.
Side-by-side with them, quasi-atomic self-trapped
excitons usually also exist; however, they are meta-
stable and decay into quasimolecular states. Quasi-
molecular hole polarons are a special case of
Jahn–Teller polarons whose symmetry is broken be-
cause of the atomic level degeneracy.

Electron bubbles in liquid He and metal–ammonia
solutions are different examples of nontrivial small
polarons. Because of the negative work function of
He, electrons injected into He produce vacuum bub-
bles and become self-trapped inside them. Holes in
liquid He appear as positive ions surrounded by
‘‘icebergs’’ of solid phase.

Self-Consistency of the Adiabatic Concept of
Self-Trapping

An important feature of the adiabatic concept of self-
trapping is the coexistence of extended and locali-
zed states. The extended states are weakly coupled
to phonons, while the localized states are strongly
coupled to the same phonons. In order to prove
the self-consistency of this concept, one has to
check that the corrections to the energy of free states
are really small, to be specific, small as compared
with the self-trapping energy. The standard expres-
sion for the electron coupling constant to acoustic
phonons is

gq ¼ Cq
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_=2rvoq

q
; oq ¼ sq

where C is the deformation potential, r is the density,
v is the unit cell volume, and s is the sound velocity.
Then the second-order correction d2Eðk ¼ 0Þ to the
position of the electron band bottom and the energy
of a strong-coupled single-site polaron Ep, with the
accuracy to numerical factors, are

d2Eðk ¼ 0ÞE� mC2=_rsa2; EpE� C2=rs2a3

In both cases, the main contribution comes from
short wavelength phonons. Their ratio

d2Eðk ¼ 0Þ=Ep ¼ msa=_E_oD=W

oD being the Debye frequency. Therefore, this ratio
equals the small parameter of the adiabatic theory
of polarons. When W is of the atomic scale,
WB10 eV; this ratio is about

ffiffiffiffiffiffiffiffiffiffiffi
m=M

p
, the basic

parameter of the adiabatic theory of solids. Under
the same conditions, d2Eðk ¼ 0ÞB_oD when C is of
atomic scale.

A similar estimate for nonpolar coupling to optical
phonons shows that d2Eðk ¼ 0ÞE� g2=W, EpE�
g2= _o0, and their ratio d2Eðk ¼ 0Þ=EpE_o0=W.

Therefore, the coupling energies for nearly free
and self-trapped states differ by the adiabatic para-
meter _oph=W; hence, whenever it is small, the
adiabatic theory of polarons is self-consistent.

Self-Trapping Barrier and
Self-Trapping Rate

The self-consistency of the adiabatic theory suggests
description of self-trapping in systems with wide
electron bands, Wc_oph, in terms of the adiabatic
potential surfaces U(yQiy), where Qi are phonon
coordinates. With a single phonon coordinate sym-
bolizing both the spatial extension and the magnit-
ude of the lattice deformation, the dependence U(Q)
is shown in Figure 4 for an electron (exciton) coupled
to a 3D crystal lattice by a nonpolar interaction. The
branching point where a local level first appears in
the potential well produced by a growing lattice de-
formation is shown by BR; at this point the lower

1

A

2

F

U(Q )

BR

I

QBR QST Q

W

Figure 4 Adiabatic potential surfaces U(Q) for a particle cou-

pled to a 3D crystal by a nonpolar interaction. 1 – energy of the

lattice deformation with a particle in a free state F at the bottom of

the band. 2 – the split-off sheet of the adiabatic potential origina-

ting at the branching point BR. W shows the lowest saddle point

of the sheet 2 that plays a role of the self-trapping barrier. Arrows

I and A symbolize the instanton and activational (Arrhenius) self-

trapping trajectories, respectively. A heavy arrow symbolizes self-

trapping of a fast particle whose energy is shown by a dashed

parabola. Oscillations around the point QST in the self-trapped

state and energy relaxation are also shown.
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sheet 2 of the adiabatic potential surface splits off the
free-particle surface 1. A distinctive feature of non-
polar coupling in 3D is the existence of the barrier
for self-trapping shown by W (W is the lowest sad-
dle point of the surface 2 in the multidimensional Q-
space). Its energy equals

Wac ¼ 44ð_3rsÞ2=m3C4

Wop ¼ 11_8=m3ðg2o0vÞ2

for the coupling to acoustic and optical phonons,
respectively. In both cases, the spatial extention of
the barrier rbBaðEp=WÞ. Therefore, when coupling
is strong, EpcW, the spatial extention of the barrier
is large as compared with a, and the expressions for
W in terms of macroscopic parameters are valid. The
adiabatic theory is applicable when Wc_oph. Be-
cause W=_ophBðW=_ophÞðW=EpÞ2, both criteria
are compatible if the adiabatic parameter is large
enough, W=_ophc1. When Wt_oph, the notion of
the barrier has no sense.

Free states are self-consistent solutions of the
adiabatic problem, and the barrier protects free par-
ticles from fast self-trapping. Therefore, free and self-
trapped states can coexist. Of course, free states are
metastable, and self-trapping is sometimes consider-
ed as a decay of a ‘‘false vacuum.’’ Self-trapping rate
w is controlled by the penetration of the particle
through the barrier. Thermoactivated tunneling and
the activational (Arrhenius) mechanism dominate at
ToTc and T4Tc, respectively. The critical tem-
perature TcB_oph=kB, the numerical factor in it
depends on specific properties of the system. In the
framework of the semiclassical theory, thermo-
activated tunneling can be considered as a collective
tunneling of the lattice and the particle described
technically as an instanton. Instanton is a notion
adopted from the quantum field theory where it
describes a trajectory of a classical field in imaginary
time that possesses a finite Euclidean action. As
applied to the self-trapping problem, an instanton
begins with the tunneling of the free lattice that pre-
pares a potential well for the particle, then the par-
ticle is trapped to a shallow energy level emerging in
this well in the vicinity of the branching point, and
the process is completed by joint tunneling of the
coupled particle–lattice system. The probability
wðTÞpexp½�SðTÞ�, where S(T) is the semiclassical
(Euclidean) action of the instanton that it acquires
during its motion in imaginary time; this is a conveni-
ent way for describing the tunneling motion of the
system under the barrier. The action decreases mono-
tonically with T at ToTc and equals SðTÞ ¼ W=kBT
in the Arrhenius region. Self-trapping through a T ¼ 0
instanton and the Arrhenius process are shown

schematically in Figure 4. When the particle has an
initial energy E larger than kBT, which may be the
case for excitons produced by light, this energy can
contribute to w by reducing S. A coherent energy
transfer from a particle to the tunneling lattice is sup-
pressed by the small mass ratio; it is most efficient for
EtW.

After the instanton passes the barrier, it turns into
a wave packet that oscillates between the turning
points of the well with a frequency of a local mode
and relaxes by emitting lattice phonons (Figure 4).
For excitons, this dynamics can be detected by the
oscillations and decay of light emission because it
comes mostly from the turning points of the semi-
classical lattice motion. If the energy of the packet is
concentrated at a single or a few degrees of freedom,
self-trapping results in lattice defect production.

Self-trapping of charged particles, electrons and
holes, in ionic crystals into the Pekar–Fröhlich polar-
on states, and also self-trapping of electrons (holes)
and excitons in 1D conductors, proceeds fast because
there is no barrier for them. For example, (i) self-
trapping of holes in alkali halides proceeds much
faster than self-trapping of excitons, and (ii) oscilla-
tions and decay of the exciton emission from quasi-1D
Pt complexes begin immediately after the excitation
pulse.

Because of the atomic size of self-trapped states,
calculating numerical values of their parameters, es-
pecially the self-trapping probability, is a formidable
task. However, the basic qualitative predictions of
the adiabatic theory are confirmed by extensive ex-
perimental data, especially as applied to excitons be-
cause they are detected optically. Coexistence of free
and self-trapped states has been established in alkali
halides, rare gas solids, and molecular crystals. Bran-
ching of the hot-exciton self-trapping in pyrene, in-
cluding the bypassing flow of excitons that avoided
the intraband energy relaxation, directly to the self-
trapped states, has been observed.

Self-Trapping in Peierls Insulators

According to the Peierls theorem, a 1D metal with a
single electron per lattice site is unstable and un-
dergoes a phase transition into an insulating phase by
lattice deformation. The scheme of alternating single
and double bonds after the Peierls transition in a
conducting polymer trans-polyacetylene is shown in
Figure 5. Because double bonds are slightly shorter
than single bonds, the lattice period doubles, from a
to 2a, and a gap 2D ¼ 1:8 eV opens in the spectrum.
Because a- and b-configurations of Figure 5 have the
same energy, there are two ground states, or two
vacuums. A defect shown in Figure 5 c is a kink
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separating two vacuums – the a-vacuum on the left
and the b-vacuum on the right; it is called a soliton,
S. In the Heeger–Schrieffer–Su model, the energy of a
deformed carbon backbone of trans-polyacetylene is

Hel2ph ¼ a
X
n;s

ðunþ1 � unÞðaþnþ1;san;s þ aþn;sanþ1;sÞ

where n numerates lattice sites and s spin projections.
In this theory, solitons and antisolitons ð%SÞ are ex-
tended defects of the size 2x0E13a. Their energies
E0:6D are less than D; hence, they are the basic low-
energy excitations of the electron system. Because
lattice displacements in solitons are small, only
B0.03a, soliton masses are also small, mSE6m0.
In the continuum approximation, the lattice dis-
placement in a soliton, uðxÞ ¼ u0 tanhðx=x0Þ, creates
a midgape state with the energy E ¼ 0 that can be
populated by one or two electrons.

There are two basic differences between solitons
and polarons. First, the usual spin–charge relation is
reversed in solitons. S has spin s ¼ 0 when charged
positively, þe, and spin s ¼ 1=2 in the neutral state
when a single electron is trapped at the midgape
level. Second, a soliton is a topological excitation
because a kink separates two vacuums, while a po-
laron only produces a local lattice distortion and
does not change the vacuum. In this system, a po-
laron is a midgape electron bound to an S%S pair;
binding energy equals D=

ffiffiffi
2

p
. Because a single inject-

ed electron cannot change the vacuum, it relaxes into
a polaron. However, an electron–hole pair relaxes
into an S%S pair.

Because the deformations are small and smooth,
u0{a and x0ca, the theory is rather accurate,
and comparison with experiment is extensive and
successful.

Polarons in Strongly Correlated
Electron Conductors

Historically, polarons were devised for insulators and
semiconductors. More recently, they were invoked in
physics of strongly correlated electronic conductors,
in particular, high-Tc superconductors and colossal
magnetoresistance materials (cuprates, perovskite
manganites, EuB6, etc.). These materials are unsta-
ble, close to metal–insulator and magnetic transi-
tions, show strong electron correlations, and contain
B10�1–10�2 carriers per formula unit. Because of
the presence of ions with partially filled atomic
shells, they are candidates for Jahn–Teller polarons,
and optical signatures of such polarons are present in
the spectra. Strong correlations of Jahn–Teller polar-
on pairs result either in their bound states (bipolar-
ons) or resonances inside the Fermi sea that manifest
themselves in a pseudo-gap, believed to be a precur-
sor of the superconductor gap still in the normal
state. They are believed to enhance Tc over the
canonical BCS mechanism.

The interplay of several competing mechanisms
makes it difficult to isolate polaron effects; however,
their role is well documented already.

See also: Electron–Phonon Interactions and the Res-
ponse of Polarons; Electrons and Holes; Excitons:
Theory; Polaritons.

PACS: 71.38.� k and all its subsections: 71.38.Cn;
71.38.Fp; 71.38.Ht, and 71.38.Mx; 71.35.Aa; 75.47.Gk;
74.72.�h
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Introduction

In order to understand the structure of a polymeric
material, it is important to recognize the subclass of
macromolecular materials to which the substance
belongs. In principle, there are many features which
are common to naturally occurring and synthetic
polymers. The former is usually produced via a ‘‘step
growth’’ process and hence has atoms other than
carbon in their backbone, one of the exceptions to
this generalization being natural rubber, which has
an all-carbon backbone. Associated with the hetero-
atom incorporation are the amide, urea, ester, lac-
tone, lactam, ether, etc. functions upon which so
many of the structures are based. The polymer back-
bones or side groups may contain hydrogen-bonded
entities and their interactions build the hierarchal
structures that are so important in biological poly-
mer systems. Many synthetic polymers are produced
via ‘‘addition’’ reactions in which an active center
created by a radical, cation, or anion adds to an
unsaturated carbon–carbon bond and propagates the
growth of a polymer chain. This type of chemistry is
responsible for many of the highly used polymers, for
example, poly(ethylene), poly(propylene), poly(vin-
ylchloride), and poly(styrene). Polymers such as
poly(ethyleneterephthalate) are produced via a step-
growth process similar to that used by nature in
much of its macromolecular synthesis. Polymers pro-
duced by addition reactions can have chain lengths
that are all very similar, whereas the very nature of
the step-growth process will tend to generate a broad
distribution of chain lengths. The difference in the
distribution of chain lengths can have a significant
effect on the structures created by these polymers. A
narrow distribution of chain lengths will allow a
level of organization that is not observed in the
broader distribution.

Influence of Molecular Structure on
Morphology

Polymer materials can be divided into two types:
those produced with two functions per repeat unit
and form linear structures, and those which have
functionality greater than 2 and form branched or
cross-linked structures. The latter are often ‘‘thermo-
set’’ materials and may not be reprocessed by hea-
ting, whereas the former linear chain polymers are
‘‘thermoplastic’’ and can be reprocessed into new
structures by heating or dispersion in a solvent. The
ability for thermoplastic polymers to generate
organized structures depends very much on the bal-
ance between the inherent entropy, associated with
the conformational distribution between the various
stable states possible for the polymer chain. For in-
stance, in the case of poly(ethylene), there are two
possible states: gauche and trans, the latter having
lower energy and hence a higher probability of oc-
currence (Figure 1a).

In terms of structure building, the trans structures
are ideally suited for packing into a regular crystal-
line ordered arrangement and creating domains
which are highly ordered within the solid. The gau-
che structures will disrupt this packing and the crys-
tallization processes proceed with the clustering of
these higher-energy states into regions which are dis-
ordered or amorphous in nature. Certain polymers
which possess bulky side chains, polystyrene being a
classic example (Figure 1b), are unable to pack and
hence the dominant structure is amorphous. If the
monomers are multifunctional, then network forma-
tion leading to a thermoset structure is possible
(Figure 1c). It is, therefore, possible to divide poly-
mer materials into three general classes of materials:
amorphous, crystalline, and network structures. In
the content of networks and amorphous materials, it
is important to recognize that the dynamics of the
polymer chains can influence the perception of the
material without requiring a major redefinition of
the overall structure. In the case of an amorphous
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polymer, if the interactions between neighboring
polymer molecules are strong, then it is unlikely that
there will be sufficient volume for the chains to read-
ily change their conformations. The matrix distribu-
tion is, therefore, essentially frozen and the material is
a glass. Heating the material can cause an expansion
to occur, reducing the chain–chain interactions and
producing sufficient volume between the chains for
conformational change to occur. Creation of the ‘‘free
volume’’ allows conformational changes, which in-
volve cooperative motions of the polymer backbone
and the material becomes flexible. This rubbery or
elastomeric structure has been created without signi-
ficant redistribution of the chains within the structure
and can still be considered to be amorphous. It is also
possible to see the same changes from glassy to rub-
bery behavior in a network structure.

Crystalline Polymer Structure

Only in solution-grown polymer single crystals will
perfect, often rhombohedral, crystal structures be
observed. In general, the structures obtained from
processing crystallizable polymeric materials will re-
flect the thermal history associated with solidification
of the material. In the melt phase, the polymer will
adopt a configuration that the ideal flexible polymer
would have in dilute solution and corresponds to the
so-called random coil structure. The coiling behavior
is a direct reflection of the gauche content in the
conformational distribution. As the polymer cools
down, the proportion of the trans content in the

conformational distribution increases and the possi-
bility of the alignment of these units necessary for
crystal growth is encouraged. The consequence of the
residual gauche content is that the elements of the
chains will be disordered and can even loop back on
themselves. The looping back creates a hairpin-like
organization (Figure 2), which aids further packing
of subsequent chains. The result of the folding is that
the lamellae-type of structure is generated. The
thickness of the lamellae, Llam, is dictated by the
temperature at which the crystallization process and
the growth mechanism take place. The lamellae for
poly(ethylene) are typically between 10 and 18 nm,
for poly(4-methylpentene-1) between 11 and 15 nm,
and for poly(oxymethylene) between 6 and 10 nm. If
the surface energy of the fold surface is sf, the enth-
alpy for melting of the crystal phase is DH0

M, and the
melt temperature is T0

M, then

ðLlamÞtheor ¼
2sfT

0
M

ðDH0
MÞðT0

M � TcrystÞ

where Tcryst is the temperature to which the melt has
been supercooled before crystallization occurs. The
ratio of the instantaneous volume fraction f of the
crystalline material in the total sample to the value
after infinite time fN indicates a randomly distrib-
uted nuclei. The probability p that a point does not
lie in any one entity is proportional to the fraction:

p ¼ 1 � f
f
N

� �

Lamellae structure −10 nm Spherulitic growth − 5 µm Dendrities − ∼5 µm 

Figure 2 Chain folding in poly(ethylene) leading to lamellae formation and a pictorial representation of spherulitic growth.

Trans structure 

Gauche structure 

(c)(b)(a)

Figure 1 Possible structures for (a) poly(ethylene) chain, (b) poly(styrene), and (c) a network based on multifunctional monomers.
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If all the entities are formed simultaneously, the den-
sity of nuclei is a constant and the probability de-
pends on the mean volume %Vi and the number of
entities N. The concentration of entities then becomes
n ¼ N=V, where V is the total volume. This leads to

f ¼ f
N
½1 � expð1 � n %ViÞ�

The growth is controlled by the following factors:
whether or not the nucleation is spontaneous; and the
form of the growth, that is, rod, disk, or spherical.
This leads to the Avrami equation which has the form

f ¼ f
N
½1 � expð1 � ztnÞ�

where z and n are constants, characteristic of the
particular growth mechanism. While the theoretical
predictions and practical observations do not show
a strong correlation, the theory has been useful for
rationalizing the growth observed in similar systems.

Spherulites

Electron microscopic examination indicates that the
lamellae will tend to cluster from the nucleation
point and form into a floret- or spherulite-like struc-
ture (Figure 2), which has an interface with the
growth boundary of a neighboring cluster. These
boundary layers are important as they represent
regions of potential weakness and can develop on
cold-drawing of the polymer. Cold-drawing of pre-
dominantly isotactic poly(propylene) creates fibers
with strength significantly greater than those of the
originally extruded sheet of polymer (Figure 3).

The cold-drawing creates alignment of the lamel-
lae and allows development of anisotropic mechan-
ical properties. The modulus in the draw direction is
significantly increased, whereas it decreases in the
transverse direction due to the creation of voids.
Spherulites make films opaque when their dimen-
sions are greater than half the wavelength of light

and when, in addition, inhomogeneities exist in
relation to the density or the refractive index.
Spherulitic poly(ethylene) is opaque, but spherulitic
poly(4-methyl-pentene-1) is glass clear even when
both have the same number of spherulites with the
same dimensions.

Dendrites and Epitaxial Growth

Spherulites are produced because the overall crystal-
lization rate is approximately the same in all direc-
tions. However, the growth rates of crystals in the
spherulite may be directionally dependent. Convers-
ely, if the overall crystallization rate is also direction
dependent, then what are called dendrites are pro-
duced. A low-temperature solution-growth process
often produces these structures. Acid etching of the
polymer indicates that the interior contains a poly-
mer chain that can be oxidized and represent
an amorphous component. The remaining crystal-
line component has a lamellar structure of regular
thickness.

Shish Kebab

High-temperature solution growth can generate a
structure that resembles a ‘‘shish kebab,’’ (from the
Armenian dish) structure. When crystallization from
dilute solution occurs with strong stirring, these
structures are produced (Figure 4). The macromol-
ecules are orientated along the direction of flow and
settle out perpendicular to each other. X-ray scatter-
ing, electron diffraction, and birefringence measure-
ments show that the chains lie parallel to the fiber
axis. The fibrils produced order themselves into
nucleation bundles, but the shear gradient is strongly
reduced between the fibrils crystallizing out on these
in the form of folded chain lamellae. The lamellae
here lie vertical with respect to the fibrils. The shish
kebab formation is a special case of epitaxial growth.

� = 1(a) (b) (c)� = 6 � = 12

Figure 3 Electron micrographs of cold-drawn polypropylene indicating the alignment of the crystal structure, the bar is 1 mm,

l ¼ draw ratio: l ¼ 1, a domain is identified by the arrow; l ¼ 6, the parallel texture is a consequence of the lamellae aligning in the draw

direction; l ¼ 12, the process of drawing has generated fibers and the bridging polymer fragments are clearly seen between the fibers.
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The orientated growth of one crystalline substance
on another is defined as epitaxy.

Amorphous Polymer Structure

The amorphous state is characterized by a complete
lack of structure or organization of the polymer
chains. The chains that form this disorganized state
will have trapped a certain amount of volume – ‘‘free
volume.’’ It is possible to probe this free volume
using positron annihilation lifetime spectroscopy and
to show that at the glass–rubber transition, Tg, there
is an increase in the volume that liberates the back-
bone motions of the polymer chain and allows it to
demonstrate a rubbery character. The polymer chains
in the amorphous state will have a size which is
similar to that found at the theta temperature in so-
lutions. The theta temperature corresponds to a ther-
modynamic state in which the interaction of the
polymer segments with one another is identical to the
solvent when the polymer is in dilute solution. Most
amorphous polymers and crosslinked networks do
not show any structure when observed using X-ray
diffraction or electron microscopy.

Block Copolymers

Due to thermodynamic incompatibility of the seg-
ments of a styrene–butadiene–styrene tri-block, co-
polymer phase separation can be observed in styrene
(light colored) and butadiene (dark colored) phases.
The different colors in the electron micrography are
achieved by using osmium tetroxide that adds to the

butadiene double bonds, and the osmium generates
the scattering contrast (Figure 5).

Extrusion of the block copolymer can generate an
aligned material in which the styrene and butadiene
phases, orientated with the flow and perpendicular to
the flow direction, form a regular ordered structure
(Figure 6). The result of this alignment is that the
modulus in the direction of the flow is dominated by
the styrene phase and has a value at room temper-
ature close to that of poly(styrene). In the transverse
direction, the material exhibits a much lower modu-
lus which is close to that of poly(butadiene), which is
a rubber at room temperature. Phase separation has
a dominating effect on the physical properties of a
number of polymer systems, and many of the useful
characteristics to be found in polyurethanes are a
consequence of phase separation of the hard aro-
matic urethane phase from the flexible poly(ether) or
poly(ester) phases.

Phase separation is very important in thermoset
resins. Rubber toughening in epoxy resin can be
achieved by the addition of carboxy terminated but-
adiene–acrylonitrile copolymer – CTBN. The CTBN
is initially compatible with the epoxy amine mixture
but as cure proceeds, the rubber phase separates
out and forms rubbery domains (Figure 7). It is
interesting to note that the white specs within the
rubbery phases are epoxy resin, which is incorporat-
ed in the phase as it separates but subsequently is
precipitated as it cures. However, since it is now in
the rubbery phase, it is occluded in that phase rather
than forming part of the main matrix structure.

Figure 5 Transmission electron micrograph of styrene–but-

adiene–styrene triblock copolymer stained with osmium tetroxide.

The domain sizes are 10mm in width.

Figure 4 Schematic representation of the arrangement of

chains that form a shish kebab structure.
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These rubbery phases impart toughening to the
epoxy resin by providing a mechanism for energy
dissipation. Although amorphous polymers are not
normally considered to exhibit structures, phase
separation does create features that are important
in understanding the mechanical properties of the
polymers.

Liquid Crystalline and Related
Structures

Polymers, like small molecules, are observed to exhibit
partial ordered structures. Like their low-molar-mass
analogs, polymers also exhibit the optical bire-
fringence that is characteristic of partial degrees of
alignment: nematic, smectic, and/or cholesteric organ-
ization (Figure 8).

These structures are distinguished on the basis of
the extent to which they exhibit coherent alignment
and dimensional order. In the nematic phase, the
species are aligned in one direction, designated as the
director. The smectic phase has alignment in at least

Figure 6 Electron micrographs (a) parallel and (b) perpendicular to the extrusion direction for an osmium tetroxide strained styrene–

butadiene–styrene triblock copolymer. The light colored domains are B10 nm in size.

Figure 7 Electron micrograph of a carboxyl terminated but-

adiene–acrylonitrile copolymer phase dispersed in a thermoset

amine cured epoxy resin.

Isotropic (liquid) Nematic Smectic Crystalline 
(ordered solid)

Figure 8 Schematic representation of the alignment and order in nematic and smectic phases.
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two directions and may also exhibit order in a third
phase depending on its designation. In the smectic
A phase, the director is parallel to the plane normal,
whereas in the smectic C phase the director is in-
clined along the plane but the perfection approaches
that of the crystalline state. In the cholesteric phase,
entities exhibit a regular register from plane to plane
and there is a helical twist developed through the
volume as the planes rotate (Figure 9).

In addition to these idealized structures, there are
a number of characteristic features that reflect the
influence of various types of characteristic defects
on the material. Because the ordered domain has
dimensions of the order of the wavelength of light
(B500 nm), dramatic birefringent optical images can
be observed when crossed polarization is used for the
microscopic examination. These structures are rarely
uniform and the director will vary slowly through
space. Different phases have different characteristic
textures that arise from the permitted symmetry of
the defects that occur in the packing process. The
textures can be used to identify the phases. However,
in the case of the ‘‘fingerprint’’ texture seen in
cholesteric liquid crystals, the texture arises simply
from its helical structure as indicated in Figure 9.
Light is rotated by the director as long as the rate of
twist is not too great compared with the wavelength
of light, l.

Defects

Within a particular plane it is possible to envisage a
twist, splay, or slow bend of the director and these
structures will all have characteristic optical bire-
fringence. Dislocations are discontinuities in the
translation of atoms in a crystalline phase; however,
in a liquid crystalline phase the discontinuities are in
orientation, within the director field. There are var-
ious types of disclinations characterized by their
‘‘strengths.’’ The term ‘‘strength’’ indicates the number
of multiples of 2p that the director rotates in a com-
plete circuit around the disclination core.

Under crossed polars, four dark ‘‘brushes’’ are seen
where the director is parallel to one of the polarizers,
and extinction occurs. The defect may be either a line
or a point defect. A variety of different defects can
be identified which are characteristic of a particular
liquid crystalline phase.

It is not very surprising to find that polymer films
can exhibit liquid crystalline order. Polymeric liquid
crystallines are usually divided into main chain
(MCPLC) and side chain polymer liquid crystals
(SCPLC). The liquid crystalline character of the main
chain polymers reflects the correlation of regular kinks
in the backbone allowing organized regions to be
developed. Examples of this type are poly(ethylene-
terephthalate) and poly(hydroxynaphthalenic acid).

Molecular alignment
in various planes

Rotation of the director in 
space (optical axis)

Figure 9 Schematic of the order and relative rotation of parallel

planes in a cholesteric liquid crystalline phase.
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Figure 10 Schematic of backbone and side chain liquid crystalline polymers: (a) main chain liquid crystal order and (b) side chain

liquid crystal order.
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The flexible ethyleneoxide spacer allows the relative
alignment of neighboring chains and the polymer to
display liquid crystalline order. Kinks in the backbone
structure of the poly(hydroxynaphthalenic acid)
allows a similar alignment to be achieved and liquid
crystal behavior to be observed. There has also been
considerable interest in side chain liquid crystalline
polymers, where the pendant entities are designed to
be flexibly attached to the backbone and can them-
selves align to give ordered structures (Figure 10).

Liquid crystalline structures have been detected in
a wide range of polymers including poly(ether im-
ides), poly(4,40-dioxy-2,20-dimethyl-azoxybenzene
dodecanedioyl)-co-polyoxyethylene 400 (PMABD-
co-POE), poly(didocecyl-p-phenylene), poly(diacety-
lene) P-4BCMU, poly(p-phenylene terephthalamide),
and aromatic polyesters. It is clear that organization
ion polymer systems not only have to be considered
at a molecular level, but also in terms of nano- and
micro-length-scales. Figure 11 indicates how length
scales can be studied.

Biopolymeric Structures

It is well known that various cellulose derivatives can
exhibit a liquid crystalline behavior; however, it is

appropriate to consider how the organization can be
mapped between the molecular chain and the macro-
structure of a cotton fiber (Figure 12). Cellulose has a
1,4-b-D-linked polyanhydropyranose structure. In
order to understand the physical properties, one
has to be able to distinguish the principal structure at
three different levels.

The Molecular Level

At a molecular level, the chains that consist of b-D-
glucose existing in the pyranose form adopt a 4C1

(chair conformation 4C1 denotes that the ring which
is attached through the 1- and 4-carbons is in the
chair configuration), which is the lowest energy con-
formation. The presence of intramolecular hydrogen
bonding between the hydroxyl group in the 3 posi-
tion and the ring ether oxygen in the 5 position im-
poses a twist on the C(1)–O(1) and the C(4)–O(4)
glucosidic bonds which results in the chain adopting
a helical conformation.

The possibility of polymorphic forms being obtai-
ned depends on how the rigid chains pack together.
The study of these forms has been the subject of
active study for many years. Native cellulose exhi-
bits the cellulose I structure. The mercerized or
regenerated cellulose exhibits a different structure
designated as cellulose II. Of the two forms, the lat-
ter is considered to be more thermodynamically sta-
ble. The average hydrogen bond length in the case of
cellulose II is 2:72 � 10�10 m, which is remarkably
shorter than the value of 2:80 � 10�10 m in cellulose
I. The denser structure and greater involvement in
the hydrogen bonding are reflected in the lower sus-
ceptibility of the regenerated cellulose to reaction.
The polymer chains, although aligned, also exhibit
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disorder that leads to the creation of amorphous
regions and disrupts the perfection of the crystal
structure.

The Supermolecular Level

The crystalline regions will organize themselves into
larger structures, and the number and form that they
take is dictated by a variety of factors which reflect
the processes involved in the formation of the macro-
structures (Figure 13). The crystallites are organized
into the microfibrils that pack to form the fibril. This
packing, however, is not random, and the microfibril
having a twisted structure itself aids the formation of
the fibril.

Macrostructural Level

The fibrils are themselves packed into a layered struc-
ture that reflects the twisted nature of the fibrils. The
center of the cotton fiber is a hollow structure formed
by the criss-crossing of the fibers to generate a tube-
lumen upon which the other layers are formed. The
subsequent layers adopt a common alignment of the
fibers and form the so-called secondary wall structure.
The outer layer of cellulose is the winding layer that is
also composed of a criss-crossed layer. Outside this
layer, the primary wall and the cuticle are to be found,
and these often contain noncellulose materials such as
lignin.

The morphology of biopolymers is dominated by
hydrogen bonding and self-assembly, and there is a rich
spectrum of level of structures which can be observed.

See also: Composites: Polymer–Polymer; Copolymers;
Molecular Crystallography; Polymers and Organic Com-
pounds, Optical Properties of; Polymers and Organic
Materials, Electronic States of; Polymers, History of;

Scattering, Elastic (General); Shubnikov–de Haas and
de Haas–van Alphen Techniques; Transmission Electron
Microscopy.
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Introduction

This article deals with the optical properties of
organic substances, which are by far rich in diversity
and make the reductionalist view point of physics
quite hard to apply. Nevertheless, during the latter

half of the twentieth century, considerable progress
has been made in establishing the simplest possible
physical pictures, such as excitons, phonons, polari-
tons, and so on. This trend is still underway, aiming
at the goal which may be best expressed by the fol-
lowing words of Mott in the preface of a book by
Pope and Swenberg: ‘‘The reasons are many, but cer-
tainly the most important is that new things are to be
found, which is rarely the case in the well-explored
field of inorganic crystals. —and perhaps the distant
dream of a new technology and one possible appli-
cation to the understanding of such biological pro-
cesses as do involve electronic motion.’’
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Structures of Organic Materials

In the following, organic opto-electronic materials
composed of conjugated molecules are considered.
Starting from an ethylene molecule, H2CQCH2,
and connecting it with another ethylene molecule one
by one, either an open-end linear conjugated system
or a closed-ring conjugated system is obtained, which
are named in chemistry as aliphatic and aromatic
molecules, respectively. In the limit of infinite chain
length, the former system becomes a prototype of
conjugated polymers. Typical molecular structures
of the conjugated molecules are listed in Figure 1.

Assemblies of these conjugated molecules can be
further classified into two major types, according
to the nature of dominant intermolecular cohesive
interaction: (1) Molecular crystals, composed of

electrically neutral molecules. The van der Waals in-
teraction between the molecules with no net charge
and permanent electric dipole moment is responsible
for the cohesive force. Most of the mono-molecular
crystals of aromatic molecules belong to this type.
(2) The charge-transfer (CT) complex crystals com-
posed of two kinds of molecules having electric
charges of opposite sign due to the intermolecular
electron transfer. The effective molecular charge r
(the degree of CT) is determined by the trade-off
relation between the Coulombic energy gained by the
long-range electrostatic interactions in the whole
molecular assembly and the energy needed for the
CT process, similar to the case of a bimolecular
donor (D)-acceptor (A) CT complex DþrA�r.

There are other kinds of organic materials, though
not so major in numbers. Among them, hydrogen
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(H)-bonded molecular crystals are important. Two at-
oms X, Y having electro-negativities larger than the H
atom, are connected like –X–H–Y– (X, Y ¼ N, O, P,
S, y) to form a weakly coupled molecular crystal-like
crystalline H2O (ice). In organic materials and poly-
mers, there are several important H-bonded substances
including bio-polymer DNA, for instance. Often the H
atom has bi-stable or multi-stable positions, showing
interesting optical and dielectric phenomena due to the
proton transfer. Besides, noncrystalline assembly of
organic molecules is also important for technological
applications. Conjugated polymer films having a
spaghetti-like irregular structure of entangled fibrils
may be regarded as a quasi-one-dimensional (1D) elec-
tronic system with a mixed character of amorphous
and crystalline structures. Another important disor-
dered molecular assembly is liquid crystals. These top-
ics are described in the last part of this article.

Simple Model for p-Electron Systems

The conjugated molecules shown in Figure 1 exhibit
an obvious trend of increasing wavelengths of ab-
sorption bands as the repetition number N of the
conjugation unit increases (Figure 2). The first theo-
retical model for this is known as the Kuhn model. It
is assumed that the total 2N p-electrons including
the spin freedom are confined in a 1D potential
well, having width equal to the conjugation length
Lð¼ aNÞ. When the potential is flat and the wall
height is infinite, it is an elementary task to calculate
the quantized states for each p-electron in the Hückel
approximation, neglecting the electron correlation
effect. The photoexcitation of an electron takes place

from the highest occupied molecular orbital (HOMO)
to the lowest unoccupied molecular orbital (LUMO),
the HOMO–LUMO gap corresponding to the lowest
absorption energy due to the spin-singlet p2p� tran-
sition. To improve this simplest possible model, the
flat potential may be replaced by a weak periodic
potential as a perturbation. The same model is appli-
cable to the ring-shaped molecules by using the cyclic
boundary condition. This model leads to a theoretical
expression for the lowest singlet p2p� transition
energy DE as follows:

DE ¼ _2

2m

 !
2N þ 1

L2

� �
þ V0 1 � 1

2N

� �

Here, _ and m are conventional fundamental con-
stants, V0 (B2 eV) is an empirical parameter for the
amplitude of sinusoidal periodic potential. The first
term on the right side is the increment of kinetic
energy when an electron is photoexcited, while the
second term is due to the perturbation of the periodic
potential. In the limit of infinite length L, the first
term vanishes, so that the p-electron system must ex-
hibit a free-electron-like (metallic) behavior if V0 ¼ 0.
But, when V0a0, the second term remains finite in
the same limit, which implies that the long conjugated
molecules and polymers must be a semiconductor
with a finite excitation gap.

Though the Kuhn model is useful for providing an
intuitive physical picture, like the Kronig–Penny
model in semiconductor physics, it has an obvious
fault of completely ignoring the electron-correlation
effect, which is evidently unrealistic for the p-electron
systems confined within a low-dimensional molecular
geometry. In the opposite limit of the strongly corre-
lated p-electron systems, the 2N p-electrons may be
better treated as a Fermion gas, instead of the one-
electron model in the Hückel approximation. In the
Fermion gas model, the finite excitation energy in
the limit of N-N is interpreted as due to the
plasma oscillation of the p-electron gas. However,
the underlying physics is much more complicated
than depicted by either models. In the subsequent
course of studies, it has been widely accepted that the
origin of finite excitation energy in long conjugated
linear-chain molecules and polymers is due to the
bond-alternation caused by the structural instabilities
inherent in a 1D electron-lattice system and in a 1D
spin-lattice system. The energy gap due to the former is
called the Peierls gap, and the latter the Hubbard gap.
The charge density wave (CDW) excitation, and the
spin density wave (SDW) excitation are responsible for
the opening of the respective gaps. The actual con-
jugated molecular systems have a mixed character to
be treated as a 1D Hubbard–Peierls system.
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Figure 2 The absorption peak wavelength lm vs. conjugation

unit number N for transpolyenes [–HCQCH–]N. Filled circles are

experimental data for specific molecules (not indicated here) in

solution. (Due to H Suzuki and S Mizuhashi.)
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So far, the spin-singlet excited states were con-
sidered. In the early stage of study, it had been
suggested that the spin-triplet excited states were
responsible for phosphorescence in organic phos-
phors. In subsequent studies, photoinduced transient
effects in magnetic, ESR, and optical properties had
confirmed that the triplet excited states are certainly
photo-generated in various organic molecules and
crystals. The singlet-triplet splittings are fairly large
(p1 eV), indicating a strong electron correlation
effect in the p-conjugated organic systems.

Vibronic Spectra of Organic Molecules

The energies for the ground and excited states, Eg

and Eex, of a p-electron system can be expressed as a
function of so-called configuration-coordinates (CC),
QiLs, in a general form of Ei (i¼ g, ex)(Q1, Q2, y Qi

y). For simplicity, one assumes that a particular
mode Q (usually of the totally symmetric breathing
mode) is dominant, so that the vibronic energies for
the ground and excited states (singlet and triplet) are
depicted by three curves, as illustrated in Figure 3.
Photoexcitation takes place from the vibronic levels
of the ground state to those of the singlet excited

state, with relative intensities depending on the
Boltzmann distribution in the vibronic states of the
ground states and on the Franck–Condon factor,
which is defined as the overlapping integral squared
of the vibrational wave functions for the ground and
excited states having displaced equilibrium points.
The excited electron releases the extra vibrational
energy into the surroundings within a time of several
vibration periods (a few picoseconds). During this
relaxation process, the electron may undergo spin-
flip, and makes a radiationless jump (intersystem
crossing) to the triplet excited state. Under the steady
photoexcitation, excited molecules find themselves
near the bottom of either the singlet excited-state
curve or the triplet excited-state curve. The radiative
decay from the singlet excited state is observed as
fluorescence with a fast decay (a few nanoseconds or
less), while that from the triplet excited state as
phosphorescence with a slow decay (a few millisec-
onds or more). The phosphorescence band is consid-
erably red-shifted from the fluorescence band, which
is usually not the case in inorganic phosphors. The
excitation spectra for the phosphorescence are often
useful in detecting the triplet excited state and other
forbidden excited states, which are hard to observe
directly by absorption.
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According to the adiabatic (Born–Oppenheimer)
approximation, the absorption spectrum at suffi-
ciently low temperatures is composed of a series of
narrow lines (o, n), corresponding to the transitions
from the lowest vibronic state (m ¼ 0) of the ground
state to the vibronic states nX0 of the singlet excited
state, m and n being the vibrational quantum num-
bers for the ground and excited states. The relative
intensity for the (o, n) components is given by the
Franck–Condon factor. The result is expressed by the
Poisson distribution, Ið0; nÞ ¼ e�SSn=n!, provided
that both states have the same vibration frequencies.
Here, S is the Huang–Rhys factor, defined as the
average number of vibration quanta emitted in the
thermal relaxation process after photoexcitation.
In the strong vibronic coupling regime (Sc1), the
absorption spectrum approaches a broad Gaussian
shape, while in the weak or intermediate coupling
regime (Sp1), the spectrum shows a sharp zero-
phonon line which is followed by a series of equi-
distant vibronic lines on the higher energy sides. In
the same way, the emission (fluorescence) spectrum
at low temperatures is composed of vibronic com-
ponents (m, o) approximately in a mirror-image of
the absorption spectrum. The red-shift of the emis-
sion band peak from the absorption band peak is
called the Stokes shift.

Exciton Concepts in Organic Crystals

Detailed optical studies of molecular crystals had
started at the beginning of the twentieth century.
Subsequently in the 1920s to the 1940s of the last

century, further extensive studies had been made
using extremely thin flakes of aromatic molecular
crystals, until the conventional Kramers–Kronig anal-
ysis of reflection spectra became available in the late
1960s. From a careful comparison of absorption
spectra in solutions and crystals, it had been recogni-
zed that some notable features show up when mol-
ecules are condensed into a crystalline structure. To
interpret these features, a quantum mechanical pic-
ture of molecular excitons had been proposed upon
the concept of the Frenkel exciton. Later on, more
profound studies had been explored on the optical
properties related with excitons in organic crystals. In
contrast to the predominant character of 3D Wannier
excitons in inorganic semiconductors, excitons in
organic crystals and polymers have three different
faces like Hekate, a goddess in ancient Greek myth-
ology. They are named as molecular (Frenkel) exciton,
charge-transfer (CT) exciton, and Wannier exciton,
which are schematically illustrated in Figure 4.

Molecular (Frenkel) Excitons

The name ‘‘molecular exciton’’ comes from its origin
in the intra-molecular p2p� excitation in the isolated
molecule, while the Frenkel exciton is a theoretical
concept of propagating excited states in a crystal
as a linear combination of localized excitations. The
character of the molecular exciton in a crystal
is schematically illustrated in Figure 5. When a large
number (N) of identical conjugated molecules are
placed with sufficiently large separation from each
other, the photoexcited states have the N-fold
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Figure 4 Schematic illustrations for elementary excitations in molecular exciton (M), charge-transfer exciton (CT7), and Wannier (W)
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degeneracy with the same excitation energy Em

(Figure 5a). As the inter-molecular distance becomes
smaller, the excitation energy is reduced to
Em�D(40), where D is the reduction in Em due
to the inter-molecular interaction (the site-shift ef-
fect). When molecules are condensed to a crystalline
structure, the photo-excited state is no longer local-
ized on a specific molecule and begins to propagate
in the crystal due to the resonant energy transfer
leading to formation of the Frenkel exciton band
with EðkÞð¼ Em � D þ IðkÞÞ.

So far, an ideal case of a rigid crystal has been
considered, where all molecules are supposed to be
frozen up at their equilibrium sites. Actually, the free
excitons are significantly influenced by the dynamical
fluctuation of potential due to the molecular vibra-
tions. The vibronic spectra of such molecular excitons
can be analyzed by the theoretical model called
the dynamical coherent potential approximation
(DCPA). Important parameters in this model are the
exciton-bandwidth T, representing the delocalized
nature of the exciton, and the Huang–Rhys factor S,
representing the localized nature of the vibronic state.
An example of theoretical absorption spectra by the
DCPA model is shown in Figure 6. For simplicity, it is
assumed here that the exciton is interacting with a
single molecular vibration with the energy of _o by
the Huang–Rhys factor S, which is taken to be unity.
A series of spectra in Figure 6 illustrate the tendency
of exciton delocalization as T is increased. In the case
of T ¼ 0 (top of Figure 6), the absorption spectrum is
that of an isolated molecule given by the CC model
(Figure 3). As T increases, the intensities of phonon-
side-bands are decreased, and an intense sharp line
evolves at the low-energy side of the vibronic spectra.
This absorption peak corresponds to the transition to
the k ¼ 0 edge of the exciton band under the influ-
ence of the exciton–polaron effect. It is interesting to
note that such behavior of the absorption spectra

predicted by the DCPA is quite similar to the spectral
change observed in the solutions of some organic
dyes, where a single intense peak (called the J-band)
appears on the low energy side of the broad molec-
ular absorption band as the dye concentration is in-
creased. The formation of microcrystalline aggregates
and mobile molecular excitons therein are suggested
to be responsible for this remarkable change.

To summarize, complicated optical properties of
molecular excitons are interpreted as due to the co-
mpeting trends of excitons, either being free or self-
trapped. For a free exciton, the absorption intensity
is concentrated on a single intense line, because very
quick exciton motion tends to smooth out the local-
molecular deformation (the motional narrowing).
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vibronic exciton interacting with a molecular vibration with the

energy of _o. The Huang–Rhys factor S is taken to be unity here,

and the exciton band-width T is varied from T ¼ 0 to 2.5 (in units

of _o). A semicircular curve with the radius of T is adopted for the

density-of-state model. The T ¼ 0 spectrum at the top corre-

sponds to the localized exciton, those for T ¼ 0:522 to the in-

termediate excitons, and that for T ¼ 2:5 at the bottom to the

nearly free exciton influenced by the polaron effect. The sharp

peaks in the T ¼ 222:5 spectra correspond to the optical tran-

sition to the k ¼ 0 state of the exciton band. (Due to H Sumi.)
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When excitons are localized (self-trapped), the spec-
tra become very broad and Stokes-shifted. There are
a number of interesting optical phenomena related
with the dynamical behavior of molecular excitons.
For instance, it has been demonstrated that a fusion–
fission process takes place between mobile singlet
and triplet excitons in the following way: 2 triplet
excitons -1 singlet exciton in fusion, and vice versa
in fission. In the former case, a delayed fluorescence
component is observed with the same slow decay
time as phosphorescence.

The prototype of molecular exciton spectra is
shown in Figure 7 for an anthracene crystal. There
are two molecules at translationally nonequivalent
sites, A and B, as shown in the inset. There can be
two kinds of degenerate excitons propagating in the
sublattices for the A and B sites. They are actually
split into two polarized components due to the in-
teraction between excited molecules on the A and B
sites (the Davydov splitting). The transition dipole
moment vectors for the Davydov components are
suitable linear combinations of the transition mo-
ment vectors of the A and B molecules depending
also on the wave vector of the exciton. The charac-
teristic polarization dependence of the exciton spec-
tra in Figure 7 are due to the Davydov splitting
of vibronic structures, which correspond to the

intermediate coupling regime in the DCPA model
(Figure 6). The Davydov splittings are also observed
in the triplet exciton located at B1.8 eV. The
Davydov splitting energies are 220 cm–1 (27 meV)
and 21.5 cm–1 (3 meV), respectively, for the lowest
singlet and triplet excitons. Extensive studies have
been made on the various aspects of the molecular
exciton in an anthracene crystal, including the fis-
sion–fusion process between the singlet and triplet
excitons, the exciton polaritons, the surface excitons,
and the exciton dynamics in the mixed crystals with
deuterium-substituted anthracene molecules and so
forth. On the higher energy side of the vibronic ex-
citon bands, there are a series of weak features due to
the intermolecular CT excitons, as mentioned in the
next section. They are supposed to be responsible for
the photocarrier generation process.

Aside from standard aromatic molecules shown in
Figure 1, there are many important families of mo-
lecular crystals, such as phthalocyanines and other
cyanine dyes. The molecular excitons in these crystals
have a very large oscillator strength (fX1), which is
responsible for the remarkable metallic reflection
bands due to the wide polariton-gap. Excitonic states
are also supposed to play an important role in the
primary stage of the photosynthesis process within
the regularly arrayed chlorophyll molecules.
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Charge-Transfer Excitons

In the CT complex crystals, the optical spectra are
predominated by the CT excitations, whereas the
molecular excitons play only a minor role. According
to the characters of CT excitations, the CT crystals
are further classified into the following three groups
(Figure 8); (1) metal–tetracyanoquinodimethane

(TCNQ) complex Mþ–TCNQ– (M ¼ K, Rb, Cu,
Agy), (2) halogen-bridged mixed-valent metal–
organic complex –M2þ–X–M4þ–X–M2þ– (M¼ Pt,
Pd, Ni; X ¼ Cl, Br), and (3) mixed-stack donor–ac-
ceptor (DA) complex, including anthracene–PMDA,
TTF–chloranil(CA), etc. In the group (1) crystals,
the electron transfer is schematically written as
TCNQ– �TCNQ–-TCNQ0 �TCNQ2–. This needs a
finite excitation energy, B1.0 eV in K–TCNQ, due to
the Coulomb repulsion between the two electrons on
the TCNQ2– molecule. For this CT process to occur,
the crystal must have antiferromagnetic spin ordering
on the anion sites. Such a spin-ordering occurs below
Tc (B400 K in Kþ–TCNQ–), where the crystal
undergoes a structural phase transition (the spin-
Peierls transition) into the dimerized antiferromagne-
tic phase. Similar instabilities in the crystal structure
are also observed in group (2) and (3) crystals due to
the 1D character of the electron-lattice combined
system (the Hubbard system).

The CT exciton bands are strongly polarized along
the 1D stacking axis of molecules in sharp contrast
to the intra-molecular absorption bands which are
polarized in the directions specified by the molecular
axes. In the elementary CT process, an electron is
transferred to the adjacent molecules with equal
energies for the back- and force-CT excitations
(CTþ, CT� ), when the crystal is not dimerized.
The eigen CT states are the symmetric and antisym-
metric combinations of CTþ and CT� states, one
being optically allowed and the other forbidden. The
photogenerated CT state is unstable against the local
deformation and is apt to be self-trapped by the
dimerization of adjacent molecules. The forbidden
CT state which is not observable in ordinary absorp-
tion spectra becomes optically active, either by
applying an electric field or by the lattice dimeriza-
tion below Tc. It is suggested that the forbidden CT
state plays an important role as an intermediate state
for the large third-order nonlinear optical response of
some CT crystals with wð3ÞB10�9 esu (B1 nm2 V–2

in MKS). When the CT bands are close to the mo-
lecular exciton bands, the intensity of CT transitions
is considerably enhanced. This ‘‘intensity-borrow-
ing’’ effect is responsible for the high photocon-
ductivity in some molecular crystals, such as
phthalocyanine and other organic photoconductors.

As a prototype of CT crystals, a mixed-stack
complex crystal composed of anthracene (An) and
PMDA, which belongs to the group (3) CT crystal
with a weak degree of CT of rB0:05 is chosen
somewhat arbitrarily. Needle-like crystals of An–
PMDA show a bright red color, though the starting
materials in the vapor-phase reaction are white pow-
ders of An and PMDA. This bright red color of the

+ + +

+ 4 + 2 + 4

− M+4 M+2 M+4− −

− − −

− − − −

A− A− A−

CT−

CT−

CT−

CT+

CT+

CT+

A0 A0D0

Figure 8 Schematic illustration of elementary CT excitations in

three kinds of CT crystals; the top for the family of met-

al(monovalent)–TCNQ complex crystal, the middle for the ha-

logen-bridged mixed-valence metal complex crystal, and the

bottom for the mixed-stack donor (D)–acceptor (A) complex

crystal (in the neutral phase denoted D0A0). The elementary CT

exciton transitions are shown by arrows with dotted lines. All of

these CT excitons have a quasi-1D character.
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crystal is due to the strong CT band at B540 nm,
which is preferentially polarized along the stacking
axis (c-axis) (Figure 9). A sharp absorption peak at
B546 nm is the zero-phonon (0–0) component of the
vibronic series (0� n). The emission band is not mir-
ror-symmetric to the absorption band, indicating that
the emission is due to the radiative decay of the self-
trapped CT exciton. However, when the temperature
is lowered near 2 K, a weak 0–0 emission line
appears at the energy of 0–0 absorption line, indica-
ting that a part of photo-generated CT excitons are
moving freely in the crystal before being self-trapped.
This is a rather rare case, and usually the CT excitons
are promptly self-trapped after the photogeneration.
In An–PMDA and other CT crystals, a weak phos-
phorescence band due to the radiative decay of the
triplet CT excitons is also observed. They are self-
trapped too by local displacement of molecules.

In other mixed-stack CT crystals with larger r, the
CT exciton bands are shifted to the near infrared
region. Hence, these crystals are not so colorful as
the An–PMDA crystal. Nevertheless, they do exhibit
even more interesting characteristics in the dielectric,
magnetic, and structural properties, which are relat-
ed with the so-called neutral–ionic (NI) instability.
When the degree of CT approaches a certain critical
value, the crystal ground state becomes unstable
and undergoes a phase-transition from the neutral
(N) phase to the ionic (N) phase. In the vicinity of the
NI phase boundary, a number of novel phenomena,
such as reversible photochromism, bistable electric
conductivity, antiferroelectric ordering, appearance of
spin- and charged-solitons, and so forth, have been

observed in several mixed-stack CT crystals, in par-
ticular in TTF–chloranil crystals. Another impor-
tant type of CT complex crystal is the family of
segregated-stack CT crystals, such as TTF–TCNQ
and BEDT–TTF–TCNQ, showing high (metallic)
conductivity and even super-conductivity. Interdisci-
plinary studies have been extended on these ‘‘synthetic
metals,’’ forming an important field of condensed
matter physics.

Wannier Excitons

The Wannier exciton is quite familiar in inorganic
semiconductors, but not so much in organic molec-
ular crystals, because of the localized nature of the p,
p� orbitals. In the case of the CT bands in anthracene
crystals, spectral features detected by the electro-
modulation spectroscopy are assigned to the Rydberg
series ECT ¼ EG�e2=ð4peRCTÞ, RCT being the sup-
posed distance for the CT jump. As the limit of this
series, ‘‘the bandgap energy’’ EG has been estimated
to be EG ¼ 3:2 eV for anthracene crystals. But this
picture of CT states is considerably different from the
Wannier exciton picture in the one-electron band
regime, and is more properly represented by a pair of
localized p�-electron and p-hole, each located on the
separated sites.

The most typical Wannier exciton in organic solids
may be found in organo-silicon polymers (polysilanes)
with a structure of [–RSi–SiR0-], R, R0 being orga-
nic side-group molecules. They are regarded as the
s-conjugated analog of the p-conjugated polymers,
having the HOMO (s) and LUMO (s�) orbitals
extended along the conjugated polymer chains.
Taking advantage of much easier preparation of ori-
ented thin films by spin-coating, extensive studies
have been made on the ordinary absorption, electro-
absorption, two-photon excitation of luminescence,
third-harmonic generation (THG) and electric-
field-induced second-harmonic generation (EFISHG).
Based on these experimental results, a theoretical
model of quasi-1D Wannier exciton has been con-
structed (Figure 10). This model is essentially based
upon a 1D-hydrogen model given by,

� _2

2m

d2

dx2
� e2

4pe0jxj

 !
cnðxÞ ¼ EncnðxÞ

where x ¼ xe � xh, xe, xh being the electron and hole
coordinates. Exciton states for n ¼ 1,2,3 have been
calculated assuming a finite potential at x ¼ 0 due to
the on-site Coulomb repulsion. According to this
model, the exciton wave functions cnðxÞ are spread
over a considerable range of the Si-chain (shown on
the top of Figure 10). Various linear and nonlinear
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Figure 9 The absorption (obtained by Kramers–Kronig trans-

formation) and emission spectra of An–PMDA crystal at 2K, po-

larized with E//c. The c-axis is parallel to the mixed-stack

molecular column and is the direction of preferential polarization

for both spectra. The sharp absorption line at B546nm is due to

the 0–0 component of vibronic structures. Broad and sharp fea-

tures in the emission spectra are due to the free and self-trapped

CT excitons coexisting at low temperatures (see the text). (Due to

Y Tokura and T Koda.)
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optical transitions are indicated by vertical arrows.
Observed spectra for respective transitions are in very
good agreement with the theoretical results calculated
by this model, indicating that trans-PDHS is an
ideal molecular quantum wire having the band-gap Eg

B4.4 eV and the exciton binding energy as large
as 1.1 eV.

As an example of Wannier exciton spectra in
p-conjugated polymers, Figure 11 shows the experi-
mental results for a PDA–TS crystal obtained by the
solid-state polymerization of a crystal of the diacet-
ylene monomer R–CRC–CRC–R with the side
group R¼ toluenesulfonate (TS), –SO3C6H4CH3. The
monomer crystal is transparent in the visible region
showing a pale pink color due to a small amount of
short conjugated chains (origomers) generated by
room light. The absorption bands (1B4) in the higher
energy region are due to the p2p� transitions in the
DTS monomer. After polymerization, the crystal sur-
face turns to show a brilliant golden color in reflec-
tion. This is due to the wide polariton-gap associated
with an intense absorption line at B2 eV which is
strongly polarized along the backbone chain of a

conjugated polymer. This absorption line is assigned
to the photogeneration of an electron–hole pair in
the quasi-1D p�-conduction and p-valence bands.
Detailed studies have been made so far to elucidate
the nature of the exciton states in PDA–TS and other
PDAs as well by means of various linear and nonlin-
ear spectroscopies. Similar quasi-1D Wannier exciton
models are also likely to be valid in other p-con-
jugated polymers such as PPV (polyphenylene-vin-
ylene). As for trans-polyacetylene, however, there is
still controversy on whether the 1D Wannier exciton
or the band-to-band transition is responsible for the
absorption peak. It is likely that the 1D character
of the p-electron system in polyacetylene is consi-
derably modified by the 3D interchain interaction
because of the very close distance between the poly-
mer chains.

Organic Nonlinear Optical Materials

The nonlinear optical (NLO) response of organic ma-
terials is due to the fairly large anharmonicity in the
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Figure 10 The quasi-1D Wannier exciton model for a polisilane (trans-polydihexylsilane: PDHS). The abscissa is the electron–hole

distance along the polymer chain in units of the lattice constant (a¼ 2:0 Å). The energies shown on both sides of ordinates represent the

photon energy from the ground state (left) and the exciton binding energy from the band edge at Eg¼ 4:43 eV (right). The on-site energy

U at the origin (x ¼ 0) of the 1D potential (solid curve) is taken as U¼ 25:18 eV from Eg. The envelope functions for the n ¼ 1,2,3

excitons are indicated by curves surrounding shadowed areas. The upward arrows indicate the resonant transitions; (1) for the one- and

three-photon absorptions, (2) for emission (fluorescence), (3) for two-photon absorption and electric-field-induced SHG, and (4) for

three-photon absorption, respectively. The multi-photon absorptions were measured by the excitation spectra for fluorescence (2). On

the top, a Si-chain structure of trans-PDHS is depicted. (The organic side-groups are omitted). (Due to T Hasegawa, T Koda, et al.)
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photoinduced polarization of the p-electrons, which
are delocalized in the low-dimensional structures of
conjugated molecules and polymers. This makes NLO
spectroscopy a powerful tool for the studies of organic
materials. Among others, the NLO spectroscopy for
quasi-elastic and inelastic light scattering processes,
such as Raman and Brillouin scattering, have been
extensively employed in the studies of the structure
and dynamics of organic materials. In addition, the
NLO spectroscopy provides an indispensable means
of detecting the forbidden electronic excited states in
organic molecules and polymers. An example was
shown before for the quasi-1D Wannier exciton in a
s-conjugated polymer (Figure 10). Another example
is the two-photon excitation spectroscopy for the
optically forbidden 21Ag state in finite linear poly-
enes. Also electro-absorption (reflection) spectro-
scopy, which is essentially due to the third-order NLO

process (Kerr effect), has been widely used to
detect the symmetry-forbidden excited states in
conjugated polymers and CT crystals. The large
third-order electric susceptibility wð3ÞC10�9 esu
(B1 nm2 V–2 in MKS) in some low-dimensional
organic materials is deemed to arise from the reso-
nant intermediate transition between the closely sep-
arated allowed and forbidden excited states.
Regarding the second-order NLO phenomena, meas-
urement of the second-harmonic generation (SHG)
from centrosymmetric organic molecules is useful for
a sensitive probe to the local distortions near the sur-
face, interface, and in other kinds of anisotropic
environments which activate normally forbidden
SHG of the molecule by breaking the symmetry of
the local field. By scanning the laser beam, one can
obtain an in situ image of the microscopic anisotropy
in the structures.
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polarized components with E8b and E>b, respectively. Absorption peak A and probably the band B are due to the Wannier excitons

associated with the extended p and p� bands on the conjugated polymer chains oriented along the b-axis, while the broad absorption

bands (1–4) are due to the p2p� transitions within the side-group molecules. The band C in monomer crystal is assigned to the p2p�

transition in the conjugated bonds of diacetylene monomer. (Due to Y Tokura, T Koda, et al.)
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The NLO properties of organic materials are also
attractive for feasible applications in opto-electron-
ics. The hope conceived there is multiple: the large
and ultrafast NLO response, the robustness against
irradiation damage, the on-demand designability of
efficient organic NLO materials, and so on, which
are promising for the fabrication of, for instance,
optical switches or modulators in optical IC devices
and the blue-emitting LEDs by efficient up-convers-
ion of the near IR light from semiconductor lasers
by the SHG process. It has been shown that, by in-
troducing suitable bulky side-groups at both ends of
conjugated molecules, the second-order electric sus-
ceptibility w(2) can be considerably enhanced owing
to the push–pull effect on the distribution of the de-
localized p-electrons. Many kinds of newly synthe-
sized NLO molecules are to be found in literature.
Some of these organic NLO materials may be
brought into the spotlight in future technology. To
bring this dream into reality, closer multidisciplinary
collaborations will be essential.

Liquid Crystals

Liquid crystals (LCs) will be the most familiar func-
tional organic materials used in various hi-tech prod-
ucts surrounding us. The history of LCs goes back
to the discovery of a curious optical property in
cholesterol. Below a certain critical temperature Tc,
cholesterol shows an optical anisotropy (birefrin-
gence) like a crystal, despite the appearance of a
cloudy fluid. Due to such an intermediate character,
the name of ‘‘liquid crystals’’ was given to these novel
materials. Ever since, steady and patient efforts have
been devoted to the basic studies of LCs, until the
boom came in 1970s to develop LC panels for
watches, calculators, and so forth. The research and
development of LC technology may be one of the
most happy marriages between scientific curiosity
and technological quest supported by active multi-
disciplinary collaborations.

The LC molecules are characterized by the large
anisotropic shapes with either rod-like or disk-like
contours. The key parameters specifying the liquid-
crystalline order are the director, that is, the unit
vector representing spatial orientation of the mole-
cule, and the center position of each molecule. To
elucidate the physical nature of characteristic beha-
viors of liquid crystals, efforts had been made early in
the 1930s and the 1940s by a Russian group, and
more lately by de Gennes et al. in the 1970s. The
basic principle in most LCDs is the external control
of the directors with an electric field. An LC film
sandwiched by a pair of polarizers acts as an optical
valve with a low working voltage, leading to yet

growing applications of low-power LCDs to flat
panel displays, mobile computers, LC projectors, and
so on. Aside from such commercial applications, the
optical properties of LCs are important and interes-
ting subjects in soft-matter science. The NLO spec-
troscopy of LCs is another subject of current interest.
Various NLO phenomena such as harmonic genera-
tions, optical wave-mixing, self-focusing, and the
external control of these NLO properties by an elec-
tric field are being extensively investigated in LCs.
Also, mixed systems of a liquid crystal and a solvent
(called lyotropic liquid crystals) are interesting as a
mimic biomembrane system.

Organic Electroluminescence Devices

An important application of optical properties of
polymers and organic compounds, next to LCDs,
will be the organic light emitting devices (organic EL
or organic LED). After extensive R&D efforts in the
last two decades, the efficiency, the lifetime, and
color performance of these devices have been im-
proved far beyond previous expectations even by the
experts. The pioneering challenges to organic EL
devices were initiated in the early 1980s to meet the
increasing need of a flat display for laptop computers
and other hi-tech devices. However, the way to the
state-of-the-art organic EL devices has been quite
hard, because of the severe working conditions such
as very high electric current and harmful influence of
oxidizing atmosphere. A number of breakthroughs
must have been made, until an innovative idea was
presented for the fabrication of a pn-junction type
multilayer structure. The point of this idea is to split
the device into essentially three separate regions,
each taking part in the transport of electrons and
holes and in their efficient recombination process, so
as to attain better performance by means of the op-
timum design of the materials and device structure.

A typical structure of the EL cell is schematically
illustrated in Figure 12. The cell consists of three
layers; an Alq (an Al-chelate compound) layer, an-
other Alq layer doped with phosphorescent Ir(ppy)3

(an Ir-chelate compound of a few %), and a TPD (an
aromatic diamine molecule) layer. These layers are
sandwiched between the anode made of a transpar-
ent conducting film of indium–tin oxide (ITO) and
the cathode made of an Mg–Ag alloy metal film.
When an AC bias voltage of B10 V or less is applied
across the electrodes, carrier injection takes place
from both electrodes into the cell: the electrons from
the metal cathode with a low work-function and the
holes from the ITO anode with a larger work-func-
tion. The electrons and holes are transported, res-
pectively, across the Alq layer and the TPD layer, and

Polymers and Organic Compounds, Optical Properties of 373



then are blocked by the layer interface forming a
space charge layer near the boundary. A part of holes
in the TPD layer goes through the potential barrier
by tunneling into the doped Alq layer. They are
bound by the electrons on the Alq molecules near the
interface and form molecular excitons in either
singlet or triplet state with a ratio of 1:3. These
excitons diffuse into the doped Alq layer and further
to the Alq layer. By the radiative decay of the singlet
excitons, fluorescence is emitted from the Alq mol-
ecules, while the triplet excitons are trapped by the
Ir(ppy)3 molecules and are efficiently converted to
the phosphorescent light due to the enhanced singlet–
triplet mixing in the iridium-ligand. Other kinds of
organic dye molecules can also be incorporated in
the doped-Alq layer in order to give full color per-
formance of the EL cell. As a result, the net efficiency

of the EL is now approaching the level of practi-
cal light sources not only for displays but also for
illumination.

Apart from these multilayer EL cells, diode-type
organic EL devices (organic LEDs) have been also
developed using thin films of PPV as the active layer.
This type of organic EL devices has an advantage of
application to the flexible and large-area EL films. In
conclusion, the future scope of both types of organic
EL devices is quite promising, complementing the
established technology of LCDs.

Conclusion

To conclude this article, a Haiku is quoted: ‘‘Oh, how
many of them are there in the fields! But each flower
in its own way— In this is the highest achievement of
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Figure 12 Schematic illustration of a typical organic electro-luminescent (EL) cell and the structures of component molecules. The EL

cell shown in (a) has a pn-junction-type multilayer structure, composed of the transparent anode (an ITO film), the hole-injection layer (a

TPD layer), the emission layer (an Ir(ppy)3-doped Alq layer), the electron-transport and emission layer (an Alq film), and metal cathode

(an Mg/Ag alloy film), each B10nm thick. The structures and the names of the component molecules (abbreviated above as Alq, TPD

and Ir(ppy)3) are shown in (b). The EL light is composed of two components; one being fluorescence due to the recombination of the

singlet excitons in the Alq molecules and the other being phosphorescence by the recombination of the triplet excitons trapped in the

Ir(ppy)3 molecules. The EL light (shown by an arrow in (a) for illustration) is actually emitted out of the cell through the ITO layer vertically

to the layer surface. See the text for details.
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flower!’’ (Matsuo Basho, 1644–1694, translated by
Maradudin A A). Simplicity and diversity may be the
key words for the attractive world of polymers and
organic compounds, and of their optical properties in
particular. For progress in the future, one will have to
go beyond reductionism in traditional condensed
matter physics. Last but not the least, the authors
would like to express their sincere thanks to many
researchers whose names should have been quoted
for their excellent pioneering works concerning the
subjects dealt with in this article.
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Introduction and Overview

In this article, the results of quantum-chemical cal-
culations will be used to provide an introductory
overview on the electronic structure of organic semi-
conductors. The focus is on phenylene-based mate-
rials since these form a highly attractive class of
p-conjugated systems. These materials can be exploi-
ted in organic photodetectors, solar cells, transistors,
and electronic circuits; their main application relates
to organic light emitting devices and displays, where
they serve as blue emitters. Apart from their practical
relevance, polyphenylenes also serve as ideal model
systems to discuss the electronic properties of organic

semiconductors and conjugated polymers and allow
the description of general concepts that can then be
applied to more complex systems.

Here, a start is made from the simple benzene mole-
cule to show how its molecular orbitals are related to
the conduction and valence bands of the correspond-
ing polymer, poly(p-phenylene) (PPP) (see Figure 1 for
the chemical structure of the corresponding ten-ring
oligomer 10PP).

 10PP 

10PF

10LPP

Figure 1 Chemical structures of the ten-ring oligomers of po-

ly(p-phenylene) (10PP), poly(fluorene) (10PF), and ladder-type

poly(p-phenylene) (10LPP).

*At the time of publication E Zojer was on leave from the Graz

University of Technology.
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In this way, a number of general properties of the
excited states in phenylene-based materials can be
derived. To bridge the gap between a molecular des-
cription usually found in quantum chemistry and the
band structure picture prevalent in condensed matter
physics, it will be shown how the molecular orbitals
of phenylene chains of increasing length adopt a
Bloch-type structure. A similar band-like behavior is
found when considering the exciton states of extend-
ed p-conjugated molecules. To discuss the influence
of molecular conformation, the electronic properties
of ‘‘regular’’ poly(fluorene) – a partly bridged
derivative of PPP – will be compared to those of its
planarized conformation (the so-called b-phase) as
well as of the fully bridged ladder-type PPP (see
Figure 1). To address the role played by inter-chain
interactions, the excited states of an oligophenylene
dimer will be investigated. To complete the descrip-
tion of low-lying excited states in phenylene-based
materials, excited states of different spin multiplicities
will be compared. Finally, the impact of chemical
defects on the electronic and optical properties of
conjugated polymers will be examined by discussing

the example of the ketonic defects in poly(fluorene)-
type materials.

Basic Electronic Structure and Band
Structure Description

To understand the electronic structure of phenylene-
based materials, it is useful to start with discussing
the properties of benzene rings that constitute the
fundamental building blocks of these systems. (In the
course of this discussion, D6h symmetry is assumed
for benzene.) The two highest-lying occupied and two
lowest-lying unoccupied p-orbitals of benzene are
shown in the left part of Figure 2. In a linear com-
bination of atomic orbitals (LCAO) picture, these
orbitals can be regarded as linear combinations of the
pz orbitals of the six sp2-hybridized carbon atoms
forming the ring (note that, as a result, there are two
more molecular p-orbitals in benzene; their energies
are, however, so different from the highest occupied
molecular orbit (HOMO) and lowest unoccupied
molecular orbit (LUMO) energies that they usually
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Benzene
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Figure 2 Left: Doubly degenerate HOMO and LUMO orbitals of benzene. Right: Hückel-type dispersed (solid lines) and nondispersed

(dashed lines) conduction and valence bands of poly(p-phenylene). The insets show the localized and delocalized orbitals in a ten-ring

oligomer, which can be associated with the four different types of bands.
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do not influence the electronic and optical properties
of interest).

Although the two HOMOs and LUMOs of ben-
zene are degenerate (Figure 2) the molecular orbitals
that derive from them display distinctively different
properties when several phenylene units are linked in
para-position to form oligo- or poly-phenylene
chains. As an illustration, the HOMO and HOMO-
5 of a coplanar ten-ring oligomer (10pPP) are shown
on the right side of Figure 2. In the context of a
Hückel (tight-binding) approach, the HOMO of
10pPP can be regarded as a linear combination of
the benzene HOMOs of type-(1) (see Figure 2), while
the HOMO-5 of 10pPP is a linear combination of
type-(2) benzene HOMOs. The one-electron eigen-
states of an infinitely long, periodic PPP chain that are
similar to the HOMO of 10pPP, form the strongly
dispersed valence band shown as a solid line in the
Hückel-type band structure of Figure 2. Eigenstates
like the HOMO-5 build the flat band depicted as a
dashed line in the band structure. The reason for this
different behavior is that for the type-(1) benzene
HOMO, one finds high electron density at the carbon
atoms which link the individual phenylene units to
their neighbors. In contrast, the electron density on
the connecting carbons vanishes for the type-(2)
HOMO of benzene. Therefore, in the former case,
the individual rings interact strongly in a polymer
chain, while in the latter case there is only very little
interaction. A strong interaction results in a large
energy splitting and consequently in a strongly dis-
persed (wide) band; one then speaks of delocalized (d)
orbitals/electronic states. The orbitals/electronic
states derived from the type-(2) HOMOs are referred
to as localized (l). The same reasoning also applies to
the unoccupied orbitals (conduction bands) shown in
the top part of Figure 2.

Some basic aspects regarding the optical properties
of phenylene-based materials can be derived from the
orbitals and the band description discussed above:
The lowest energy transitions involve excitations
between delocalized bands ((d)–(d) transitions) and
are polarized parallel to the chain axis. Their
energetic positions are strongly influenced by param-
eters like conjugation length and molecular confor-
mation (vide infra). Experimental investigations of
compounds in solution as well as quantum-mechan-
ical calculations yield energies for the lowest optical
transitions (absorption maximum) ranging from
around 5.0 eV for biphenyl to about 3.7 eV for PPP
(note that the latter value is extrapolated from the
results obtained for finite-size systems, assuming a
linear dependence of the excitation energy on the
inverse number of repeat units). Transitions from
delocalized into localized [(d)–(l)] and from localized

into delocalized bands [(l)–(d)] are found at higher
energies (around 6.2 eV according to inelastic elec-
tron scattering investigations on sexiphenyl thin
films). Their dependence on the conjugation length
is less pronounced than for the (d)–(d) excitations;
for coplanar oligomers, they are polarized within the
plane of the molecule along the short molecular axis.
At higher energies (around 7.2 eV in sexiphenyl), one
finds excitations involving transitions among local-
ized levels [(l)–(l)]; these are polarized again along
the long molecular axis.

The respective polarizations of these excitations
can be easily understood from the symmetries of
the molecular orbitals when recalling that the elec-
tric transition dipole Mge for excitation from the
ground state Cg to the excited state Ce is given by
Mge ¼ �e/CgjRjCeS. Taking (1) the center of the
molecule as the origin of the coordinate system; (2)
the long molecular axis as the x-axis; and (3) the
molecular plane as the xy-plane, all delocalized or-
bitals are symmetric with respect to the xz-mirror
plane. Therefore, the Mge matrix element will be
identically zero for a y-polarized electric field. The
same applies to the (l)–(l) transitions, as here all
orbitals are antisymmetric with respect to the
xz-mirror plane; it also holds for z-polarized light, as
all p-orbitals are antisymmetric with respect to the
molecular plane. For x-polarized light and a (d)–(d)
or (l)–(l) excitation, whether the Mge matrix ele-
ment vanishes or not, depends on the change of
the orbital symmetry when going from an occupied
to an unoccupied orbital. According to Figure 2,
the HOMO is antisymmetric with respect to the
yz-mirror plane while the LUMO is symmetric. Thus,
the lowest-lying excited state, which is domina-
ted by a HOMO-LUMO excitation, is optically
allowed for x-polarized light. Similar arguments
can be applied to show that d–l excited states can
be optically allowed only for light polarized in the
y-direction.

From Molecular Eigenstates to
Continuous Bands

As becomes clear from the discussion, the description
of p-conjugated organic materials is at the interface
between condensed matter physics, molecular phys-
ics, and physical chemistry. Consequently, terms
derived from each of these fields are often used
simultaneously and sometimes synonymously. To
bridge the gap between, on the one hand, molecular
eigenstates and, on the other hand, bands, which are
continuous in k-space, it is useful to consider oligom-
ers with a relatively large, but finite, number of repeat
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units. These can be described in the framework of the
so-called quasiband structure model, which has been
studied both theoretically and experimentally via
inelastic electron scattering. The basic idea of the
quasiband structure model in finite-size systems is to
distribute the discrete molecular levels in k-space
along the continuous bands of the parent polymers.
As the crystal momentum is no longer a good quan-
tum number for a system with finite size, a given
range of k-vectors has to be associated with each
molecular eigenstate. In fact, the ‘‘band-like’’ nature
of the electronic states in conjugated oligomers
becomes obvious when looking at the shape of the
orbitals. For 10pPP, the five highest occupied and five
lowest unoccupied orbitals are shown in Figure 3.

Figure 3 also illustrates that the molecular orbitals
adopt a Bloch-like character, that is, they can be
regarded as periodically modulated plane waves. The
plane-wave character is indicated by the sine-func-
tions in Figure 3 and the periodic modulation is given
by the type-(1) occupied and unoccupied benzene
orbitals from Figure 2. For molecular crystals based
on oligomers, the quasiband structure description of
the individual building block can be reconciled with
the full three-dimensional band structure of the mo-
lecular crystal by going from a reduced zone scheme
(relying on the crystal unit cell as a repeat unit) to an
extended zone scheme, which is then consistent with
assuming that the individual molecular building
block (e.g., the phenylene ring) is the repeat unit.

C
onduction band

V
alence band

Figure 3 INDO-calculated five highest-lying occupied orbitals and five lowest-lying unoccupied orbitals of a planar ten-ring oligo-

phenylene. The sine-wave envelope functions illustrate the Bloch-type character of the molecular orbitals.
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This general evolution of the electronic states for
long (periodic) chains does hold not only for one-
electron eigenstates (orbitals), but also for excited
states taking account of electron-correlation effects.
This is shown in Figure 4, where the electron–hole
two-particle wave functions for the lowest-lying ex-
cited states of (d)–(d) type in 10pPP are displayed.

Such plots illustrate the probability of finding the
hole on atom x, while the electron is on atom y. They
are calculated here for the excited states in 10pPP
described by linear combinations of singly excited
Slater determinants (this is referred to as a single
configuration-interaction (SCI) approach, usually
adequate to describe the low-lying optically allowed
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Figure 4 INDO/SCI-calculated electron–hole two-particle wave functions for the four lowest-lying (d–d) excited states in a planar ten-ring
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excited states in p-conjugated materials). In the
context of the quasiband model, it is interesting
to note that the S1 state (of (d)–(d) character)
presents no node. For S2, there occurs one node
(the diagonal white line in Figure 4 is a guide to the
eye); for S3, there are two nodes, and for S12, 3
nodes, etc. (the excited states from S4 to S11 are of
(d)–(l), (l)–(d) character). Therefore, it appears that
the quasiband structure picture also holds for exci-
ton bands, which are relevant for a comparison with
spectroscopic data. This behavior is not restricted to
the (d)–(d) bands; as a typical representative of a
(d)–(l) excitonic state, the electron–hole wave func-
tion of S6 is shown in Figure 5. The momentum-
value associated with S6 (as determined from the

number of nodes) is equivalent to that of S3 in the
(d)–(d) band.

Another interesting property of the excited states
that can be derived from the electron–hole wave
functions is the localization of the electron–hole
pair. The graphs shown in Figure 4 indicate that the
electron–hole pair is delocalized over the whole
chain, as the shading goes along the full diagonal of
the plots. The average electron–hole separation is,
however, relatively small (calculated as 3.9 Å for the
S1 state). This is the consequence of the significant
correlation of the electron and hole motions and can
be seen by the relatively fast decrease of the elec-
tron–hole wave function when going away from the
diagonal in the plots.
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As excitation energy increases, one finds exciton
bands presenting a much larger electron–hole sepa-
ration. An excited state representative of such bands
is S16 at 4.8 eV (see central part of Figure 5). The
average electron–hole separation for S16 is calculated
to be 7.5 Å, which is more than twice as large as that
for S1. At higher energies, states with a clear charge-
transfer character are found; this is illustrated by the
electron–hole wave function of S29 in Figure 5: when
the electron is on one half of the molecule, the hole is
on the other (here, the average electron–hole sepa-
ration is 14.9 Å). States like S16 and S29 are of con-
siderable relevance for excited-state dissociation,
which is found for high-energy photons in pump-
probe experiments. Charge dissociation is critical,
for example, in solar cells and photodetectors.

To link the properties of the exciton bands to those
of the orbitals, it is useful to examine the configura-
tion interaction description of the excited states (i.e.,
how the excited Slater determinants couple). For the
four (d)–(d)-band states discussed above, one quali-
tatively obtains (writing only the dominant determi-
nants):

jS1S ¼ a1jHOMO-LUMOS

þ b1jHOMO � 1-LUMO þ 1Sþ?

jS2S ¼ a2jHOMO-LUMO þ 1S

þ b2jHOMO � 1-LUMOSþ?

jS3S ¼ a3jHOMO-LUMO þ 2S

þ b3jHOMO � 2-LUMOS

þ c3jHOMO � 1-LUMO þ 1Sþ? ½1�

jS4S ¼ a12jHOMO-LUMO þ 3S

þ b12jHOMO � 1-LUMO þ 2S

þ c12jHOM � 2-LUMO þ 1S

þ d12jHOMO � 3-LUMOSþ?

A most interesting aspect of these CI expansions is
that the determinants that strongly mix are those
for which the sum of the numbers of nodes for
the occupied and unoccupied orbitals involved in the
excitation are the same. (For example for S3, a deter-
minant in which an electron has been excited from an
orbital with no node (HOMO) into an orbital with
two nodes (LUMOþ 2) is coupled to a determinant
where both orbitals have one node (HOMO� 1 and
LUMOþ 1) and a determinant with two nodes
for the HOMOþ 2 and no nodes for the LUMO.
Only the significant contribution of jHOMO �
1-LUMO þ 1S to the S1 state somewhat deviates
from this behavior.) In the quasiband model, this can
be interpreted as momentum-conservation. This also
allows one to rationalize why the states depicted in

Figure 4 apart from S1 are either optically forbidden
or have a small oscillator strength since for optical
excitations the momentum transfer has to be
negligibly small.

The Effect of Molecular Conformation and
Intermolecular Interactions

So far, for the sake of simplicity, the oligophenylene
chains have been assumed to be coplanar. However,
in a nonbridged chain, this is not necessarily the
case because the tendency to maximize conjugation
by planarizing the (macro)molecule is counteracted
by steric interactions between adjacent rings. Quan-
tum-mechanical calculations on isolated oligop-
henylene chains, for example, give an inter-ring
torsion angle of 401 as the optimal compromise
between these two driving forces. This is confirmed
by measurements on biphenyl, which displays an in-
ter-ring twist angle of 421 in the gas phase. In solu-
tion and the molten state, the angle is found to be c.
321; similar twists can be assumed for amorphous
materials. These angles can also be affected when
long aliphatic side chains are attached to the con-
jugated backbones. In the crystalline state, biphenyl
has been found to be planar on average, but more
recent data on terphenyl indicate an inter-ring twist
of 121 in the solid state.

To address the influence of the inter-ring twist on
the excited states, several PPP derivatives are dis-
cussed and their results for fully geometry-optimized
and coplanar chains are compared; The systems
under consideration are ten-ring oligomers of po-
ly(p-phenylene) (10PP), poly(fluorene) (10PF), and
ladder-type poly(p-phenylene) (10LPP); their chemi-
cal structures are shown in Figure 1. In poly(fluo-
rene), every other connection between rings is
bridged by a saturated carbon atom forming a flu-
orene unit that is coplanar. The torsion angle be-
tween consecutive fluorene units is similar to that in
oligophenylenes. In 10LPPP, all phenylene rings are
linked by a carbon bridge, which leads to a fully
planar conformation of the backbone. For 10PP and
10PF, conformers forced into a coplanar conforma-
tion were also studied; in polyfluorenes a (near) co-
planar conformation is in fact found for systems
with nonbranched aliphatic side chains attached to
the bridging carbon atoms, as a result of crystalli-
zation of these side chains (this phase is usually re-
ferred to as the b-phase). The transition energies and
oscillator strengths for the lowest-energy absorption
maxima are listed in Table 1.

As expected, the material with the largest bandgap
is 10PP, for which the conjugation is most strongly
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disturbed by the twists between all rings. The
bandgap in 10PF where every other inter-ring bond
is twisted, is significantly reduced by B0.26 eV; for
coplanar conformations (10pPP, 10pPF, and 10LPP),
the energy gap is between 0.48 eV and 0.64 eV lower
than in 10PP. The smallest gap is obtained for the
fully bridged 10LPP system although the rings them-
selves are significantly distorted by the presence of
the bridges. These findings are fully consistent with
the experimental observations, which show that the
emission and absorption maxima for the b-phase of
poly(fluorene) are red-shifted by some 0.2 eV to
0.4 eV relative to regular poly(fluorene). The absorp-
tion and emission peaks in ladder-type poly(p-phe-
nylene) are red-shifted by another 0.1 to 0.2 eV
relative to the b-phase.

The description of excited states in phenylene-
based materials given so far applies to isolated chains
and also holds for molecules and polymers in solu-
tion and in amorphous films. (This is especially true
for polymers with long aliphatic side chains, whose
primary role is to provide solubility.) In crystals with
well-ordered building blocks and short inter-chain
distances, inter-molecular interactions can start to
play a significant role. These have been studied by
full 3D band structure calculations or by looking the
properties of large molecular clusters. (Such studies
show for instance that the l-bands also display signi-
ficant dispersion in the direction perpendicular to the
chain-axis.) When dealing with excited states, the
situation quickly becomes rather complex; one then
usually relies either on band structure calculations
including correlation effects (e.g., by solving the Be-
the–Salpeter equation) or on a correlated description
of molecular clusters in a super-molecular approach.
In addition, it has been recently suggested that in
molecular crystals the exciton–exciton coupling is
of similar magnitude as the exciton–phonon coup-
ling; this would require a simultaneous treatment of
the electronic and vibrational parts of the Schro-
d̈inger equation. Wave-propagation and polariton

effects have also been found to significantly influence
the optical properties of crystalline organic thin
films.

In the following, the impact of intermolecular in-
teractions on the optical properties by considering a
simple model system consisting of a cofacial sexi-
phenyl dimer, shown in the inset of Figure 6, is dis-
cussed. The interaction between the two molecules
results in a splitting of the molecular-orbital and
exciton-state energies due to symmetric and anti-
symmetric linear combinations of the eigenstates
of the individual molecules. The evolution of the
excited-state energies related to the splitting of
the lowest excited states of an individual oligomer
is shown in Figure 6. As expected, at large inter-chain
distances, the splitting is small; when the two mol-
ecules approach and start interacting significantly,
the lowest excited state of the dimer gets stabilized
while the next state is destabilized. Only for very
short intermolecular distances (below 4 Å) would the
energies of both states decrease.

For the absorption process (note that in this case
the molecules in the cofacial-dimer conformation
have identical geometries), the lowest-lying excited
state (given by the open circles in Figure 6) is opti-
cally forbidden for symmetry reasons; thus a blue-
shift of the absorption maximum is expected (the
energy of the lowest optically allowed excited state is
given by the filled squares in Figure 6). These selec-
tion rules relax when the symmetry is broken, for
instance, when rotating one of the molecules (in such
a way that the long molecular axes of the individual

Table 1 INDO/SCI-calculated S0-S1 transition energies in

ten-ring oligomers of fully geometry-optimized poly(p-phenylene)

(10PP), poly(fluorene) (10PF), and ladder-type PPP (10LPP), as

well as the coplanar conformations of poly(p-phenylene) (10pPP)

and polyfluorene (10pPF)

Material Es0-s1 ðeVÞ Oscillator strength

10PP 3.84 4.52

10PF 3.58 4.34

10pPP 3.36 4.93

10pPF 3.31 4.54

10LPP 3.20 4.32
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Figure 6 INDO/SCI-calculated dependence of the energies of

the lowest-lying excited states in a dimer consisting of two co-

facial coplanar sexiphenyl chains. The filled squares and open

circles correspond to the two lowest-lying excited states for the

ground-state geometry (absorption process). The crosses repre-

sent the energy of the lowest-lying excited state of the dimer in
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oligomers are no longer parallel). Whether such
symmetry-breaking occurs in molecular crystals crit-
ically depends on the space group of the system.

For the emission process, one encounters a differ-
ent situation: As a result of the strong geometry re-
laxation that follows the excitation of a conjugated
organic molecule, the symmetry of the dimer can be
broken even in the cofacial conformation (i.e., when
the geometry modification is centered on one of the
two molecules). In this case, the lowest-lying excited
state becomes optically allowed (although the oscil-
lator strength might be relatively weak). Therefore,
one has to expect a red-shift of the emission maxi-
mum upon decreasing the intermolecular distance
(crosses in Figure 6).

Electronic Nature of the Lowest-Lying
Excited States

It is important to point out that the lowest optically
allowed state (usually mainly described by a
HOMO-LUMO excitation) is not necessarily the
lowest-lying excited state even in an isolated chain.
For instance, it is well established that for polyenes
(longer than butadiene) a highly correlated Ag state
(with the same symmetry as the ground state) comes
to lie below the optically allowed 1Bu state. This is
the reason why polyacetylene does not luminesce. To
describe such effects properly, it is necessary to go
beyond a single configuration interaction description,
since the low-lying Ag states have strong contribu-
tions from multiply excited determinants. In the case
of phenylene-based materials (due to the large ef-
fective degree of bond-length alternation), the
HOMO-LUMO excited state is the lowest-lying
state within the singlet manifold; this is confirmed by
the high luminescence quantum yields of oligo- and
polyphenylenes and their bridged derivatives.

The ordering of the excited states also has to take
account of triplet states. It is in fact a common fea-
ture in organic semiconductors that T1, the lowest-
lying triplet state, lies at significantly lower energies
than the S1 state. As an example, the energy diagram
for a (coplanar) p-sexiphenyl (6PP) molecule is
shown in Figure 7 (here, the geometries and energies
of the S0 and T1 states are obtained from density-
functional theory (DFT) calculations and the tran-
sition energies to S1 and Tn are calculated using
time-dependent DFT). The T1 state is seen to lie
more than 1.3 eV below the S1 state; there are several
other excited triplet states present between T1 and
Tn (where Tn is the triplet excited state presenting
the largest oscillator strength for a transition from
T1), some of which also lie below S1. Note that

the energy of T1 relative to S0 and S1 is an impor-
tant factor when studying singlet/triplet formation
rates in organic light emitting devices, or when ad-
ding organometallic dyes as phosphorescent triplet
harvesting molecules to increase device efficiencies.

The Jablonski-diagram in Figure 7 illustrates the
typical photophysical processes linking the ground
state and the various low-lying excited states. (In
Figure 7, the relaxed S0 geometries for the singlet
and T1 geometries for the triplet manifold is dealt
with. Therefore, the energies are a proper description
only for the S0-S1 and T1-Tn absorption pro-
cesses. For the other processes, the energies have to
be corrected by the respective relaxation energies.)
Starting from the ground state S0, the molecule can
be excited via optical absorption (abs) into the
one-photon allowed state S1; from there, it can
decay back to the ground state either radiatively or
nonradiatively (r/nr), dissociate into positive and
negative charge carriers (polarons), be excited into
higher-lying singlet states Sn, or switch to the triplet
manifold either via inter-system crossing (isc) or
exciton-dissociation and subsequent nongeminate
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Figure 7 DFT- and TD-DFT-calculated (Jablonski) energy

diagram for the low-lying optically active excited states in the

singlet and triplet manifolds of coplanar sexiphenyl. The energies

in the singlet manifold are given for the relaxed ground-state (S0)

geometry, while those for the triplet manifold are calculated for

the relaxed T1 geometry. The arrows represent processes coup-

ling these excited states: abs – absorption; r/nr – radiative or

nonradiative recombination; isc – inter-system crossing; ta –

triplet absorption; nr – nonradiative recombination; ph – phos-
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polaron-pair recombination. Within the triplet
manifold, the excited state will readily relax to
the T1 state from where the molecule can decay into
the S0 state either via phosphorescence processes
(ph) or through the emission of phonons. Due to
spin-selection rules, the T1 state is usually long-lived.
Therefore, absorption processes within the triplet
manifold (ta) can have practical relevance for optical
limiting applications and also need to be consi-
dered when designing materials for organic-laser
applications.

The Role of Chemical Defects

An aspect of importance with regard to applications
is the role chemical and structural defects play for the
electronic and optical properties of conjugated ma-
terials. As in the inorganic semiconductor industry,
great efforts have to be and are being made to elim-
inate chemical impurities and defects. In many in-
stances, charge transport in organic circuits is
critically influenced by charge-carrier trapping at
grain boundaries and other morphological and chem-
ical defects and the emission properties of light emit-
ting devices can be strongly modified by sub-percent
concentrations of impurities due to long-range
energy migration and carrier trapping. Although
‘‘impurities’’ can be added intentionally as electronic
dopants or emissive guest-molecules, they are usually
detrimental for the performance of the device.

An example of the impact of chemical impurities
is the recent understanding that the green shift of
the emission in poly(fluorene) LEDs is not a conse-
quence of aggregate or excimer formation (structural
‘‘defects’’), but rather a result of chemical oxidation
leading to the formation of fluorenone defects along
the poly(fluorene) chains. The consequences of this
type of defect for the optical properties of poly(flu-
orene) are now briefly discussed.

In Table 2, the properties of the lowest-lying
excited states in a pristine ten-ring fluorene oligomer
(10PF from Table 1) are compared with those of a

model system in which the central fluorene unit has
been replaced by a fluorenone (10PFK) (see chemical
structure on top of Figure 8). Note that very similar
results are obtained for ketonic defects at the end of
the chain. The lowest-lying excited state in 10PF is a
p2p� excited state at 3.58 eV, which is delocalized
over the whole chain and is dominated by a HOMO
to LUMO excitation, much like the S1 state in
coplanar poly(p-phenylene) discussed above. Upon
geometry relaxation in the excited state, the transi-
tion energy is reduced to 3.12 eV.

In the ketone-containing molecule, 10PFK, a sim-
ilar excited state, S3, is found at an energy B 0.1 eV
higher than that of S1 in 10PF. There are, however,
two excited states below the p2p� state in 10PFK.
The lowest-lying state at 2.77 eV displays an n2p�

character (i.e., its CI-description is dominated by an
excitation from a s-orbital localized at the CQO
group to the p� LUMO). The S0-S1 transition is
optically forbidden due to symmetry reasons. S2 is a
weakly allowed charge-transfer p2p� (CT-p2p�)
state. Interestingly, in the relaxed excited-state
geometry, which is relevant for emission, S2 becomes
the lowest excited state. Thus, the CT-p2p� state
becomes responsible for the green emission in degra-
ded poly(fluorene) (see right part of Table 2). To
better understand the electronic nature of the p2p�

and CT-p2p� states, it is useful to look at the orbitals
involved in their CI-description and at the corre-
sponding electron–hole two-particle wave functions.
These are displayed in Figure 8 for the relaxed
excited-state geometry (the electron–hole wave func-
tion of the n2p� state, which is not shown here, is
completely localized on the C and O atoms of the
ketonic defect).

The strongest contribution to the description of
the CT-p2p� state comes from a HOMO to LUMO
excitation. These orbitals are shown in the inset of
the upper electron–hole plot in Figure 8. The HOMO
of 10PFK is strongly reminiscent of that of pristine
poly(fluorene). The LUMO has no equivalent in
pristine poly(fluorene) and is strongly localized on

Table 2 INDO/SCI-calculated excitation energies and oscillator strengths for a ten-ring poly(fluorene) chain without (10PF) and with

(10PFK) a ketonic defect on the central fluorene unit. A chiral conformation is chosen and the ground-state geometry is optimized with

the semi-empirical AM1 Hamiltonian, which is coupled to multi-electron CI to optimize the relaxed excited-state geometry.

Ground-state geometry Excited-state geometry

Type E ðeVÞ Oscillator strength Type E ðeVÞ Oscillator strength

10PF

S1 p2pn 3.58 4.34 p2pn 3.12 3.91

10PFK

S1 n2pn 2.77 0.00 CT-p2pn 2.45 0.47

S2 CT-p2pn 3.05 0.42 n2pn 2.64 0.00

S3 p2p * 3.68 3.88 p2pn 3.44 3.08
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Figure 8 INDO/SCI-calculated electron–hole wave functions for the S1 and S3 states in a ten-ring oligofluorene in which the central

fluorene unit has been replaced by a fluorenone. As the ketonic defect mainly affects the emission properties of poly(fluorene), the

calculations have been performed for the relaxed S1 geometry obtained from the AM1/CI approach. The atom site numbers used in the

electron–hole plots are shown in the molecular structure at the top of the graph. The inset in the top graph shows the HOMO and LUMO

orbitals which dominate the CI description of the S1 state; the HOMO and LUMOþ 1 are shown in the inset of the bottom graph.
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the fluorenone unit. As a result, the electron–hole
pair describing the CT-p2p� state is also localized on
the fluorenone unit. The p2p� state (S3) is delocal-
ized over the whole chain and is dominated by
a HOMO to LUMOþ 1 excitation, with the latter
orbital being strongly reminiscent of the LUMO in
pristine polyfluorene.

This example clearly shows that the green-shifted
emission in degraded poly(fluorene) stems from lo-
calized excited states resulting from the fluorenone
chemical defect. Considering the fact that in poly(flu-
orenes) with ketonic defects, a new orbital (the
LUMO from top of Figure 8) appears below the
LUMO of pristine poly(fluorene), one can expect that
this type of defect influences charge-carrier transport
by acting as an electron-trap; this has been recently
confirmed by experimental studies and ab initio
calculations of ionization potentials and electron
affinities in poly(fluorene) chains with and without
ketonic defects.

To summarize, in this article, the example of phe-
nylene-based materials is taken: (1) to derive the ba-
sic electronic structure of p-conjugated materials; (2)
to describe the relation between molecular wave
functions and band structure-type eigenstates; (3) to
illustrate the impact of inter-chain interactions; (4) to
examine the ordering of the excited states in the
singlet and triplet manifolds; and (5) to discuss the
role of chemical defects on the electronic properties.
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Introduction

Although this article presents only a very brief his-
tory of polymers, it would be remiss if it did not
open by acknowledging that without polymers this

encyclopedia would not have been written! Mother
Nature, with ingenious dexterity, used ‘‘natural’’
organic polymers such as proteins, polypeptides, car-
bohydrates, and DNA, to build the structural ele-
ments of life itself. Long before there was any
fundamental understanding of the macromolecular
nature of materials such as cotton, silk, wool, wood,
leather, bone, and ivory, humankind found ways to
use and modify these materials to produce articles for
clothing, utensils, and shelter. One could write books
on this subject alone, so in this short history the focus
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is on how the foundations of our understanding of
the nature of polymer materials were laid. In doing
so, a lot of important and interesting things have
been left out. Accordingly, the focus is on the history
of semisynthetic and synthetic polymers, mentioning
natural rubber only in passing. (Rubber actually des-
erves a history of its own and the interested reader is
encouraged to consult the sources listed at the end of
this review.)

To many people, the birth of polymer science as a
discipline starts with Hermann Staudinger and his
assertion that materials such as natural rubber are
covalently bonded long-chain molecules, as opposed
to some sort of colloidal aggregate. Jumps such as
this in our understanding of nature do not occur in a
vacuum, however. Staudinger was building on a
wealth of work by nineteenth-century chemists and
entrepreneurs, whose goal was to produce substitutes
for various types of increasingly expensive or difficult
to obtain natural materials such as ivory and silk.

Early History: Developments in the
Nineteenth Century

Perhaps the most enduring images of the industrial
revolution of the nineteenth century are those pro-
vided by the ironmasters and engineers. One thinks of
a world of railways, ‘‘dark, satanic mills,’’ and the
social and political consequences of the division of
labor and the creation of an urban working class. It is
the world according to Charles Dickens, built on iron,
steel, coal, and the power of steam. Natural polymers,
such as cotton and wool, were, of course, key mate-
rials and after Charles Goodyear’s discovery of vul-
canization, natural rubber would join them. But, from
about the middle to the end of the nineteenth century
onward, various synthetic and semisynthetic polymer
materials were also introduced and these were to have
a profound social and economic impact.

In 1845, common household items such as combs
and toothbrushes were often laboriously fashioned
from bone or ivory and were thus expensive and
unavailable (except in crude wooden forms) to most
people. This was to change, although not immedi-
ately, with the work of the Swiss chemist, Christian
Schönbein. The story (perhaps apocryphal) has it
that he used his wife’s apron to wipe up some spilled
concentrated nitric and sulfuric acid while conduct-
ing experiments in his home. After washing the
apron, he put it in front of the fire to dry, upon which
it immediately flared brightly and disappeared.
Schönbein had discovered guncotton, formed by nit-
rating the cellulose in the apron. Not only did gun-
cotton have more explosive power than gunpowder,
it gave off far less smoke. This was considered a

major advance, because it lessened the confusion of
the battlefield and generals could now see the people
they were slaughtering. Advances in military tech-
nology were often spin-off materials and processes
that are useful in everyday life, however, and this was
to be no exception. Cellulose in its native form is
both insoluble and infusible and cannot be cast from
solution or molded to make useful objects. However,
a French doctor, Louis Menard, found that nitrated
cellulose would dissolve in a mixed solvent of alcohol
and ether and cast to form a transparent film, called
collodion. This was used to dress cuts and wounds.
Crucially, it was also found that at levels of nitration
of B13% or less, nitrated cellulose is no longer exp-
losive, although still highly flammable.

Alexander Parkes, a prolific English inventor and
true material scientist, had already achieved consid-
erable fame as a metallurgist when he found that the
addition of castor oil and camphor to nitrated cel-
lulose lowered its softening temperature. The result-
ing material, which he modestly called Parkesine,
could then be molded. Various objects made from
this new material were displayed at the Great Exhi-
bition at the Crystal Palace in 1862, where it won a
medal for excellence of product. Parkes seems to
have been unaware of the special role of camphor as
a plasticizer, however. In some of his publications he
omitted reference to it completely and the commer-
cial exploitation of Parkesine was ultimately a fail-
ure. Nevertheless, it marked the beginning of the
plastics industry.

This history now shifts across the Atlantic, where
the next development came as a direct consequence
of a shortage of elephants and rhinoceroses. It is a
classic case of a short supply of one material, in this
case ivory, providing the impetus for the developm-
ent of another. The American billiard ball manufac-
turing company, Phelan and Callendar, offered a
prize of $10 000 (a very large sum in those days) to
anyone who could invent a substitute for ivory bil-
liard balls. John Hyatt took up the challenge and
chose to experiment with Parkesine. One can spec-
ulate that Hyatt might have misspent his youth in
pool halls, because he was intrigued by the problem
and spent several years of his life working toward a
solution. He did not win the prize, but did establish
the Albany Billiard Ball Company, which used a
mixture of gum shellac and wood pulp to make the
bulk of the ball. This was coated with nitrocellulose,
which gave this new ball some interesting properties.
Hyatt later reported, ‘‘We had a letter from a billiard
saloon proprietor in Colorado mentioning that
occasionally the violent contact of the balls would
produce a mild explosion and saying that he did not
care so much about it, but that instantly every man in
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the room pulled a gun.’’ It seems that controlling the
degree of nitration remained a problem.

This experience with nitrocellulose prompted
Hyatt to investigate its properties in more detail.
He eliminated castor oil from his formulations, using
only camphor, and, with good old-fashioned Yankee
ingenuity, solved the manufacturing problems that
had plagued Parkes. He produced a hard material
that could be softened by heating to 901C and called
it celluloid. Celluloid was an enormous success.
Many common objects that were previously expen-
sive could now be mass-produced cheaply. These
ranged from knife handles to false teeth, from combs
to that symbol of Victorian rectitude, the stiff cellu-
loid collar. It also provided film for the fledgling
movie industry, whose stars became known as the
‘‘celluloid kings and queens.’’

Celluloid was not a true synthetic polymer, of
course, but a chemically modified natural polymer.
Its central significance to the development of the field
was not so much the nature of the objects produced,
although these had an important social and econom-
ic impact, but the engineering techniques and machi-
nes developed to produce these goods. An example is
the artificial silk fiber produced by Count Hilaire de
Chardonnet, who developed an extrusion process in
which a nitrocellulose solution was forced through a
small orifice producing a lustrous thread. Unfortu-
nately, nitrocellulose lost none of its incendiary qual-
ities in this process. The workers in Chardonnet’s
factory quickly dubbed the product ‘‘mother-in-law
silk’’ (buy your mother-in-law this nice blouse
and stand her in front of the fire), thus revealing an
interesting, though morbid, sense of humor. Char-
donnet overcame this problem by ‘‘denitrating’’ the
fibers by passing them through a solution of aqueous
ammonium hydrogen sulfide and, in effect, regen-
erating cellulose.

There are easier ways to make regenerated cellu-
lose and in the early 1890s Cross, Bevan, and Beadle
discovered that cellulose could be rendered soluble
by sodium hydroxide and carbon disulfide. A basic
solution of cellulose xanthate is formed, which
regenerates cellulose upon acidification. Fibers from
regenerated cellulose were called rayon, while films
were known as cellophane. By the 1930s cellophane
was being used to wrap an enormous range of goods,
not only to protect them from spoilage, but also
because they had customer appeal. A grocery chain
reported an increase in sales of an astonishing
2100% in two weeks once their doughnuts were
wrapped in cellophane. In a mid-twentieth century
poll by the New York Times, cellophane was con-
sidered to be one of the key discoveries of the century
to that date and was even included in a Cole Porter

song (You’re the Top). The impact of these materials
was enormous, but cheaper synthetic polymers have
now largely replaced them.

The First Synthetic Plastic

The first truly synthetic polymer materials are the
‘‘phenolic resins,’’ originally synthesized by reacting
phenol (or, as it was called at the time, carbolic acid,
a compound that was, and still is, commonly used
as a disinfectant) and formaldehyde (an aqueous
solution of which, formalin, had been used in the
embalming business for thousands of years). It was
actually an Englishman, Arthur Smith, who in 1899
was awarded the first patent for the application of
phenol/formaldehyde resins as electrical insulators.
But it was Dr. Leo Hendrik Baekeland, a Belgium
chemist born in Gent and living in the US, who made
the big breakthrough.

Baekeland was an interesting man. He graduated
with a Ph.D. degree, ‘‘maxima cum laude’’ and then
taught at the University of Gent until 1889. He then
left for the US, where he quickly invented Velox, a
photographic paper superior to anything else then
available. George Eastman, who in 1888 introduced
the Kodak camera with the slogan ‘‘you press the
button, we do the rest,’’ made up his mind to buy
Velox and invited Baekeland to Rochester. Baekeland
had decided to ask for what was then the very large
sum of $50 000, but had it in the back of his mind
that he would settle for $25 000. Eastman offered
him a million, allowing Baekeland to retire to his
laboratory in Yonkers, New York, and look for new
chemical worlds to conquer.

Baekeland decided to try and develop a less flam-
mable replacement for shellac, a natural coating
derived from the resinous secretions of tiny lac bee-
tles. According to one source, his immediate goal was
to develop a wood varnish for bowling alleys, all the
rage at that time. Other sources state that Baekeland
perceived the growing impact of electricity on every-
day life and his goal was to produce a new synthetic
insulator. It took roughly 150 000 beetles B6 months
to produce enough resin to make one pound of shel-
lac and the demands of the fledgling electrical indus-
try had created a shellac shortage.

Although Baekeland is given the credit for the dis-
covery of phenolic resins, there were significant con-
tributions from many others including Adolf Baeyer,
Arthur Smith, Adolf Luft, and James Swinburne.
Baekeland’s key discovery (made in 1907), one that
set him apart from the competition, was that phe-
nolic resins could be made in two parts. In essence,
he developed a process where a polycondensation
reaction was carried out at an elevated temperature.
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He then stopped the reaction at an intermediate
point by cooling to ambient temperature, where the
partially reacted resin solidified. In the second stage,
this reasonably stable intermediate material was
placed into a mold and heated under enormous pres-
sure. This transformed the material (by continued
polymerization and cross-linking reactions) into a
hard, shiny, intractable, relatively brittle solid. Bak-
elite, as Baekeland called his new material, could be
molded and machined; it was hard, relatively strong,
lightweight, and resistant to heat. It was the first true
synthetic polymer and there was nothing else like it
on the face of the planet. It found use not only in
electrical fixtures, but also in knife handles, buttons,
cameras, radio, and telephone equipment, essentially
anything that required a molded part. It was adver-
tised as the ‘‘Material of a Thousand Uses.’’ And
it was.

The Dawn of Understanding

The polymeric materials discussed so far were
developed in a largely ‘‘Edisonian’’ fashion, by trial
and error, and in the absence of any fundamental
understanding of the macromolecular nature of pol-
ymers. In fact, the prevailing view at that time was
that materials like silk, cellulose, and natural rubber
were colloidal aggregates of small molecules. Not
only that, the chemistry of what were then called
‘‘high molecular compounds,’’ which could not be
purified by crystallization or distillation, was regar-
ded with disdain by the academic chemical commu-
nity and referred to as ‘‘grease chemistry.’’

It was therefore an act of considerable courage for
Hermann Staudinger to decide to devote the bulk of
his efforts to these ‘‘high molecular compounds.’’ He
asserted in lectures and papers (published in the pe-
riod 1917–1920) that these materials were covalently
bonded long-chain molecules. Although Staudinger,
at the ripe old age of 39, was a distinguished chemist,
holding academic positions at prestigious universities
in Karlsruhe, Zurich, and Freiburg, convincing his
colleagues was to be no easy matter. For example,
Staudinger recollects in Arbeitserinnerungen (Wor-
king Memoirs) that he was advised in the 1920s by a
famous organic chemist of the day, H Wieland, ‘‘My
dear chap, give up your ideas on big molecules. There
are no organic molecules with a molecular weight of
more than 5000. Just clean up your products and
they will crystallize and reveal themselves as low
molecular weight compounds.’’ In 1925, after giving
a lecture at the Zurich Chemical Society, he was at-
tacked by a number of leading scientists and in frus-
tration quoted Martin Luther, ‘‘Here I stand and can
do no other.’’

Staudinger could not accept that the physical prop-
erties of rubber, proteins, cellulose, and the like could
be explained by the idea that they consisted of asso-
ciations of small molecules held together by some
unknown force. (It was speculated at the time that
some undiscovered ‘‘vital’’ or life force could be
involved.) Staudinger maintained that the atoms in
these molecules were connected by covalent chemical
bonds, as in low molecular weight materials like ben-
zene, but these molecules just happened to be incred-
ibly large! Despite the apparent reasonableness of this
position, the dispute became almost theological in its
intensity. Von Baeyer had it right when he pro-
nounced his ‘‘Three Stages of a Triumphant Theory’’:
First it is dismissed as untrue; second it is rejected as
contrary to religion; and third it is accepted as dogma
and every scientist claims to have long appreciated its
truth! Staudinger was, of course, correct, and he was
belatedly recognized for his achievements in 1953,
when he was awarded the Nobel Prize in chemistry.
Sometimes you have to outlive your enemies!

Numerous experiments performed by the late
1920s and early 1930s provided accumulating evid-
ence in favor of the existence of macromolecules.
Particularly important were Staudinger’s work on
polyoxymethylenes, where he systematically studied
changes in the physical and chemical properties of
this polymer and a homologous series of its oligom-
ers; the X-ray diffraction studies of Meyer and Mark,
establishing the chain structure of cellulose; and the
molecular weight measurement made possible by
Svedberg’s development of the ultracentrifuge. How-
ever, it was the brilliant experimental studies of
Wallace Hume Carothers, which were to remove any
lingering doubt about the macromolecular, long-
chain nature of polymers.

Carothers obtained his doctorate from the Univer-
sity of Illinois, and then took up a teaching position
at Harvard. In 1928, Charles Stine persuaded Car-
others to leave his teaching post and join the DuPont
Company to head a newly formed fundamental re-
search laboratory. He was given wide discretion and
he clearly stated at the outset that his goal was to
tackle the problem of macromolecules from a chem-
ical approach, by synthesizing compounds of high
molecular weight and known constitution. Carothers
is best known for the discoveries of nylon and neo-
prene, but his general contributions to polymer syn-
thesis and polymer structure/property relationships
were truly seminal.

Wallace Carothers was probably the first to appre-
ciate the enormous importance of monomer function-
ality in the production of condensation or step-growth
polymers. Amongst many other things Carothers is
also credited with categorizing the two major classes
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of polymerization: condensation or step-growth
(which he referred to as ‘‘C’’ type polymerization)
and addition (called ‘‘A’’ type). Carothers’ crowning
glory, one of the major outcomes from his fundamen-
tal studies of polymerization, was the discovery of
polyamides, or as they are now known universally,
nylons. The first major market was ladies’ stockings,
introduced in the early 1940s. There was a huge de-
mand for this product, which in these days of less
formal wear is hard to imagine. Nylon production
was co-opted for the war effort after Pearl Harbor
was bombed (replacing silk in parachutes and so on),
but when nylon stocking production was resumed in
1945 there were actually so-called nylon riots among
people lining up to purchase the limited supply. This is
a great story, one that would take more space than
available here, but it is also a tragic one. Carothers
never lived to see the extraordinary success of nylon.
The bouts of depression, to which he had long been
subject, became increasingly frequent after 1935 and
he began to believe he was a failure as a scientist. He
left his home in Wilmington, Delaware, on April 28,
1937 and checked into a Philadelphia hotel room,
where he swallowed lemon juice laced with potassium
cyanide.

The Post 1930s

Following Staudinger and Carothers, the synthesis of
polymer materials would become based on chemical
principles, rather than empirical trial and error. It
was now understood what types of functional groups
could react to form polymers and chemists set about
making them. Nevertheless, it took years of effort by
many scientists to achieve a firm understanding of
the details of reaction mechanisms and their kinetics.
For example, industrial scale polymerization of vinyl
monomers in Germany by what became recognized
as a free radical mechanism was in early work (late
1920s) initiated by exposure to sunlight. Initiation
also played a crucial role in the development of a
high-pressure process for the polymerization of ethy-
lene by Fawcett and Gibson at ICI (Imperial Chem-
ical Industries) in England in the 1930s. While trying
to react benzaldehyde with ethylene at high pressure,
a waxy solid was formed which they recognized to be
a polymer of ethylene. A subsequent experiment
blew up the apparatus and ICI banned high-pressure
studies until stronger reaction vessels could be con-
structed. Fawcett left to join Carothers’ group in
America, but Perrin continued work in secret after
normal working hours, risking both his life and his
job. By 1936, it was recognized that small amounts
of oxygen could initiate the reaction and by 1939,
production of significant quantities was achieved.

This turned out to be crucial for the war effort. Be-
cause polyethylene turned out to have an extremely
low dielectric loss, it was ideal for radar cable insu-
lation. As Robert Wattson Watts, the British inventor
of radar, stated, ‘‘The availability of polyethylene
transformed the design, production, installation and
maintenance of airborne radar from the most insol-
uble to the comfortably manageable. And so, poly-
ethylene played an indispensable part in the long
series of victories in the air, on the sea and the land,
which were made possible by radar.’’

By 1950, significant advances in understanding free
radical polymerization, the nature of copolymeriza-
tion, emulsion polymerization, etc., had been ac-
hieved. At the same time, the period between the first
and second World Wars had seen the introduction of
a number of important condensation polymers, which
included not only nylon, but also the polyurethanes.
Otto Bayer, who just happened to have the same
name as the large German company for whom he
worked, became head of the Central Scientific Lab-
oratory at the ripe old age of 31. He was aware of the
work of Staudinger and Carothers and reasoned that
a superior ‘‘condensation’’ polymerization would be
one where a small molecule (such as water) was not
split off. He had worked on isocyanate chemistry and
perceived that diisocyanates might form the basis for
making such polymers. Synthesizing diisocyanates is
hard and dangerous chemistry and one of Bayer’s
closest colleagues remarked, ‘‘If you had ever tried to
make a monoisocyanate, you would not have come
up with the mad idea of trying to produce diisocyan-
ates. The reaction of phosgene on diamines would
result in almost anything except diisocyanate, and
would probably be thoroughly unstable, anyway.’’
Others added, ‘‘It will explode!’’ This is another great
story, which too cannot be told properly for want of
space, but needless to say, Bayer succeeded.

Although some addition polymerizations involving
catalysts and ionic initiators were performed be-
tween the two World Wars, it was not until the early
1950s that things really took off, when catalysts for
the low pressure polymerization of ethylene were
discovered, independently and almost simultaneously
in the early 1950s, by Karl Ziegler in Germany and
Robert Banks and Paul Hogan at the Phillips Petro-
leum company in the USA. These were not the
only scientists involved, as workers at Standard
Oil of Indiana were pursuing similar goals, while
Giulio Natta, a Professor at the Politecnico di
Milano, had become interested in the field after he
heard a lecture given by Ziegler. Natta had sent some
of his collaborators to work in Ziegler’s laboratory to
learn the art and craft of the technique and upon their
return, Natta set out to synthesize polypropylene,
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which could not be made free radically. They suc-
ceeded and filed for a patent just days before Ziegler’s
group, who by then had also succeeded in polymer-
izing propylene. Although Ziegler and Natta were
jointly awarded the 1963 Nobel Prize in chemistry,
they were no longer speaking to one another. Poly-
propylene also became the subject of one of the
longest patent cases in history.

There is much more to this story, and the history
of the development of many other major polymers
and classes of polymers is equally fascinating. But
although a history of polymer materials naturally
focuses on how these materials were discovered and
synthesized, an understanding of the physics and
physical chemistry of these materials was equally
important. It was Carothers, looking for a physical
chemist to join his group, who hired the newly gra-
duated Paul Flory in 1934. Carothers encouraged
Flory to carry out mathematical investigations of
polymerization and the subsequent impact that Flory
was to have on the field of polymer science is difficult
to overstate. Flory’s book, Principles of Polymer
Chemistry, is still a classic 50 years after publication
and essential reading for anyone starting out in this
field. In 1974, he was awarded the Nobel Prize in
chemistry for his fundamental achievements, both
theoretical and experimental, in the physical chemi-
stry of macromolecules. While many other notable
scientists have contributed to the theory of polymers,
Pierre-Gilles de Gennes has a knack for seeing com-
monalities in wildly different physical systems and
then reducing these observations to simple scaling
arguments. His book, Scaling Concepts in Polymer
Physics, is also a required reading for aspiring

polymer physicists. In 1991, his peers recognized
de Gennes’ accomplishments and he was awarded
the Nobel Prize in physics.

Final Words

There is much that has been omitted and many great
scientists have been slighted by these omissions. The
authors can only suggest that if they have sparked
any interest in the reader that he or she refers to the
references cited below.

See also: Polymer Structures; Polymers and Organic
Compounds, Optical Properties of; Polymers and Organic
Materials, Electronic States of.

PACS: 01.65.þg; 71.20.Rv; 72.80.Le; 73.61.Ph;
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This article deals with generalities and definitions of
porous silicon (PSi): fabrication techniques, structural
properties, chemical properties, electronic properties,
electrical properties, optical properties, and actual or
potential applications of PSi. Optical properties
include light transport, photoluminescence, and
electroluminescence.

Generalities and Definitions

PSi was discovered by Uhlir in 1956 while perfor-
ming electrochemical etching of silicon. In 1990,

Canham showed that certain PSi materials can have
large photoluminescence (PL) efficiency at room
temperature in the visible: a surprising result, since
the PL efficiency of bulk silicon (Si) is very low, due
to its indirect energy bandgap and short nonradia-
tive lifetime. The reason for this was the partial dis-
solution of silicon, which causes (1) the formation
of small silicon nanocrystals in the PSi material; (2)
the reduction of the effective refractive index of PSi
with respect to silicon, and hence an increased light
extraction efficiency from PSi; and (3) the spatial
confinement of the excited carriers in small silicon
regions where nonradiative recombination centers
are mostly absent. In general, PSi is an interconnec
ted network of air holes (pores) in Si. PSi is classified
according to the pore diameter, which can vary from
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a few nanometers to a few micrometers depending on
the formation parameters (Figure 1). According to
the general classification of porous materials, three
size regimes are defined as in Table 1.

The word ‘‘nanoporous’’ is sometimes used for the
smallest-pore regime to emphasize the nanometric
dimension. The volumetric fraction of air of the
material is called porosity (P). The internal surface
of PSi per unit volume can be very large, of the order
of 500 m2 cm� 3. The enhanced photoluminescence
efficiency of PSi – compared to Si – has motivated
research toward other porous semiconductor materi-
als. For example, highly porous SiC, GaP, Si1�xGex,
and Ge structures have been investigated.

Fabrication Procedures

Anodization

PSi is mostly fabricated by electrochemical anodizat-
ion – often referred to as electrochemical etching – of
bulk Si wafers in diluted aqueous or ethanoic hydro-
fluoric acid (HF). Ethanol is often added to facilitate
evacuation of H2 bubbles, which develop during
the process. Typical anodization arrangements are
schematically shown in Figure 2. Another much less
common technique is stain etching, or chemical
etching (with no current flow), performed with HF–
HNO3 solution.

The anodization can be performed either in po-
tentiostatic (voltage-controlled) or in galvanostatic

(current-controlled) mode. The latter is normally
preferred, because it supplies the required charge for
the reaction at constant rate, regardless of any evolut-
ion – during anodization – of the cell electrical im-
pedance, ultimately leading to more homogeneous
and reproducible material. The typical values of the
most important anodization parameters, along with
their impact on the anodization process, are reported
in Tables 2 and 3. Three sample setups for fabrication
of different PSi structures are shown in Table 4. The
anodization can be modulated. The modulation is
most easily achieved by varying the applied current
density. Modulation results in controlled changes of
the microstructure and the porosity of PSi along the
growth direction. For example, PSi multilayer films
can be simply created by varying the current density
in time.

The position of pore nucleation can be controlled
by etch pits, defined by a lithographic step before the
anodization (Figure 3). This option is in practice lim-
ited to macroporous PSi, since present lowest
lithographic resolution limits are in the range of
a hundred nanometers. For example, ordered two-di-
mensional periodical matrices of pores can be formed,
leading to materials with remarkable optical transport
properties (2D photonic crystals, see Figure 4).
PSi singlelayers or multilayers can be fabricated
as free-standing samples. The detachment from the
substrate can be achieved by applying a short pulse of
high current density, that is, exceeding the electro-
polishing threshold, typically some hundreds of
mA cm� 2.

Anodization Mechanisms

Typical current–voltage (I–V) characteristics of the
electrochemical cell are shown in Figure 5. It should
be stressed that the quantity having physical meaning
is the current density J (at the Si/electrolyte interface),

20 nm 10 µm200 nm

(a) (b) (c)

Figure 1 Examples of PSi structures: (a) microporous, (b) mesoporous, and (c) macroporous. ((a) Reproduced with permission

from Cullis AG and Canham LT (1991) Visible light emission due to quantum size effects in highly porous crystalline silicon. Nature 353:

335–337; & Nature Publishing Group.)

Table 1 IUPAC classification of porous materials

Dominant pore width ðnmÞ Type of material

p2 Microporous

2–50 Mesoporous

450 Macroporous
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rather than the absolute current I. J and I scale with a
fixed constant for a given cell, provided that the area
of the Si sample exposed to the electrolyte is well
defined and fixed.

In order to form PSi, the current at the Si side of the
Si/electrolyte interface must be carried by holes, in-
jected from the bulk toward the interface. The current
must be kept between zero and the electropolishing
threshold, which can be identified as the value of the
first maximum of the anodic regime in the I–V curve.
Useful regimes are included in the hashed region of
Figure 5, where the electropolishing threshold voltage
(for the curve marked with open circles) is VB1.3 V.
In order to achieve significant hole current in n-type Si,
external illumination of the sample is required, depen-
ding on the doping level. If the current exceeds the
electropolishing threshold, the anodization results in a
progressive, complete removal of Si. The wafer then
has a mirror-like appearance.

A CB
Single tank
vertical cell

Single tank 
lateral cell

Double tank
lateral cell

HF

Teflon cell

Stirrer

Pt
(cathode)

Si
(anode)

+−

+

−

+−

+−

(a)

(b)

Figure 2 Schematic anodization arrangements: (a) principle and (b) practical examples (A, B, and C). Platinum and Teflon are mostly

used because of their chemical resistance to HF. In the practical arrangements A, B, and C, the Si area exposed to the solution –

typically B1 cm2, circular – is well defined by the Teflon cell. Rubber gaskets between Si and Teflon can easily avoid spills. Type A is

easier to design, type B is convenient when Si illumination is desirable (e.g., for n-type Si, see section ‘‘Fabrication procedures’’), and

type C does not require electrical contacts on Si. An optional stirrer is sometimes used to improve diffusion of HF during the anodization

and H bubbles removal.

Table 2 Critical parameters of the anodization procedure

Parameter Typical range Unit

HF concentration 2–40 % (in weight)

Current density 0.5–150 mAcm� 2

Anodization time 5–1800 s

Temperature 250–300 K

Wafer resistivity (p-type) 0.001–100 O cm

Wafer resistivity (n-type) 0.001–100 O cm

A typical electrochemical solution can include, e.g., water (H2O)

in an approximately equal amount of HF, the rest being ethanol.
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A hypothesized chemical reaction which could des-
cribe the anodization is

Si þ 6HF-H2SiF6 þ H2 þ 2Hþ þ 2e� ½1�
The last term – a negative charge at the interface, to

be neutralized by the current flow – would explain the
need of hole injection from the substrate toward the
Si/electrolyte interface. Similar to most semiconductor
junctions, at the Si/electrolyte interface a depletion
zone is formed. The width of this depletion zone de-
pends on the doping and may explain the different
pore sizes found in p� -and pþ -type doped silicon. In
addition, the depletion layer width depends on
the surface curvature: the anodization preferentially

occurs at the pore tips where the curvature is largest.
Moreover, when the depletion zones of adjacent pores
meet each other, the current flow is suddenly pinched
off. Further Si etching is blocked, and pore collapsing
is prevented. For this reason, the reaction is self-lim-
ited in the hashed anodization regimes of Figure 5,
and leads to a porous structure rather than to elect-
ropolishing. As further practical consequence, in
stationary conditions, the porosity remains approxi-
mately constant, whereas the overall thickness of the
PSi layer grows essentially linearly in time.

Back-side illumination (most conveniently achieved
using cells of type B, Figure 2) in potentiostatic

Table 3 Effect of anodization parameters on PSi formation

An increase of Porosity Etching rate Electropolishing threshold

HF concentration Decrease Decrease Increase

Current density Increase Increase

Anodization time Increase Almost constant

Temperature Increase

Wafer doping (p-type) Decrease Increase Increase

Wafer doping (n-type) Increase Increase

As an approximate rule of thumb, the etch rate is of the order of 1 nms�1 for each mAcm� 2 of the anodization current density.

Table 4 Three sample sets of anodization parameters, for p-type Si substrates, resulting in the three different structural regimes

described in Table 1

HF concentration (%) 15 15 2

Current density (mAcm�2) 50 50 5

Wafer resistivity (O cm) 5 0.01 10

Resulting structure Microporous Mesoporous Macroporous

PhotolithographySi

KOH
anisotropic etch

Mask removal

Macroporous
anodization

Etch
pits

Figure 3 Schematic lithographic procedure resulting in the

definition of pore-starting etch pits.
Figure 4 Example of a photonic crystal (cross section and top-

view images of the same sample) realized with ordered macro-

porous PSi in a p-type doped silicon substrate. This photonic

crystal has a photonic bandgap at 3.5mm.
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regime, with n-type Si, allows a useful, further control
on the hole injection, both in terms of carrier flux
(which is proportional to illumination intensity) and
of localization of the injection, which is concentrated
in the region of the pore tips, acting as hole collectors.
The etching process leads to a very regular pore
growth, which is most effectively exploited to fabri-
cate macroporous photonic crystal devices (Figure 4).

Drying Techniques

Due to large capillary stress, drying of samples is a
critical step and can result in extended cracking if
special procedures are not followed. Methods to re-
duce or eliminate the capillary stress include pentane
drying, supercritical drying, freeze drying, and slow
evaporation rates. Pentane drying is the easiest to
implement. Pentane has a very low surface tension,
and shows no chemical interaction with PSi (unlike
ethanol). Using pentane as drying liquid enables to
strongly reduce the capillary tension, but since water
and pentane are nonmiscible liquids, ethanol or
methanol have to be used as intermediate liquids.
Using this drying technique, PSi layers with porosity
values up to 90% and thickness up to 5 mm exhibit
no cracking pattern after drying. Supercritical drying
requires a specific apparatus but is more effective in
preventing cracking of the film so that PSi layers of
porosity values up to 95% were demonstrated.

Oxidation Techniques

As soon as PSi samples are dried, hydrogen surface
passivation is gradually replaced by native oxide.

This chemical change affects most PSi properties, for
example, photoluminescence and electrical con-
ductivity. Since the characteristics of the native ox-
ide strongly depend on many factors such as the
storage conditions, evolution of sample properties is
often poorly characterizable. To stabilize PSi prop-
erties, oxidation is often used. Oxidation implies the
formation of a layer containing the original Si atoms.
Therefore, it also reduces the nanocrystallite size,
with remarkable impact on photoluminescence emis-
sion energy (blue-shift). The employment of con-
trolled oxidation procedures is therefore a valuable
post-anodization option toward a better control of
PSi properties and stabilization.

Tested oxidation procedures on PSi include anodic
oxidation, chemical oxidation, thermal oxidation,
plasma-assisted oxidation, and irradiation-enhanced
oxidation. Anodic oxidation is an electrochemical
process, in which oxide layers are formed with cur-
rent injection. As such, the technique is structurally
selective: more conductive paths get more oxidized.
This selectivity is particularly interesting for light-
emitting diode (LED) applications, where more con-
ductive paths are usually associated to large injection
channels, which are poorly luminescent, and their
oxidation results in enhanced electroluminescence
quantum efficiency. Another application of control-
led oxidation – mostly thermal – is the fabrication of
small, blue-luminescent PSi nanocrystallites.

Structural Properties

Structural properties of PSi have been investigated
by electron microscopy, scanning probe microscopy,
X-ray scattering techniques, X-ray absorption tech-
niques, and Raman spectroscopy. In particular, X-ray
absorption spectroscopy can be performed not only
by extended X-ray absorption fine structure (EXAFS)
analysis, but also by X-ray excitation of optical lu-
minescence (XEOL), a convenient tool for lumines-
cent samples, in which absorption is probed via the
measurement of the corresponding optical emission.
A general feature resulting from the comparison of
these techniques is that highly luminescent PSi is a
composition of extensively connected Si crystals of
nanometric dimensions (typically, 1–5 nm in radius).
Sizes smaller than Si Bohr radius (B4.9 nm), imply
significant quantum confinement effects. Raman
measurements are also often used to demonstrate
crystallinity in PSi skeleton and infer information on
the size of Si nanocrystals.

Accurate determination of pore size distribution in
mesoporous Si is usually given by the analysis of
adsorption isotherms of gases at low temperature
(Brunauer–Emmett–Teller, or BET, method). The

105−5−10

Cathodic   Anodic

C
ur

re
nt

p-type (dark)
and n-type (light)

p-type (dark)
n-type (dark)

Electropolishing current

Volt

Figure 5 Typical I–V characteristics of an electrochemical cell

for PSi fabrication (Figure 2). The hashed region corresponds to

the useful regime where PSi can be achieved, assuming the I–V

characteristic marked with hollow circles. In the anodic regime,

the characteristics of a cell with n-type Si will lie in the region

bounded by the characteristic in dark (dashed line) and in full light

(hollow circles).
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physical adsorption by a porous surface is increased
relative to a nonporous one because of capillary
condensation in pores. This increase in adsorption
starts when the gas pressure is high enough to fill the
smallest pores.

Chemical Properties

Surface chemical composition of PSi is best probed
with Fourier transform infrared (FTIR) spectroscopy.
FTIR signal in PSi is larger and easier to measure than
in bulk Si due to much larger specific area. Chemical
bonds and their IR resonance positions detected in PSi
are shown in Table 5. In fresh, as-prepared samples,
oxygen is normally absent, the dominant bonds being
Si–Hx groups (x¼ 1, 2, or 3). Aging is observed as a
slow replacement of H by O bonds in PSi. Also, lumi-
nescence fatigue is explained by photochemical reac-
tions occurring on the surface of the Si nanocrystals.

Electronic Properties

The first and most favorable explanation for the vis-
ible emission in PSi is the quantum confinement
of excitons in nanometer-sized silicon. An empirical
law, based on the effective mass approximation, links
the energy gap Eg of silicon nanocrystals with their
sizes c : EgðcÞ ¼ ESi

g þ 88:34=ðcÞ1:37ðeVÞ, when c is
given in Å. The energy gap opening is given by an
equal energy shift of the bottom of the conduction
band to high energy and of the top of the valence
band to low energy. The nature of the energygap is
still indirect even though a quasidirect bandgap can
be formed in ultrasmall Si nanocrystals.

Electrical Properties

Electrical resistivity in PSi is five orders of magnitude
higher than in intrinsic Si, because PSi is depleted of
free carriers. Depletion can occur either because of

the energy gap widening from quantum confinement
which reduces the thermal generation of free carriers,
or because of trapping of free carriers. Trapping can
occur during the preparation of PSi either because
the binding energy of dopant impurities are increa-
sed or because of the formation of surface states.
It has been demonstrated that the dopants are still
present in essentially unchanged concentration after
the etching, but are in a neutral state.

The electrical transport is mainly affected by the
disordered structure of the Si skeleton which restricts
the conductive paths to a highly constrained geome-
try, which for certain porosities forms a percolated or
fractal geometry. As a consequence, conductivity is
thermally activated, strongly frequency dependent,
and highly dispersive. Several models have been pro-
posed to explain the electrical transport properties.
They differ on the transport paths and mechanisms.
The proposed transport paths range from transport
in the Si nanocrystals (with diffusion or tunneling
between the Si nanocrystals or at their surface) to
transport in the amorphous and disordered matrix
surrounding the nanocrystals, or through both. The
suggested mechanisms are band transport, activ-
ated hopping in band tail, trap-controlled hopping
through nanocrystals, activated deep states hopping,
Pool–Frenkle processes, and activated hopping in
fractal networks.

Given the large specific area per unit volume, the
electrical transport is strongly influenced by external
factors such as residual electrolyte and ambient
atmosphere. The latter property is very interesting
for sensor applications. Certain gases – for example,
NO2 – have the capability of modifying the free car-
rier population. Changes in the electrical con-
ductivity in the presence of sub-ppm concentrations
of such gases can be detected at room temperature
operation. Other gaseous species (e.g., polar liquid
vapors) also affect electrical transport via electric
field interactions with charge carriers.

Table 5 Wave number positions and attributions of the absorption peaks observed in several PSi samples by Fourier transform

infrared absorption FTIR measurements

Peak position (cm�1) Attribution Peak position (cm�1) Attribution

3610 OH stretch (SiOH) 1463 CH3 asymmetric deformed

3452 OH stretch (H2O) 1230 SiCH3 bending

2958 CH stretch (CH3) 1056–1160 SiO stretching in O–SiO and C–SiO

2927 CH stretch (CH2)

2856 CH stretch (CH) 979 SiH bending in SI2–H–SiH

2248 SiH stretch (O3–SiH) 948 SiH bending in Si2–H–SiH

2197 SiH stretch (SiO2–SiH) 906 SiH2 scissor

2136 SiH stretch (Si2O–SiH) 856 SiH2 wagging

2116 SiH stretch (Si2H–SiH) 827 SiO bending in O–Si–O

2087 SiH stretch (Si3–SiH) 661 SiH wagging

1720 CO 624 SiH bending in (Si3SiH)
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Optical Properties

Light Diffusion and Scattering

The dimension l of the PSi structures (i.e., the pore
size and the porous layer thickness), compared to
the optical wavelengths l, can range from l{l all the
way to lEl. There are accordingly two different
regimes of light propagation and interaction with PSi.

The first regime is l{l. The radiation fields cannot
resolve the PSi structures, and the interaction can be
conveniently described by means of an ‘‘effective
medium approximation,’’ where a macroscopic die-
lectric constant (or a refractive index) is evaluated as
a suitable combination of the dielectric constants of Si
and air. The result is, in general, a complex dielectric
function of space. Effective medium theories, which
are routinely used for PSi, are enumerated in Table 6.
Refractive index values are reported in Figure 6.

The second regime is lBl. These kinds of struc-
tures are called mesoscopic: the structural size is
small compared to the wave coherence length, that
is, the maximum length along which phase memory
and coherent phenomena are observable. The porous
geometrical structure strongly influences light trans-
port and interaction. Useful mathematical models
take advantage either of the Bloch theorem (in the

case of periodical structures (photonic crystals)), or
of statistical and Green’s function methods (in the
case of aperiodic or random structures).

Mixed regimes are also possible in PSi. The most
important case is the one-dimensional (1D) meso-
scopic structure: the anodization parameters are set
to achieve microporous PSi (size of pores {l, first
regime), but the anodizing current density is modu-
lated to obtain periodical or aperiodical thin layer
structures (thickness Bl, second regime along the
PSi growth direction). Each layer is different from
adjacent layers in terms of porosity and thus of ef-
fective dielectric constant (and effective refractive
index). Compared to other thin-film growth tech-
niques, PSi has the advantage of allowing a contin-
uous tuning of the refractive index over a wide range
ð1:4pneffp2:4Þ, and of being a fast and cheap tech-
nique that can lead to structures of several hundreds
of layers, with typical fabrication times ranging from
few minutes to few hours.

In the presence of high-index liquids (and/or their
vapors), the refractive index of the porous layer
changes, affecting light transport properties. The
effect can be exploited for gas sensors and biosensors
applications.

Photoluminescence

Microporous PSi structures have been reported to
luminesce efficiently in the near infrared (IR)
(0.8 eV), in the whole visible range, and in the near
ultraviolet (UV) (Figure 7).

Such a broad range of emission energies arises
from a number of clearly distinct luminescent bands,
which are listed in Tables 7–9. In addition, PSi has
been used as an active host for rare-earth impurities,
for example, Nd or Er, or dye solutions. Direct
energy transfer between PSi and the impurity or dye
is demonstrated. The most efficient and studied emis-
sion is the slow (S) band because it can be excited by
electrical injection. The most popular model for the
photoluminescence – especially for the S-band – is
excitonic radiative recombination subject to quan-
tum confinement. Other models are surface states
models, the siloxene model, defect models, the sur-
face hydrides model, and the hydrogenated amor-
phous silicon model. Coexistence of more than one
mechanism is likely.

S-Band It can be tuned from close to the bulk
silicon bandgap through the whole visible range. The
large spectral width comes from inhomogeneous
broadening and vibronic coupling of the radiative
transitions. The S-band efficiency is not proportional
to the inner surface area: a ‘‘threshold’’ porosity has

Table 6 Useful effective medium approximation for the dielec-

tric function of PSi

Theory Formula

Bruggeman P
eM � eeff
eM þ 2eeff

þ ð1� PÞ e� eeff
eþ 2eeff

¼ 0

Maxwell Garnett eeff � eM
eeff þ 2eM

¼ ð1� PÞ e� eM
eþ 2eM

Looyenga e1=3eff ¼ ð1� PÞe1=3 þ Pe1=3M

e, dielectric function of Si; eM, dielectric function of host material

(normally: air); eeff, calculated effective dielectric function; P,

porosity.
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Figure 6 Refractive index as a function of current density and

porosity for two different substrate doping levels.
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to be exceeded to achieve an efficient luminescence.
Postanodization chemical etching in HF, correspond-
ing to a porosity increase, results in a strong rise in
PL efficiency and a blue shift of the visible band.
External quantum efficiencies higher than 0.1% are
obtainable from high-porosity PSi layers of all
types, but efficiency normally decreases in the order
n� -type, p� -type, nþ -type, and pþ -type doped PSi.
High porosity is essential for high visible PL efficien-
cy. The inefficient luminescence observed from in-
homogeneous material of low porosity originates
from microscopic areas of high porosity. Isolated
nanocrystals, produced by dispersing a colloidal sus-
pension of PSi fragments on a glass coverslip, show
external quantum efficiencies X88%, with a number
of bright-to-dark nanocrystals in the suspension of
only 2.8%. Thus, the average quantum efficiency of a
PSi layer of 1% results from a statistical distribution
of high and low quantum efficiency nanocrystals.

Phonon-assisted luminescence (vibronic-coupled
transitions) is demonstrated by fine structure in res-
onantly excited photoluminescence at low tempera-
ture. Thus, the electronic and the vibronic structure
of the luminescence of PSi are similar to crystalline Si,
with an energy shift consistent with quantum con-
finement. At large confinement energies (40.7 eV),
no-phonon quasidirect transitions dominate, because
of the breakdown of k-conservation under strong
confinement.

The luminescence is polarized parallel to the exciting
light. This is measured by recording the polarization

ratio r ¼ ðI8 � I>Þ=ðI8 þ I>Þ. r is zero on the IR band
and nonzero on the S-band (tending to zero as the
energy approaches that of the Si bandgap). The inter-
pretation is that PSi is an ensemble of randomly ori-
ented aspherical nanocrystals, preferentially aligned
along the /1 0 0S direction. Recombining carriers
have bulk-like wave functions which are sensitive to
the shape of the nanocrystals.

Aging effects include a blue shift in the S-band and
changes in the photoluminescence efficiency (both
increasing and decreasing have been observed), which
can be explained in terms of surface oxidation. An-
ticorrelation exists between the dangling bond den-
sity and the luminescence efficiency; thus, the effect of
the oxidation depends on its passivation properties.

Other Bands The F-band is observed only in oxi-
dized PSi, and it is probably originated from con-
taminated or defective Si oxide. Annealing in water
vapor activated the blue emission indicating a
possible major role of adsorbed hydroxyls in the
emission process. The IR band is weak at room tem-
perature, and becomes much stronger at cryogenic
temperatures. Its origin seems to be related to
dangling bonds, although no direct correlation has
been demonstrated.

Absorption

The absorption coefficient has been measured in PSi
by optical transmission, photoluminescence excita-
tion (PLE), and photothermal deflection spectros-
copy (PDL). Transmission spectra are shifted toward
higher energy compared to bulk Si with a shift, which
increases with increasing porosity. This observation
is consistent with quantum confinement model. The
line shape analysis of the absorption coefficient
shows that its energy dependence follows a trend
like that of an indirect gap semiconductor similar to
Si, but displaced to higher energy.

Visible PL Near-IR PL Nd+
Er+

Si-clusters
S

Wavelength (µm)

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
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L 
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Figure 7 Room temperature photoluminescence spectra for various PSi structures which have been oxidized or implanted with some

selected impurities. (Reproduced from Fauchet PM, Tsybeskov L, Duttagupta SP, and Hirschman KD (1997) Stable photoluminescence

and electroluminescence from porous silicon. Thin Solid Films 297(1–2): 254–260, with permission from Elsevier.)

Table 7 PSi luminescence bands

Spectral range Peak wavelength (nm) Label

UV B350 UV band

Blue-green B470 Fast (F) band

Blue-red 400–800 Slow (S) band

Near IR 1100–1500 IR band
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A characteristic feature of PSi is the large displace-
ment (Stokes shift) between the absorption edge and
the emission peak energy (see Figure 8). The exist-
ence of localized states that can account for the
observed shift has been demonstrated. Such states
can lead to self-trapped excitons at some surface
bonds of Si crystallites, such as Si–Si dimers and Si–O
double bonds, giving reduced dependence of the
luminescence energy on size, and a very large Stokes
shift. Other models for the Stokes shift are based on
Si quantum dot relaxation from distorted configura-
tions, giving rise to new transitions involving local-
ized states that lower the emission threshold with
respect to the absorption.

Applications

Important actual or perspective applications of PSi
are shown in Table 10.

Light Emitting Diodes (LEDs)

Si p/n junction emits light both in forward and in
reverse bias conditions. Power efficiency is B10� 4

(10�8) at 1.1mm wavelength in forward (reverse)
bias. Also in PSi based devices, electroluminescence
(EL) is observed both in the IR and in the visible.
Efficiency is higher than in bulk Si diodes, depending
on the diode structure and on the PSi contact method.
Initially, EL was observed with wet contacts and later
with solid contacts. Major achievements in terms of
quantum efficiency are summarized in Figure 9.

Sensors, Biosensors, Medical Applications

PSi is a twofold promising material for sensor appli-
cations. On one side, its electrical and optical prop-
erties strongly depend on the environment, because
of its large specific area. Useful sensing parameters
include, for example, the electrical conductivity and
photoluminescence. Most sensing parameters can ef-
fectively work at room temperature. On the other
side, it supplies a handy template to hold chemical and
biological species. Target species can be immobilized
in the PSi matrix, a practice which is especially useful
for biological samples – such as oligonucleotides,
biotin, or antibodies. Techniques for immobilization
range from physical adsorption to the replacement
of hydride bonds with Si alkyls, and to antibody
bonding at functionalized PSi surface with subsequent
antibody–antigen interactions. Species identification
can be performed by probing optical, electrical, or
chemical properties. Examples include, respectively,
reflectivity or wave-guiding measurements (which
depend on the dielectric constant of the species, as
already discussed), conductance measurements, and

Table 8 Some spectral characteristics of the S-band

Property Typical values Comments

Peak wavelength 1100–400nm At 300K, depends on porosity

PL external quantum efficiency X5% At 300K, depends on porosity

FWHM 0.3 eV At 300K (8meV in PSi microcavities)

PL decay times C10 ms Strongly dependent on wavelengths,

temperature and aging condition

Polarizability ratio Pp0.2

Fine structure under resonant excitation Phonon replica at 56 and 19meV Heavily aged PSi, energies consistent

with Si phonons

Table 9 Some spectral characteristics of the F-band

Property Typical values Comments

Peak wavelength 480 nm UV excitation at 300K

PL efficiency X0.1% External quantum

efficiency UV

excitation at 300K

FWHM 0.4 eV UV excitation at 300K

PL decay times 1 ns Independent on

wavelength and

excitation conditions

Stokes shift
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Porous silicon
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Luminescence

Bulk silicon

3.0

2.5

1.5

2.0

1.0
1.0 1.5 2.5 3.5 4.5 5.52.0 3.0 4.0 5.0 6.0

Diameter (nm)

E
ne

rg
y 

(e
V

)

Figure 8 Compilation of optical bandgaps of PSi samples ob-

tained from optical absorption (unfilled symbols) and lumines-

cence (filled symbols). The lines represent calculated values with

the empirical law reported in the text.
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pH measurements. Biocompatibility of PSi has sug-
gested medical applications, such as in vivo slow
release of drugs, in vivo diagnostic tests, and template
for bone growth.

See also: Dielectric Function; Disorder and Localization
Theory; Effective Masses; Electrons and Holes; Elemental
Semiconductors, Electronic States of; Excitons: Theory;
Interaction of Light and Matter; Light Emitting Diodes; Lu-
minescence; Meso- and Nanostructures; Nanostructures,
Electronic Structure of; Nanostructures, Optical Properties
of; Optical Absorption and Reflectance; Optical Properties
of Materials; Periodicity and Lattices; Photonic Bandgap
Materials, Electronic States of; Quantum Devices of Re-
duced Dimensionality; Quasicrystals; Quasicrystals, Elec-
tronic Structure of; Semiconductor and Metallic Clusters,
Electronic Properties of; Semiconductor Nanostructures;
Semiconductor Optics; Semiconductors, General Proper-
ties; Semiconductors, Optical and Infrared Properties of;

Sensors; Silicon, History of; Small Particles and Clusters,
Optical Properties of; Surfaces, Optical Properties of; Thin
Films, Mechanical Behavior of; Waves in Random Media.

PACS: 61.46.þw; 63.22.þm; 68.65.Hb; 73.21.La;
73.22.� f; 73.63.Bd; 78.67.Bf; 81.05.Rm; 81.07.Bc;
81.16.� c; 81.65.Cf; 82.45.Cc; 82.45.Vp; 82.45.Yz;
85.35.�p; 87.83.þ a
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Table 10 Potential application areas of PSi

Application area Role of PS Key property

Optoelectronics LED Efficient electroluminescence

Waveguide Tunability of refractive index

Field emitter Hot carrier emission

Optical memory Nonlinear properties

Micro-optics Fabry-Perot filters Refractive index modulation

Photonic bandgap structures Regular macropore array

All optical switching Highly nonlinear properties

Energy conversion Antireflection coatings Low refractive index

Photo-electrochemical cells Photocorrosion cells

Solar cells

Environmental monitoring Gas sensing Ambient sensitive properties

Microelectronics Micro-capacitor High specific surface area

Insulator layer High resistance

Low-k material Electrical properties

Wafer technology Buffer layer in heteroepitaxy Variable lattice parameter

SOI wafers High etch selectivity

Micromachining Thick sacrificial layer Highly controllable

Etching parameters

Biotechnology Tissue bonding Tunable chemical reactivity

Biosensors Enzyme immobilization
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Gösele U and Lehmann V (1995) Light-emitting porous silicon,

matter. Chemical Physics 40(4): 253–259.

Ossicini S, Pavesi L, and Priolo F (2003) Light Emitting Silicon for

Microphotonics, Springer Tracts in Modern Physics, vol. 194.

Berlin: Springer.

Sailor MJ, Heinrich JL, and Lauerhaas JM (1997) Luminescent

porous silicon: synthesis, chemistry, and applications. Studies in

Surface Science and Catalysis. 103: 209–235.
Smith RL and Collins SD (1992) Porous silicon formation mech-

anisms. Journal of Applied Physics 71(8): R1–R22.

Stewart MP and Buriak JM (2000) Chemical and biological ap-

plications of porous silicon technology. Advanced Materials

12(12): 859–869.

Yerokhov VY and Melnyk II (1999) Porous silicon in solar cell

structures: a review of achievements and modern directions of

further use. Renewable and Sustainable Energy Reviews 3(4):

291–322.

Powder Processing: Models and Simulations
A B Yu, The University of New South Wales, Sydney,
NSW, Australia

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Granular materials, which can be either wet or dry
and range in size from nanometers to centimeters,
are widely encountered as particles or powder in in-
dustries and in nature. As with solids, they can with-
stand deformation and form heaps; as with liquids,
they can flow; as with gases, they exhibit compress-
ibility. Corresponding to the fluid- and solid-like
modes, they show different flow regimes: quasi-static
regime, rapid flow regime, and a transitional regime
that lies in between. These features give rise to an-
other state of matter that is poorly understood. The
development of a general theory to describe the
packing (statics) and flow (dynamics) of granular
materials has been a problem challenging the scien-
tific community for years.

Essentially, the existing approaches to modeling
granular materials can be classified into two categories:
the continuum approach at a macroscopic level and
the discrete approach at a microscopic level. In the
continuum approach, the macroscopic behavior is des-
cribed by balance equations, for example, mass and
momentum as used in the two fluid model (TFM),
closed with constitutive relations together with initial
and boundary conditions. This approach is preferred in
process modeling and applied research because of its
computational convenience. However, its effective use

depends heavily on constitutive or closure relations
and the momentum exchange between particles of dif-
ferent type. In the past, different theories have been
devised for different materials and for different flow
regimes. For example, models have been proposed to
derive the constitutive equations for the rate-independ-
ent deformation of granular materials based on either
the plasticity theory or the double shearing theory; the
rapid flow of granular materials has been described by
extending the kinetic theory of dense gases; the tran-
sitional regime that involves both collisional and fric-
tional mechanisms is studied by use of the kinetic
theory combined with the Mohr–Coulomb quasi-static
theory. However, to date, there is no accepted contin-
uum theory applicable to all flow conditions. As a
result, phenomenological assumptions which have very
limited application are necessary to obtain the cons-
titutive relations and boundary conditions.

The discrete approach is based on the analysis of
the motion of individual particles and has the
advantage that there is no need for global assump-
tions on solids such as steady-state behavior, uniform
constituency, and/or constitutive relations. Various
methods have been developed in the past. A major
type of discrete approach is based on the so-called
discrete element method (DEM), originally develo-
ped for rock mechanics. The method considers a
finite number of discrete particles interacting by
means of contact and noncontact forces, and every
particle in a considered system is described by
Newton’s equations of motion. In principle, it is
similar to molecular dynamic simulation (MDS) but
the forces involved differ because of the difference in
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time and length scales. DEM-based simulation has
been recognized as an effective method to study the
fundamentals of granular materials and assess the
performance of industrial processes. By means of a
proper average method, it can also generate infor-
mation to support continuum modeling.

This article is focused on the discrete approach. It
first describes the principles and key features of the
simulation method, and then discusses its application
to the study of a few typical static and dynamic par-
ticle systems. Emphasis is given to the validity anal-
ysis and the usefulness of the resulting particle scale
information in elucidating the fundamentals of gran-
ular materials, achieved through illustrative results.

Simulation Method

Governing Equations

A particle in a considered system can have two types
of motion: translational and rotational, determined by
Newton’s second law of motion. During its movem-
ent, the particle may collide with its neighbor particles
or wall at the contact points and interact with the
surrounding fluid, through which the momentum and
energy are exchanged. For the systems considered in
this article, at any time t, the equations governing the
translational and rotational motions of particle i are

mi
dvi

dt
¼ f pf;i þ migþ

Xki
j¼1

f c;ij þ f d;ij þ f v;ij

� �
½1�

and

Ii
dwi

dt
¼
Xki

j¼1

Tc;ij þ Tr;ij

	 

½2�

where mi, Ii, vi, and xi are, respectively, the mass,
moment of inertia, translational, and rotational velo-
cities of the particle. The forces involved are: the par-
ticle–fluid interaction force, f pf;i, gravitational force,
mig, and interparticle forces between particles i and j.
The torques include the interparticle torque Tc,ij and
rolling friction torque Tr,ij. For multiple interactions,
the interparticle forces and torques are summed for ki

particles interacting with particle i.
Particle flow is often coupled with fluid (gas and/or

liquid) flow. Various approaches have been proposed
to simulate such a coupled particle–fluid flow. The
time and length scales for fluid flow can range from
discrete (MDS, lattice Boltzmann (LB), pseudo-par-
ticle (PP)) to continuum (direct numerical simulation
(DNS), large eddy simulation (LES)), and other con-
ventional techniques such as the TFM described
above. Relative to particle phase, they can also be
categorized into three groups: sub-particle, pseudo-
particle, and computational cell. Table 1 lists a few
representative combinations of different length scales
for fluid and particle phases and their relative merits
in different aspects.

At this stage of development, the difficulty in par-
ticle–fluid flow modeling is mainly related to the solid
phase rather than the fluid phase. Therefore, the

Table 1 Typical models for particle–fluid flow and their relative merits

Model type

Length scale for fluid phase Sub-particle (discrete or

continuum)

Pseudo-particle

(discrete)

Computational cell

(continuum)

Computational cell

(continuum)

Length scale for particle

phase

Particle (discrete) Particle (discrete) Particle (discrete) Computational cell

(continuum)

Nature of coupling Discreteþdiscrete or

continuumþdiscrete

Discreteþ discrete Continuumþdiscrete Continuumþ continuum

Example LB-DEM or DNS PP-DEM CCDM or CFD-DEM TFM

Closure of equations Yes (but may

experience numerical

difficulty for systems

with strong particle–

particle interactions)

No (difficulty to

determine physical

properties of a

pseudo-particle)

Yes No (constitutive relation

for solid phase and

phase interactions not

generally available)

Incorporation of distribution

effects of dispersed, solid

phase

Yes Yes Yes No

Computational effort Extremely demanding Very demanding Demanding Acceptable

Suitability for engineering

application in relation to

process modeling and

control

Extremely difficult Very difficult Difficult Easy

Suitability for fundamental

research in relation to fluid

physics

Most acceptable (f pf can

be used for CCDM)

Acceptable (but only

valid for well-

defined PP

system)

Acceptable No
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so-called combined continuum and discrete model
(CCDM) or CFD–DEM is attractive because of its
computational convenience as compared to DNS or
LB–DEM, and capability to capture particle physics
as compared to TFM. In CCDM, the continuum fluid
field is calculated from the continuity and the Navier–
Stokes equations based on the local mean variables
over a computational cell, which are given by

@e
@t

þr � euð Þ ¼ 0 ½3�

and

@ðrfeuÞ
@t

þr � rfeuuð Þ

¼ �rp � Fpf þr � esð Þ þ rfeg ½4�

where u, p, and s are, respectively, the fluid velocity,
pressure, and viscous stress tensor; Fpf ¼

Pkc

i¼1 f pf;i=
�

DVÞ is the particle–fluid interaction force, and e, DV,
and kc are respectively the porosity, volume, and
number of particles in a computational cell.

Models for Particle–Particle and
Particle–Fluid Interactions

The forces acting on a particle result from particle–
particle and particle–fluid interactions. For particles,
these interactions include the forces due to direct or
nondirect contacts between particles, as shown in
Figure 1. The direct contact forces include the con-
tact force and viscous contact damping force. The
nondirect contact forces include the forces associated
with fine particles such as the van der Waals force,
electrostatic force, capillary and viscous forces, and
solid-bonding forces. Particle–fluid interactions in-
clude buoyancy, drag force, and so on. These forces
have been implemented by various investigators in
various ways. To date, the equations to determine
some of the forces are not fully developed. Therefore,
development of a more comprehensive theory and
experimental techniques to quantify the interaction
forces between particles and between particle and
fluid under various conditions will continue to be an
active research area for years to come. Table 2 lists
the equations employed to calculate the forces and
torques for the particle systems considered in this
article; they are also commonly used in the literature.

Numerical Solution and Boundary Treatments

Equations [1] and [2] for solid flow can be solved by
an explicit time integration method, and eqns [3]
and [4] for fluid flow by use of a standard compu-
tational fluid dynamics (CFD) algorithm, facilitated
with suitable boundary conditions. For fluid phase,
the no-slip boundary condition often applies to bed

walls, together with other (inlet or outlet) conditions
specified. For particle phase, the interparticle force
models are also applied to the interaction between a
particle and a wall, with the corresponding wall
properties used; however, the wall is assumed to be
so rigid that no displacement and movement of
the wall result from this interaction. Depending on
the geometry and flow conditions, periodic boundary
conditions can be implemented to reduce the com-
putational effort. If fluid flow is negligible, simula-
tions can be conducted without the need for solving
eqns [3] and [4].

The modeling of the solid flow by DEM is at the
individual particle level, whilst the gas flow by CFD is
at the computational cell level. As shown in Figure 2,
their coupling is numerically achieved as follows. At
each time step, DEM will give information, such as
the positions and velocities of individual particles, for
the evaluation of porosity and volumetric fluid drag
force in a computational cell. CFD will then use these
data to determine the gas flow field which then yields
the fluid drag forces acting on individual particles.
Incorporating the resulting forces into DEM will
produce information about the motion of individual
particles for the next time step. The fluid drag force
acting on individual particles will react on the fluid
phase from the particles, so that Newton’s third law
of motion is satisfied.

k

z

i

�i

 j� j
 

  

 

ft,ij

fν,ij

fn,ij

Tr,ij

fν,ik

vj

vi

mig

Figure 1 Schematic illustration of the forces acting on particle i

from contacting particle j and noncontacting particle k. (Modified

with permission from Yang RY, Zou RP, and Yu AB (2000)

Computer simulation of the packing of fine particles. Physical

Review E 62: 3900–3908; & American Physical Society and

Yang RY, Zou RP, and Yu AB (2003) Effect of material properties

on the packing of particles. Journal of Applied Physics 94: 3025–

3034; & American Institute of Physics.)
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Model Validity and Application

Particle Packing

Random packing of particles, as a core research area
in particle science and technology, is fundamental to
many operations in powder processing and is useful in
modeling some physical systems. Its formation is a
dynamic process involving various interparticle forces
as discussed above. Therefore, a successful simulation
method must take into account all dynamic factors
related to both geometry and force. Most of the
previous methods only consider the former and ignore
the latter, and hence fail to generate realistic packing
structure, particularly when forces rather than the
gravity are dominant. DEM-based simulation offers a
promising way to overcome this difficulty.

Simulation conditions can vary to represent differ-
ent packing processes, for example, the spherical
growth of a packing under a centripetal force such as
that used in isotropic compression or the vertical
growth under gravity and other forces. Treatment
such as vibration or compaction can also be imple-
mented in a simulation. Here, only packing with ver-
tical growth, which is typically conducted as follows,
is considered. First, particles are randomly generated
without overlap in a cylindrical or rectangular con-
tainer. Then, the particles are allowed to settle down
under gravity and other forces. This dynamic process
proceeds until all particles reach stable positions with
an essentially zero velocity as a result of the damping
effect for energy dissipation. This packing process is
equivalent to a physical operation to transform a gas-
fluidized bed to a fixed bed by stopping the gas sup-
ply. Periodical boundary conditions can be applied to
avoid the effect of sidewalls. Table 3 lists the param-
eters normally used to simulate the packing of glass
beads. Note that Young’s modulus is smaller than the

∆V

fpf,ii =1
kc

ui , (u −v )i , Rep,i

fpf, i

Discrete model vi, (x,y,z )i , �i

Continuum model

Fpf=
Σ

Figure 2 Coupling and information exchange between contin-

uum and discrete models.

Table 2 Components of forces and torque acting on particle i

Force or torque Symbol Equation

Normal forces

Contact f cn;ij �kidc;ij
Damping f dn;ij �Zivn;ij

Tangential forces

Contact f ct;ij min gsf cn;ij ;kidt;ij
	 
dt;ij

dt;ij
Damping f dt;ij �Ziv t;ij

Torques

Interparticle T c;ij R i � ðf ct;ij þ f dt;ij Þ
Rolling friction T r;ij �grRi f cn;ij #xi

Gravity force G i mi g

van der Waals force f v;ij Hd

6½maxðz; z0Þ�2
R i

Ri

Fluid drag force f pf;i 0:5cd0;irf pR
2
i e

2
i ju i � v i j u i � v ið Þe�ðwþ1Þ

i

where: V ij ¼ V j � V i þ xj � R j � xi � R i ; V n;ij ¼ V ijdn
	 


dn; V t ;ij ¼ V ij � n
	 


� n; #xi ¼
xi

oi
;

n ¼ R i

Ri
; w ¼ 3:7� 0:65 exp �ð1:5� log10Rep;i Þ2

2

" #
; cd0;i ¼ 0:63þ 4:8

Re0:5p;i

 !2

; Rep;i ¼
2rf Ri ei ju i � v i j

mf

Table 3 Parameters for glass beads

Parameter Symbol Base value

Particle density rp 2.5� 103 kgm� 3

Young’s modulus Y 1.0� 107Nm� 2

Poisson’s ratio *s 0.29

Sliding friction coefficient gs 0.3

Rolling friction coefficient gr 0.005

Normal damping coefficient Zi 2� 10� 5 s� 1

Hamaker constant H 6.5� 10� 20Nm

Minimum separation z0 1� 10� 20m
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actual value in order to reduce the stiffness of par-
ticles and hence the computational effort.

The validity of the simulation technique can be
assessed at both macroscopic and microscopic levels.

Figure 3 shows the relationship between porosity and
particle size for mono-sized spheres. The good agre-
ement between the measured and simulated results
confirms macroscopically the validity of the DEM
and the important role of the van der Waals force
in governing the behavior of fine spheres ranging
from 1 to 100 mm. The split-second peak in the radial
distribution function has been recognized as a key
feature for coarse spheres with negligible effect of the
van der Waals force. For years, many investigators
have struggled to reproduce this feature by computer
simulation. As shown in Figure 4, it can be readily
generated with the present simulation technique.
The results also show that the radial distribution
function varies with particle size or porosity. The
coordination number is a more sensitive parameter in
characterizing the packing structure. Figure 5 shows
that the simulated coordination number distribu-
tions for a particle mixture are quantitatively com-
parable to those measured, confirming the validity
of the DEM approach from the viewpoint of micro-
structure.

Further comparison can be made in terms of in-
terparticle forces. There is a good agreement between
the simulated and measured distributions of nor-
mal contact forces between particles for a packing
formed under gravity (Figure 6). This demonstrates
the capability of the DEM in generating quantitative
force information which is difficult, if not impossible,
to obtain with the current experimental technique.

The validated DEM model offers a convenient way
to carry out controlled numerical experiments to
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study the packing of particles under various condi-
tions. For example, it has been used to quantify the
effects of material properties such as the sliding
and rolling friction coefficients related to the surface
forces, the Hamaker constant, and the particle den-
sity related to the body forces acting on a particle, as
shown in Figure 7. Correlations between macroscopic
and microscopic or structural variables such as po-
rosity, radial distribution function, and coordination
number can be established based on DEM simula-
tions. An important finding from this type of study is
that macroscopic properties, for example, porosity,

can be described as a function of interparticle forces,
that is, the force ratio of the average van der Waals
force and gravity force on a particle, as shown in
Figure 8. This relationship, as an equation of state,
can be generalized in terms of cohesive force relative
to effective gravity force, although further work is
necessary to understand its dependence on variables
related to surface forces.

Structural analysis is the key to elucidating the
packing mechanisms and the underlying physics. Re-
alistic simulation of particle packing is crucial to
such an analysis. In fact, the resulting structural in-
formation can be directly used to study the structural
properties of porous media, including, for example,
permeability related to pore-to-pore connectivity and
effective thermal conductivity related to particle-to-
particle connectivity. DEM-based microstructural
study will play a key role in quantifying the govern-
ing mechanisms and generate reliable predictive
methods for engineering application.

Particle Flow in a Horizontal Rotating Drum

Particle flow, coupled with fluid (gas and/or liquid)
flow, is a very common feature in almost all opera-
tions or processes in powder processing. Understan-
ding the fundamentals governing the flow and
formulating suitable governing equations and cons-
titutive relationships are of paramount importance to
the development of better strategies for process and/
or quality control. Previous studies are largely at a
macroscopic or global scale, the resulting informa-
tion being helpful in developing a broad understan-
ding and design of a process of particular interest.
However, the lack of quantitative fundamental un-
derstanding makes it difficult to generate a general
method for reliable scaleup, design, and control/op-
timization of processes of different types. The bulk
behavior of a particle system depends on the col-
lective interactions of individual particles, and hence
research on a particle scale has been recognized as a
promising approach to overcome this difficulty. The
CCDM method described above plays a very impor-
tant role in this connection. This is demonstrated by
the following two examples: particle flow in a rota-
ting drum and gas fluidization of cohesive powders.

Rotating drums are widely used in various indus-
tries for various purposes including, for example,
granulation/agglomeration, mixing, drying, milling,
and coating. A comprehensive understanding of the
flow of particles in a drum under different conditions
is essential for process control and optimization. It is
also very much related to the physics of granular
matter, for example, particle avalanche in relation to
heap formation or transition between fluid-like and
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solid-like modes. This example illustrates how such a
process can be simulated and analyzed.

Simulated here is the flow of glass beads in a hori-
zontal drum of diameter 100 mm and thickness
16 mm. The drum is 35% filled with spheres of dia-
meter 3 mm and rotates at various pre-set speeds.
Periodic conditions apply axially to reduce the
number of particles used; for simplicity the analysis
is two-dimensional, achieved by averaging the data
along the axial direction. Depending on the rotation
speed, different flow regimes have been identified;
but the cases considered here are in the so-called
rolling regime that is commonly used in practice. The
flow of particles in this regime has been well docu-
mented in the literature. Driven by the rotating
drum, particles participate in collective solid rota-
tion, reaching the filling surface inclined at an angle
of repose from the rotating bulk at the bottom,
pouring down this surface and getting mixed at the
same time and then being re-trapped into the rotating
bulk. This is indeed what is observed in the simula-
tion, as shown in Figure 9.
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The validity of the simulation technique can be
assessed by directly comparing the simulated and
measured results. It is very useful to do so at a par-
ticle scale. One of the experimental techniques to
produce such data is the so-called positron emission
particle tracking (PEPT). Figure 10 shows the de-
pendence of the dynamic angle of repose on rotation
speed. The agreement between the DEM simulation
and PEPT measurement is good, both indicating that
the angle increases linearly with the speed of rotation
for the range considered.

Figure 9 also shows that the flow patterns pro-
duced by the DEM are comparable to those generated

by PEPT for different rotation speeds. To be more
quantitative, Figure 11 plots the angular velocity
along the radius perpendicular to the flowing surface,
that is, line AB in Figure 9. Obviously, the agreement
between the simulation and experiment is good. Satis-
factory agreement between DEM and PEPT can also
be observed for other processes such as bladed mixer
and gas fluidization. It is noticed that the simulated
velocity near the flow surface is higher than the PEPT
velocity. This difference is mainly because the DEM
simulation may not fully represent the PEPT exper-
imental conditions, for example, the wall properties
are simply assumed to be the same as those of
particles in the DEM simulation. The selection of
parameters for simulation is important to generate
results matching physical experiment. The different
sampling methods used in the simulation and experi-
ment may also contribute to this observed discrepan-
cy. Unlike PEPT, which determines the velocity field
using the trajectory data of a single particle, the velo-
city field obtained from the DEM simulation is the
average of the instantaneous velocities of all particles
in the system.

The dynamics of particle flow includes at least
three aspects: velocity, structure, and force. Previous
studies had to be largely limited to velocity field
because of the difficulty in obtaining information for
the other two. Consequently, there have been prob-
lems in probing the underlying mechanics and sol-
ving practical problems reliably. DEM is an effective
technique that can overcome this problem. Its results

B
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0.5 m s−1

(a) (b) (c)

Figure 9 Velocity fields in a plane section taken from DEM

simulation (top) and PEPT experiment (bottom) at rotation

speeds of: (a) 20 rpm; (b) 42 rpm; and (c) 65 rpm. (Reproduced

from Yang RY, Zou RP, and Yu AB (2003) Microdynamic analysis

of the flow of particles in horizontal rotating drum. Powder Tech-

nology 130: 138–146, with permission from Elsevier.)
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can be readily used to establish the spatial and sta-
tistical distributions of important variables related to
flow and force structures such as porosity, coordina-
tion number, and various forces acting on particles.
These variables can be treated as local average
variables. As an example, Figure 12 shows some typi-
cal results when the rotation speed is 42 rpm. Non-
uniformity is obvious. For example, the bottom part,
that is, the rotating solid bed, has a lower porosity
while the top part, that is, the flow layer, a higher
porosity (Figure 12a). The normal contact force is
important as other contact forces (e.g., tangential
contact force) are directly related to it. Figure 12b
shows the force network in terms of this force, where
each stick represents one connection between two
particles with its thickness representing the magnitude
of the force. As expected, large forces occur to par-
ticles at the bottom wall region to provide support to
the top particles. However, relatively large forces can
also be found at the lower joint region between the
flow layer and the rotating solid bed where particles
of high velocity pouring down the bed surface impact
the particles of low velocity waiting to start the bed
rotation movement. Particles at the top have mini-
mum contact forces. Notably, the force network
actually also represents the flow structure of particles.

Understanding the interactions among particles is
important for such a dynamic system. For example,
the size enlargement or reduction process depends on

two important factors: the effectiveness of a collision
and the frequency of collisions between particles.
The effectiveness is mainly related to the so-called
initial kinetic energy or impact energy, which is pro-
portional to the square of the relative collision velo-
city between two particles vij (¼ |vi� vj|). Figure 12c
shows the spatial distribution of relative collision
velocity. It demonstrates that the most vigorous in-
teraction between particles is at the lower joint point
between the flow layer and the rotation solid bed. It
then propagates into the bed mainly along the shear
band between the flow layer and rotation solid bed.
As shown in Figure 12d, the spatial distribution of
collision frequency has a similar pattern. A region
of high relative collision velocity corresponds to a
region of high-collision frequency, or vice versa.
Note that the concept of collision differs from that of
contact between particles. The contact or coordina-
tion number is determined by ‘‘freezing’’ the bed. In
contrast, particle collision is a dynamic process and a
collision must be from two noncontacting particles.
Figure 12d is obtained when two particles collide
from a gap of at least 1% of particle diameter.

The resulting information can be used to under-
stand the performance of industrial operations. Here,
particle size enlargement by agglomeration is taken as
an example. Increasing rotation speed can increase
the impact energy per collision and the collision fre-
quency, giving two opposite effects on agglomeration
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Figure 12 Spatial distribution of: (a) porosity; (b) (snapshot) force network, total force (mg); (c) collision velocity (ms–1); and

(d) collision frequency (s� 1) when the rotation speed is 42 rpm. (Reproduced from Yang RY, Zou RP, and Yu AB (2003) Microdynamic

analysis of the flow of particles in horizontal rotating drum. Powder Technology 130: 138–146, with permission from Elsevier.)
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in a drum. The increased kinetic energy will promote
the breakage, crushing, and abrasion of agglomerates,
decreasing the growth rate. On the other hand, the
increased collision frequency means more contacts
or coalescences among particles within a given time
period, leading to an increased growth rate. Conse-
quently, as schematically shown in Figure 13, depen-
ding on the rotation speed and operational
conditions, various growth kinetics can result from
the two opposite effects.

Gas Fluidization of Cohesive Powders

It has long been recognized in practice that pow-
ders show four distinct behaviors, that is, cohesive,
aeratable, sand-like, and spoutable, when fluidized.
Theoretically, these behaviors must be related to par-
ticle–particle and particle–fluid interactions. Through
controlled numerical experiments, the role of various
interparticle forces can be examined. The simulations
are carried out in a rectangular packed bed. Gas is
then introduced uniformly at the bottom of the bed at
a specified velocity to start a coupled gas–solid flow.
Table 4 lists the physical parameters used in this
work. Different from the above two examples, it is
assumed that

gr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

i � ðRi � 0:5dijÞ2
q

=Ri

Figure 14 summarizes the gas and solid flow pat-
terns in the sequence of increasing gas velocity, with
particles colored in a layered pattern according to
their initial positions in the bed to demonstrate the
particle rearrangement and solid mixing. Three states
can be seen in this figure: fixed bed, expanded bed,
and fluidized bed. In the fixed bed, there is no
observable structural change in the bed. Gas simply
flows through interstices among stationary particles.
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Figure 13 Schematic illustration of the effect of rotation speed

on the growth kinetics of agglomerate size. (Reproduced from

Yang RY, Zou RP, and Yu AB (2003) Microdynamic analysis of

the flow of particles in horizontal rotating drum. Powder Tech-

nology 130, 138–146, with permission from Elsevier.)

Table 4 Parameters used for the present simulation

Solid phase Gas phase

Particle shape Spherical Type of gas Air

Number of particles, N 45 000 Viscosity, mf 1.8� 10� 5 kgm� 1 s� 1

Particle diameter, d 1.0� 10� 4m Density, rf 1.205 kgm� 3

Particle density, rp 1440 kgm�3 Bed width 2.5� 10� 2m

Spring constant, k 50Nm� 1 Bed height 4.5� 10� 2m

Sliding friction coefficient, gs 0.3 Bed thickness 1.0� 10� 4m

Contact damping coefficient, Z 1.65� 10� 5 kg s� 1 Cell width 1.0� 10� 3m

Hamaker constant, H 2.10� 10� 20Nm Cell height 1.0� 10� 3m

u=0.028 m s−1; t=2.00 s,-0.1 m s−1u = 0.0 m s−1 u = 0.024m s−1; t=1.50 s;-0.1 m s−1 u=0.040 m s−1; t=0.97 s,-0.1 m s−1

Figure 14 Particle configurations and gas flow fields for different superficial gas velocities, showing the existence of fixed

(u ¼ 0:0ms–1), expanded (u ¼ 0:024ms� 1), and fluidized beds (uX0.028ms� 1).
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In the expanded bed, cavities or large pores of
different size and orientation are formed. Generally
speaking, the cavities show an elongated shape and
are predominantly horizontal. The expanded bed
terminates at the so-called minimum bubbling velo-
city, which is B0.028 m s� 1 from the simulation. In
the fluidized bed, sustainable bubbles appear in the
bed. The predicted trends are qualitatively in good
agreement with those observed.

The analysis of the forces acting on individual par-
ticles is important to understand the phenomena
observed. This can be demonstrated in the analysis
of the origin of bed expansion. Figure 15 shows
the variation of the overall averaged contact force,
van der Waals force, and fluid drag force relative to
particle gravity during the transition from a fixed bed
to an expanded bed when u¼ 0.024 m s–1. Three
stages, that is, startup, transient, and stable, can be
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Figure 16 Spatial distribution of the magnitudes of: (a) contact force; (b) van der Waals force acting on individual particles in an

expanded bed when u¼ 0.024ms�1. The forces relative to the gravity of a particle are shown in a logarithm scale.
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identified in this figure. In the startup stage, both the
contact and van der Waals forces increase sharply
within a short time. The two forces reach their max-
imum and then the contact force fluctuates at this level
while the van der Waals force decreases. In the tran-
sient stage, the fluctuation in contact force is atten-
uated and the van der Waals force starts increasing. In
the stable stage, the contact force and van der Waals
force balance each other. The fluid drag force is virtu-
ally maintained at a value just balancing the weight of
the bed during all three stages, a fact that highlights
the rapid response from the solid phase, by changing

its porosity, to the fluid drag force induced by gas
flow. Clearly, the contact force must be balanced by
the van der Waals force to form a stable expanded
bed. Further analysis of the spatial distributions of the
two forces indicates that the balance between them is
observed not only at a bulk average scale but also at
an individual particle scale, as shown in Figure 16. If
the van der Waals force is unable to balance the con-
tact force after initial disruption of the fixed bed, in-
stability and then fluidization result.

Figure 17 shows the sequences of gas–solid flow
patterns with increasing magnitude of the van der
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Waals force, where the change of the van der Waals
force is achieved by adjusting the Hamaker constant.
Three regimes of fluidization can be identified from
this figure: good fluidization, quasi-fluidization, and
defluidization. When the ratio of the maximum van
der Waals force (determined when z¼ z0) to particle
gravity is less than B30, good fluidization is obtai-
ned with continuous bubbles of relatively small sizes
rising through the bed. When the force ratio is in
the range of B40–100, the fluidization quality dete-
riorates significantly and severe channeling occurs
although the bed is still fluidizable at higher gas
velocities. When the force ratio is greater than B300,
the fluidization is impossible by normal means. The
simulation reasonably reproduces the experimentally
observed phenomena, leading to the quantification of
the roles of various particle–particle and particle–
fluid interaction forces for this gas–solid flow system.

Concluding Remarks

The bulk behavior of granular materials depends on
the collective interactions among individual particles.
Particle scale modeling and analysis is therefore a key
to elucidating the underlying physics and linking fun-
damental to applied research, particularly in develo-
ping from know-how to know-why knowledge. The
examples discussed in this article clearly demonstrate
that discrete particle simulation, although not perfect
at this stage of development, does capture the main
features and is an effective way to achieve this goal.
With the rapid development of the computer tech-
nology, it offers a cost-effective way to meet the
challenge of understanding the ever-changing particle
science and technology resulting from the continuing
development of new processes and products.
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Nomenclature

Cn coordination number (dimensionless)
d diameter of particles (m)
f force acting on a particle (N)
g gravitational acceleration (m s� 2)
H Hamaker constant (Nm)
I moment of inertia of a particle (defined

as I¼ 2/5m R2, kg m2)
kc number of particles in a computational

cell (dimensionless)
ki number of particles interacting with par-

ticle i (dimensionless)
m mass of a particle (kg)
N total number of particles in a considered

system (dimensionless)
p pressure (Pa)
R radius vector of a particle (m)
Re Reynolds number (dimensionless)
t time (s)
T torque acting on a particle (Nm)
u fluid velocity (m s� 1)
v translational velocity of a particle

(m s� 1)
w weight of a particle (N)
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W weight of a particle bed (N)
z separation distance between two

interacting surfaces (m)
z0 smallest separation distance between

two interacting surfaces (m)
DV volume of a computational cell (m3)
d displacement between two contacting

particles (m)
e porosity (dimensionless)
g friction coefficient (dimensionless)
r density (kg m� 3)
t fluid viscous stress tensor (kg m–1 s� 2)
m viscosity (kg m� 1 s� 1)
Z viscous contact damping coefficient of a

particle (kg s� 1)
k spring constant of a particle (Nm� 1)
o rotational velocity of a particle (s� 1)

z arbitrary variable used in averaging
operators

Subscripts
c contact
d damping
f fluid phase
i particle i
ij between particles i and j
n normal component
p particle phase
pf particle–fluid
pp particle–particle
r rolling friction
s sliding friction
t tangential component
v van der Waals
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Introduction

The protein folding problem concerns understanding
how a protein of specified amino acid sequence ends
up in a unique configuration which, among other
things, determines its biological function. In physical
terms: how does the one-dimensional information
provided by the sequence of 20 different types of
amino acids encodes for a unique and stable three-
dimensional equilibrium conformation.

This problem has a clear biological and medical
importance. The sequencing of the human genome
provides information on the sequence of amino acids
forming each of the hundreds of thousands of pro-
teins which build our cells. The acquisition of se-
quence data by DNA sequencing is relatively quick,
and vast quantities of data have become available
through international efforts. On the other hand, the
acquisition of three-dimensional data is still slow and
is limited to proteins that either crystallize in a suit-
able form or are sufficiently small and soluble so that
their structure can be determined by NMR in solu-
tion. Algorithms are thus required to translate the
linear information into spatial information.

But the protein folding problem is quite intriguing
also from a physical point of view. A protein is a
system which is in a nearly-zero-entropy equilibrium
state (usually referred to as ‘‘native’’ state; cf., e.g.,

Figure 1) in a wide range of temperatures (typically
from 01C to 601C). Such equilibrium state has essen-
tially no symmetries. The interactions within the
protein are noticeably complicated and heteroge-
neous. Nonetheless, the protein does not display, as a
rule, any competing low-energy states or kinetic

Figure 1 The native conformation of chymotrypsin inhibitor 2.

The light gray parts highlight the arrangement of the atoms, which

build a complicated network of interactions. In dark gray is

highlighted the backbone of the protein.
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traps (metastable states) typical of ‘‘frustrated’’ sys-
tems, but folds on a short call. The only feature typ-
ical of frustrated systems that survives in the case of
proteins is the difficulty of predicting the ground
state conformation from the knowledge of its ele-
ments (amino acids) and their interaction.

The goal of the physical approach to the protein
folding problem is to understand the general princi-
ples of the folding mechanism of any protein. This
implies that such a mechanism displays some amount
of universality. There is indeed evidence that supports
this scenario. In fact, aside from displaying a unique
state of equilibrium (unique at the length scale of
amino acids, i.e., 10�10 m) at biological tempera-
tures, most proteins undergo a highly cooperative
denaturation when the temperature is increased, sim-
ilar to first-order phase transition (see Figure 2). The
average folding time of proteins usually ranges from
microseconds to seconds, and the distribution is usu-
ally a single- or multi-exponential, typical of a (or of
few) Poissonian process. As a rule, proteins are very
tolerant to point mutations. Mutations in a large
number of sites have little or no effect on the folding
properties of the protein, while each protein displays
some key sites which, if mutated, lead to a large des-
tabilization of the native state.

Typical cells contain around 20% proteins by
weight. Consequently, evolution has provided pro-
teins not only with the ability to fold on their own,

but also to avoid aggregation, or to recognize other
amino acid chains to perform their biological task. As
in the case of oligomers, ordered assemblies of few
single chains, which display the same features of uni-
city, stability, and fast folding of monomeric proteins.

Models for Folding

The simplest (and oldest) interpretation of the folding
process consists of summarizing all possible confor-
mations in a few macroscopic states, in the same way
as is done to describe chemical reactions. Usually, the
thermodynamically relevant states are the unfolded
states (U), which contain all the conformations where
the protein chain is unstructured; the native state (N),
which corresponds by definition to a single confor-
mation; and possibly some intermediate states
ðI1; I2;yÞ. The folding reaction is thus viewed as a
chain of events U-I1-I2-?-N, and the dyna-
mics of the associated probabilities is described by a
mean of master equations. The distribution of folding
times results in a sum of a number of exponential
terms of the type e� t/t equal to the number of jumps
between states that the system has to do to reach the
native state. The typical time t needed to perform
each of such jumps is determined, according to
Kramer’s theory, by the height of the free-energy bar-
rier DF, which separates the two states, and has the
form tpexp½DF=kT�. In the case of small globular
proteins, experiments often detect a single timescale
for folding, indicating a two-state process between
states U and N.

This simple model highlights the cooperativity of
the folding process, determined by the presence of a
major free-energy barrier, and provides good numer-
ical estimates for the dependence of folding times on
temperature and on mutations in protein sequence,
but provides little insight into the molecular aspects
of folding.

More recently, the focus has moved towards un-
derstanding the protein folding mechanism through a
detailed description of the associated free energy
landscape. A model which pursues this goal (the Go
model) describes realistically the geometry of the pro-
tein but makes use of a simplified two-body potential
function. Starting from the knowledge of the native
conformation of the protein, two atoms are defined to
be in (native) contact if their distance is smaller
than a threshold. To such a conformation is ascribed
a (negative) energy, and zero otherwise. This model,
used in connection with computer simulations, is
aimed at approximating the free energy with a careful
entropic part and a simplified energetic part. Studying
the folding of a number of small globular proteins
with the help of the Go model, it is observed that the

F

xU N

Figure 2 The typical free-energy landscape of a protein, plotted

with respect to an arbitrary reaction coordinate x. Although the

complexity of the interactions leaves some roughness in the

landscape, evolution has shaped it in order to display two major

wells separated by a barrier. The minimum associated with the

native state (N) has essentially zero entropy and is stabilized by

its attractive interactions, while the unfolded state (U) is mainly

stabilized by its large entropy. As a consequence, when the

temperature is increased, the free energy of the unfolded state

decreases stabilizing it.
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conformations associated with the top of the free-
energy barrier separating the unfolded from the native
conformation have well-defined structural properties,
characterized by some important native contacts.

A different approach focuses attention on the
energetic content of the free-energy function and, in
particular, on the heterogeneity of the interaction
arising from the presence of 20 kinds of different
amino acids. It is known that physical systems dis-
playing such a heterogeneity are associated, as a rule,
with a rough energy landscape with many competing
low-energy states. This picture is incompatible with
that of proteins, which must display a unique ground
state, well separated from the others, and as few
metastable states as possible. The purpose of these
models is to understand what makes a protein, char-
acterized by a well-defined amino acid sequence, dif-
ferent from a generic heterogeneous system, whose
paradigm is a random sequence of amino acids.

The starting point of energy-based models is the
study of the thermodynamics of a random hetero-
polymer, which is an idealization of the peptide chain
only characterized by stochastically independent
contact energies. Being the sum of independent stoc-
hastic contributions, the total energy of the hetero-
polymer follows a Gaussian distribution, according
to the Central Limit Theorem. Identifying this dis-
tribution with the distribution of conformational
energies of the heteropolymer, the number of con-
formational states as a function of energy is

nðEÞpexp �Nc
ðE � Nce0Þ2

2N2
cs2

e
� ln g

 !" #
½1�

where Nc is the number of contacts in the chain (as-
sumed to be constant), e0 and se are the mean and the
standard deviation over the 20 types of amino acids
of the contact energies, and g is the number of con-
formations that the chain can build per contact.
Similar to the random energy model used in the field
of spin glasses, the random heteropolymer model
displays an entropy given by the relation SðEÞ ¼
Nc ln g� ðE � Nce0Þ2=ð2Ncs2Þ at energies above the
threshold energy Ec � Nce0 � Ncsð2 ln gÞ1=2. On the
other hand, below Ec the probability of finding any
state of the heteropolymer is negligible, decreasing
exponentially with the number of contacts Nc. Using
the replica solution originally set up for spin glasses,
it is possible to show that low-energy states are clus-
tered in such a way that different clusters are sep-
arated by an energy barrier. This is a picture which
can be hardly conciliated with that of proteins dis-
playing a unique equilibrium state.

This simple model emphasizes a property of
peptidic chains, that is the ‘‘frustration’’ due to the

complicated interaction between 20 amino acids
with different physical properties. ‘‘Frustration’’ im-
plies the inability the system has to optimize all in-
teractions at the same time, even in the lowest-energy
state. A sequence of amino acids chosen at random
is likely to be highly frustrated, and consequently not
to display protein-like features. Within such a sce-
nario, it is assumed that evolution selects protein
sequences by minimizing the associated frustration.
Setting this scenario within the framework of statis-
tical mechanics, one can assume that protein-like
sequences are those which display in some confor-
mation an energy much lower than the sequence-
independent threshold Ec, this conformation being
the native state. In fact, if the native state is well
below Ec, it does not have to compete with the other
conformations whose energies are controlled by eqn
[1]. Consequently, the native state will be unique and
stable, more so, the larger the energy gap between
the native state and Ec.

From the study of the models described above it
emerges that the key ingredients of proteins to fold
are their polymeric character and the heterogeneity
of interactions. A powerful tool which allows to
retain these two ingredients, although relaxing that
of providing a detailed description of the protein
geometry, is the lattice model. This model is based on
two approximations: (1) the internal atomic struc-
ture of the amino acids is neglected and each of them
is described as pointlike; (2) the amino acids move on
the vertices of a cubic lattice of unitary side length.
Accordingly, the conformational degrees of freedom
are discrete. This is very convenient from a compu-
tational point of view and makes conformational
entropy easy to handle, provided a contact potential
is given. The simplest choice of such a potential has
the form

Uðfrig; fsðiÞgÞ ¼
X

ij

esðiÞsðjÞDðri � rjÞ ½2�

where ri and s(i) are the position and type of the ith
amino acid, D(ri� rj) being a contact function assu-
ming the value 1 if the ith and the jth amino acids are
in contact and zero otherwise, while est is the ele-
ment of a 20� 20 interaction matrix which measures
the interaction energy between amino acids of type s
and t. A widely used interaction matrix has been
determined by Miyazawa and Jernigan from the sta-
tistical analysis of the contacts of a large database of
proteins, assuming that the frequency with which a
given contact appears in the database measures the
strength of the contact energy between the corre-
sponding amino acids.

Within the framework of the lattice model, it is
possible to obtain a data set of sequences which fold

416 Protein Folding and Aggregation



into a selected native conformation starting from a
random sequence displaying the observed composi-
tion (experimental ratio of the different types of
amino acids), by swapping amino acids in such a way
as to minimize the energy of the protein in the native
conformation. This is a consequence of the fact that
Ec does not depend on the details of the sequence,
but only on its length. In other words, swapping
amino acids does not change Ec, while the native
energy can be decreased until it displays a large gap
with respect to Ec.

A key result which emerges from such studies is
that the stabilization energy of the protein is not dis-
tributed evenly throughout the native conformation,
but is concentrated in a few, ‘‘hot’’ sites. This fact has
remarkable consequences on the properties of the
protein. First, it sheds light on the experimental fact
that a protein is essentially insensitive to mutations in
most of its sites. In fact, if a site different from the few
‘‘hot’’ sites is mutated, the change in native energy is
not enough to fill the gap to the threshold energy Ec

(which is not affected by the mutation), and conse-
quently the protein retains its protein-like features.
On the other hand, if a ‘‘hot’’ site is mutated, the
energy of the resulting sequence in the native confor-
mation can become larger than Ec. Consequently, the
native state gets surrounded by a sea of unfolded
conformation, losing its uniqueness.

Moreover, lattice model calculations indicate that
‘‘hot’’ sites build, as a rule, local elementary struc-
tures (LESs), that is fragments of the chain charac-
terized by strong interactions between the ‘‘hot’’ sites
which are close along the chain. Such LESs, which
can be viewed as hidden, incipient secondary struc-
tures (like beta-sheets and alpha-helices) are very
important for the folding dynamics because they bias
the chain to the native state, according to a hierar-
chical scheme. Starting from a random conforma-
tion, LESs are formed very fast, because their
stabilizing native contacts are close along the chain
and, consequently, they do not need to explore a
wide conformational space. Due to their large stab-
ilization energy, LESs remain remarkably stable for
the whole folding process. The rate-limiting step is
then that of the assembly of LESs among themselves
to build out their relative native contacts (the
so-called ‘‘folding nucleus’’). Being (quasi-) rigid
entities, LESs make the chain effectively shorter.
Furthermore, LESs interact among themselves with
energies which are much larger than those with
which single amino acids do. Consequently, it is un-
likely that LESs form metastable structures, different
from the native contacts designed by evolution. Once
LESs have reached their mutual native positions, the
conformational space of the protein is so restricted

that the remaining amino acids fold immediately to
their native position. Summing up, LESs provide an
efficient way to squeeze out entropy from the initial
random conformation in its way to the native state,
avoiding metastable traps.

The uneven distribution of the stabilization energy
and some hints about the events which take place
on the folding trajectories of small real proteins can
be studied by means of all-atom molecular dynamics
simulations, combined with semi-empirical force
fields. Results of such simulations, performed by con-
sidering specifically water, reveal the existence and
allows the identification of ‘‘hot’’ sites. However, the
simulation of the complete folding trajectory and the
repetition of such simulations to obtain a statistically
significant sample of the event is still computationally
out of reach.

Aggregation

The term ‘‘aggregation’’ can mean a number of dif-
ferent processes, when applied to proteins. The sim-
plest case is that of dimerization (or oligomerization),
where two (or few) amino acid polypeptide chains
assemble together into a conformation which displays
all properties typical of the native state of monomeric
proteins (e.g., uniqueness, stability, etc.). There are
essentially three paradigms for this process. The best-
understood is that of ‘‘exchange-domain’’ dimers,
wherein two identical proteins have been induced by
evolution to exchange part of their peptidic chain,
giving rise to an interwined, symmetric conformation.
The ‘‘lock-and-key’’ scenario is followed by those
chains which first fold into monomeric native states
and then assemble together, resulting at equilibrium
in three populated states: denaturated, intermediate
(single chain folded), and oligomeric (dock of single
folded chains). On the other hand, ‘‘induced fit’’
oligomers first bind together in an unstructured con-
formation and subsequently find the native structure.
While dimers (or oligomers) following the ‘‘exchange-
domain’’ and the lock-and-key mechanism can still be
described in terms of a few key sites (hot sites) con-
trolling the whole process as in the case of single do-
main proteins, the ‘‘induced-fit’’ mechanism seems to
be more subtle, implying a delicate balance between
the contact energies at the interface and in the
volume.

A mechanism similar to the lock-and-key mecha-
nism can be used at larger scales, giving rise to micro-
metric, ordered structures. It is the case of tubulin,
which builds microtubules in the cell, and actin,
which builds muscle fibers. Aggregation can involve,
under particular conditions, also proteins which
usually fold to monomeric native conformations.
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A cell contains 17–26% of proteins by weight, and
in the cytoplasm there are B106 peptide chains, sep-
arated by an average distance of 3 nm. It is thus likely
that evolution has selected sequences not only to
fold on their own, but also to avoid the interference
of other proteins. Nonetheless, mutations, changes
in the chemical environment, or other factors can
make proteins aggregate into (usually) biologically
inactive, eventually harmful, clumps.

Aggregates can be disordered clumps, kept together
by unspecific interactions, or an ordered, elongated
structure usually called a fibril (see Figure 3). There is
strong evidence that a number of diseases are related
to the deposit of fibrils in particular areas of the
human body (e.g., fibrils of beta-amyloid protein in
the brain, in the case of Alzheimer’s disease). Solid
state NMR experiments have shown that, as a rule,
fibrils contain parallel arrangements of specific U-like
conformations of parts of the protein.

Aggregation is usually triggered by a nucleation
event, and consequently the whole process can be
separated into formation of the nucleus, that is, the
minimum stable aggregate, and growth. Nucleation is

a mechanism which reflects the entire thermodynam-
ics of the solution, affected by the thermodynamic
fluctuations of the solvent. For example, it has been
shown that nucleation rate of sickle cell hemoglobin is
strongly dependent on fluctuations associated with
liquid–liquid demixing phase transition. Nucleation
can be slowed down by stabilization of nonaggregat-
ing metastable states: light-scattering experiments and
models based on molecular dynamics simulations in-
dicate that micelle-like structures composed of a few
beta-amyloid monomers compete with nuclei and di-
scourage fibril formation. Also, the growth process
often involves a nontrivial process which goes beyond
mere diffusion. For example, the rate of elongation of
beta-amyloid fibrils depends on temperature follow-
ing an Arrhenius law, indicating that the binding of
monomers to the end part of a fibril requires confor-
mational changes.

See also: Folding and Sequence Analysis; Protein
Folding, Engineering of.

PACS: 87.14.Ee; 64.60.Cn
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Introduction

Proteins are the most diverse of biological macro-
molecules, both in the structures they adopt and the

functions they perform. Proteins are essential in all

biological processes, acting as catalysts in the form of

enzymes, in structural roles such as collagen and

keratin in skin and hair, in the transport of small

molecules such as oxygen by the protein hemoglobin,

in the immune response in the form of antibodies,
and in the regulation of all cellular processes acting

Figure 3 Fibrils made of insulin detected by atomic force mi-

croscopy. The length scale of the figure is mm.
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as receptors and mediators of cellular signaling path-
ways.

Proteins are linear-chain polymers of amino acids, of
which there are twenty naturally occurring building
blocks. The condensation of the monomeric amino
acid units into a polymer produces what is known as
the polypeptide chain. Each protein has a specific se-
quence of amino acids which is encoded by the DNA
of the gene for that protein. Proteins vary in length, the
shortest are B40–50 amino acids or residues long,
whilst the longest, such as the giant muscle protein
titin, can be over 10 000 residues in length. Many
proteins, however, are much smaller than this, typi-
cally between 200 and 300 amino acid units. This ar-
ticle focuses on how, relatively small proteins, that is to
say those that are 100 residues or less in length, fold.

Proteins are produced in cells on ribosomes, the
cellular machines for the synthesis of proteins. When
it is first made, the polypeptide chain is in a highly
flexible and conformationally dynamic state. In this
state, the protein is referred to as being ‘‘unfolded’’ or
‘‘denatured’’ and it is not active. The polypeptide
chain has to collapse into a specific, compact, and
tightly packed folded state, known as the native state,
before it can perform its physiological function.

The protein-folding field emerged in the early
1960s with the seminal work of Christian Anfinsen
who showed that all the information necessary to
specify the final three-dimensional structure of a pro-
tein was encoded in its primary amino acid sequence.
How, after synthesis, an unfolded polypeptide chain
collapses into a specific, compact, and tightly packed
folded state, is the protein-folding problem. Up until
the late 1980s, most of the work in the field focused
on proteins with disulfide bonds or cis-prolines, as in
these systems stable intermediates were observed
which could be characterized experimentally. In these
cases, folding is limited not by folding per se, but by
the formation or rearrangement of disulfide bonds or
isomerization of the prolyl peptide bond. Whilst these
processes are interesting in themselves, they provide
little information on the conformational changes oc-
curring in the protein that result in the formation of a
stable native state. In the late 1980s, protein engin-
eering techniques were first employed along with
rapid-reaction kinetics to characterize the folding
pathways of a number of small proteins. In contrast
to earlier studies, in these studies, the rate-limiting
steps probed corresponded to folding and not some
slower rearrangement or isomerization event. This
approach to studying protein folding has now been
widely adopted by the experimental protein-folding
community and has provided data critical for the
development of new protein-folding mechanisms and
in benchmarking numerous computational studies.

Here, the main features of the protein engineering
methods are outlined and the work in this field over
the last ten years, which has led to the determination
of the energy landscapes for folding at atomic reso-
lution for several small proteins, is summarized.

Protein Engineering

With the advent of recombinant DNA technology in
the 1970s and 1980s came the ability to rationally and
specifically engineer proteins. Over the past twenty
years, these techniques have been considerably further
developed and extended to include the use of the po-
lymerase chain reaction (PCR), which now plays a
major role in the manipulation of DNA. These meth-
ods enable many proteins from a variety of sources
(e.g., human, yeast, bacterial, and archaebacterial) to
be produced in large quantities in bacteria, generally
Escherichia coli. This greatly facilitates the process of
obtaining sufficient quantities of pure proteins for bi-
ophysical analysis. Further, these technologies allow
one to engineer proteins with ease by modifying the
genes (DNA) that encode for a specific protein. A
number of different methods of engineering proteins
can be adopted: site-directed mutagenesis can be used
to replace one amino acid in a protein with any other
at a specific position in the protein thereby producing
a mutant protein with a single mutation (the protein
with the naturally occurring sequence is known as the
‘‘wild type’’). Alternatively, multiple mutations can be
made either rationally or randomly; the latter is a
powerful technique when combined with a selection
screen for proteins with a particular property. Proteins
can also be changed more radically in a variety of
ways, for example, by changing the order in which
structural units or motifs are connected, resulting in a
mutant protein which has the same overall structure as
the wild-type protein but with different connectivities
between structural subunits. These mutant proteins are
known as circular permutants. These methodologies
are now routine and used widely by the protein-
folding community. A review of the entire field is
beyond the scope of this article. Here, the focus is pri-
marily on the results that have come from single-site-
directed mutagenic studies, which have had the biggest
impact on the field of protein folding. In particular, the
focus is on the methods of analyzing protein-folding
pathways using protein-engineering approaches and
the models that have resulted from such work.

Characterizing Folding Pathways:
/-Value Analysis

In order to understand how proteins fold, the struc-
ture and energetics of all states on the folding pathway
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need to be characterized. This includes the folded or
native state, the unfolded or denatured state, as well
as any intermediate states. Whereas, in the early years
of protein folding it was thought that stable interme-
diate states were a prerequisite enabling the protein to
fold on physiological timescales by reducing the
amount of conformational space that needed to be
sampled, in the early 1990s it was shown that a small
protein, CI2, could fold very rapidly indeed without
populating any such partially structured states. It is
now well established that many small proteins fold in
this so-called ‘‘two-state’’ fashion. In these cases, and
others, one of the most important states to character-
ize on the folding pathway is the rate-limiting tran-
sition state which represents the energetic barrier to
folding. Whilst the unfolded and folded states can be
characterized directly using X-ray crystallography and
multidimensional NMR techniques, the structure and
energetics of the transition state can only be inferred
from kinetic measurements. Fersht and co-workers
have developed a method for analyzing folding tran-
sition states which is known as f-value analysis
and which uses protein-engineering approaches. The
method is outlined below.

A point mutation is made to a protein and the
kinetics of folding and unfolding are measured for
both the wild-type protein and the mutant. In gen-
eral, ‘‘nondisruptive deletions’’ are engineered such
that the mutation removes a single interaction in the
folded state of the protein and does not introduce
any new interactions. In these cases, interpretation of
f-values is straightforward. The mutations usually
destabilize the native state of the protein with respect
to the denatured state (Figure 1). DDGD–N is the dif-
ference in the free energy of unfolding (the energy
difference between D, the denatured state, and N, the
native state) between the wild type and the mutant,
and a positive sign indicates that the mutation is
destabilizing. It is straightforward to measure this
difference under equilibrium conditions using a suit-
able probe of the folded state, frequently intrinsic
fluorescence of aromatic amino acids or far-UV cir-
cular dichroism. In order to quantitate the effect of
a mutation on the transition state for folding, then
DDGz–D, the energy difference between the transition
state (z) and the denatured state, between the
wild type and the mutant, also needs to be meas-
ured (Figure 1). For simple systems, such as CI2
which fold in a two-state manner, this value can be
calculated from the unfolding data (by measuring the
rate constant of unfolding, kU, which is determined
by the energy barrier for unfolding), or from the
folding data using the rate constant for folding, kF. A
f-value is defined as the ratio of DDGz–D to DDGD–N,
which is a measure of the extent to which favorable

interactions that the side chain of the mutated amino
acid makes in the native state are formed in the
transition state. Formal definitions of the different
parameters are given below. Unfolding data can be
used to calculate f-values whether folding is two-
state or not, as for small proteins no intermediate
states are stable under unfolding conditions

DDGz�N
¼ �RT lnðkU=k0

UÞ ½1�

where kU and k0
U are the rate constants of unfolding

for the wild type and mutant, respectively. In this
case, a f-value is defined as follows:

F ¼ 1 � DDGz�N
=DDGN�D ½2�

For those small proteins that fold with two-state
kinetics, f-values can also be calculated from folding
rate constants

DDGz�D
¼ �RT lnðkF=k0

FÞ ½3�

where kF and k0
F are the rate constants of folding for

the wild type and mutant, respectively.
In this case, a f-value is defined as follows:

F ¼ DDGz�D
=DDGN�D ½4�

For two-state systems, f-values calculated from the
unfolding and folding data are the same.

Interpretation of /-Values

Briefly, f¼ 1 when DDGz–D¼DDGN–D, that is, the
lost interaction energy upon mutation is the same in
the native and transition states (Figure 1, case 1). In
this case, the mutation affects only the rate of folding
and not the rate of unfolding. f-Values of 1 occur
when the transition state is highly structured in the
region of the mutation. Conversely, f¼ 0 when
DDGz–D¼ 0, that is, when the mutation has no effect
upon the energy of the transition state relative to the
unfolded state (Figure 1, case 2). In this case, the
mutation affects the rate of unfolding but has no ef-
fect on the rate of folding. f-Values of 0 occur when
the transition state is completely unstructured in the
region of the mutation. Besides the values of 0 and 1,
fractional f-values are obtained when 0 oDDGz–D

oDDGN–D (Figure 1, case 3). In this case, the mu-
tation has an effect on both unfolding and folding
rate constants. In general, fractional f-Values are
more difficult to interpret; however, in some cases,
there is an approximately linear relationship between
the f-Value and the extent of formation of nonpolar
contacts in the transition state relative to the native
state. In these cases, f-values are a good measure of
the degree to which interactions of the mutated side
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chain are made in the transition state. An extensive
description of the interpretation of f-values and the
assumptions and limitations of this method are not
within the scope of this article and are discussed in
detail elsewhere; see ‘‘Further reading.’’

In order to illustrate this method, the results of
protein engineering and f-value analysis on the small
protein FKBP12 from the author’s laboratory are dis-
cussed briefly below. FKBP12 is a small protein, the
structure of which is shown in Figure 2a. Extensive
protein engineering was performed on FKBP12 and
the effect of mutations on the stability and kinetics of
folding and unfolding of the protein was measured.
Data were analyzed by the method described above

and f-values for many residues in the protein
obtained. The results of these studies are summarized
in Figures 2b and 2c, which show the range of
f-values obtained and regions of the protein that
have high values (are partially structured in the tran-
sition state) and those that have very low values
(regions which are largely unstructured in the tran-
sition state). As expected, the f-values vary between 0
and 1. In the case of FKBP12, no values of 1 were
found, the highest value being 0.6. This is quite typ-
ical for small proteins. From Figure 2, it can be seen
that residues with high values (40.5) cluster together
and form a folding nucleus (see discussion on nucle-
ation–condensation mechanism). In FKBP12, the
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Figure 1 Free-energy diagrams showing the effect of a destabilizing mutation on the energy of the denatured (D), transition (z), and
native (N) state of a protein which folds with simple two-state kinetics. Case 1, when DDGz–D¼DDGN–D then f¼ 1. In this case, the

mutation affects the folding rate but not the unfolding rate – see the ‘‘chevron’’ plot of the rate constants for folding/unfolding as a function

of denaturant concentration (right-hand side of figure). At low concentrations of the denaturant, the folding rate constant is measured and

this decreases exponentially with increasing denaturant concentration, whilst at high concentrations of the denaturant, the unfolding rate

constant is measured and this increases exponentially with increasing denaturant concentration. Case 2, DDGz–D¼0 then f¼ 0. In this

case, the mutation affects the unfolding rate but not the folding rate. Case 3, 0oDDGz–DoDDGN–D then 0 ofo1. In this case, the

mutation affects both unfolding and folding rate constants. (Reprinted with permission from Daggett V and Fersht AR (2003) The present

view of the mechanism of protein folding. Nature Reviews. Molecular Cell Biology 4: 497–502; & Macmillan Magazines Ltd.)
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nucleus is formed by residues at the C-terminus of the
a-helix and residues in the middle of the central
b-strands which form part of the hydrophobic core.
There is a gradation of f-values moving away from
this nucleus, and edge strands and end of the
b-strands and loop regions frequently have values
close to zero indicating that these regions are highly
flexible and unstructured in the transition state.
FKBP12 behaves in many ways like other small pro-
teins including CI2 (see next section).

The resolution with which folding pathways can be
determined using this approach has meant that it is
now the most popular way of characterizing folding
transition states experimentally and f-values have now
been measured for a number of proteins. Results from
these studies from numerous folding groups fall broad-
ly into one of three categories illustrated by the three
examples given below. Together, these studies give a
detailed picture of the ways in which proteins fold.

CI2 Protein-Engineering Results: The
Nucleation–Condensation Mechanism

As discussed above, the small protein CI2 folds in a
simple two-state manner without populating a stable
intermediate state. Thus, mechanisms which require a
stable intermediate to be present cannot be applied to
this protein. Protein-engineering experiments have
mapped in detail the structure of, and interactions
present in, the transition state. As a result of these
studies, the nucleation–condensation mechanism of
protein folding was proposed by Fersht and co-work-
ers in the mid-1990s. In this mechanism, the rate-
limiting step of folding is the formation of a folding

nucleus which can either involve a large part of the
protein structure (in this case, the protein is said to
have a diffuse nucleus) or comprise just a few elements
of secondary structure (in this case, the nucleus is
said to be localized). After the nucleus has formed,
folding involves the rapid condensation of the rest
of the native structure around the nucleus in an
energetically downhill process. For CI2, the nucleus is
quite diffuse, involving, to some degree, most regions
of the protein. However, several residues in the a-helix
and in the b-sheet are the most critical in stabilizing
the transition state structure. In contrast to earlier
proposed mechanisms, in the nucleation–condensation
model, secondary and tertiary structures are formed
concomitantly, the secondary structure being inher-
ently unstable without the presence of some stabilizing
tertiary interactions. NMR spectroscopy and molecu-
lar dynamic simulations have both shown that the
denatured state of CI2 has little fixed structure and
approximates well to a random coil. The complete
folding pathway of CI2 is shown in Figure 3a.

Barnase: Hierarchical Folding
Mechanisms

Barnase was the first protein to be subject to an
extensive protein engineering and f-value analysis and
its folding pathway illustrates some key differences
with CI2. Barnase is a larger protein, 110 residues in
length, which, in contrast to CI2, folds with three-state
kinetics demonstrating the presence of a kinetically
significant, populated, intermediate state on the
folding pathway. A close analysis of the native struc-
ture of barnase shows that it has two structural
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Figure 2 (a) Structure of the small, 106-residue protein FKBP12. Shown in red is the single a-helix, shown in green are the five

b-strands which wrap around the helix to form the hydrophobic core. (b) Results of protein engineering studies and

f-value analysis. f-values range from 0 (blue) to 0.6 (red). The side chains of the mutated residues are shown. (c) View of the

f-values and structure of FKBP12 rotated through 901. (Reprinted with permission from Daggett V and Fersht AR (2003) The present

view of the mechanism of protein folding. Nature Reviews. Molecular Cell Biology 4: 497–502; & Macmillan Magazines Ltd.)
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subdomains. In contrast with CI2, barnase has a signi-
ficant residual structure in the denatured state as
probed by molecular dynamics simulations and NMR
spectroscopy, that is, the denatured state is not a ran-
dom coil and elements of both secondary and tertiary
structure are transiently formed in this state. In barn-
ase, the residual structure establishes a loose native-
like topology in the denatured state which facilitates
folding. From this state, the main hydrophobic core of
the protein folds via a nucleation–condensation mech-
anism similar to CI2. The folding is nucleated by a
residual fluctuating native-like helical structure in a1
with a b3–b4 hairpin. The a1, b3, and b4 elements of
secondary structure form a scaffold or nucleus on
which the remaining b-strands pack. This creates the
metastable intermediate state observed in the kinetics.
Further collapse and consolidation then occurs which
brings residues involved in stabilizing the rate-limiting
transition state together. During the formation of this
nucleus, there is a refinement of packing interactions
and consolidation of the interface between the two
structural subdomains. Thus, barnase shows more hi-
erarchical folding than CI2, with a gradual build-up of
structure along the folding pathway. A schematic rep-
resentation of the folding pathway of barnase is shown
in Figure 3b.

Ultrafast Folders: The Engrailed
Homeodomain

CI2 and barnase fold on the order of milliseconds to
seconds at room temperature. Recently, proteins
which fold with much faster rates have been identi-
fied and their folding pathways characterized using
the techniques described above. The engrailed homeo-
domain from Drosophila melanogaster (En-HD) is a
61-residue, highly helical protein which folds on the
microsecond timescale under physiological condi-
tions. When unfolded in high concentrations of chem-
ical denaturant or at very high temperatures, the
unfolded state contains rather little residual secondary
structure which is highly dynamic and fluctuating.
Under more physiological conditions, however, at
lower temperatures in the absence of denaturants, the
denatured state has considerable residual structure
with a high helical content and some long-range
tertiary contacts. Combining experimental protein-
engineering results with molecular dynamic simula-
tions has provided a detailed picture of how this
protein folds, Figure 3c. From the physiological
denatured state (D), the transition state (z) is formed
by a reorientation of the helices and docking of
them to form a partially packed hydrophobic core. In
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Figure 3 Schematic representations of the folding pathways of (a) CI2, (b) barnase, and (c) engrailed homeodomain. Results from

protein-engineering studies and molecular dynamic simulations. (Reprinted with permission from Daggett V and Fersht AR (2003) The

present view of the mechanism of protein folding. Nature Reviews. Molecular Cell Biology 4: 497–502; & Macmillan Magazines Ltd.)
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the final steps, the helices fully dock against each
other and water is expelled from the hydrophobic
core. En-HD folds by first forming relatively stable
elements of secondary structure (in this case a-helices)
which then diffuse and collide to form the tertiary
structure and the native state. This is much like the
framework model proposed by Ptitsyn and co-
workers in the early days of protein folding.

A Unifying Mechanism?

Outlined above are the results of detailed experi-
mental and computational studies on the folding
pathways of three proteins. These three proteins are
excellent examples illustrating the different mecha-
nisms by which proteins can fold. It is useful to in-
clude a short history of the field of protein folding
here, to show how recent work has established new
folding mechanisms and shed light on mechanisms
which were proposed in the early days of the field
when high-resolution structural information on
folding pathways was not yet available. The Holy
Grail of folding is, of course, to unite these different
mechanisms into a simple single mechanism appli-
cable to all proteins. This unified mechanism is pre-
sented later after a brief discussion of individual
mechanisms.

Wetlaufer was one of the first to propose a nucle-
ation type of mechanism, that of nucleation growth,
back in 1973. Here, an initial nucleus of local
secondary structure forms and then the tertiary
structure propagates rapidly from this. As this
mechanism does not require the formation of stable
intermediate states – and at that time all experimen-
tal studies were focused on proteins which folded
slowly and had discrete intermediates (later some of
these intermediates were shown to be misfolded spe-
cies off the main folding pathway) – the nucleation-
growth mechanism was not widely adopted. At that
time, experimental studies were limited by suitable
experimental techniques and rapid-reaction kinetics
had not yet been applied to complex biological pro-
blems such as protein folding. In addition, protein
engineering was still in its infancy. Other mecha-
nisms were proposed and dominated in the 1970s
and 1980s: the framework model in which secondary
structure folds first, then diffuses and collides to form
the three-dimensional native structure; the hydro-
phobic collapse model, in which the hydrophobic
effect drives the formation of a compact state in
which many hydrophobic side chains are excluded
from the solvent water, rearrangement then takes
place to form the fully folded structure. This model
was extended and it was proposed that a secondary
structure was formed during the collapse stage to

form a ‘‘molten-globule’’-like intermediate state.
These molten-globule states have a native-like sec-
ondary structure but a liquid-like core in which side
chains retain a high degree of mobility and in which
fixed tertiary interactions are not yet formed. In the
early 1990s, and as a direct result of protein-engi-
neering studies and f-value analysis by Fersht and
coworkers on CI2, a new mechanism – the nuclea-
tion–condensation model – was proposed.

The results and models of the folding of CI2,
barnase, and En-HD are typical of the range of
results obtained for the folding of a number of small
proteins. Despite apparent differences in the way
in which these three proteins fold, Daggett and
Fersht have recently proposed a unified mechanism
of folding based on the nucleation–condensation
model. In their view of folding, there is a spectrum of
pathways available to a protein with the framework
mechanism at one end of the spectrum and the
hydrophobic collapse model at the other. The nucle-
ation–condensation mechanism lies in the center of
this spectrum and the two other models can be vie-
wed as extreme cases. Proteins which have sequences
with high intrinsic propensities for forming stable
elements of secondary structure, such as the en-
grailed homeodomain, tend to fold with mechanisms
which lie at one end of the spectrum and which ap-
proximate to a framework model. Proteins for which
the conformational preferences for secondary struc-
ture are weak, such as CI2, tend to fold according to
a nucleation–condensation mechanism in which sec-
ondary structural elements are stabilized by tertiary
interactions in the transition state. Larger proteins
with more than one structural subdomain, such as
barnase, fold in a hierarchical fashion but each sub-
domain, however, folds with a mechanism which lies
somewhere on the spectrum of mechanisms found for
smaller proteins. It is interesting that, although the
hydrophobic collapse model can be viewed as one
extreme of the folding spectrum, there are no exam-
ples so far of small proteins which fold in this way.
Theoretically, proteins may fold through a molten-
globule-like intermediate if hydrophobic interactions
are very strong.

Computational Approaches

It is clear from the discussions on CI2, barnase, and
En-HD given above that results from computational
studies in conjunction with experimental results of
f-values from protein-engineering studies have
played a critical role in the development of new
folding mechanisms and in increasing our know-
ledge of the complexities of the energy landscape for
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folding of small proteins. Although it is beyond the
scope of this article, a few words on the main
computational techniques used are included here.
Many different computational approaches have been
employed in the 1990s and applied to the protein-
folding problem. These approaches range from
rather coarse-grained models in which amino acids
in the polypeptide chain are treated as beads on a
string, a lattice-based structure is used, and simple
pairwise potentials are employed. At the other
end of the scale, all-atom molecular dynamic ap-
proaches have also been widely applied to the pro-
tein-folding problem. The different approaches,
limited in different ways, have provided very com-
plementary information on folding mechanisms and
the fundamental questions regarding folding. Simple
models and lattice-based approaches have provided
support for nucleation-based mechanisms of folding,
as well as being used to investigate cooperativity in
folding. All-atom MD simulations are the most re-
alistic of computational approaches but are restricted
by the computational power and time necessary to
simulate complex biological systems such as proteins
(10 000 plus atoms). With the exception of small
structural motifs, such as b-hairpins, for which
folding has been simulated using distributed compu-
ting techniques, simulations of folding itself are not
possible. This problem has been circumvented by si-
mulating unfolding processes using high tempera-
tures to accelerate the unfolding event. In these
cases, the potentials used correspond to lower tem-
peratures, the effect of the high temperature merely
being to speed up the process but not change the
mechanism. Using the principle of microscopic rever-
sibility, the unfolding and folding pathways must be
identical under the same conditions. Thus, it has
been possible to gain information on folding path-
ways using these techniques. Rigorous testing of this
approach has been performed with multiple simula-
tions of the same protein under different tempera-
tures and conditions. Results of this type of testing
have shown the technique to be robust. Further, this
type of approach has now been benchmarked ex-
tensively against experimental data and shown to be
reliable and accurate in predicting experimental re-
sults. From these simulations, ensembles of structures
corresponding to the denatured, intermediate, and
transition states have been identified and character-
ized for a significant number of small proteins.
The data obtained from these simulations is very
much complementary to that obtained from f-value

analysis, the one generating structures whilst the
other provides information on the energetics of the
system.

Recently, experimental and computational ap-
proaches have been combined and new methods
developed by Vendruscolo, Paci and co-workers to
probe in further detail the structures of, and inter-
actions in, transition state ensembles. Experimental
f-values are used as restraints in simulations, in a
manner similar to the use of NOE data in NMR
structure determination, and computational appro-
aches used to generate an ensemble of conformations
corresponding to the transition state. The advantage
over the MD unfolding simulations described above
is that a large number of conformations can be gene-
rated rapidly. This approach has been successfully
applied to the small 98-residue protein acylphopha-
tase to characterize the network of interactions that
stabilize the transition state and which are formed
when a few key residues (the folding nucleus) form a
native-like arrangement.

See also: Folding and Sequence Analysis; Protein
Folding and Aggregation; Protein Folding, Evolution and.

PACS: 87.80.� y; 82.37.Rs; 87.14.Ee; 87.15.Cc;
87.15.Aa
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Introduction

Many important problems in physics involve the
movement of a descriptor over some complicated,
often high-dimensional, and sometimes rugged search
space. The relationship between evolution and pro-
tein folding involves the search over two extremely
different interacting spaces; the space of all possible
protein sequences and the space of all possible protein
conformations. For this and other reasons, physicists
have found this area fruitful and challenging.

DNA provides the basic object of evolution
for essentially all living systems, from the 580 000
base-pair genome of Mycoplasma genitalium to the
3.3� 109 base-pair genome of humans to the greater-
than 1011 base-pair genome of some amphibians and
plants. Various sections of these genomes, called
genes, contain instructions for constructing some
biological entity, such as an RNA or a protein. It is
the proteins, often combined with other elements
(metallic atoms and clusters, RNA, other simple
molecular ‘‘cofactors,’’ etc.) that fulfill most of
the active roles in the organism, from locomotion
to metabolism to signaling. Proteins are initially syn-
thesized as a long unbranched heteropolymer con-
sisting of a linear arrangement of various numbers of
the 20 amino acids or residues. Before they can fulfill
their function, most proteins have to fold into a
compact, regular three-dimensional structure.

Folding into a native conformation is a nontrivial
task. Consider a moderately sized protein of 200
amino acids, each of which can be in one of three
conformations. That means that, ignoring constraints
such as excluded volume, the entire protein can have
3200B2.7� 1095 possible conformations. (A concen-
trated sample of such a protein, with one example of
each conformation, would form a ball 108 light-years
across!) Of all these conformations, some small pro-
portion would be considered correctly folded. While
factors such as excluded volume reduce the number
of possible conformations, it is clear that finding a
protein’s folded conformation involves searching for
a molecular needle in a cosmological haystack. A
number of investigators have demonstrated that such
folding is NP-hard.

An additional constraint is that protein folding is
highly cooperative, often all-or-nothing. This coope-
rativity is essential for thermodynamic stability in

that there is a large energy penalty for any significant
unfolding. If this were not the case, given the number
of different ways that some unfolding can occur, the
proportion of correctly folded proteins at equilibri-
um would be negligible. While a few simple schemes
have been suggested that allow folding to occur by a
simple and gradual reduction in the free energy, these
schemes are not consistent with the required and
observed cooperativity.

Nevertheless, proteins solve this problem regularly.
The fastest proteins fold in microseconds, with folding
times of seconds to minutes more common. The dif-
ficulty is our problem, not theirs. So how are proteins
able to fold so quickly?

There have been two categories of approaches to
this problem. The first, more common among bio-
chemists, has been to look for an encoding of the
folding pathway. Just as a sheet of origami paper (for
beginners) has dotted lines saying ‘‘fold here,’’ may
be there are patterns in the amino acid sequence that
say when certain structural elements should be initi-
ated or terminated. This view of the folding process is
supported by the modular nature of proteins. Proteins
exist as assemblies of simpler elements: shorter
regions of the protein sequence fold into character-
istic regular (a-helical and b-sheet) or nonperiodic
(turn and loop) ‘‘secondary’’ structures, which are
built into three-dimensional ‘‘supersecondary’’ struc-
tures containing a small number of these elements,
which are in turn assembled into ‘‘tertiary’’ structures.
Larger protein structures can be divided into ‘‘do-
mains,’’ regions of sequence of 100–300 residues that
fold and function as separate entities. Different pro-
tein chains sometimes assemble to form ‘‘quaternary’’
complexes. It is argued that the modularity makes it
possible for the folding code to be local.

More recently, others (such as physicists) have ad-
dressed this issue by considering the free-energy land-
scape of the proteins, that is, the free energy of the
protein sequence as a function of its conformation,
and considered how this landscape could be negoti-
ated by a folding protein. Often this has been com-
bined with notions that there is not a single folding
pathway, but rather a multiplicity of ways that a
protein can go from the large ensemble of unfolded
states to the relatively small region corresponding to
the folded state. Also, common in this approach is
that the ‘‘folding code’’ is distributed in a holographic
way throughout the sequence. Theoretical models
based on the spin-glass theory by Wolynes and co-
workers, in addition to lattice-model simulations by
Shakhnovich and co-workers, have suggested that a
sufficient criterion for ability to fold is for the protein
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to have a native state sufficiently stable, relative to
the stability of random conformations. In particular,
computational models of lattice proteins that are
optimized for rapid folding tend to develop such an
‘‘energy gap.’’ More lately, there has been interest in
how proteins might develop ‘‘funnels’’ in the free-
energy landscape that direct the folding process, and
how protein folding might involve the formation of a
specific folding nucleus as the rate-limiting step.
Again, the challenge is to reduce the search problem
while not losing the essential cooperativity.

While protein folding may be NP-hard, this only
means that it is impossible to find a polynomial-time
general solution. One can ask instead how nature,
through the process of evolution, can discover those
proteins whose folding is sufficiently easy. This then
brings one to the dual search spaces. Consider first
the ‘‘fitness landscape’’ of all possible protein seq-
uences. This space is high dimensional, with as many
dimensions as the length of the protein, but is also
sparse – only 20 points along each dimension. Each
sequence in this space has a fitness value associated
with it, corresponding to the fitness of the organism
with that particular protein sequence. (In reality, the
fitness landscape would have as many dimensions as
the entire genome, but it is assumed that all of the
other dimensions are frozen.) Each point in sequence
space is mapped to a corresponding free-energy land-
scape, encoding the free energy as a function of the
conformation of that particular sequence. Some of
these free-energy landscapes correspond to fast-
folding proteins, not the vast majority. The ‘‘fold-
ability’’ of any particular sequence, that is, the ability
of that sequence with its corresponding free-energy
landscape to fold, is then a component in the fitness
of that sequence in the fitness landscape. As the
properties of the free-energy landscape form a con-
tribution to fitness, evolution will result in proteins
with free-energy landscapes compatible with accep-
table folding rates, a process called ‘‘free-energy
landscaping.’’

There is rather universal agreement on certain as-
pects of evolution. Mutations occur among somatic
cells, which affect the fitness of the offspring. Most of
the time, this particular mutation will be eliminated
from the population. There is a finite chance that,
alternatively, the mutated sequence will expand
among the population and become the dominant
genotype, a process referred to as ‘‘fixation.’’ There is
also a chance that this mutation will remain in a
fraction of the population without eliminating other
forms, and this part of the genome will be ‘‘poly-
morphic.’’ Some mutations will be beneficial, others
neutral, and others detrimental. While a benefi-
cial mutation has a higher probability of fixation

compared with neutral or detrimental mutations,
there is a probability of fixation of a detrimental
mutation just as there is a probability that a bene-
ficial mutation will be eliminated. These probabilities
will depend on the population size, with randomness
increasing as the population shrinks. There is a
ranging debate about the relative number of benefi-
cial, neutral, and detrimental mutations. While all
agree that the vast majority of mutations are detri-
mental, there are some evolutionists who believe
that the mutations that are accepted are generally
accepted because they are beneficial, that is, increase
the fitness of the organism. Accepted mutations
are, then, likely to be ‘‘adaptive.’’ Others argue that
effectively neutral mutations exceed beneficial muta-
tions to such an extent that most evolution proceeds
through ‘‘random drift,’’ the accumulation of such
neutral mutations.

These neutral mutations can have many important
consequences. They allow more freedom in the search
over the sequence space, enabling the relatively few
adaptive changes to occur. In addition, greater ran-
dom neutral drift in a population acts in a manner
similar to a higher temperature, making ‘‘sequence
entropy’’ (i.e., the number of sequences correspond-
ing to a given trait) important in the evolutio-
nary dynamics. Higher mutation rates and smaller
population sizes correspond to larger evolutionary
temperatures.

One aspect emphasized by neutralists is the dangers
of the so-called ‘‘Panglossian paradigm,’’ that is,
explaining why a characteristic evolved through ref-
erence to how it is currently used, in the same way as
Candide’s Pangloss described how noses were obviou-
sly created for supporting spectacles. Evolution is not
an optimization procedure, and the caricature em-
bodied by the notion of ‘‘survival of the fittest’’ is not
a perspective Darwin would appreciate. In particular,
features created for one reason can be used for an
alternative task, and characteristics that arise at ran-
dom may fulfill no role. If random walks through
viable regions of sequence space represent a ‘‘null
model,’’ claiming that an acquired characteristic is
adaptive requires demonstrating that it cannot be
explained by neutral drift.

There is an interesting timescale separation con-
cerning evolution and folding. Evolution does not
occur on the folding timescale, so there is an un-
changing sequence that folds. Although there are ac-
cessory proteins (such as, the so-called chaperones)
that may assist a protein in folding, there is little
evidence that these accessory proteins provide any
information about the nature of the final folded state.
The protein sequence, then, determines the final
folded state. In an evolutionary timescale, sequences
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change much more quickly than structures, so that
two sequences with near-random sequence similari-
ties may fold into near-identical structures. Changes
in the sequence inconsistent with this conserved fold
will be detrimental and eliminated from the popula-
tion. Thus, on the evolutionary timescale, it is the
folded structure that determines (or at least con-
strains) the protein sequence.

Certain questions immediately arise. How do pro-
teins evolve to solve the protein-folding problem?
What are the properties of the solutions that they
find? What are the other consequences of these so-
lutions? The answers to these and similar questions
are only now starting to emerge. Many perspectives
will likely change quickly as one learns more about
proteins, protein folding, and protein evolution.

The Formation of the Universe of
Protein Folds

When examining proteins of known structure, it is
obvious that not all folds are equally represented.
Rather, there are very few extremely likely folds,
while the vast majority of folds are rather rare. The
observed distribution has been modeled with a few
different functional forms, including a power law
and a stretched exponential. Four basic explanations
have been offered for this uneven distribution. The
first is that there are certain structures that are more
amenable to structural characterization, and that
the distribution is an experimental artifact. The sec-
ond is that there are certain folds that are compatible
with a wider range of functions. The third is that this
represents the results of a process of speciation and
gene duplication. The fourth explanation is based on
ideas of protein ‘‘designability,’’ that is, there are cer-
tain folds that can be formed by a larger number of
sequences compared with other folds. Designability
could cause an uneven distribution of folds for one of
two reasons. First, initial instances of a given protein
would be more likely to result in a highly designable
structure. Second, highly designable structures cor-
respond to larger ‘‘neutral networks,’’ that is, larger
regions of sequence space corresponding to a viable
protein. This means that these proteins could have
greater freedom to evolve to acquire new character-
istics (new specificities, new functionalities) while
preserving the folded structure, and would also have
an additional evolutionary advantage due to the
higher degree of robustness to mutations. It has also
been noted that highly designable proteins are more
likely to have a large energy gap between the folded
and unfolded states, considered in some models to be
a sufficient condition for rapid folding. Detangling

these different explanations will require a broader
analysis of the current distribution, which will be
assisted by the various sequencing projects and by
current efforts to characterize the broad range of
protein structures in a comprehensive manner.

What characterizes highly designable structures?
Finkelstein first considered the stability penalty cer-
tain substructures would cause, arguing that this
would reduce the designability. Calculations for lat-
tice proteins using a simplified amino acid alphabet
led Tang and co-workers to note the greater repre-
sentation of highly symmetric structures. Shakhnovich
and co-workers developed analytical models sugges-
ting that designability was strongly influenced by the
contacts present in the folded state, especially the
total number of contacts as well as the different
number and kind of closed loops formed by these
contacts. Goldstein and co-workers emphasized the
number of contacts unlikely in random structures.
Strengthening such contacts, generally between ami-
no acids well separated in the sequence, would sta-
bilize the native state while stabilizing the fewest
number of alternative conformations. Micheletti and
co-workers provided a different twist with a study of
the normal vibrational modes in a protein, demons-
trating that protein structures have slow relaxation
times relative to random graphs, and that slower re-
laxation times are correlated with faster folding
rates. This is because these slower relaxation times
are correlated with larger, low-energy motions that
may indicate a smoother free-energy landscape. In
this model, the particular protein structures com-
monly found by evolution may represent better fold-
ers in as much as they are compatible with these
slower relaxation times.

Have Proteins Evolved for Fast Folding?

There is a current debate over what nature considers
important during protein evolution. Have proteins
evolved for rapid folding? Is this one of the major
sources of selection pressure acting on protein evolu-
tion? Or is fast folding a consequence of selective
pressure acting on some other characteristic, such
as stability? Are other properties of folding under
selective pressure?

One approach to gain insight into these questions
is to consider how changes in the protein sequence
affect folding. In general, the folding rate can be
rather insensitive to such changes. In fact, it is often
not difficult to find mutations that speed up folding,
sometimes significantly. This would seem to indicate
that proteins have not evolved under strong selection
to fold quickly, as strong selection would likely have
yielded faster folding sequences.
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Mutational work can also provide information
about the folding pathway, an approach pioneered
by Alan Fersht. Depending upon the results, Alan
Fersht and colleagues were able to identify which
amino acids are involved in (presumably native) in-
teractions in the transition state, what has been char-
acterized as the ‘‘folding nucleus.’’ This is quantified
with a so-called ‘‘F value’’; F values close to 1 in-
dicate strong involvement of the amino acid in the
transition state, while F values closer to 0 indicate
lack of involvement. Intermediate F values, observed
in a large number of proteins, indicate either the
partial involvement of that amino acid in the tran-
sition state or heterogeneity in the folding process
with a distribution of transition states. The presence
of such a large number of intermediate values sug-
gests that the folding nucleus is often somewhat dif-
fuse. It is often observed that homologous proteins
share the same folding nucleus, as indicated by sim-
ilar patterns of F values. This could mean that there
is a tendency for conservation of the folding nuclei.
An alternative explanation, indicated by a number of
different dynamics simulations, is that the dynamics
of the folding of the protein is often relatively insen-
sitive to the actual nature of the interactions that
determine the folded state, but depends, instead,
mostly on the resultant state. The similarity of the
folding nuclei in related proteins may then just rep-
resent similarity of the final structure. It is unclear, if
the folding pathway is conserved, what the evolutio-
nary advantage of a conserved pathway would be.
Baker and co-workers, for instance, demonstrated
that it is possible to change the folding pathway
through protein engineering, resulting in a more-
stable, faster-folding variant.

F-value analysis provides an alternative method
to investigate whether the folding rate is under active
selective pressure. Are residues with larger F values,
those that are important in the folding nucleus,
more conserved? Such a study was performed by
Shakhnovich, who observed that residues known to
have high-F values are, indeed, more highly cons-
erved than the average residue in a protein. This
result was subsequently disputed by Baker and col-
leagues who pointed out a strong experimental bias
in the data: namely, not all residues in any protein are
characterized experimentally, and the experimentally
characterized residues are, on an average, more
highly conserved than those that have not been
characterized. If one only considers locations with
measured F values, there is little or no correlation
between F value and amino acid conservation.

If it is unclear whether folding path or rate is under
active selective pressure or not, what is? Artificial
mutations are more likely to reduce protein stability,

although even this quantity can be rather robust. This
suggests that protein stability is under more selective
pressure than folding rate. While theoretical calcula-
tions link these two quantities, suggesting that a cer-
tain stability is sufficient for rapid folding, one might
imagine that stability might be important in its own
right. All proteins spend some fraction of their time at
equilibrium in an unfolded state. Reducing this time
might help prevent degradation and aggregation. It
is interesting to note, however, that proteins, in
general, are marginally stable (stabilities around –
10 kcal mol–1, equivalent to only a few hydrogen
bonds), that many mutations can be found that
enhance protein stability, and that many proteins
may actually be largely unfolded under physiological
conditions. It has been widely suggested that the
observed marginal stability of proteins may represent
some adaptation for functionality, although it would
also naturally result from neutral evolution.

One interesting approach toward analyzing fold-
ing involves the use of circular permutations. The
termini of many proteins are near one another. It is
possible to create a new protein starting from a ran-
dom point in the original protein, proceeding to the
far termini, continuing across to the beginning of
the protein, and then synthesizing the original
sequence up until the starting point. The result is
a protein with almost the identical final structure
(except for the relocation of the termini), but with an
extremely different conformational landscape. Int-
erestingly, the reordered proteins do not have appre-
ciably slower folding rates, nor are they less stable,
but rather the folding is much less cooperative, with
more intermediate F values. This suggests that it may
be the all-or-nothing nature of the folding that may
be under the most selective pressure.

Folding is a difficult problem, but one aspect that
may be more directly important is avoiding misfol-
ding. For instance, there may be strong selective
pressure on certain amino acids that destabilize
alternatively folded states. Often the result of mis-
folding is the formation of protein aggregates, often
connected with pathological conditions such as
Alzheimer’s, Creutzfeldt–Jakob disease, and type II
diabetes. A wide range of proteins can form de-
structive aggregates under appropriate conditions.
The fact that only a relatively small fraction does
under physiological conditions suggest that evolution
has been quite good at preventing protein misfolding.
Evidence of this can be seen in the accepted muta-
tions during evolution. Although amino acids on the
outside of the protein generally change faster than
internal amino acids, hydrophilicity on the exterior
of the protein is sometimes more conserved than
hydrophobicity on the protein interior. This would
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prevent aggregation as well as discourage folding to
alternative states where these amino acids are buried.

Do Proteins Fold into Their Lowest
Energy State?

An example of the neutralist approach to protein
folding is one of the basic issues in the field; do pro-
teins fold into the state of lowest free energy? This
hypothesis, called the ‘‘thermodynamic’’ hypothesis,
was proposed by Anfinsen based on the ability of
unfolded proteins to refold spontaneously in solu-
tion. An alternative perspective was developed by
Levinthal. Noting the extremely large number of
possible conformations, and the inability of a protein
to achieve something resembling thermodynamic
equilibrium in any reasonable timescale, led him to
doubt the thermodynamic hypothesis. In the absence
of any selective pressure, could neutral evolution re-
sult in proteins fulfilling the thermodynamic hypoth-
esis? In 1998, Goldstein and co-workers proposed a
model for how this could happen. Mutations that
destabilize the free-energy minimum corresponding
to the folded state might be highly detrimental, and
thus eliminated. Conversely, mutations that destabi-
lized other, possibly deeper minima would not have a
negative effect on the protein, would be more likely
to be advantageous (or at least neutral), and thus
have a greater chance for fixation. The result might be
the evaporation of these alternative minima over an
evolutionary time, resulting in proteins that did fulfill
the thermodynamic hypothesis, even in the absence of
any selective advantage. The quantitative question
concerns the number of expected alternative minima,
the probability that they would be explored, and the
probability that any minima would be lower in
energy than the true native state. A simple calculation
indicated that, for reasonable energy parameters, se-
quences with metastable folded states would be much
less likely than proteins fulfilling the thermodynamic
hypothesis, and thus neutral evolution would favor
this hypothesis. Of course, this argument would fail
when there was a specific reason why a metastable
folded state would be advantageous, as seems to be
the case with serpins, a group of inhibitors that
prevent enzymes known as proteases from digesting
other proteins, which inactivate themselves by
converting from an active metastable structure to a
more stable, alternative form.

Evolution and Optimization

One overall problem with a number of these analyses
is that evolution is not an optimization process, any

more than thermodynamics is an enthalpy-reduction
process. (While Baker and co-workers have found
that the sequences of proteins can be appreciably
constructed by finding the sequence lowest in energy
for a given backbone structure, this may be due to
information about the protein sequence being em-
bedded in this backbone structure. The reconstructed
information sharply degrades as the backbone is
allowed to move. These results are also incompatible
with the wide range of sequences observed in ho-
mologous proteins.) There are stochastic processes
underlying mutations and fixation events. Chance
can operate either through the memorization of
accidental events, as well as through the role of
entropic considerations.

In particular, there is selection not for a single
point in sequence space, but rather for a distributed
somewhat heterogeneous population, what Eigen
called a ‘‘pseudo-species.’’ As this population sam-
ples a region of the fitness landscape, there is a pref-
erence for evolution to select flatter regions of the
landscape, compared with narrower, higher peaks.
This has been called, by Crutchfield and co-workers,
the ‘‘Survival of the Flattest.’’ Goldstein and co-
workers have performed simulations indicating that
quantities selected by evolution will be ‘‘buffered,’’
that is, these quantities will be surprisingly robust to
sequence change. According to this argument, quan-
tities that are seemingly not optimized may be those
under strong selective pressure.

See also: Folding and Sequence Analysis; Protein Folding
and Aggregation; Protein Folding, Engineering of.

PACS: 87.14.Ee; 87.15.; 87.15.Cc; 87.23.Kg
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Introduction

Pseudopotentials were introduced to model the inter-
action between ions and valence electrons. They
effectively eliminate, from the very start, the true elec-
tron–nuclear potential and the ‘‘inner core’’ electrons,
that is, those electronic states which are tightly bound
to the nucleus, do not participate in the formation of
chemical bonds, and remain approximately unchanged
in atoms, molecules, and solids. This tremendous con-
ceptual simplification also amounts to a very practical
and efficient computational scheme, especially when a
plane-wave basis set is adopted to expand the elec-
tronic wave functions. After 1980, this method, in
connection with a density-functional description of the
electron–electron interaction, evolved into a reliable
prescription for the first-principles computation of
electronic, structural, and dynamical properties of
molecules and solids. In this context, its present accu-
racy and predictive power for real materials, as well as
relatively complex molecular systems, leads many ex-
perimental groups to regard its results as a valuable,
independent source of microscopic information.

The physical and chemical basis for this fortunate
approximation is twofold. First, in an atom only a
few electrons determine the formation of chemical

bonds to other atoms, while most of the electrons,
tightly bound to their nucleus, are practically frozen;
pseudopotentials simultaneously eliminate the unim-
portant inner electrons and the nuclear potential res-
ponsible for their binding. Second, the quantum
nature and the Fermi statistics of the electrons are
such that the combination of repulsion and attraction
due to the inner electrons and to the nucleus results
in substantial cancellations, and can be effectively
replaced by a relatively smooth ionic pseudopoten-
tial, which only acts on the few important electrons.

To fully appreciate contemporary first-principles
pseudopotentials, a few key concepts are needed.

Valence and the Periodic Table

Between the end of the eighteenth century and the
beginning of the nineteenth century, the pioneering
work of Lavoisier, Dalton, Gay–Lussac, Avogadro,
and others led to the distinction between compounds
and elements, to the discovery that elements combine
in fixed and multiple proportions of whole numbers
to yield compounds, and, ultimately, to the modern
concept of the atom. The formulas of compounds
were soon systematized by assigning certain combi-
ning powers, the valences, to the elements, as if each
atom had a particular number of little hooks on it to
attach itself to similar hooks on other atoms. Half
a century later, Mendeleev drew up his periodic
table of the elements, with eight columns reflecting
the remarkable correlations between the atomic
valence and weight, first pointed out by Newlands.
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What in his table was just a progressive number was
in fact the atomic number Z (the number of protons
in the nucleus or, equivalently, the number of elec-
trons of the neutral atom) – as shown by Moseley’s
X-ray experiments, at the beginning of the twentieth
century.

The Atomic Shell Structure

In the same years, the advent of quantum mechanics
(first the Bohr model and then the Schrödinger equa-
tion) allowed a simple and consistent interpretation
of the remarkable regularities of the periodic table of
the elements.

Atoms are built up of successive orbital shells of
electrons, labeled by the principal quantum number
n and the angular quantum numbers lm, which are
less and less tightly bound to the nucleus. For given
nl, each of the ð2l þ 1Þ equivalent orbitals nlm can
host, because of the Pauli principle, a maximum of
two electrons. A complete s shell ðl ¼ 0Þ thus con-
tains 2ð2l þ 1Þ ¼ 2 electrons, a complete p shell ðl ¼
1Þ 6 electrons, and so on. The Pauli principle (i.e., the
Fermi statistics obeyed by the electrons) is thus
the reason for the progressive filling of orbital shells,
as the atomic number grows. Elements of the same
group of the periodic table, with different Z and
different number of inner, complete core shells, have
a common feature: the number of electrons and the
electronic configuration of their outermost shell – the
valence shell. That is why their chemical properties
are so similar; and also why (disregarding transition
d- and f-metals) chemical properties go by ‘‘octaves’’
(Newlands) and the groups are eight: it takes eight
electrons to completely fill an sp valence shell.

The persistence throughout the periodic table of a
recognizable hydrogen-like orbital shell structure
explained a lot of experiments in the early days of
quantum mechanics, but is not so obvious. Somehow,
one-electron quantum numbers and orbitals cnlmðrÞ ¼
RnlðrÞYlmðr̂Þ (where the vector r represents the position
of the electron with respect to the nucleus, R are radial
functions, and Y spherical harmonics) remain mean-
ingful even for atoms which, unlike hydrogen, have
many electrons and not just one. Why? Because, in
atoms, to a good approximation, (1) the electron–
electron repulsion may be replaced by its average: a
mean-field, one-electron potential which screens the
strong, attractive �Z/r Coulombic potential of the
nucleus, (2) such a mean-field potential is, in turn,
well-approximated by its spherical average, so that the
atomic states can still be factorized into a radial and an
angular part, and thus labeled by the same quantum
numbers nlm as the hydrogen atom, (3) since the nu-
cleus is a positive point charge while the negative

electronic clouds are more or less delocalized, their
spherically-averaged mean-field repulsive potential
provides, at finite distance from the nucleus, only a
partial screening of the nucleus, and does not com-
pletely destroy the order of the energy levels of the
bare �Z/r nuclear potential. The validity of the mean-
field approximation (1) in atoms is the cornerstone of
the remarkable simplicity of their interpretation in
terms of one-electron orbitals and quantum numbers,
and amounts to the success of the Hartree–Fock
variational solution of the true, many-electron quan-
tum problem. Combined with the spherical average
(2), it results in a set of hydrogen-like equations
(atomic units _ ¼ me ¼ e ¼ 1 (where me and e are
electron mass and charge, respectively) are used here
and in what follows, unless otherwise stated):

ĥSCFcnlm ¼ � 1

2
r2

r �
Z

r
þ #vscreen

� �
cnlm ¼ enlcnlm ½1�

where ĥSCF is one-electron self-consistent field
Hamiltonian and enl are its eigenvalues. Equation [1]
differs from the true (nonrelativistic) Schrödinger equa-
tion appropriate to noninteracting electrons by the
presence of a screening potential #vscreen, which is a
functional of the occupied orbitals cnlmðrÞ. (The con-
cept of functional generalizes that of function. A func-
tion associates a number to each number defined in a
certain interval, its domain. A functional associates
a number or a function to each function defined in a
certain functional space. For example, it can be seen
below that for any charge distribution n(r), there is a
corresponding electrostatic potential vH (r); vH is then a
functional of n: vH¼ vH[n].)

The presence of #vscreen makes the entire effective
Hamiltonian ĥSCF depend on its own eigensolutions;
this is a nonlinear, but numerically feasible self-con-
sistent-field (SCF) problem. Similar self-consistent
equations emerge from the density-functional theory;
the reason is quite subtle, but superficially speaking,
in comparison to the Hartree–Fock equations, the
difference is that the screening potential #vscreen de-
pends on, and acts upon, the orbitals cnlmðrÞ, in a
different way. This difference, however, concerns only
part of the screening potential, the so-called ex-
change-correlation potential, which is not crucial for
a qualitative understanding of the atomic shell struc-
ture, since the main contribution of the occupied
electronic states to #vscreen always comes from the other
part, their classical electrostatic (or Hartree) potential

vHðrÞ ¼
Z

nðr 0Þ
jr 0 � r 0jd r 0 ½2�

where n(r) is the electronic charge density, sum of the
squares of the occupied orbitals cnlmðrÞ. In the
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ground state of the neutral, atom they are occupied in
order of increasing energy enl (decreasing binding
energy and localization), each by two electrons (spin,
Pauli principle), except for the outermost valence
states, some of which may be partially occupied or
empty. The repulsive electrostatic potential vH (eqns
[1] and [2]) due to these concentric spherical clouds
only partially screens the pointlike �Z/r attractive
singularity of the nuclear potential; a hydrogen-like
shell structure survives, with the outermost (valence)
orbitals usually well separated from the inner-core
orbitals (see Figure 1 and top panels of Figure 2).

From Free Electrons to Pseudopotentials

The atomic shell structure, the distinction between
core and valence shells, and the fact that the core
shells are tightly bound and closer to the nucleus,
explain not only the periodic properties of the ele-
ments, but also a wealth of other experimental facts,
from the energy gaps which separate different groups
of atomic ionization potentials in a given atom (see
Figure 1, upper panel) to the minor role played by
the cores in the formation of chemical bonds and in
the electrical and thermal properties of solids.
Sommerfeld’s free-electron model, for example, gave
quite a reasonable picture of the conductivity and
low-temperature specific heat of simple metals by
completely disregarding both the core electrons and

the nuclei; the valence electrons were its only ingredi-
ent, and, apart from being confined in the crystal,
were subject to a completely flat potential. The
success of such a crude model rests on more than just
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Figure 2 True vs. pseudo-atom, the example of boron (Z ¼ 5).

In the true neutral atom (top panels) there are five electrons. Two

occupy the tightly bound 1s core orbital c100 ¼ R10Y00, another

two the shallow 2s valence orbital c200 ¼ R20Y00 (top left), and

the last one the 2p valence orbital (e.g., pz, or c210 ¼ R21Y10: top

right). Here, the radial orbitals wnl ¼ r Rnl are dashed lines and

their zero is vertically shifted and lined up to the corresponding

energy eigenvalue (gray line). The screened nuclear potential

(top panels, black solid line) retains much of its original Cou-

lombic shape, and a hydrogen-like shell structure results: the 1s

orbital corresponds to a deep eigenvalue (ecore, gray thick line)

and is localized near the nucleus, while the 2s and 2p valence

orbitals are ‘‘fatter’’ and correspond to a shallower energy (eval,
gray thick line). In a pseudo-atom (bottom panels), the core

electrons and the nucleus are simultaneously eliminated and re-

placed by a pseudopotential (bottom, black solid line); in boron,

one is thus left with just three electrons, two in the s (left) and one

in the p (right) pseudo-valence-orbital. These orbitals should ide-

ally have the same energy eigenvalue and wave function ampli-

tude as the true valence orbitals (top, dashes). The amplitude,

though, can be the same only outside the core: inside it, the true

valence 2s orbital (top left) is radially orthogonal to the core 1s

orbital and changes sign (has one radial node), while, by defi-

nition, the pseudo-valence-orbital (bottom left) has no underlying

core, and is thus nodeless. Similar considerations apply to

energy: the pseudopotential (black solid, bottom panels) may ef-

fectively replace the true potential (black solid, top panels) only

within some energy window around the valence eigenvalue eval.
But this may be sufficient for an excellent approximation of the

atom’s behavior in a molecule or a solid, since bands and bonds

spread the valence energies only a few atomic units away from

the eigenvalue of the isolated atom (see text).
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a distinction between core and valence electrons, and
is a good starting point for introducing the concept of
pseudopotential. It tells that, at least in simple metals
such as, say, sodium or potassium, valence electrons
roughly behave as if core electrons and strongly at-
tractive nuclei simply did not exist. The successful
description of simple metals in terms of quasi-free
electrons (an improvement over Sommerfeld’s model
based on perturbation theory) confirmed that the
combined presence of strong and localized objects –
core shells plus nuclear potentials – effectively results
in a weak periodic perturbation, a lattice of smooth
ionic potentials which slightly repel the valence elec-
trons from the immediate vicinity of the nuclei.

If the basic idea of the pseudopotential method goes
back to Fermi and in some sense also to Hellmann and
Antončik, Phillips and Kleinman were the first, in a
seminal paper which appeared on the Physical Review
in 1959, to show that, inside the core region, the re-
quirement of orthogonality of the valence states to the
inner core states, which pushes the outermost maxi-
mum of the valence wave functions away from the
core region (Figure 2, top left), acts like a repulsive
potential which tends to cancel the attractive nuclear
potential felt by the valence electrons, so that, more
often than not, their combined effect may be well ap-
proximated by a relatively weak repulsive potential, or
pseudopotential (Figure 2, bottom left). As soon as
their ‘‘cancellation theorem’’ was supplemented by the
key observation about the amount of arbitrariness in
the choice of pseudopotentials and their general form,
independently proposed by Bassani and Celli, and by
Cohen and Heine in 1961, a practical prescription
for their use became available. These results raised
enthusiasm in the scientific community of solid-state
theoretical physicists, who started a very fruitful ex-
ploitation of the pseudopotential idea, in combination
with a basis set of plane waves to represent the valence
wave functions. The reason is easily understood. A
crystal with lattice vectors R is described by SCF
equations analogous to the atomic eqn [1], where a
single nucleus is replaced by a periodic array of nuclei,
and the eigenstates labeled by the band index n and
Brillouin-zone wave vector k, satisfy the Bloch condi-
tion cnkðr þ RÞ ¼ eik .RcnkðrÞ. A plane wave eiðkþGÞ . r ,
where G is a reciprocal-lattice vector defined by
eiG .R ¼ 1, individually satisfies the Bloch condition,
and so does any linear combination of plane waves

cnkðrÞ ¼
X
G

cnkðGÞeiðkþGÞ . r ½3�

where cnk(G) are one-electron wave functions in the
reciprocal space. A basis set of plane waves thus rep-
resents a natural choice for solving the crystalline
SCF equations. If the sum in eqn [3] includes all the

reciprocal-lattice vectors G (a complete set of plane
waves), the above expansion becomes an exact trans-
formation, and turns the real-space SCF equations for
cnkðrÞ into their G-space counterpart

X
G0

1

2
jkþGj2dG;G0 þ *vðG�G0Þ

� �
cnkðG0Þ

¼ enkcnkðGÞ ½4�

where *v are the Fourier components (at wave vectors
G00 ¼ G�G0) of the spatially periodic potential due to
the nuclei plus the screening potential #vscreen due both
to the core and to the valence electrons. In practice,
when a numerical solution is being sought, the plane-
wave expansion must be truncated so that only a
finite number Npw of G-vectors, those satisfying
jkþGjoGcut, are included in the sum of eqn [3].
Here is where the elimination of cores and the intro-
duction of pseudopotentials become crucial. If the
smallest length scale in the electronic wave functions is
lmin, one needs at least GcutB2p=lmin, and, in the
expansion of eqn [3], the number of plane waves kþG
included in a sphere of radius Gcut is NpwpG3

cut. In the
true, full-core atom, lmin is dictated by the 1s core
state: because of orthogonality, in the core region
not only the 1s, but also all the higher s states, up
to the valence shell, will have wiggles of length
scale lmin ¼ l1s, which is much smaller than typical
nearest-neighbor (NN) distances and lattice constants
l1s{dNNo a. This makes Npw so large, that the
Npw�Npw matrix corresponding to eqn [4] becomes
practically intractable. (Indeed the computational
effort to diagonalize an Npw�Npw matrix scales like
Npw

3 for a full diagonalization and approximately like

Npw
2 if only the lowest eigenvectors and eigenvalues of

the eqn [4] are being sought.) If, instead, core electrons
can be effectively eliminated, one is left with a crystal
of valence-only, pseudo-atoms where effective ions,
screened by their valence electrons alone, replace the
true ions made of nuclei and core electrons. Unlike the
true valence wave functions, the psuedo-wave-func-
tions are smooth inside the core regions, since, in a
pseudo-atom, the spatial wiggles due to the orthogona-
lity to inner-core states disappear (compare the top and
bottom panels of Figure 2); the minimum electronic
length scale lmin is now comparable to typical nearest-
neighbor distances. So, with respect to the true crystal,
a much smaller number Npw of G-vectors is required
for an accurate expansion of the crystal wave functions
(eqn [3]); the reciprocal-lattice vectors G00 ¼ G�G0 to
be included in the crystal pseudopotential *v ¼ *vpsðG00Þ
of eqn [4] are also few; a numerically affordable
Npw�Npw saecular problem results.

Besides rationalizing the perturbative theory of
the quasi-free-electron model, pseudopotentials thus
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ignited some sort of gold rush in the field of the
electronic states of solids: appropriate pseudopoten-
tials for the electron-ion interaction and a basis set of
a few plane waves for the expansion of the crystal
wave functions were now sufficient, beyond the lim-
its of the perturbation theory, to successfully describe
the valence bands (and thus the electrical and optical
properties) not only of simple metals, but also of
semiconductors and insulators.

Empirical Pseudopotentials

The very argument on orthogonality between valence
and core orbitals suggests that pseudopotentials
should, in principle, be derived from atomic wave
functions.

Luckily, it was clear from the very beginning that,
for quite a number of elements, a local (i.e., angular-
momentum independent, see later) pseudopotential,
given in terms of a few adjustable parameters, could
provide an acceptable approximation of the true
electron-ion interaction. This was true for many sol-
ids, some of which were of paramount technological
importance: alkali metals, simple metals such as al-
uminum, and also elemental and compound semicon-
ductors. Because of this simplification (and also of the
difficulties of fully self-consistent calculations in those
years), much of the early, successful pseudopotentials
were obtained from fits to experimental data and not
from atomic wave functions. A very popular empirical
procedure was, for example, to (1) directly address a
valence-only problem for the crystal: in eqn [4], the
core bands are thrown away from the very start; (2)
forget about self-consistency, and rather (3) treat as
disposable parameters, the (by now few) Fourier com-
ponents *vpsðG�G0Þ of the total crystal pseudopoten-
tial, which replace the true potential *vðG�G0Þ in eqn
[4], and vary them until the experimental optical ab-
sorption spectrum, the effective mass, and/or other
measured quantities were optimally reproduced. In less
than ten years, these (or similar) empirical pseudopo-
tentials gave a substantial contribution to the basic
understanding of many crystalline solids. In particular,
they proved the ideal theoretical tool for bulk semi-
conductors, whose revolutionary impact on technology
happened to boom precisely in those years; alternative
band-structure approaches, excellent for close-packed
solids and transition metals, failed to describe the
highly directional covalent bonds of semiconductors.

Model Pseudopotentials

The success on ideal, periodic bulk solids fueled more
ambitious tasks of great fundamental and tech-
nological interest: the description of electrons at

lattice imperfections of solids, such as surfaces,
vacancies, interfaces.

These imperfections imply a much lower spatial
symmetry than perfect crystals, not only because they
break the translational symmetry, but also because, as
a consequence of their presence, a number of sur-
rounding atoms may be displaced with respect to their
position in the corresponding ideal solid. Periodicity,
and thus Bloch’s theorem and a plane-wave basis, may
still be exploited: one may always treat an arbitrarily
complicated, low-symmetry collection of atoms as
the (large) unit cell, or supercell, of an artificial crys-
tal. But the early applications to imperfect solids
showed that empirical pseudopotentials, tailored to
describe perfect crystals, were not transferable to low-
symmetry systems: the self-consistent rearrangement
of valence electrons around imperfections, with a
reliable dependence of their ground-state energy on
atomic positions (needed to determine equilibrium
atomic displacements), were simply beyond their
scope.

New, transferable pseudopotentials were needed
for this purpose. In other words, potentials which
adequately represent the interaction between ions
and valence electrons not just in a given perfect
crystal but in many different chemical or solid-state
surroundings (isolated atom, molecule, ideal, or im-
perfect crystal). This brought many theorists back to
pseudopotential definitions based on the isolated at-
om, and to the distinction between a bare ionic
pseudopotential vps, bare which replaces the true ion
(nucleus plus core electrons) and never changes, and
valence electrons, which are allowed to self-consist-
ently rearrange (i.e., form different bonds in response
to different environments). Since by electrostatic
arguments, outside the atomic core, such a bare
pseudopotential must have a long-range, attractive
Coulombic tail �Zv/r (where r is the distance from
the nucleus and Zv is the valence charge, equal to the
number of valence electrons in the neutral atom), the
simplest bare pseudopotentials were of the form:

vps;bare ¼
V0; rorc

�Zv=r; r4rc

(
½5�

The only two parameters appearing in the above
model (sometimes reduced to just one, the core ra-
dius rc: see Figure 3 and caption) were determined
either from the isolated self-consistent atom or in
other semi-empirical ways. Of course fancier models,
with more parameters, were also conceived.

To use these bare pseudopotentials in, say, a
molecule or a solid, one had then to screen them
self-consistently with their valence electrons. For
this purpose, the most popular choice within the
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solid-state community was the density-functional
theory by Hohenberg, Kohn, and Sham, which, in
1964–65, had opened a historical avenue toward the
calculation of structural and electronic properties of
atoms, molecules, and extended systems. Here the
screening potential (which appears, e.g., in eqn [1])
is *vscreen ¼ vH þ vxc ¼ vscreenðrÞ, where vH is the
Hartree potential (eqn [2]) and vxc is another func-
tional of the electronic charge density, which in-
cludes, in principle, all the exchange and correlation
contributions due to the quantum many-body nature
of the electronic interacting system. In practice, the
functional vxc was given by the (very fortunate) local
density approximation, which adopts for vxc an
analytic expression derived from the homogeneous
electron gas. This approximately yields a cube root
law vxcðrÞpn1=3ðrÞ and thus, unlike the Hartree
potential (eqn [2]), vxc has a nonlinear dependence
on the charge density: vxc½n1ðrÞ þ n2ðrÞ�avxc½n1ðrÞ�þ
vxc½n2ðrÞ�, a point which will be recalled later on.
More accurate approximations of this functional are
currently used. The density-functional approach has
the additional bonus of a straightforward evaluation
of the ground-state energy (yet another functional of
the electronic density).

Molecular or solid-state systems were thus des-
cribed in terms of model ions, sitting at the atomic
positions, each represented by a model bare-ion pseu-
dopotential like eqn [5], and valence electrons, self-
consistently described with the density-functional
theory. This approach gave important insight into

the charge rearrangement around, for example,
surfaces or defects, but definitely failed to provide
reliable ground-state energies, and thus useful pre-
dictions on equilibrium atomic geometries. In the
case of silicon, for example, it completely missed the
experimentally stable diamond structure. Since, in
the same decade, parallel applications of the density-
functional theory to true, full-core systems (like, e.g.,
atoms and molecules) gave, instead, very reasonable
energies, it appeared very likely that the bug was in
the definition of the model pseudopotential. It was
shown that model pseudopotentials not only gave
poor ground-state energies for crystals, but already
failed to faithfully reproduce the valence charge den-
sity of an isolated atom outside the core region; an
increasing attention was thus paid to the tails of the
pseudo-wave-functions in the isolated atom, with the
goal of a completely coherent, first-principles defini-
tion of the pseudopotential, exclusively based on
atomic wave-functions, within a given self-consistent
scheme (usually the density-functional theory). The
goal appeared very difficult and all the key concepts
and approximations involved in the pseudopotential
theory were critically revisited: is it at all possible
that a smooth, local potential faithfully reproduces
the effect of the true, full-core ion in a variety of
different physical and chemical situations?

Nonlocal Pseudopotentials

From the original Phillips–Kleinman paper, it was
actually clear that the radial orthogonality condition
will, in general, produce angular-momentum depen-
dent pseudopotentials. In boron, for example, the
pseudo-valence-orbital of s symmetry feels an effec-
tive repulsive potential (Figure 2, bottom left) which
is reminiscent of the orthogonality between the true
2s valence orbital and the 1s core orbital (top left).
This is not the case, however, for the 2p valence or-
bitals (top right): for them, no effective repulsion is
required in the pseudo-atom, because 2p is the lowest
possible p state and, already in the true boron atom,
its orbital has no radial nodes: at variance with the 2s
states (top left), the 2p states (top right) have no un-
derlying p-like core to be orthogonal to. In other
words, if a pseudo-boron ion must accurately replace
a true boron ion (nucleus plus core electrons), then,
in the core region, the corresponding pseudopotential
must be repulsive for s valence electrons but at-
tractive for p valence electrons. The same situation
holds not only for boron, but also for the entire first
row of the periodic table (sp elements such as carbon,
oxygen, or nitrogen), and, for similar reasons, for the
first period of d- and f-transition elements. But the sp
angular momentum dependence is not exclusive of

0

0

0

V0

rc

−Zv/r

−Zv /r

−Zv/r

Figure 3 Model bare pseudopotentials. Lower panel: two-pa-

rameter pseudopotential. Upper and middle panels: one-param-

eter pseudopotentials, where the only parameter is the core

radius rc, roughly corresponding to the spatial extent of the out-

ermost core orbitals, or to the outermost radial node of the true

valence orbitals (see Figure 2 and text).
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first-row atoms: second-row and heavier elements,
which have both s and p electrons in the core, will
have a similar, though less dramatic effect. For ex-
ample, the silicon ion (not shown) has two s-shells
but only one p-shell in the core, so its s valence elec-
trons effectively feel a more repulsive potential than
its p electrons. Some angular-momentum dependence
may, in fact, be required for an accurate description
of any element of the periodic table.

Mathematically, such angular-momentum depend-
ent potentials are nonlocal potentials #vNL, whose ac-
tion on a wave function c may be written, in real
space, as

ð#vNLcÞr ¼
Z

dr 0Kðr; r 0Þcðr 0Þ ½6�

where the kernel, for an atom sitting in the origin, is

Kðr; r 0Þ ¼
X
lm

Y�
lmðr̂ÞvlðrÞ

dðr � r0Þ
rr0

Ylmðr̂0Þ ½7�

and the angular-momentm projector selects the com-
ponent of cðrÞ onto which the corresponding vlðrÞ
applies. An s electron will, for example, feel a radial
potential vl¼0 (Figure 2, bottom left, black solid line)
and a p electron a different potential vl¼1 (bottom
right). This is sometimes called a ‘‘semi-local’’ poten-
tial, since it is nonlocal with respect to the direction r̂
(the angular coordinates y, f), but local with respect
to the radial coordinate r (the electron’s absolute
distance from the nucleus). Nonlocal pseudopoten-
tials of this kind attracted interest because, as men-
tioned, neither the local, empirical pseudopotentials
(which had been successful in the basic understan-
ding of bulk metals and semiconductors), nor the
local, semi-empirical model potentials described in
the previous section, could predict reliable structural
properties and ground-state energies. Many groups
reconsidered the possible relevance of nonlocal pseu-
dopotentials and went back to the Phillips–Kleinman
argument, but even an exact orthogonalization to the
core atomic orbitals failed to produce a satisfactory
solution of the transferability problem.

Norm-Conserving Pseudopotentials

The breakthrough came from a (by now classical)
paper of Hamann, Schlüter, and Chiang, which ap-
peared on Physical Review Letters in 1979, closely
followed by a very similar, but independent paper of
Kerker on the Journal of Physics C. They showed
how to incorporate, from first-principles, the pseu-
dopotential scheme within the density-functional
theory. The key property of a transferable ionic
pseudopotential, they said, is to exactly reproduce
for each angular momentum, the corresponding

valence wave function outside the atomic core. To
obtain those exact tails, each valence state of differ-
ent angular momentum must be subject to a different
radial potential, as in eqns [6] and [7].

Why are wave function tails so important? Quali-
tatively, it is clear that they are the key ingredient for
the formation of chemical bonds with neighboring
atoms, and thus for accurate charge densities and
ground-state energies. By the Gauss theorem, if the
tails of the (normalized) pseudo-wave-functions de-
part from the true tails, then also the electrostatics of
the pseudo-atom will inevitably fail to reproduce the
true one. But the key observation was the finding that
an exact reproduction of the tails ensures transfera-
bility: if the tails are right for the isolated atom, then
even in a different chemical environment the pseudo-
atom will behave like the true one.

Let the original Hamann–Schlüter–Chiang recipe
be briefly recalled. First, one chooses a reference
electronic configuration (say, the isolated neutral at-
om) for which the pseudopotential is constructed.
For the true atom, the self-consistent radial equa-
tions, corresponding to eqn [1] with wnlðrÞ ¼ r RnlðrÞ,
are

�1

2

d2

dr2
þ lðl þ 1Þ

2r2
� Z

r
þ vscreen

" #
wnl ¼ enlwnl ½8�

where vscreenðrÞ ¼ vH½nv þ nc� þ vxc½nv þ nc�, and nv,
nc are the charge densities associated to the occupied
valence and core orbitals, respectively. One would
now want to construct a pseudo-atom which, in-
stead, satisfies

�1

2

d2

dr2
þ lðl þ 1Þ

2r2
þ vps;screened

l

" #
wps

l ¼ elw
ps
l ½9�

with el identical to the valence enl of eqn [8]. In eqn
[9], the principal quantum number n can be dropped
since the pseudo-atom has only valence states, and,
for each l, there is just one valence radial pseudo-
wave-function. The presence of a different radial
potential vps;screened

l for each l means that this con-
struction allows for a nonlocal potential of the type
just discussed. Such a construction starts from the
end: one first defines the desired pseudo-wave-func-
tions and then, by inverting the eqn [9], the pseudo-
potential.

In the first step, for each l, an optimal pseudo-wave-
function wps

l ðrÞ is constructed by exactly matching, at
an appropriate core radius rc, the (numerically avail-
able) tail of the corresponding true wave function
with some smooth, analytical, nodeless radial function
defined between r ¼ 0 and r ¼ rc, such that the re-
sulting pseudo-wave-function is still correctly normal-
ized to one. For each l, this implies by construction
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that the partial norm up to rc of the true and pseudo-
wave-functions is identical,Z rc

0

dr½wps
l ðrÞ�2 ¼

Z rc

0

dr½wnlðrÞ�
2 ½10�

since both radial orbitals are normalized to one.
Because of this property, the new generation of first-
principles pseudopotentials was called norm-cons-
erving. The norm conservation, eqn [10], not only
guarantees the correct electrostatics for the chosen
reference atom; its mathematics also ensures, as
shown in the original paper, that the scattering prop-
erties (hence the bonding properties) of the true and
pseudo-atoms closely follow each other over an
energy range of B20 eV around el; this, as confirmed
by a wealth of subsequent applications, amounts to an
optimum transferability. Incidentally, the remarkable
consequences of eqn [10] shed new light on the links
between the pseudopotential method and other elec-
tronic-structure methods.

In the second step, once such a good wps
l ðrÞ has

been built, eqn [9] may be inverted to yield the cor-
responding vps;screened

l , the screened ionic pseudopo-
tential appropriate to the angular momentum l. This
radial function is shown for l ¼ 0 (left) and l ¼ 1
(right) as a solid black line in the bottom panels of
Figure 2.

From vps;screened
l , in the third and final step, the bare

ionic potential vps;bare
l is extracted with a simple un-

screening prescription.

vps;bare
l ðrÞ ¼ vps;screened

l ðrÞ � vH½nps;v� � vxc½nps;v� ½11�

where nps,v is the pseudo-charge-density of the (just
constructed) valence orbitals appearing in eqn [9].
This bare ionic pseudopotential is the actual ingredi-
ent of all subsequent calculations; its pseudo-valence-
electrons will be allowed to self-consistently rearrange
and produce different screening effects in response to
different molecular and solid-state environments.

Pseudopotentials That Work

The Hamann–Schlüter–Chiang prescription proved
extremely successful for many elements of the peri-
odic table: when these nonlocal pseudo-ions were fed
into the scheme based on plane-wave basis functions
proposed in the same years by Ihm, Zunger, and
Cohen, the structural energies predicted by their self-
consistent screening suddenly came out in excellent
agreement with experiments. Not only was the dia-
mond structure finally obtained as the lowest-energy
crystal structure for silicon, but also its bulk modulus
and phonon frequencies, which involve higher
derivatives of the energy with respect to the atomic

positions, were very accurately reproduced from
first-principles, without the need of any adjustable
parameter. This suggested a fully reliable theoretical
framework, at least for materials where electron
correlations are not too strong and the current
approximations of the exchange-correlation density
functional are satisfactory for the corresponding full-
core systems. A second ‘‘pseudopotential gold rush’’
took place, this time aimed at the prediction of
unknown equilibrium geometries of surfaces, defects,
dislocations, and also at phonon spectra and at the
stability of new compounds.

An additional reason for this unprecedented suc-
cess was a remarkable advantage of plane waves over
any set of localized basis functions which – like
atomic orbitals, gaussians, muffin-tin orbitals – are
attached to atoms and follow their positions. With
plane waves, which are independent of the atomic
positions in the crystalline unit cell, interatomic
forces have a particularly simple expression, related
to the Hellmann–Feynman theorem. Forces are thus
another almost automatic, accurate byproduct of a
density-functional self-consistent calculation based
on plane waves and pseudopotentials.

This advantage proved precious in the determina-
tion of equilibrium geometries of unknown low-sym-
metry structures (such as the 2� 1 reconstruction
of the silicon surface established in those years by
Kosal Pandey) or phonon force constants, as shown
by Martin and Kunc; but its vital importance became
apparent when Car and Parrinello, in 1985, invented
a method which combines molecular-dynamics sim-
ulations and the density-functional theory. This idea
opened to pseudopotentials a completely new field:
the real-time microscopic dynamics of the constitu-
ent atoms in covalent and metallic systems, or even
in the context of chemical reactions.

Other outstanding examples of the combined
power of plane waves and pseudopotentials are the
linear-response perturbation theory elaborated in
1987 by Baroni, Gianozzi, and Testa, which allows
the direct calculation of the full phonon dispersion
curves as well as the dielectric and piezoelectric ten-
sors, and the Berry-phase approach to the spontane-
ous polarization of ferroelectric materials, developed
by Vanderbilt and Resta in 1993.

The improved predictive power of contemporary
exchange-correlation functionals, which are superior
to the original local density approximation, and also
some key developments of the original Hamann–
Schlüter–Chiang formulation, presented in the appen-
dix, have made the first-principles pseudopotential
method a standard working tool for the investigation
of real materials and relatively complex molecu-
lar systems not only for theorists, but also for
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experimentalists, both in the field of solid-state phys-
ics and chemistry. The corresponding computer
programs, which in 1980 used to be the privilege of
a few pioneering groups and would require large-
scale computational facilities, are today available in
the public domain and may be executed by an un-
dergraduate student on a personal computer.

Appendix: Key Ingredients of
Contemporary Pseudopotentials

In the previous section, for the sake of clarity and
simplicity, norm-conserving pseudopotentials were
presented in their plain, original version. However,
the predictive power and computational feasibility
reached by contemporary first-principles pseudopo-
tential methods, mentioned at the end of the previous
section, would never have been possible without a
number of significant improvements and innovations
over the original Hamann–Schlüter–Chiang scheme.
They are briefly reviewed in this last section.

Nonlinear Core Correction

Shortly after the discovery of norm-conserving pseu-
dopotentials, Louie, Froyen, and Cohen observed that
the original unscreening procedure is the simplest, but
not always the best one. As a matter of fact, it implic-
itly assumes that, in the true atom (eqn [8]), the
screening potentials depend linearly on the electronic
charge density. If it were so, then there would be no
error when the screening potential due to the valence
charge nv alone, subtracted out at the atomic stage
(eqn [11]), is self-consistently added back to the bare
pseudopotential in the context of a different molecular
or solid-state situation. Unfortunately, such a linear
behavior exactly holds for the Hartree potential vH[n],
which, as evident from eqn [2], is a linear functional of
the charge density n(r) (i.e., vH½nv þ nc� ¼ vH½nv�þ
vH½nc�), but, as already mentioned, does not hold for
the exchange-correlation functional vxc[n], which is a
strongly nonlinear functional of its argument.

Fortunately, core and valence charge densities are
often well separated, and thus scarcely overlapping,
and this nonlinearity may be safely disregarded:
whenever nv rapidly vanishes inside the core and
nc rapidly vanishes outside the core, then, apart
from a small overlap region, the approximation
vxc½nv þ nc�Cvxc½nc� þ vxc½nv�, implicit in the un-
screening procedure (eqn [11]), is a good one. This
is why the original, simple unscreening procedure
works well for many elements of the periodic table –
those with well-separated core and valence shells.

But quite a few elements of the periodic table do
not share the clearcut core-valence separation (both

in real space and in energy) of the examples shown in
Figures 1 and 2. When the underlying core is shallow,
as it happens in most alkali elements, or when two
different principal quantum numbers are present in
the valence shell (like d- or f-transition elements),
and also in a few other cases, the core-valence over-
lap may be remarkable, and the nonlinearity of vxc[n]
can seriously hinder the main virtue of norm-cons-
erving pseudopotentials: their transferability. For
these atoms, such a desirable virtue is recovered by
an alternative unscreening prescription proposed by
Louie and co-workers:

vps;bare
l ðrÞ ¼ vps;screened

l ðrÞ � vH½nps;v� � vxc½nps;v þ nc�

In this way, the core charge density nc(r) of the true
atom (or an appropriate model thereof) becomes an
ingredient of the pseudo-ion, and, although frozen in
the reference atomic state, must be carried along
with the bare-ion pseudopotential vps;bare

l and used in
all subsequent molecular or solid-state calculations;
this is done by adding it back to the pseudo-valence-
charge, of course, within the exchange-correlation
potential only. Such a nonlinear core correction re-
stores the nonlinear character of the interaction be-
tween a valence electron and the ionic core, and
proved to be successful in all the problematic cases
mentioned above, for which it immediately became
the standard solution.

Relativistic Effects and Separable
Pseudopotentials

Two other important developments of modern first-
principles pseudopotentials involve one of the fathers
of the pseudopotential theory, Leonard Kleinman.

One concerns the possibility of including in the
pseudopotential relativistic effects to order a2, where
aC1=137 is the fine-structure constant. Kleinman
showed that the Hamann–Schlüter–Chiang construc-
tion can be generalized to the relativistic case, and
that the resulting pseudopotential can be conveni-
ently used to treat heavy atoms in a nonrelativistic
formalism. The reason for this is that relativistic ef-
fects on the valence electrons are limited to the core
region (only there the valence radial wave functions
of the true atom have wiggles, and thus a very high
kinetic energy), and can be lumped together with
other properties of the core to yield a Schrödinger-
like pseudo-atom. This development opened the way
to the construction of norm-conserving pseudopo-
tentials for the whole periodic table, from hydrogen
to plutonium.

The second development, due to Kleinman and
Bylander, amounts to an approximate transforma-
tion of the kernel K from its original semilocal form,
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given by eqn [7], into a fully nonlocal, but separable
kernel K̃ of the form

K̃ðr; r 0Þ ¼
X
lm

X
b

Y�
lmðr̂Þw�

blðrÞwblðr0ÞYlmðr̂0Þ ½12�

This brings no advantage to the transferability of the
pseudopotential, but there is a consistent computa-
tional advantage over the original semilocal form.
Indeed, the semilocal form requires, to be calculated
and stored in G-space, an Npw�Npw matrix (if Npw

is the number of plane-wave basis functions), where-
as a separable pseudopotential can be factorized as a
product of two Npw dimensional vectors. For this
reason, the Kleinman–Bylander form is now included
in all the computer programs dealing with pseudo-
potentials.

Ultrasoft Pseudopotentials for Hard Atoms

The success of pseudopotentials is largely related to
the fact that pseudo-wave-functions can be expanded
within a tractable number of plane waves. Not
surprisingly, pseudo-atoms with core radii rc imply a
plane-wave cutoff GcutB2p=rc and thus, if the core
radius adopted in the pseudopotential construction is
too small (compared to typical interatomic distanc-
es), then the corresponding pseudopotential is too
hard, in the sense that the number of plane waves
required to describe its norm-conserving wave func-
tions (eqn [10]) becomes unacceptably large. This
happens for the elements with one radially nodeless
orbital (2p, 3d, 4f) in the valence shell. For these
valence states, a norm-conserving pseudo-valence-
orbital cannot be too different from the original true
orbital: near r ¼ 0, they both have to go like rlþ1;
beyond rc, they are identical by construction; be-
tween 0 and rc, they are both nodeless and, by eqn
[10], they must have the same partial norm. Under
these circumstances, it is easy to see that the pseu-
dopotential resulting from the inversion of the
Schrödinger eqn [9] will inevitably have strong spa-
tial variations in the small interval between 0 and rc,
and thus will be hard, requiring too many plane
waves in the corresponding wave functions, as it
happens, for example, in the case of the boron p
pseudopotential, shown in the bottom right panel of
Figure 2.

In order to obtain manageable pseudopotentials
for these atoms, Vanderbilt proposed a radical de-
parture from the Hamann–Schlüter–Chiang proce-
dure: a more complicated pseudopotential scheme
(based on generalized orthonormality conditions)
which, by releasing the condition of norm conservat-
ion, allowed the generation of a new family of very
smooth (ultrasoft), yet reliable and transferable pseu-
dopotentials. In this scheme, the pseudo-wave-func-
tions are allowed to be as soft as possible within the
core region, so that the plane-wave cutoff Gcut can be
reduced dramatically. The scheme works very well
even for the worst cases, the hard atoms mentioned
above: when applied to the study of compounds
involving transition metals and rare-earth atoms as
well as nitrides and oxides, the scheme has proved
accurate and reliable, and has been adopted and im-
plemented by many groups, in spite of its greater
conceptual and numerical complexity.

See also: Crystal Structure; Density-Functional Theory;
Electronic Structure (Theory): Atoms; Electronic
Structure Calculations: Plane-Wave Methods; Electronic
Structure Calculations: Scattering Methods; Hartree and
Hartree–Fock Methods in Electronic Structure; Molecular
Dynamics Calculations; Periodicity and Lattices.

PACS: 71.15.�m; 71.15.Ap; 71.15.Dx; 71.15.Mb;
71.15.Nc; 71.15.Pd; 71.15.Rf
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Introduction

Pyroelectricity provides one of the best performing
principles for the detection of temperature changes.
This occurs in polar matter and results in the ap-
pearance of surface charges proportional to a tem-
perature change DT. The basic structure is a planar
capacitor whose charge Q varies according to
DQ ¼ ApDT, where A is the area of the capacitor
and p the pyroelectric coefficient. A pyroelectric sen-
sor thus directly generates an electric signal, facilita-
ting the integration into electronic circuits.
Pyroelectric crystals, ceramics of ferroelectric mate-
rials, as well as polymers have therefore been used
since the 1960s in thermal infrared (IR) detectors,
joining the earlier thermal IR detection techniques of
bolometers and thermopiles. Since the late 1980s,
pyroelectrics have also been investigated in the form
of thin films and integrated onto micromachined
structures. Pyroelectricity thus made its way from a
scientific curiosity known since 2500 years to a very
useful physical effect that, for instance, enables fire-
men to see through smoke.

Fundamentals

Pyroelectricity is the electrical response of a polar,
dielectric material to a change in temperature. The
origin of this effect lies in polar features that are lined
up with the same orientation along at least one di-
rection in the material. In polymers, the polar fea-
tures are polar molecules or groups. One can thus
identify microscopic dipoles. In inorganic materials it
is often not possible to identify dipoles. It is rather
the anisotropy and anharmonicity of chemical
bonding that results in the center of gravity of the
positive charges moving differently than the center of
gravity of the negative charges upon changing the
temperature. The case is illustrated schematically in
Figure 1 for a periodic one-dimensional structure.
Polarization of periodic structures is a delicate issue
and needs careful discussion. The essential point is
that the spring constants f1 and f2 are different and
vary differently with temperature. The macroscopic
dipole originating from the way the chain is cut is of
no importance because (1) this cut does not change
with temperature, (2) each chain is cut in a different

way and the net charge is averaged out, and (3) there
is anyhow charge compensation with time (leakage).
Changing the temperature leads to a relative dis-
placement of the positive ions with respect to the
negative ones. In Figure 1, the spring constant f2

hardens more than f1 upon cooling and the positive
ions are shifted toward the negative ones to the right.
As a result, the net charges on the electrodes are in-
creased positively on the right, and negatively on the
left. These are the pyroelectric charges. An equivalent
effect results if negative charges (electrons) from
the negative ions move toward the positive ions by a
charge transfer process. More insight into such
mechanisms of covalent nature in ionic crystals have
recently been gained by first-principle calculations.

In crystalline matter, pyroelectricity occurs in all
materials with symmetries that allow the existence of
a polar direction. No symmetry element may exist in
the point group that inverts or rotates this direction
by 1801. Such materials are also piezoelectric, i.e.,
they respond with an electric field to a change of the
shape. From the 20 piezoelectric point groups, 10 are
polar and allow for pyroelectricity. The pyroelectric
effect is anisotropic and depends on the directions of
the electroded faces with respect to the crystal axes:
p ¼ ðpx; py; pzÞ. The highest pyroelectric coefficients
are measured in ferroelectrics. In such substances
there is a spontaneous electric polarization Ps that
can be inverted by the application of an external
electric field, and consequently is a measurable phys-
ical quantity. Upon heating up, Ps diminishes and
becomes zero at the critical temperature of the ferro-
electric–paraelectric phase transition as depicted in
Figure 2 for a second-order phase transition. The
symmetry group of the ferroelectric phase is a
subgroup of the symmetry group of the paraelectric
phase, that is, a number of symmetry elements are
lost (certainly the inversion element, if present in
the paraelectric phase). The direction of Ps is not
uniquely defined. Turning an existing solution by

+ − − ++ + −

Capacitor

Periodicity c

f1 f2

− −

Figure 1 One-dimensional model of a periodic polar material in

a capacitor structure.
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1801 (applying the lost inversion, mirror or rotation
symmetry) yields always another, equally probable
solution. Regions with homogeneous polarization
are called domains. For achieving a macroscopic
polarization, a poling process in an external electric
field – often combined with heating above room
temperature – must be applied to eliminate the 1801
domains and to also possibly switch ferroelastic
domains. The macroscopic orientation obtained after
removal of the external field is called remanent
polarization Pr.

The charges on the electrodes are given by the
electric displacement field D perpendicular to the
electrode faces. Giving the index 3 to this direction,
the pyroelectric coefficient is equal to @D3=@T. The
electric displacement field in ferroelectrics can be
written as DðEÞ ¼ e0Eþ PðEÞ, where e0 means
the permittivity of the vacuum. The polarization
part is much larger and the only temperature-
dependent term. For the present discussion, one can
set D equal to P

DD3 ¼ @P3ðEÞ
@T

DTD
@Pr;3

@T
DT þ @e33

@T
E3DT ½1�

The first term is called the true pyroelectric effect and
p ¼ @Pr;3=@T is the true pyroelectric coefficient. The
second term arises from the first-order correction for
Pr(E). Pyroelectricity, arising due to this second term,
is called induced pyroelectricity. Accordingly, there
are two modes of operations for pyroelectric IR
detectors. The first one works without an external

electric field at a temperature much below the para-
to-ferroelectric phase transition. The polarization Pr

has previously been maximized by hot poling at an
elevated electric field, assuring a good time stability of
p at the application temperature around room tem-
perature. The second mode exploits the peaking of p
near the phase transition. A DC electric field needs to
be applied to obtain a nonzero average polarization.
One speaks of induced pyroelectric currents or some-
times of dielectric bolometer mode, since the field
dependence of P can be considered as a dielectric
property. The applied field has not only the effect of
eliminating 1801 domains, it broadens and shifts
(first-order transition only) the phase transition to
higher temperatures. This leads to a reduction of the
signal. There is thus an optimal DC field (a few
MV m�1) and temperature (see Figure 3) at which the
response is peaking. The temperature of such a device
needs to be stabilized. The advantage of the first
method is the simplicity of operation conditions: no
DC field and no temperature stabilization are needed.
The second method allows higher sensitivities.

In the following the phenomenological theory of
Landau, Ginzburg, and Devonshire (LDG) is used to
gain some better insight into the difference of true and
induced pyroelectricity and to prepare the ground for
discussing materials figure of merits. The free energy
density G of the ferroelectric phase is written as

GðT;PÞ ¼ 1
2 bðT � T0ÞP2 þ 1

4 gP4 þ 1
6 dP6

E ¼ bðT � T0ÞP þ gP3 þ dP5
½2�

The derivation with respect to P yields the electric
field E. The lowest energy at E ¼ 0 yields the spon-
taneous polarization Ps. The inverse permittivity due
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to the ferroelectric effect is equal to the second
derivative of G with respect to P. A general relation is
found for the true pyroelectric coefficient as follows:
p ¼ �bePs. High pyroelectric coefficients are thus
found in materials with high polarization and high
coefficient b. The true pyroelectric voltage response,
which is proportional to p/e, follows the spontaneous
polarization and is thus optimal at low temperatures,
far below the phase transition. In case of a second-
order phase transition (g40), and neglecting the
sixth-order term ðd ¼ 0Þ, the spontaneous polariza-
tion is readily obtained as Ps ¼ ððb=gÞðT0 � TÞÞ1=2.
The true pyroelectric coefficient is derived as p ¼
ð�1=2Þðb=ðgðT0 � TÞÞÞ1=2. The pyroelectric coeffi-
cient diverges at the phase-transition temperature
T0. So does the permittivity, for which below the
critical temperature T0, the relation e�1 ¼
@2G=@P2 ¼ 2bðT0 � TÞ is obtained. The pyroelectric
coefficient obviously behaves as the square root of the
permittivity, that is, p=

ffiffi
e

p
¼ �b

ffiffiffiffiffiffiffiffi
2=g

p
¼ const. In

ideal first-order transitions (go0, d40), the critical
temperature Tc ¼ T0 þ 3g2=ð16bdÞ is above T0 and
the polarization jumps form 0 to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�3g=3d

p
. The per-

mittivity remains finite but jumps as well at Tc. The
jump of Ps at Tc gives rise to large pyroelectric cur-
rents. Induced pyroelectricity is thus very large in
materials with first-order phase transitions. In addi-
tion, the field needed for induced pyroelectricity does
not simply broaden the transition as in the case of
second-order phase transitions, but the discontinuity
of P is preserved up to a certain critical field. The
critical temperature is shifted to higher temperatures
up to a maximal possible value of Tmax ¼ T0þ
ð9g2Þ=ð20bdÞ. For illustration, calculated curves are
depicted in Figure 4 for a model substance.

A further type of phase transition that attracts
attention for being used in the induced pyroelectric
mode is the relaxor-ferroelectric transition. It occurs
typically in specifically disordered ferroelectrics,
where, for instance, the B-site of the perovskite
ABO3 is a mixture of randomly distributed ions
of different valency. In the above-mentioned
PbSc0.5Ta0.5O3, Sc3þ and Ta5þ , ions occupy, in a
1:1 mixture, a site that should have a 4þ ion. If the
two different ions are ordered in a periodic manner,
the above discussed ideal first-order phase transition
takes place; if they are disordered, the ferroelectric
phase is shifted to lower temperatures. Usually,
very high low-frequency permittivities are obtained
around the phase transition. It is thought that ran-
dom internal fields prevent a homogeneous, ferro-
electric polarization. Instead, local polar regions
appear that easily grow in an external field thus
providing for the huge dielectric response. There
are chances that the absence of domain or phase

fluctuations in the relaxor phase allow for working
points with a larger dP/dT and a lower tan d. A
modeling of this issue is missing to date.

The pyroelectric charge is usually not directly
measured as a charge but as a current I through a
capacitor of surface A. Taking the time derivative of
eqn [1]

I ¼ A
dD3

dt
¼ Ap

dT

dt
½3�

The current measurement is much less prone to drifts
and also faster than charge measurements. In addi-
tion, charges are compensated with time either be-
cause of leakage currents through the pyroelectric
capacitor, or by conduction through air, or along the
device surface. For imaging static pictures or tem-
peratures, a chopper is applied that modulates the
infrared radiation falling onto the detector with a
constant angular frequency o ¼ 2pf. The frequency f
amounts to 30–60 Hz for imaging applications.

Several methods have been proposed for the meas-
urement of the pyroelectric effect of bulk or thin-film
samples. The most frequently applied techniques
are based on the pyroelectric current generated by
a temperature ramp of constant rate (i.e., dT/
dt¼ const.), yielding a constant pyroelectric current
according to eqn [3]. One speaks of the Byer–Roundy
technique when a single ramp is applied. It is impor-
tant to check heating and cooling curves, because
the release of trapped charges (thermally induced
currents) might falsify the heating curve. Such trapped
charges are injected into the sample during the
poling procedure. An improvement of the method is

E = 0

E = 0.5 MV m−1

E = 1.0 MV m−1

E = 2.0 MV m−1

Polarization
P

− dP/dT

Temperature

Figure 4 Theoretical behavior of the pyroelectric coefficient as

a function of temperature and for various electric fields, as

derived from the Landau–Devonshire model. The behavior near

the phase transition in the absence of an external field is purely

theoretical, since the average polarization decays to zero by

thermal fluctuations.
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obtained by cycling the temperature periodically.
The temperature is swept up and down with small
amplitudes (e.g., 1 K) and with constant rates (e.g.,
0.25 K s� 1) around a given average temperature. The
pyroelectric current, being proportional to the slope of
the temperature, will switch between two constant
values after some stabilization time. The temperature
is best controlled on a small chuck equipped with
Joule heating and Peltier cooling elements, placed
in a chamber protecting from perturbations. For
higher modulation frequencies, temperature changes
are induced by chopped light absorption (Chyno-
weth). However, this technique is more qualitative
than quantitative as it requires the determination
of thermal properties until the temperature change is
really known. Sometimes the polarization is measured
as a function of temperature. This is rather dan-
gerous, since the polarization must be derived from a
hysteresis loop obtained by switching the polari-
zation. First, it is not sure whether the complete
polarization is switching, second fatigue could reduce
polarization more efficiently than the temperature
increase.

The quality of a sensor does not only depend on
sensitivity, but also on the signal-to-noise ratio (S/N
ratio), or in other words, the noise level. The intrinsic
noise type of pyroelectrics is the Johnson noise of the
capacitor element. For a capacitor of area A and
thickness t, the noise current is obtained as

In ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A

t
4kTðsþ oe tan dÞDf

r
½4�

where s is the leakage conductivity of the pyroelec-
tric thin film (in bulk detectors, the parallel resistor),
o the angular frequency, tan d the loss tangent, Df the
frequency bandwidth, A the surface, and t the thick-
ness of the element. The cross over frequency ocn ¼
s=ðe tan dÞ between resistor type noise and dielectric
noise amounts to typically 0.1–10 Hz. At usual mod-
ulation frequencies of 10–60 Hz, the dielectric noise
is thus dominating. The intrinsic figure of merit of
the dielectric and pyroelectric materials parameters
for an optimal S/N ratio can thus be formulated as

FM ¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e tan d

p ½5�

Various phenomena can contribute to the dielectric
loss. At high frequencies (GHz and higher), the di-
electric loss increases due to interactions of phonons
and AC electric fields. In noncentrosymmetric mate-
rials, the dominating phonon mechanism is the qua-
si-Debye loss mechanism. Thermal fluctuations and
relaxation of phonons lead to charge fluctuations in a
similar way as dipoles give rise to loss in the Debye
theory. In ferroelectrics, domain wall relaxations

play a role as well. In the 1–10 GHz range, there is
usually a relaxation of 1801 domain wall motions.
All these mechanisms yield a tan d that increases at
least linearly with the dielectric constant, that is,
tan dpea, where a is between 1 and 4. It is difficult
to make a general theory on loss mechanisms at very
low frequencies of a few tens of hertz. In this region,
the dielectric loss is governed by defects and ferro-
electric domains. Charged or dipolar point defects
relax with respect to position or orientation, struc-
tural defects may interfere with electric fields by
means of the piezoelectric coupling, and defects may
delay domain wall motions or give rise to a creeping
of domain walls. Many of the low-frequency relax-
ation mechanisms show again a tan d proportional to
e. Near the critical temperature, polarization fluctu-
ation and phonon losses (soft mode) were found to
follow a Curie–Weiss law like the dielectric constant,
meaning that tan d diverges as well at the critical
temperature. This has, for instance, been found in
1991 by R Watton and M A Todd where the loss
tangent and the dielectric constant increase by about
the same factors upon approaching the critical tem-
perature (PbSc0.5Ta0.5O3). The materials figure of
merit FM thus behaves rather like pe� 1 than pe�1/2

especially near critical temperatures.
Evaluating the FM by means of the LDG theory

leads to the conclusion that, in case of second-order
phase transitions, there is no improvement of the in-
trinsic S/N ratio when going closer to the phase
transition. pe� 1/2 is, in fact, independent of temper-
ature, and taking into account the increasing dielec-
tric losses, the intrinsic signal to noise is expected to
decrease with temperature. The case of first-order
transitions is more difficult to judge. The permittivity
does not diverge at the phase transition, there is only
a discontinuity. Lead scandium tantalate showed an
increase of FM of nearly a factor 3, hence a clear
advantage for induced pyroelectricity in this case.
The optimal DC field is, however, not the one at
which the pyroelectric current is peaking, that is, in-
side the hysteretic first-order transition with mixed
phase noise, but just somewhat above the critical
field at which the jump in polarization is lost.

Operational Principles of Pyroelectric
IR Detectors

The main application of pyroelectric materials is
detection of IR radiation. The latter is measured in-
directly by means of a temperature change DT of an
absorbing structure as a result of the absorbed radi-
ation power. The thermal properties of the absorbing
structure have to be suitably designed for obtaining a
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maximal temperature increase DT at the required re-
sponse frequency. DT is obtained from the balance of
the heat flows, as sketched in Figure 5. First of all,
some fraction Z of the IR radiation (power W) falling
onto the element is absorbed, that is, transformed
into heat. The temperature change at a given heat
input Z � W � Dt depends on the heat conductivity G
to the surrounding heat reservoir (heat sink) at tem-
perature T0 and the heat capacity H of the element. It
is supposed that the element exhibits a uniform tem-
perature. Thermal wavelength effects are thus negle-
cted. This is justified in thin structures with uniform
illumination by the IR radiation. (In PbTiO3 with
cp ¼ 3:2 MJ m� 3 K�1 and k ¼ 3:8 W m� 1 K� 1, the
thermal wavelength amounts to 600 mm at 1 Hz
and 20 mm at 1 kHz.) Considering stationary solu-
tions in the frequency domain for an IR power of
W ¼ Wo � eiot, the temperature modulation is readily
obtained as

DTo ¼ ZWo

G þ ioH
; jDToj ¼

ZWo

G
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ o2t2

th

q ½6�

The thermal time constant tth ¼ H=G has been in-
troduced. There are thus two frequency domains
separated by the inverse thermal time constant. The
current responsivity, that is, the current response
per watt of radiation power falling onto the detector
element is obtained as

RJðoÞ ¼
Jo

Wo
¼ pZoA

G
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ o2t2

th

q ½7�

Alternatively, the voltage across a parallel resistor
Rp can be measured. In bulk devices, a value of
10 GO is typically applied (Rp should not exceed the
gate impedance of the amplifier). In thin-film devices,
leakage through the film may yield an Rp in a good

value range. At higher frequencies, the dielectric loss
tangent tan d also comes into play. The conductance
Y of the complete element (thus including the parallel
resistance) is obtained as

jYðoÞj ¼ 1

Rp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 þ oteltan dÞ2 þ o2t2

el

q
½8�

The electrical time constant tel ¼ Rp � C has been in-
troduced. The voltage response is proportional to the
impedance Z ¼ Y�1. Above the angular frequency
tel
� 1, the impedance decreases as o� 1. The pyroelec-

tric element thus works like a low pass filter, cutting
off the high-frequency voltage response. Omitting
the small term in tan d, the complete voltage resp-
onsivity is written as

RVðoÞ ¼ jZðoÞjRJðoÞ

¼ pZoARp

G
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ o2t2

th

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ o2t2

el

q ½9�

The general trends of the two responsivity func-
tions depends on the relative size of the two time
constants. In bulk devices, one generally encounters
telotth. The inverse situation, that is, tel4tth, is
typically thin-film structures. The resultant frequency
behavior for thin films is schematically shown in
Figure 6. In thin-film devices, the parallel resistance
is not directly involved in the voltage response. This
is very advantageous, as film leakage is not easy to
control precisely. The mounting of parallel resistors
can be avoided if the leakage is sufficiently large to
avoid discharging through the input gate of the
voltage amplifier. Observing that C ¼ eA=tp, the res-
ponse can further be developed in the intermediate
region as RVDðZptpÞ=ðeGÞ in case of thin films, and
RVDðZpARpÞ=H in the bulk case. The figure of
merit given in general, FV ¼ p=ecp, corresponds to a

∼
Capacity

C

Parallel
resistance

Rp

U

Power input
�*W

Heat content
H*∆T

Heat loss
G*(T −T0)

Heat sink, T =T0

Figure 5 Schematic of thermal and electrical circuit of a pyroelectric element.
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mix of those two situations, and is relevant in any
case for the high-frequency case. It includes both
the dielectric constant (note that e ¼ e0er) and the
specific heat capacity cp.

A small thickness is favorable to drive the current
response up. The impact of the heat conductivity G
at intermediate and low frequencies, and its unim-
portance at high frequencies, is demonstrated in
Figure 7, which depicts the response of a pyroelectric
detector in air and in vacuum, that is, once with air
convection (large G), and once without air convec
tion (small G).

The ultimate detection limit of a sensor is given by
the intrinsic noise of the detector element. In order
to reach this limit with the complete sensor setup,
the noise contribution from the amplifier and from

external sources of the environment have to be
smaller than the intrinsic noise. Using low-noise am-
plifiers such as J-FET transistors, the theoretical limit
of the intrinsic noise can indeed be reached. The
thermal noise power Pthn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kT2GB

p
is propor-

tional to the square root of the heat conduction G,
and is very small for optimized thin-film devices. The
Johnson noise is normally dominating. The cont-
ributing noise sources are given by the real part g of
the admittance Y. The noise current Jn for a band-
width B is obtained as

Jn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTgB

p
with g ¼ R�1

p þ oC tan d ½10�

The minimal detectable power is the noise equiva-
lent power defined by NEP ¼ Jn=RJ. Very often, the
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detectivity D� is given instead of the NEP:

D� ¼ A1=2B1=2

NEP
¼ RJðoÞA1=2B1=2

Jn
½11�

The multiplication with A1/2B1/2 cancels the surface
and bandwidth contribution from the noise. At high
frequencies, D� is independent of the detection area
and bandwidth. For this reason, D� is frequently
used as a measure of performance to compare dif-
ferent detectors. The best operating conditions are
found near the inverse thermal time constant, where
the S/N ratio is peaking. Ideally, tth should be
matched to t�el tan d. The materials figure of merit
for the detectivity is generally given as

FD ¼ p

cp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e tan d

p ½12�

Table 1 contains a list of representative materials and
their characteristics for pyroelectric applications. It
can be noted that thin-film materials show as good
characteristics as bulk materials, especially when
they are grown epitaxially.

The detectivity D� is a useful quantity to chara-
cterize an IR detector independent of size and detec-
tion bandwidth. However, for thermal imaging
applications, D� alone does not sufficiently charac-
terize the complete device, which also contains an
optical part. The quantity of interest is the minimal
temperature difference of a blackbody target object
with respect to the background temperature one still
can detect. It is called the ‘‘noise equivalent temper-
ature difference’’ (NETD). The procedure to evaluate
this quantity is as follows: the noise voltage Vn of the
detector is measured when the target temperature is
in equilibrium with the background temperature.
The target temperature is increased by DT and the
signal voltage Vs(DT) is measured. The NETD is
derived as

NETD ¼ DT

Vs=Vn
½13�

DT is equal to the NETD if the signal is just equal to
the noise voltage. Of course, the NETD can be re-
lated to the NEP and D� of the detector, knowing the
optical properties of the imaging system. The tem-
perature increase DT has to be such that the increase
of the power falling onto one pixel of the focal plane
array (FPA) equals the NEP. The power increase is
proportional to (dW/dT)DT in the wavelength in-
terval Dl detected, where W is the power density
emitted by the target surface. It is further propor-
tional to the FPA pixel area AD, and the trans-
missivity t of the optics. The reader is referred to
special literature on this topic for the derivation
of general formulas. The formula given below finds T
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frequent use:

NETD ¼ ð4F2 þ 1Þ
AD � t � ðdW=dTÞDl

� NEP

¼ ð4F2 þ 1Þ
A

1=2
D � t � ðdW=dTÞDl

� B1=2

D� ½14�

F is the f-number of the optics. Typically, an NETD
of less than 100 mK is required for uncooled IR-
imaging systems.

State of the Art of Pyroelectric Focal
Plane Arrays

Development of pyroelectric focal plane arrays start-
ed in the 1980s. A device consisting of a reticulated,
60 mm thick pyroelectric ceramic wafer that was
bonded to a CCD readout wafer by means of contact
solder bumps, exhibiting a pixel diameter of 70 mm,
showed an NETD of 400 mK at 25 Hz. A presently
sold commercial product consists of a 14 mm thick
reticulated ceramic wafer with a 50 mm pitch. The
NETD could be reduced to 75 mK, and the spatial
resolution could be increased. The fundamental lim-
its are not yet reached with this camera. However, in
the frame of this ceramic wafer technology, a further
shrinkage of wafer thickness and pitch will become
increasingly difficult. Much more promising are sil-
icon micromachining techniques enabling still small-
er and thinner pixels. Thermal cross talk between
pixels is reduced very much as well. Unfortunately,
there are still processing obstacles preventing integra-
tion of high quality pyroelectric thin-film structures
directly onto silicon based read-out circuits. The
present state of the art arrives at an NTD of 700 mK,

allowing, nevertheless, for high quality IR images. In
principle, micromachining technology would allow
pushing down the NETD to 10–20 mK.

See also: Ferroelectricity; Piezoelectricity.

PACS: 85.50.�n; 77.70.þ a; 77.55.þ f; 85.85.þ j
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Introduction

A semiconductor heterostructure consists of a
layered sequence of two or more semiconductor
materials with different band gaps. The resulting
band-edge discontinuity provides an effective poten-
tial profile (with wells and barriers) for the electro-
nic motion. If the layer thicknesses are of the order
of the electron wavelength, quantum confinement
splits the bulk bands into a number of individual
subbands. Inter-subband optical transitions then be-
come possible, for instance involving only electrons
belonging to the first conduction band. The transi-
tion energy is mainly determined by the width of the
quantum well where the electron wave functions are
contained.

The idea of constructing a unipolar semiconductor
laser operating on inter-subband transitions is due to
Kazarinov and Suris and dates back to the 1970s.
The concept was immediately appealing because of
the artificial nature of the transition, which allows a
full control on its properties by design (energy, dipole
matrix element, nonradiative scattering rate, etc.).
Furthermore, two fundamental aspects are particu-
larly relevant for the implementation in a laser. Both
subbands involved originate from the same bulk
conduction band and therefore are ideally character-
ized by the same effective mass. This produces a
nearly delta-like joint density of states, maximizing
the peak gain dependence on current and tempera-
ture. Furthermore, at the end of the photon emission
process, the electron is still in the conduction band,
and can then be recycled in a subsequent identical
active region to emit another photon, for a number
of times equal to the number of periods.

Despite many practical proposals and attempts,
the first inter-subband laser, emitting in the mid-
infrared at 4.3 mm, was realized only in 1994, at
Bell Laboratories, thanks also to the development
of modern semiconductor growing techniques, like

molecular beam epitaxy (MBE). Population invers-
ion was achieved through current injection via
resonant tunneling, and the device was named
‘‘quantum cascade laser,’’ reflecting the periodic po-
tential profile with the above-mentioned ‘‘cascade’’
of transitions in repeated identical active regions.

In ten years, research on quantum cascade lasers
(QCLs) has rapidly developed, and the devices have
reached considerable performance levels. They cover
the whole mid-infrared range (from 3.4 mm down to
24 mm); single-mode and tuneable emission is rou-
tinely achieved using distributed feedback (DFB) res-
onators; continuous wave output powers as large as
500mW have recently been demonstrated at room
temperature. Lately, far-infrared QCLs with emission
frequencies in the THz range (down to 2.1 THz) have
also been realized, thereby effectively bridging the
gap between quantum photonic sources and classical
electronic oscillators.

Physics and Design

A schematic representation of the band profile of the
inter-subband laser structures originally proposed by
Kazarinov and Suris is shown in Figure 1. In an
applied external electric field, electrons are injected
and traverse a series of identical quantum wells, in
the process emitting a photon at every stage. In panel
(a) the optical transition is within the same quantum
well, between the first excited state and the ground
state. Carriers then tunnel into the second excited
state of the following quantum well, from where
they again relax nonradiatively into the first excited
state and undergo the next optical transition. In
the concept of panel (b), amplification of light takes
place via the tunneling of electrons from the ground
state of one quantum well to an excited state of
the following quantum well accompanied by the
simultaneous emission of a photon.

While these first concepts illustrate well the quan-
tum cascade principle, they turned out to be too sim-
ple for practical implementation, as two main issues
had still to be properly considered. Carrier dyna
mics inside the active region is mainly governed by
scattering between electrons and LO phonons. In the



polar III–V materials, the Fröhlich interaction is very
strong and can lead to scattering rates faster than
1ps�1. This must be compared with radiative life-
times that are of the order of microseconds. Initially,
it was thought that this would hinder population
inversion, or at least make it more difficult, at tran-
sition energies above the LO phonon (36meV in
GaAs), rather than below the reststrahlen band,
where LO phonon scattering is suppressed. Instead,
it turned out that this strong electron–phonon scat-
tering can be exploited to control the level occupa-
tion. The basic concept is sketched in Figure 2. The
scattering rate for phonon emission decays as 1/Q2

with the phonon wave vector Q. At mid-infrared
wavelengths, where the photon energy exceeds that of
the phonon, the wave functions and energies of the
states in the active region are engineered so that lasing
takes place between subbands 3 and 2 while subbands
2 and 1 are separated by an energy close to that of the
LO phonon, that is, the scattering of electrons by LO
phonons becomes a quasiresonant process. Owing to
the different phonon wave vectors involved in the in-
ter-subband scattering processes between levels 3 and
2 (characteristic time t32) and 2 and 1 (t21), the life-
time of level 3, t3, computed as t3B(1/t32þ 1/t31)

�1,
considerably exceeds that of level 2 t2Bt21. In es-
sence, population inversion is achieved via resonant
tunnel injection into subband 3 and using resonant
phonon emission to deplete subband 2.

Solving a simple rate equation system,

@N3

@t
¼ J

q0
� N3

t3
¼ 0

@N2

@t
¼ N3

t32
� N2

t2
¼ 0 ½1�

the population inversion N3�N2 can be written as

N3 � N2 ¼ 1� t2
t32

� �
N3 ¼ 1� t2

t32

� �
t3J
q0

½2�

It is evident from eqn [2] that a gain in a QCL
requires t324t2, that is, extraction of carriers from
the lower laser level must be more rapid than re-
population by carriers which have been non-
radiatively scattered from the upper laser level. Using
the last expression, the gain constant (in mA�1) of a
QCL can then be written as:

g ¼ t3 1� t2
t32

� �
4pq0Z

2
32

l0ne0Lp

1

g32
½3�

where Z32 is the dipole matrix element between
states 3 and 2, l0 is the wavelength of the emitted
light in vacuum, n the refractive index of the guided
optical mode, e0 the vacuum permittivity, and Lp the
cumulative length of the active region and the injec-
tor. g32 (in eV) is the full-width at half maximum

E2

E1

E3
k

�32 > �21

Figure 2 Schematic view of the three subbands labeled 1,2,3 in

the active region of a QCL. The optical transition, represented by

a wavy arrow, is between bands 3 and 2. The straight arrows

indicate possible paths for scattering between electrons and LO

phonons. Owing to the larger energy separation between sub-

bands 3 and 2, the corresponding phonon wave vector is larger

than in a scattering process between subbands 2 and 1. This

resulting difference in the scattering rate is utilized to design

population inversion.
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Figure 1 Schematic band-diagram representation of the

original proposals by Kazarinov and Suris. (a) Electrons undergo

an optical transition between levels 2 and 1 within the same

quantum well and then tunnel into level 3 of the next one, from

where they nonradiatively relax again into level 2. (b) Electrons

undergo a photon-assisted tunnel process from one quantum well

to the next, emitting their energy as photons.
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(FWHM) of the inter-subband electroluminescence
and phenomenologically replaces the expression for
the joint density of states (ideally delta-like).

A second important aspect stems from the fact that
a simple periodic sequence of identical quantum wells
suffers from an intrinsic instability. Under current in-
jection, the electric field across the entire superlattice
will not remain constant, altering the tunneling proc-
ess and leading to the build-up of charges, in turn
affecting the electric field. Carrier transport will there-
fore differ from one superlattice period to the next,
rendering the achievement of gain in such a structure
very problematic. In QCLs, as demonstrated by Faist,
Capasso, and co-workers in 1994, the problem of an
inhomogeneous electric field along the structure can
be solved by the introduction of collector/injector
regions between the ‘‘active’’ quantum wells that host
the optical transition. These regions, called injectors
for short, are doped superlattice structures whose
states form a miniband that collects electrons from the
preceding active region, cools down the carrier distri-
bution, and injects carriers again into the upper laser
level of the following active region. The injector
regions are doped in order to provide a reservoir of
carriers at each stage of the cascade, ensuring electri-
cal neutrality and thereby stabilizing the operation of
the laser over a wide range of currents and voltages. A
pair of one injector/collector region and one active

region forms the building block (often called period or
stage) that is repeated many times to give rise, under
the appropriate bias, to the cascading potential. An
example of a QCL design is shown in Figure 3. The
moduli squared of the relevant wave functions are
shown and the optical transition is indicated by an
arrow. The wave functions belonging to the active
region are drawn as thick lines. The band structure in
the injector is engineered so that the majority of elec-
trons thermalize into the ground state, which is cou-
pled to the active region via the injection barrier. The
thickness of this barrier controls the tunneling time
from the injector ground state into the upper laser
level and is crucial for the operation of QCLs, as its
magnitude affects the injection efficiency. The injector
not only collects carriers from the two lower states of
the active region, but also simultaneously prevents the
loss of carriers into the continuum. To this end, the
minigap of the injector region is made resonant with
the upper laser level. In essence, the injector can also
be viewed as a Bragg reflector that possesses a high
transparency for electrons with an energy equal to
that of levels 2,1 and a stop-band at energies around
that of level 3.

The design concept shown in Figure 3 features an
optical transition vertical in real space and a three-
well active region. As explained above diagonal tran-
sitions (inter-well) are also a possibility. In general,
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Figure 3 Schematic view of a portion of the conduction band structure of a representative lE4.6 mm QCL. Moduli squared of the most

important states in the active region are drawn as thick solid lines labeled 1,2,3, while the injector ground state is labeled g. Carrier

injection takes place from the ground state g into the upper laser state 3 via resonant tunneling through the injection barrier. Electrons

subsequently undergo a radiative transition to level 2 (indicated by a wavy arrow), from which they are scattered mainly by LO phonon

emission to state 1. Finally, they are extracted from state 1 into the states of the injector and thermalize again into the ground state of the

following injector. The miniband comprising the subbands in the injector is shaded in gray. The upper laser state 3 faces a minigap

downstream to prevent electrons from escaping into the continuum.
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vertical transitions are preferred as they possess larger
dipole matrix elements and are characterized by
smaller inhomogeneous broadening. On the other
hand, diagonal ones can be useful to suppress non-
radiative scattering and achieve longer transition
lifetimes. While the ‘‘three-well-vertical’’ design is
probably the most classic, at least for mid-infrared
QCLs, many other ideas have been proposed and
successfully implemented, either to enhance perform-
ances or to obtain novel functionalities (for instance
multi-wavelength or bi-directional emission). A par-
ticularly successful concept is the use of superlattice
(SL) active regions, which are especially effective in
simplifying the achievement of a sizeable population
inversion, even in problematic situations like very
small transition energies. SLs differ fundamentally
from the previously described designs as lasing no
longer takes place between individual subbands, but
occurs between the first and second SL miniband,
across the minigap. In k-space this is at the boundary
of the Brillouin zone (kz¼ p/d), leading to very large
dipole matrix elements. Furthermore, superlattice
active regions readily achieve a population inversion
at kz¼ p/d, owing to a favorable lifetime ratio t2/t32.
While t2 is very short due to the intra-miniband re-
laxation, nonradiative scattering processes from the
bottom of the upper miniband across the minigap
now distribute among the many states of the lower
miniband. This leads to a long time t32, albeit the
total lifetime t3 remains more or less unchanged

compared to that in a quantum well structure. In ad-
dition, superlattice QCLs are capable of carrying very
high current densities without reaching negative dif-
ferential conductance, leading to high output-power
devices.

In a true superlattice, the application of bias along
the SL period lifts the degeneracy of the constituent
subbands; the states then become more and more
localized in their parent quantum well (Wannier–
Stark ladders). In order to prevent such break-up, the
electric field across the active region must be bal-
anced. In the first SL designs, this was achieved by
the re-distribution of the electrons with respect to the
donors, which helped in achieving a flat-band con-
dition in almost the entire active region. This tech-
nique, however, requires the use of large dopant
concentrations. Chirped superlattices instead are
now widely used, in which cancellation of the elec-
tric field at the design value is obtained by varying
the thickness of both wells and barriers leading to a
built-in quasifield of equal magnitude and opposite
sign. By careful design, truly delocalized miniband
states are then recovered. A typical chirped SL design
is shown in Figure 4, which reports the band struc-
ture of the first QCL operating at THz frequencies.

Waveguides and Devices

The resonator is an essential part of every laser. Its
general requirements are low propagation losses and
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Figure 4 Conduction band energy diagram of a 4.4 THz ‘‘chirped’’ SL QCL under an average electric field of 3.5 kV cm� 1. The material

is GaAs-based, and the layer thickness (in nm) are, from left to right, starting from the injection barrier 4.3/18.8/0.8/15.8/0.6/11.7/2.5/

10.3/2.9/10.2/3.0/10.8/3.3/9.9, where Al0.15Ga0.85As layers are in bold face and the 10.2 nm wide GaAs well is doped 4� 1016 cm�3.

Also shown are the moduli squared of the wave functions; the optical transition occurs between states 2 and 1.
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a large overlap of the optical mode with the gain
medium. In QCLs, the most common resonator is the
ridge-waveguide geometry as shown schematically in
Figure 5. Light propagates along the ridge (taken to
be along the x-direction) and is reflected at the back
and front facets due to the step in the refractive
index. Confinement in the y-direction results from
the etching of the ridge. In common interband sem-
iconductor lasers that emit in the visible to mid-
infrared spectral range, dielectric waveguides are
employed to achieve confinement in the z-direction.
In such a waveguide the active core of the laser, in
which light is generated, is sandwiched between
claddings of lower refractive index leading to a
bound optical state peaking in the active core and
decaying exponentially into the claddings. Dielectric
waveguides are indeed used also for QCLs emitting
in the mid-infrared region ranging from lB3.5 mm
to about lB15 mm. The mode profile along z of a
sample waveguide of a QCL emitting at lB10.6 mm
is shown in Figure 6. Only the fundamental TM
mode is plotted as this polarization is implied by the
optical selection rules of inter-subband transitions. It
is interesting to notice that, at mid-infrared wave-
lengths, the refractive index of a semiconductor ma-
terial can be lowered considerably just by increasing
the doping concentration, as the plasma frequency of
the extrinsic electron gas is raised. This allows a
great flexibility in the waveguide design and in the
material choice. In particular effective waveguides
can be realized using the same material all over the
structure, with low doping in the core and large

doping in the claddings (typically this is the case for
GaAs QCLs).

In determining the modal laser gain, the radiation
confinement factor G on the active core has to be
calculated by integrating the intensity over the whole

DFB grating

Contacts

Substrate

Insulation

Figure 5 Schematic view of a QCL ridge. It is typically realized through optical contact lithography and wet chemical etching, with a

lateral size of the order of a few wavelengths. The core of cascading stages is shaded in gray. An insulation layer (normally SiO2 or

Si3N4) is deposited to prevent electrical shorting when the top metallic contact has to extend also away from the ridge (for instance if the

ridges are too narrow to allow wire-bonding on their top). Depicted is the case of a mid-IR laser grown on a conducting substrate. For

THz QCLs, undoped substrates are preferred for their low absorption; in this case, the ‘‘bottom’’ contact has to be lateral. Front and end

facets are obtained by cleaving along a crystal plane but coatings can be applied to alter the reflectivity. Also shown is a buried (in

between core and cladding) grating, lithographically etched to provide DFB operation.
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Figure 6 Mode profile of the fundamental mode of a 10.6mm

QCL. The index profile of the dielectric waveguide is shown as

well. The confinement factor is calculated to be 0.64. The lower

cladding layer is the InP substrate, while the top cladding is made

of several AlInAs layers with various doping concentrations, of

which the topmost one is highly doped (plasmon-enhanced

waveguide) to decouple the mode from the metal–semiconductor

interface. Above and below the stack of active regions and in-

jectors, low-doped InGaAs layers are grown to increase the

overall refractive index of the core. This results in a greater con-

finement factor. The discontinuities occur because the mode is

TM (transverse magnetic), thus the electric field is discontinuous

at the interfaces.
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stack of cascading periods and normalizing it to the
total intensity integral:

G ¼
R
core jEðzÞj

2dzRþN

�N
jEðzÞj2

½4�

Using eqn [3], the expression for the QCL threshold
current density assumes the conventional form:

Jth ¼ aw þ am
gG

½5�

aw and am being the waveguide and mirror losses re-
spectively. The former are mainly determined by free
carrier absorption in the cladding layers, which have
to be doped to allow current injection; the latter are
given by the impedance mismatch between the
waveguide and vacuum (air) at the cleaved facets ac-
ting as front-end and back-end mirrors. In a first ap-
proximation, am can be computed considering a plane
wave being reflected at the interface between the
waveguide and air:

am ¼ � 1

Lcav
ln

nmod � 1

nmod þ 1

� �
½6�

where nmod is the modal refractive index and Lcav is
the length of the laser cavity (typically few mm).

Although in principle there is no spectral limit for
dielectric waveguides, their use at even longer
wavelength is hindered by two facts: with increasing
emission wavelength free carrier absorption in the
cladding layers rises significantly, and, simultaneous-
ly, the necessary waveguide thickness, which scales
approximately linearly with the emission wave-
length, becomes incompatible with MBE growth.
Yet, MBE growth is required to achieve the necessary
precision and reproducibility of the layer thickness in
the active core, although recently MOCVD-grown
QCLs have also been reported. These problems were
solved in long-wavelength QCLs by the introduction
of surface-plasmon waveguides. Surface plasmons
are a peculiar solution of Maxwell’s equations exis-
ting at the interface between materials possessing di-
electric constants e of opposite sign. For an electric
field vector perpendicular to the interface (i.e., TM-
polarization), a bound state is found that propagates
along the interface decaying exponentially in the
perpendicular direction. Such a system is realized, for
example, at the interface between a metal (negative e)
and a low-doped semiconductor. If a metal with a
very large (in absolute value) dielectric constant is
chosen, the penetration of the mode into the metal
can be made very small and the absorption of light in
the metal becomes negligible, reducing the optical

losses experienced by the mode. Surface plasmon
waveguides become advantageous over dielectric
ones above 15mm wavelength or so and guarantee
large confinement factors even with an epitaxial
thickness considerably smaller than the wavelength.
Figure 7 shows the computed mode profile in a
waveguide using this concept for a lB24mm QCL
based on the InP material system. The optical con-
finement reaches a very high value of 88%. Propagat-
ion losses are 42 cm�1, and are caused mainly by the
doped stack of active regions and the penetration
into the doped substrate. A sophisticated version of
the surface plasmon waveguide featuring a second
layer with negative dielectric constant (realized in a
highly doped semiconductor) is customarily emplo-
yed for THz QCLs.

Beyond Fabry–Perot ridge resonators, QCLs have
been made with a variety of optical cavities. Sus-
pended microdisks and cylinder lasers based on
whispering gallery modes have shown the lowest
threshold currents, while deformed stadium-shaped
lasers have been realized to study chaotic light
propagation. The interest for spectroscopic applica-
tions has stimulated the development of single-mode
and tunable devices. As for interband laser diodes,
this is achieved integrating a diffraction grating in the
laser structure (see Figure 5), giving rise to distrib-
uted-feedback (DFB) resonators. Many different
techniques have been developed, relying in turn on
gratings patterned on top of the ridge, buried be-
tween the ridge and the cladding, two-metal gratings
in the top contact, etc. In any case, the presence of
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Figure 7 Waveguide of a lE24mm QCL employing the surface

plasmon to achieve a high confinement factor with a small epi-

layer thickness. In the present case, this is helped by the addi-

tional confinement coming from the low refractive index of the InP

substrate, a feature not available in the GaAs material system.
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the grating provides a strongly frequency-selective
reflection, which ensures laser oscillation only on
the longitudinal mode whose wavelength matches
the grating period. Tunability is provided by the
change of the material refractive index with temper-
ature (which can be induced also by varying the drive
current). High side-mode suppression ratios of more
than 30 dB as well as very narrow line widths can be
obtained. Figure 8 displays an exemplary emission
spectrum and tuning characteristics of a 4.8 mm
wavelength DFB QCL. Finally, external cavity QCLs
have also been recently implemented using an exter-
nal diffraction grating in Littröw configuration, to
allow for a much wider tuning range.

Performance and State of the Art

The first QCLs were realized in the InGaAs/AlInAs
material system-grown lattice matched to InP subst-
rate. Later on strain-compensated structures were
also introduced to increase the available conduction
band offset. Indeed InP-based structures currently
still provide the best QC devices for the mid-infrared
spectral range. The reasons are to be found in the
small electron effective mass, which improves
the radiative efficiency, the rather large band offset,
the good transport characteristics, the low refractive
index substrates, and obviously the very mature

fabrication and processing technology. Typical
threshold current densities are of the order of a
kA cm� 2, with an exponential dependence on the
temperature exp(T/T0) characterized by a large T0 in
between 100K and 200K. Devices have been real-
ized with a varying number of cascade stages,
ranging from a single one to more than one hun-
dred. Obviously the more stages are used in the cas-
cade, the higher output power can be obtained;
however, more periods also mean larger applied
voltages (the voltage drop per period has to be con-
stant), thereby resulting in higher electric power to
be dissipated. In the best lasers, the QC principle,
that above the threshold one photon per period is
generated per each single electron traversing the
structure, has been experimentally verified from the
output power slope efficiency:

@P

@I
¼ 1

2
Np

am
am þ aw

hn
q0

1� t2
t32

� �
½7�

in which NP is the number of stages and n the photon
frequency. Peak output powers of about 2W have
been obtained in pulsed operation; at lE6 mm wave-
length, room-temperature continuous wave (CW) op-
eration with about 0.5W of optical power has been
recently demonstrated in a QCL employing a buried
heterostructure configuration of the ridge (see data
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Figure 8 Single-mode laser emission spectrum of a 4.8 mm DFB QCL plotted in logarithmic scale. A side mode suppression ratio of

about 30 dB is displayed. In the inset the emission frequency dependence on the laser temperature is displayed; the tuning range is

B30 cm�1 from cryogenic to room temperature. (Courtesy of C Gmachl, Princeton University.)
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in Figure 9). It actually took eight years before QCLs
could be driven in CW at room temperature, owing
mainly to the difficult thermal management of a
device needing a few watts of electrical power.

In 1998, the first QCLs in the GaAs/AlGaAs
material system were developed. While these devices
cannot compete with InGaAs/AlInAs ones in the
mid-infrared, GaAs QCLs are the only ones presently
capable of operating in the THz range, thanks to the
highest quality of epitaxial growth and the far-IR
transparency of commercially available GaAs subst-
rates. THz QCLs were first fabricated in 2002, after
solving the problem of population inversion at tran-
sition energies smaller than the LO phonon reso-
nance using SL active regions, and implementing
surface-plasmon-based special waveguides. Current-
ly, they cover the region from 2.1THz to 4.7THz,
with output powers of several tens of mWs, up to a
record temperature of 140K (90K in CW). Interes-
tingly, THz QCLs display the lowest threshold cur-
rent densities, down to a couple of A cm� 2 in an
external magnetic field.

In an opposite direction, material systems with very
large band offsets are being explored to extend the
QC concept to the near-IR, possibly toward commu-
nication wavelengths. In this respect, an important
step has been the very recent development of QCLs in
InAs/AlSb heterostructures. The interest stems from
the possibility of directly modulating QCLs at very
high frequencies, owing to their unipolar nature, and
to the ultrafast electron dynamics; such a feature
is clearly highly desirable for high-throughput data
transmission. Modulation at several GHz has already

been proved, limited probably by parasitic capa-
citance, as well as self-mode-locking on ultrashort
pulses.

As far as the spectral emission properties are con-
cerned, DFB QCLs have shown excellent single-
mode line widths, and are being implemented in an
ever-increasing number of spectroscopic applica-
tions, mainly related to trace-gas detection. Direct
and modulated absorption, photoacoustic spectros-
copy, cavity ring-down, are just a few of the tech-
niques successfully employed. Furthermore, they can
be stabilized on molecular absorption lines using
servo-feedback systems to bring the frequency noise
down to a few Hz, thereby making them appealing
also as frequency standards.

The Future

With the commercialization of mid-IR QCLs already a
developing reality, open research challenges of imme-
diate technological relevance invest the operation of
QCLs in other frequency ranges. Apart from the
already mentioned quest for near-IR devices, many
elements of the newly developed THz QCLs are
presently the object of intense investigation. The im-
provement of temperature performances, single-mode
tunability, and the extension toward 1THz are the
most important goals. In parallel, the application of
THz QCLs to imaging systems and security scanners is
attracting a lot of attention from the industrial world.

In a similar spirit, nonlinear devices integrated
within a QCL cavity are being explored for harmonic
and difference frequency generation, with promising
perspectives. This research is also stimulating the
study of fundamental quantum optics effects using
inter-subband transitions.

Basic aspects of the QC concept are also being
revisited. The interplay between population inversion
and Bloch oscillations is particularly interesting, but
the possibility of realizing QCLs in lower dimen-
sionality nanostructures (such as quantum dots or
nanowhiskers) is probably the most stimulating idea.

Finally, QCLs offer a perfect laboratory system for
developing studies and new devices in various fields
of modern optics. Photonic crystals and surface
plasmon sub-wavelength components are two exam-
ples where QCLs (thanks to their planar TM emis-
sion, long wavelength, and insensitivity to surface
recombination) could have a deep immediate impact.

See also: Electron–Phonon Interactions and the Response
of Polarons; Semiconductor Lasers; Semiconductor Nano-
structures; Semiconductor Optics; Semiconductors, Elec-
tronic Transitions in; Semiconductors, Optical and Infrared
Properties of.
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Introduction

Miniaturization provides us with an intuitive way of
understanding why, in the near future, quantum me-
chanics will become important for computation. The
electronics industry for computers grows hand-in-
hand with the decrease in size of integrated circuits.
This miniaturization is necessary to increase compu-
tational power, that is, the number of floating-point
operations per second (flops) a computer can per-
form. In the 1950s, electronic computers based on
vacuum-tube technology were capable of performing
B103 floating-point operations per second, while
nowadays (2004) there exist supercomputers whose
power is greater than 10 teraflops (1013 flops). As
remarked, this enormous growth of computational
power has been made possible owing to progress in
miniaturization, which may be quantified empirically
in Moore’s law. This law is the result of a remarkable
observation made by Gordon Moore in 1965: the
number of transistors on a single integrated-circuit
chip doubles approximately every 18–24 months.
This exponential growth has not yet saturated and
Moore’s law is still valid. At the present time the
limit is B108 transistors per chip and the typical size
of circuit components is B100 nm. Extrapolating
Moore’s law, it is estimated that around the year
2020, one would reach the atomic size for storing a
single bit of information. At that point, quantum
effects will become unavoidably dominant.

Quantum physics sets fundamental limitations on
the size of the circuit components. The first question
under debate is whether it would be more convenient
to push the silicon-based transistor to its physical
limits or instead to develop alternative devices, such
as quantum dots, single-electron transistors, or mo-
lecular switches. A common feature of all these
devices is that they are at the nanometer length scale,
and therefore quantum effects play a crucial role.

So far, the quantum switches that could substitute
silicon-based transistors and possibly be connected
together to execute classical algorithms based on Boo-
lean logic were discussed. In this perspective, quantum
effects are simply unavoidable corrections that must
be taken into account, owing to the nanometer size of
the switches. A quantum computer represents a rad-
ically different challenge: the aim is to build a machine
based on quantum logic, that is, it processes the in-
formation and performs logic operations in agreement
with the laws of quantum mechanics.

Quantum Logic

The elementary unit of quantum information is
called a qubit (the quantum counterpart of the clas-
sical bit) and a quantum computer may be viewed as
a many-qubit system. Physically, a qubit is a two-
level system, like the two spin states of a spin-1/2
particle, the vertical and horizontal polarization
states of a single photon or the ground and excited
states of an atom.

A classical bit is a system that can exist in two
distinct states, which are used to represent 0 and 1,
that is, a single binary digit. The only possible
operations (gates) in such a system are the identity
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(0-0, 1-1) and NOT (0-1, 1-0). In contrast, a
quantum bit (qubit) is a two-level quantum system,
described by a two-dimensional complex Hilbert
space. In this space, one may choose a pair of nor-
malized and mutually orthogonal quantum states,
called j0S and j1S (say, the eigenstates of the Pauli
operator sz), to represent the values 0 and 1 of a
classical bit. These two states form a computational
basis. From the superposition principle, any state of
the qubit may be written as

jcS ¼ aj0Sþ bj1S ½1�

where the amplitudes a and b are complex numbers,
constrained by the normalization condition jaj2þ
jbj2 ¼ 1.

A quantum computer can be seen as a collection of
n qubits and therefore its wave function resides in a
2n-dimensional complex Hilbert space. While the
state of an n-bit classical computer is described in
binary notation by an integer kA½0; 2n � 1�,

k ¼ kn�12
n�1 þ?þ k12þ k0 ½2�

with k0; k1;y; kn�1A½0; 1� binary digits, the state of
an n-qubit quantum computer is

jcS ¼
X2n�1

k¼0

ckjkS

¼
X1

kn�1;y;k1;k0¼0

ckn�1;y;k1;k0
jkn�1?k1k0S ½3�

where jkn�1?k1k0S � jkn�1S#?#jk1S#jk0S.
Notice that the complex numbers ck are constrained
by the normalization condition

P2n�1
k¼0 jckj2 ¼ 1.

The superposition principle is clearly visible in eqn
[3]: while n classical bits can store only a single
integer k, the n-qubit quantum register can not only
be prepared in the corresponding state jkS of the
computational basis, but also in a superposition. It is
stressed that the number of states of the computa-
tional basis in this superposition can be as large as
2n, which grows exponentially with the number of
qubits. The superposition principle opens up new
possibilities for computation. When one performs a
computation on a classical computer, different inputs
require separate runs. In contrast, a quantum com-
puter can perform a computation for exponentially
many inputs on a single run. This huge parallelism is
the basis of the power of quantum computation.

The superposition principle is not a uniquely
quantum feature. Indeed, classical waves satisfying
the superposition principle do exist. For instance,
consider the wave equation for a vibrating string

with fixed endpoints. Its solutions jjkS satisfy the
superposition principle and one can write the most
general state jjS of a vibrating string as a linear
superposition of these solutions, which are analogous
to eqn [3]: jjS ¼

P2n�1
k¼0 ckjjkS. It is therefore also

important to point out the importance of entanglem-
ent for the power of quantum computation, as com-
pared to any classical computation. Entanglement is
the most spectacular and counter-intuitive manifes-
tation of quantum mechanics, observed in composite
quantum systems: it signifies the existence of nonlo-
cal correlations between measurements performed on
well-separated particles. After two classical systems
have interacted, they are in well-defined individual
states. In contrast, after two quantum particles have
interacted, in general, they can no longer be described
independently of each other. There will be purely
quantum correlations between two such particles,
independently of their spatial separation. Examples
of two-qubit entangled state are the four states of
the so-called Bell basis, jf7S ¼ 1

2ðj00S7j11SÞ and
jc7S ¼ 1

2ðj01S7j10SÞ. The measure of the polari-
zation state of one qubit will instantaneously affect
the state of the other qubit, whatever their distance is.
There is no entanglement in classical physics. There-
fore, in order to represent the superposition of 2n

levels by means of classical waves, these levels must
belong to the same system. Indeed, classical states of
separate systems can never be superposed. Thus, any
computation based on classical waves requires a
number of levels that grow exponentially with n. If D
is the typical energy separation between two conse-
cutive levels, the amount of energy required for this
computation is given by D2n. Hence, the amount of
physical resources needed for the computation grows
exponentially with n. In contrast, due to entanglem-
ent, in quantum physics a general superposition of 2n

levels may be represented by means of n qubits. Thus,
the amount of physical resources (energy) grows only
linearly with n.

To implement a quantum computation, one must
be able to control the evolution in time of the many-
qubit state describing the quantum computer. As far
as the coupling to the environment is neglected, this
evolution is unitary and governed by the Schrödinger
equation. It is well known that a small set of ele-
mentary logic gates allows the implementation of any
complex computation on a classical computer. This is
very important: it means that, when one changes the
problem, one does not need to modify one’s compu-
ter hardware. Fortunately, the same property remains
valid for a quantum computer. It turns out that, in
the quantum circuit model, each unitary transforma-
tion acting on a many-qubit system can be decom-
posed into quantum gates acting on a single qubit
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and a suitable quantum gate acting on two qubits.
Any unitary operation on a single qubit can be con-
structed using only Hadamard- and phase-shift gates.
The Hadamard gate is defined as follows: it turns j0S
into ðj0Sþ j1SÞ=

ffiffiffi
2

p
and j1S into ðj0S� j1SÞ=

ffiffiffi
2

p
.

The phase-shift gate (of phase d) turns j0S into j0S
and j1S into eidj1S. A generic unitary transforma-
tion acting on a many-qubit state can be transformed
into a sequence of Hadamard, phase-shift, and
CNOT gates, where CNOT is a two-qubit gate, de-
fined as follows: it turns j00S into j00S, j01S into
j01S, j10S into j11S, and j11S into j10S. As in the
classical XOR gate, the CNOT gate flips the state of
the second (target) qubit if the first (control) qubit is
in the state j1S, and does nothing if the first qubit is
in the state j0S. Of course, the CNOT gate, in con-
trast to the classical XOR gate, can also be applied to
any superposition of the computational basis states.

The decomposition of generic unitary transforma-
tion of an n-qubit system into elementary quantum
gates is in general inefficient, that is, it requires a
number of gates exponentially large in n (more pre-
cisely, O(n24n) quantum gates). However, there are
special unitary transformations that can be computed
efficiently in the quantum circuit model, by means of
a number of elementary gates polynomial in n. A very
important example is given by the quantum Fourier
transform, mapping a generic n-qubit stateP2n�1

k¼0 akjkS into
P2n�1

l¼0 bljlS, where the vector
fb0;y; bN�1g is the discrete Fourier transform of the
vector fa0;y; aN�1g, that is, bl ¼

PN�1
k¼0 e2pikl=2n

ak.
It can be shown that this transformation can be ef-
ficiently implemented in O(n2) elementary quantum
gates, whereas the best-known classical algorithm to
simulate the Fourier transform, the fast Fourier
transform, requires O(n2n) elementary operations.
The quantum Fourier transform is an essential sub-
routine in many quantum algorithms.

Quantum Algorithms

As shown above, the power of quantum computation
is due to the inherent quantum parallelism associated
with the superposition principle. In simple terms, a
quantum computer can process a large number of
classical inputs in a single run. For instance, starting
from the input state

P2n�1
k¼0 ckjkS#j0y0S, one

may obtain the output state

X2n�1

k¼0

ckjkS#jf ðkÞS ½4�

Therefore, the function f(k) is computed for all k in a
single run (note that one needs two quantum registers

to compute by means of a reversible unitary trans-
formation f(x)). However, it is not an easy task to
extract useful information from the output state. The
problem is that this information is, in a sense, hidden.
Any quantum computation ends up with a projective
measurement in the computational basis: the qubit
polarization is measured along the z-axis for all the
qubits. The output of the measurement process is
inherently probabilistic and the probabilities of the
different possible outputs are set by the basic postu-
lates of quantum mechanics. Given the state [4], one
obtains j %kSjf ð %kÞS with probability jc %kj

2, hence, the
evaluation of the function f(k) for a single k ¼ %k,
exactly as with a classical computer. However, there
exist quantum algorithms that exploit quantum in-
terference to efficiently extract useful information.

In 1994, Peter Shor proposed a quantum algorithm
that efficiently solves the prime-factorization problem:
given a composite odd positive integer N, find its
prime factors. This is a central problem in computer
science and it is conjectured, though not proven,
that for a classical computer it is computationally
difficult to find the prime factors. Shor’s algorithm
instead efficiently solves the integer factorization
problem in Oððn2 log n log log nÞÞ elementary quan-
tum gates, where n ¼ log N is the number of bits
necessary to code the input N. Therefore, it provides
an exponential improvement in speed with respect
to any known classical algorithm. Indeed, the best
classical algorithm, the number field sieve, requires
expðOðn1=3ðlog nÞ2=3ÞÞ operations. The integer facto-
ring problem can be reduced to the problem of finding
the period of the function f ðkÞ ¼ ak mod N, where N
is the number to be factorized and aoN is chosen
randomly. The modular exponentiation can be com-
puted efficiently on a quantum computer and one ob-
tains the state ð1=

ffiffiffiffiffi
N

p
Þ
P2n�1

k¼0 jkSjf ðkÞS. Notice that
there are two quantum registers: the first one stores k,
the second f(k). By measuring the second register, one
obtains the outcome f ð %kÞ. Thus, the quantum
computer wave function collapses onto ð1=

ffiffiffiffiffi
m

p
ÞPm�1

j¼0 j %k þ jrSjf ð %kÞS, where m is the number of
k values such that f ðkÞ ¼ f ð %kÞ, and r is the period of
f(k), that is, f ðkÞ ¼ f ðk þ rÞ. To determine the period
r, one has to perform the quantum Fourier transform
of the first register. It can be seen that the resulting
wave function is peaked around integer multiples
of N/r. From the measurement of this state, one can
extract the period r. It is worth mentioning that there
are cryptographic systems, such as RSA, that are used
extensively today and that are based on the conjecture
that no efficient algorithms exist for solving the
prime factorization problem. Hence Shor’s algorithm,
if implemented on a large-scale quantum computer,
would break the RSA cryptosystem.
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Other quantum algorithms have been developed.
In particular, Grover has shown that quantum com-
puters can also be useful for solving the problem of
searching for a marked item in an unstructured da-
tabase of N ¼ 2n items. The best one can do with a
classical computer is to go through the database until
one finds the solution. This requires O(N) opera-
tions. In contrast, the same problem can be solved by
a quantum computer in Oð

ffiffiffiffiffi
N

p
Þ operations. In this

case, the gain with respect to classical computation is
quadratic.

Quantum Simulation of Physical Systems

The simulation of quantum many-body problems on
a classical computer is a difficult task as the size of the
Hilbert space grows exponentially with the number
of particles. For instance, if one wishes to simulate a
chain of n spin-1/2 particles, the size of the Hilbert
space is 2n. Namely, the state of this system is deter-
mined by 2n complex numbers. As observed by Feyn-
man in the 1980s, the growth in memory requirement
is only linear on a quantum computer, which is itself a
many-body quantum system. For example, to simu-
late n spin-1/2 particles one only needs n qubits.
Therefore, a quantum computer operating with only
a few tens of qubits can outperform a classical com-
puter. Of course, this is only true if one can find an
efficient quantum algorithm and if one can efficiently
extract useful information from the quantum com-
puter. Quite interestingly, a quantum computer can
be useful not only for the investigation of the prop-
erties of many-body quantum systems, but also for
the study of the quantum and classical dynamics of
complex single-particle systems.

For a concrete example, consider the quantum
mechanical motion of a particle in one dimension
(the extension to higher dimensions is straightfor-
ward). It is governed by the Schrödinger equation

i_
d

dt
cðx; tÞ ¼ Hcðx; tÞ ½5�

where the Hamiltonian H is given by

H ¼ H0 þ VðxÞ ¼ � _2

2m

d2

dx2
þ VðxÞ ½6�

The Hamiltonian H0 ¼ �ð_2=2mÞ d2=dx2 governs
the free motion of the particle, while V(x) is a one-
dimensional potential. To solve eqn [5] on a quantum
computer with finite resources (a finite number of
qubits and a finite sequence of quantum gates), one
must first of all discretize the continuous variables x
and t. If the motion essentially takes place inside a

finite region, say �dpxpd, decompose this region
into 2n intervals of length D ¼ 2d=2n and represent
these intervals by means of the Hilbert space of an
n-qubit quantum register (this means that the disc-
retization step drops exponentially with the number
of qubits). Hence, the wave function jcðtÞS is
approximated as follows:

j *cðtÞS ¼ 1

N

X2n�1

i¼0

cðxi; tÞjiS ½7�

where xi � �d þ ði þ 1=2ÞD; jiS ¼ jin�1S#?#
ji0S is a state of the computational basis of the

n-qubit quantum register and N �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP2n�1

i¼0 cðxi; tÞj j2
q

is a factor that ensures correct normalization of the
wave function. It is intuitive that j *cS provides a
good approximation to jcS when the discretization
step D is much smaller than the shortest length
scale relevant for the motion of the system. The
Schrödinger equation [5] may be integrated by
propagating the initial wave function cðx; 0Þ for
each time-step e as follows:

cðx; t þ eÞ ¼ e�ði=_Þ½H0þVðxÞ�ecðx; tÞ ½8�

If the time-step e is small enough, it is possible to
write the Trotter decomposition

e�ði=_Þ½H0þVðxÞ�eEe�ði=_ÞH0ee�ði=_Þ VðxÞe ½9�

which is exact up to terms of order e2. The operator
on the right-hand side of eqn [9] is still unitary, sim-
pler than that on the left-hand side, and, in many
interesting physical problems, can be efficiently im-
plemented on a quantum computer. Advantage is
taken of the fact that the Fourier transform can be
efficiently performed by a quantum computer. One
can then write the first operator in the right-hand
side of eqn [9] as

e�ði=_Þ H0e ¼ F�1eþði=_Þ _2k2=2mð ÞeF ½10�

where k is the variable conjugated to x and F the
discrete Fourier transform. This represents a transfor-
mation from the x-representation to the k-represen-
tation, in which this operator is diagonal. Then, using
the inverse Fourier transform F� 1, one returns to the
x-representation, in which the operator expð�iVðxÞ
e=_Þ is diagonal. The wave function cðx; tÞ at time
t ¼ le is obtained from the initial wave function
cðx; 0Þ by applying l times the unitary operator

F�1eþði=_Þ _2k2=2mð ÞeFe�ði=_Þ VðxÞe ½11�
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Therefore, simulation of the Schrödinger equation is
now reduced to the implementation of the Fourier
transform plus diagonal operators of the form

jxS-eicf ðxÞjxS ½12�

where c is some real constant. Note that an operator
of the form [12] appears both in the computation of
expð�iVðxÞe=_Þ and of expð�iH0e=_Þ, when this lat-
ter operator is written in the k-representation. The
quantum computation of [12] is possible, using an
ancillary quantum register jySa, by means of the fol-
lowing steps:

j0Sa#jxS- jf ðxÞSa#jxS
- eicf ðxÞjf ðxÞSa#jxS
- eicf ðxÞj0Sa#jxS
¼ j0Sa#eicf ðxÞjxS ½13�

The first step is a standard function evaluation and
may be implemented by means of O(n2n) elementary
quantum gates. Of course, more efficient implementa-
tions (polynomial in n) are possible when the function
f(x) has some structure, as is the case for the potentials
V(x) usually considered in quantum mechanical prob-
lems. The second step in eqn [13] is the transformation
jySa-eicyjySa and can be performed in m single-
qubit phase-shift gates, m being the number of qubits
in the ancillary register. Indeed, one may write the
binary decomposition of an integer yA½0; 2m � 1� as
y ¼

Pm�1
j¼0 yj2

j, with yjAf0; 1g. Therefore,

expðiyÞ ¼ exp
Xm�1

j¼0

icyj2
j

 !
¼
Ym�1

j¼0

expðicyj2
jÞ ½14�

which is the product of m single-qubit gates, each ac-
ting nontrivially (differently from identity) only on a
single qubit. The jth gate operates the transformation
jyjSa-expðicyj2

jÞjyjSa, with jyjSaAfj0S; j1Sg vec-
tors of the computational basis for the jth ancillary
qubit. The third step in eqn [13] is just the reverse of
the first and may be implemented by the same array of
gates as the first but applied in the reverse order. After
this step the ancillary qubits are returned to their
standard configuration j0Sa and it is therefore possible
to use the same ancillary qubits for every time-step.
Note that the number of ancillary qubits m determines
the resolution in the computation of the diagonal
operator [12]. Indeed, the function f(x) appearing in
eqn [12] is discretized and can take 2m different values.

An interesting physical model, the so-called quan-
tum sawtooth map, that can be simulated efficiently
on a quantum computer without ancillary qubits is

discussed here. The sawtooth map is a prototype
model in the studies of classical and quantum dy-
namical systems and exhibits a rich variety of phys-
ical phenomena, from complete chaos to complete
integrability, normal and anomalous diffusion, and
quantum dynamical localization. The sawtooth map
belongs to the class of periodically driven dynamical
systems, governed by the Hamiltonian

Hðy; I; tÞ ¼ I2

2
þ VðyÞ

XþN

j¼�N

dðt� jTÞ ½15�

where ðI; yÞ are conjugate action-angle variables
ð0pyo2pÞ. This Hamiltonian is the sum of two
terms, Hðy; I; tÞ ¼ H0ðIÞ þ Uðy; tÞ, where H0ðIÞ ¼
I2=2 is just the kinetic energy of a free rotator (a par-
ticle moving on a circle parameterized by the coordi-
nate y), while Uðy; tÞ ¼ VðyÞ

P
j dðt� jTÞ represents

a force acting on the particle that is switched on and
off instantaneously at time intervals T. Therefore, it is
said that the dynamics described by Hamiltonian [15]
is kicked. It is easy to integrate the Hamiltonian equa-
tions of motion and find that the evolution from time
tT� (prior to tth kick) to time (tþ 1)T� (prior to the
(tþ 1)th kick) is described by the map

Itþ1 ¼ It þ FðytÞ; ytþ1 ¼ yt þ TItþ1 ½16�

where FðyÞ ¼ �dVðyÞ=dy is the force acting on the
particle. In the following, the special case VðyÞ ¼
�kðy� pÞ2=2 is considered. This map is called the
sawtooth map, since the force FðyÞ ¼ �dVðyÞ=dy ¼
kðy� pÞ has a sawtooth shape, with a discontinuity at
y ¼ 0. By rescaling I-J ¼ TI, the classical dynamics
is seen to depend only on the parameter K ¼ kT. The
classical motion is stable for �4pKp0 and com-
pletely chaotic for Ko� 4 and K40. For any K40,
one has normal diffusion in the action (momentum)
variable: /ðDJtÞ2SEDðKÞt, where DJ � J �/JS and
/yS denotes the average over an ensemble of
trajectories. For K41, DðKÞEðp2=3Þ ðK2Þ.

The quantum version of the sawtooth map is ob-
tained by means of the usual quantization rules, y-y
and I-I ¼ �i@=@y (set _ ¼ 1). The quantum evolut-
ion in one map iteration is described by a unitary
operator U acting on the wave function c:

ctþ1 ¼ Uct ¼ UTUkct;

UT ¼ e�iTI2=2; Uk ¼ eikðy�pÞ2=2 ½17�

The effective Planck constant is given by _eff ¼ T and
the classical limit corresponds to k-N and T-0
while keeping K ¼ kT constant.

In the following, an exponentially efficient quan-
tum algorithm for simulation of the map [17] is
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described. It is based on the forward/backward quan-
tum Fourier transform between momentum and angle
bases. Such an approach is convenient since the op-
erator U is the product of the two operators Uk and
UT , which are diagonal in the y and I representations,
respectively. This quantum algorithm requires the
following steps for one map iteration:

1. Apply Uk to the wave function c(y). In order to
decompose the operator Uk into one- and two-qubit
gates, first of all, y is written in binary notation:

y ¼ 2p
Xn

j¼1

aj2
�j ½18�

with aiAf0; 1g. Here n is the number of qubits, so
that the total number of levels in the quantum
sawtooth map is N ¼ 2n. One can insert eqn [18]
into the unitary operator Uk, obtaining the decom-
position

eikðy�pÞ2=2 ¼
Yn

i; j¼1

ei2p
2k ai2

�i�ð1=2nÞð Þ aj2
�j�ð1=2nÞð Þ ½19�

which is the product of n2 two-qubit gates, each
acting nontrivially only on the four-dimensional
sub-space spanned by the qubits i and j.

2. The change from the y to the I representation is
obtained by means of the quantum Fourier trans-
form, which requires and n(nþ 1)/2 elementary
quantum gates.

3. In the I representation, the operator UT has es-
sentially the same form as the operator Uk in the y
representation, and therefore it can be decom-
posed into n2 two-qubit gates, similar to eqn [19].

4. Return to the initial y representation by applica-
tion of the inverse quantum Fourier transform.

Thus, overall, this quantum algorithm requires
3n2þ n gates per map iteration. This number is to be
compared with the O(n2n) operations required by a
classical computer to simulate one map iteration by
means of a fast Fourier transform. Thus, the quan-
tum simulation of the quantum sawtooth map dy-
namics is exponentially faster than any known
classical algorithm. Note that the resources required
for the quantum computer to simulate the evolution
of the sawtooth map are only logarithmic in the sys-
tem size N.

As an example of the efficiency of this quantum
algorithm, Figure 1 shows the Husimi functions,
taken after 1000 map iterations, for K ¼ �0:1,
�ppJop (torus geometry). The classical limit is
obtained exponentially fast by increasing the number
of qubits n, with _eff ¼ T ¼ 2p=2n ðk ¼ K=T;�N=2

pIoN=2Þ. For this value of K, the classical limit is
characterized by a complex hierarchical structure of
the phase space down to smaller and smaller scales
and by anomalous diffusion in the variable J. It is
noted that n ¼ 6 qubits are sufficient to observe the
quantum localization of the anomalous diffusive
propagation through hierarchical integrable islands.
At n ¼ 9, one can see the appearance of integrable
islands, and at n ¼ 16 the quantum Husimi function
explores the complex hierarchical structure of the
classical phase space.

However, there is an additional aspect to be taken
into account. Any quantum algorithm has to address
the problem of efficiently extracting useful informa-
tion from the quantum computer wave function. In-
deed, the result of the simulation of a quantum
system is the wave function of this system, encoded
in the n qubits of the quantum computer. The prob-
lem is that, in order to measure all N ¼ 2n wave
function coefficients by means of standard polariza-
tion measurements of the n qubits, one has to repeat
the quantum simulation a number of times exponen-
tial in the number of qubits. This procedure would
spoil any quantum algorithm, even in the case,
like the present one, in which such algorithm could

Figure 1 Husimi function for the sawtooth map in action angle

variables ðJ ; yÞ, with �ppJop (vertical axis) and 0pyo2p
(horizontal axis), averaged in the interval 950ptp1000, for

K ¼ �0:1, T ¼ 2p=2n , n ¼ 6 (top left), 9 (top right), 16 (bottom

left), and classical density distribution (bottom right). A momen-

tum eigenstate, jcð0ÞS ¼ m0Sj , with m0 ¼ ½0:38 � 2n � is con-

sidered as initial state at time t ¼ 0; the classical plot is obtained

from an ensemble of 108 trajectories, with initial momentum

J0 ¼ 0:38 � 2p and random angles. The color is proportional to

the density: blue for zero and red for maximal density.
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compute the wave function with an exponential gain
with respect to any classical computation. Neverthe-
less, there are some important physical questions that
can be answered in an efficient way. Two significant
examples are discussed.

Dynamical localization is one of the most interesting
phenomena that characterize the quantum behavior
of classically chaotic systems: quantum interference
effects suppress chaotic diffusion in momentum,
leading to exponentially localized wave functions.
Dynamical localization can be studied in the sawtooth
map model. In this case, map [17] is studied on the
cylinder ½IAð�N;þNÞ�, which is cut-off at a finite
number N of levels due to the finite quantum (or clas-
sical) computer memory. Similar to other models of
quantum chaos, quantum interference in the sawtooth
map leads to suppression of classical chaotic diffusion
after a break time t%BDI where DIE/ðDItÞ2S=t is
the classical diffusion coefficient. For t4t%, while the
classical distribution goes on diffusing, the quantum
distribution reaches a steady state which decays expo-
nentially over the momentum eigenbasis:

Wm � j/mjcSj2E1

c
exp � 2jm � m0j

c

� �
½20�

where cBDI is known as the localization length and
m0 is the initial value of the momentum (the index m
singles out the eigenstates of I, that is, IjmS ¼ mjmS).

Therefore, for t4t% only

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/ðDIÞ2S

q
Bc levels are

populated. For the sawtooth map, cEDIEðp2=3Þk2.
Figure 2 demonstrates that exponential localization,
obtained using the above-described quantum algor-
ithm, can already be clearly seen with n ¼ 6 qubits.
The exponentially localized distribution, appearing at
tEt%E10, is frozen in time, apart from quantum
fluctuations. The freezing of the localized distribution
can be seen from comparison of the probability dis-
tributions taken immediately after t% and at a much
larger time t ¼ 300E25t%.

The localization length can be measured by run-
ning the quantum algorithm described above, re-
peatedly up to time t4t%. Each run is followed by a
standard projective measurement on the computa-
tional (momentum) basis. Since the wave function at
time t can be written as jcðtÞS ¼

P
m
#cðm; tÞjmS,

such a measurement gives outcome %m with probabil-
ity W %m ¼ j #cð %m; tÞj2. The results of the measurements
are stored in a histogram and then the localization
can be extracted from a fit of the exponential decay of
this histogram over the momentum basis. The
number of runs and measurements required to esti-
mate c depends on the desired accuracy but not on c
itself. Let the gain of quantum computation of the

localization length be estimated with respect to clas-
sical computation. First of all, recall that it is neces-
sary to make about t% ¼ OðcÞ map iterations to
obtain the localized distribution. This is true, both for
the present quantum algorithm and for classical com-
putation. It is reasonable to use a basis size N ¼ OðcÞ
to detect localization (say, N equal to a few times the
localization length). In such a situation, a classical
computer requires Oðc2 log cÞ operations to extract
the localization length, while a quantum computer
would require Oðcðlog cÞ2Þ elementary gates. Indeed,
both classical and quantum computers need to per-
form tEt% ¼ OðcÞ ¼ OðNÞ map iterations. There-
fore, the quantum computer provides a quadratic
speed-up in computing the localization length. It is
also interesting to notice that, even though the speed-
up is only quadratic, the advantage of the quantum
computer in memory resources remains exponential.
This point becomes crucial in many-dimensional or
many-body physical models, in which, using a clas-
sical computer, it is very hard, if not impossible, to
merely establish if the system is localized or not.

One may ask the following question: why is the
speed-up in computing the localization length not
exponential, even though a single step of the dynam-
ical evolution can be simulated with exponential
speed-up? The ultimate reason is that in the diffusive
process that precedes localization, the spread of
information is ‘‘slow.’’ More precisely, the number N
of quantum levels which are significant to describe
the system’s dynamics grow only as a square root
of time. Therefore, in order to use N levels, the
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Figure 2 The probability distribution over the momentum basis

for the sawtooth map with n ¼ 6 qubits, k ¼
ffiffiffi
3

p
, K ¼

ffiffiffi
2

p
, and

initial momentum m0 ¼ 0; the time average is taken in the in-

tervals 10ptp20 (red curve) and 290ptp300 (blue curve). The

straight line fit, WIpexpð�2jmj=cÞ, gives a localization length

cE12. Note that the logarithm is base ten.
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dynamics must be iterated up to a timescale which is
p

ffiffiffiffiffi
N

p
, that is, exponential in the number of qubits.

The quantum computation can provide an expo-
nential gain (with respect to any known classical
computation) in problems that require the simulation
of dynamics up to a time t which is independent of
the number of qubits. In this case, provided that one
can extract the relevant information in a number of
measurements polynomial in the number of qubits,
one should compare O(t(logN)2) elementary gates
(quantum computation) with O(tN logN) elementa-
ry gates (classical computation). This is the case of
dynamical correlation functions of the form

CðtÞ �/cjAwðtÞBð0ÞjcS
¼/cjðUwÞtAwð0ÞUtBð0ÞjcS ½21�

where U is the time-evolution operator [17] for the
sawtooth map. Similarly, one can efficiently compute
the fidelity of quantum motion, which is a quantity
of central interest in the study of the stability of
quantum motion under perturbations. The fidelity
f(t) (also called the Loschmidt echo), measures the
accuracy with which a quantum state can be recov-
ered by inverting, at time t, the dynamics with a
perturbed Hamiltonian. It is defined as

f ðtÞ ¼ /cjðUw
e Þ

tUtjcS ¼ /cjeiHete�iHtjcS ½22�

Here the wave vector jcS evolves forward in time
with Hamiltonian H up to time t and then evolves
backward in time with a perturbed Hamiltonian He.
If the evolution operators U and Ue can be simulated
efficiently on a quantum computer, as is the case in
many physically interesting situations, then the fidel-
ity of quantum motion can be evaluated with expo-
nential speed-up with respect to known classical
computations. The same conclusion is valid for the
correlation functions [21].

Quantum Noise

Any practical implementation of a quantum compu-
ter will have to face errors, due to the inevitable
coupling of quantum processors to the surrounding
environment or to device imperfections. The first
kind of error is known as decoherence and is a threat
to the actual implementation of any quantum com-
putation. More generally, decoherence theory has a
fundamental interest beyond quantum information
science, since it provides explanations for the
emergence of classicality in a world governed by
the laws of quantum mechanics. The core of the
problem is the superposition principle, according to
which any superposition of quantum states is an

acceptable quantum state. This entails consequences
that are absurd according to classical intuition, like
the superposition of ‘‘cat alive’’ and ‘‘cat dead’’ that
is considered in the Schrödinger’s cat paradox. The
interaction with the environment can destroy the
coherence between the states appearing in a super-
position (for instance, the ‘‘cat alive’’ and ‘‘cat dead’’
states). Therefore, decoherence invalidates the quan-
tum superposition principle, which is at the heart of
the power of quantum algorithms.

The presence of device imperfections, although not
leading to any decoherence, also hinders the imple-
mentation of any quantum computational task.
Imperfection effects can be modeled as follows: the
quantum computer is seen as a lattice of interacting
spins (qubits) where, due to the unavoidable presence
of imperfections, the spacing between the up and
down states and the couplings between the qubits are
both random. The Hamiltonian of this model reads,
for a linear array of n qubits, as follows:

HS ¼
X

i

ðD0 þ diÞsz
i þ

X
ioj

Jijsx
i s

x
j ½23�

where the si are the Pauli matrices for the qubit i, and
D0 is the average level spacing for one qubit. The
second sum in eqn [23] runs over nearest-neighbor
qubit pairs and di, Jij are randomly and uniformly
distributed in the intervals [� d/2, d/2] and [� J, J],
respectively. It is assumed that the phase accumula-
tion given by D0 can be eliminated by standard spin
echo techniques, while the other terms give unwanted
phase rotations and qubit couplings. In Figure 3, the
limits to quantum computation due to hardware
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Figure 3 Fidelity as a function of t, for the sawtooth map with

parameter values as in Figure 1, n ¼ 9 qubits, J ¼ d (red lines)

and J ¼ 0 (blue lines). From top to bottom: imperfection strength

e ¼ dtg ¼ 10�5, 3�10�5, 10� 4, 3�10�4, 10� 3. Here tg de-

notes the time interval between consecutive quantum gates.
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imperfections in a concrete example are illustrated,
the quantum algorithm simulating the sawtooth map.
The fidelity of quantum computation, defined by
f ðtÞ ¼ j/ceðtÞjc0ðtÞSj2 is plotted, where jceðtÞS is
the actual quantum wave function in the presence
of imperfections and jc0ðtÞS is the quantum state
for a perfect computation. One can show that the
fidelity drops with time according to the law
f ðtÞEexpð�At2Þ, as expected, for small e, from per-
turbation theory. The constant ApnqðengÞ2, with
ng ¼ 3n2 þ n number of quantum gates per map it-
eration. Therefore, a reliable quantum computation is
possible up to a timescale tfpe�1n�1

g n
�1=2
q . A longer

quantum computation would necessarily require the
implementation of quantum error correcting codes.

Final Remarks

A few significant examples have been discussed
showing the capabilities of a quantum computer in
the simulation of complex physical systems. A quan-
tum computer with a few tens of qubits, if con-
structed, would outperform a classical computer in
these kinds of problems. Many proposals have been
put forward to build a real quantum computer,
ranging from atomic physics to solid-state devices. At
present, it has been possible to demonstrate several
quantum algorithms using NMR quantum processors
(with up to seven qubits) and cold ions in a trap,
while, in the solid-state arena, two-qubit conditional
gate operation has been demonstrated using a pair of
coupled superconducting qubits. In these implemen-
tations, quantum noise effects allow a reliable quan-
tum computation only up to a few tens of quantum
gates, in the best cases. Therefore, decoherence and
imperfection effects appear to be the ultimate obstacle
to the realization of a large-scale quantum computer.

See also: Nonlinear Dynamics and Nonlinear Dynamical
Systems; Quantum Mechanics: Foundations.

PACS: 03.67.Lx; 05.45.Mt; 05.45.Pq
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Introduction

A ‘‘quantum device’’ could be defined as a device
whose functionality or principle of operation depends
essentially on quantum mechanical effects. However,
this definition somehow seems too vague. For exam-
ple, a chair obtains its holding power from the
quantum mechanical overlap of the wave functions

of its constituents or a toaster relies on quantum

mechanical scattering processes for converting elec-

trical current into heat. Therefore a ‘‘quantum

device’’ shall be defined here as a ‘‘man-made device

that intentionally employs or harnesses quantum

mechanical effects for its operation.’’ This article is

limited to condensed matter devices, thus completely

(but intentionally) bypassing the ‘‘natural’’ use of

quantum mechanics in living organisms.
A large number of devices already function based

on the control of quantum mechanical interactions

or effects. Prominent examples are the LASER (light
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amplification by stimulated emission of radiation)
and the SQUID (superconducting quantum interfer-
ence device). A possibly larger number awaits its
commercialization or even their invention. This sec-
tion discusses, in particular, quantum devices with
‘‘reduced dimensionality.’’ These shall be understood
as devices that rely on structures that confine charge
carriers in one, two, or all three dimensions. Such
systems are called quantum films or wells, quantum
wires, and quantum boxes, respectively. Given the
typical de Broglie wavelength of electrons in semi-
conductors, typical sizes of such structures are in the
1–10 nm range. It is noted that currently (2004) the
smallest feature size in mass-market consumer elec-
tronics is below 100 nm. The predicted miniaturiza-
tion will hit the 10 nm mark in the years beyond
2010. Therefore quantum effects seem unavoidable
in mainstream microelectronics.

The natural enemies of quantum devices are de-
phasing events such as scattering of an otherwise
coherently evolving state, increasing temperature, ei-
ther due to higher scattering rate or the modification
of thermodynamic distribution functions, and inc-
reasing structural size, mostly leading to a transition
to classical behavior.

Quantum Mechanical Effects

The quantum effects that are used in quantum devic-
es are sorted by increasing order of complexity and
decreasing order of fundamental understanding and
employment in devices:

1. single particle effects,
2. Pauli’s exclusion principle,
3. quantization of electronic states in confining

potentials,
4. tunneling effect,
5. spatial and temporal coherence of the wave func-

tion,
6. spin,
7. quantum liquids, and
8. entanglement.

Examples for the use of these effects in condensed
matter devices is discussed below. The list, however,
may not be exhaustive as eventually any quantum
mechanical effect, for example, the quantization of
other degrees of freedom or still unexplored effects,
may be used in devices.

Quantization in Potential Wells

Quantum devices of reduced dimensionality depend
some way or another on the presence of potential

wells that limit the motion of charge carriers in c
dimensions compared to bulk material. The motion
can be limited in one dimension within a quantum
film or well (QW), in two dimensions within a quan-
tum wire (QWR), or in all three dimensions within a
quantum dot (QD) or box. These structures can be
combined to double or multiple structures or even
periodic arrays (Table 1).

The confining potential can arise from applied
spatially modulated electric potentials or the effect of
band offsets in heterostructures or a combination of
both. The quantization depends on the size, shape,
and barrier height of the confining potential. By con-
trolling the barrier height between confinement
structures the degree of quantum mechanical coup-
ling can be varied.

The simplest picture arises from the particle in a
rectangular box with side lengths Lx, Ly, and Lz and
infinite barriers. The quantization energy is given by

E ¼ p2_2

2m

n2
x

L2
x

þ
n2

y

L2
y

þ n2
z

L2
z

 !

with m being the effective mass of the particle (here
taken as isotropic) and the ni being the quantum
numbers ðniX1Þ.

If the confining potential is harmonic, the energy
levels are equidistant.

E ¼ ðd=2þ nÞ_o

d ¼ 3� c shall be the dimension of the confinement
potential with c being the number of confined dimen-
sions. For a parabolic confinement potential the
generalized Kohn’s theorem applies, which states
that the resonance energies of many electrons in the
dot are the same as for a single electron and that
dipole radiation interacts only with the center of
mass motion of the electrons.

Since self-assembled nanostructures often involve
strained systems, the confining potential depends on

Table 1 Structures with two-, one-, and zero-dimensional

confinement

Confinement of

motion to c

dimensions

Name Combination

of two

Periodic

structure

2 Quantum

well

Double

quantum

well

Superlattice

1 Quantum

wire

Quantum

wire pair

Quantum

wire array

0 Quantum

dot

Quantum dot

molecule

Quantum dot

chain
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the local strain and the resulting piezoelectric field
which may be spatially strongly inhomogeneous.

The finite barrier height limits the number and
confinement energy of confined states. In quantum
dots, there is a critical minimum size for which at
least one state is confined. Quantum dots smaller
than the critical size do not exhibit any confined
states, as opposed to quantum wells that always have
at least one localized and quantized state.

Two-Dimensional Carrier Gases

A particularly important confined electron system is
the two-dimensional electron gas (2DEG). Such a gas
can develop in a quantum well. However, a single
interface between two semiconductors of different
bandgaps is sufficient to cause the creation of
a 2DEG. If modulation doping, that is spatially in-
homogeneous doping, is used, a high carrier concen-
tration can be achieved in the 2DEG without the
dopant atoms being located in or close to the 2DEG.
In this way, impurity scattering is avoided and a high
mobility is achieved. For GaAs/AlGaAs structures the
mobility record (2004) stands at 3:1� 107 Vs cm�2

at low temperatures. Thus, 2DEG and its manipula-
tion are the basis for many quantum devices.

In a high electron mobility transistor (HEMT), the
transport in a 2DEG is used as channel conductivity in
a field effect transistor. HEMTs display high trans-
conductance and low noise figure and are used for
many high-frequency applications such as satellite re-
ceivers. In order to maximize the carrier confinement,
pseudomorphic quantum wells, for example, InGaAs/
AlGaAs on GaAs, are used. The highest performance
is achieved with InGaAs/InAlAs quantum wells on InP
substrate. In order to transfer this technology to
(larger and cheaper) GaAs substrates, a metamorphic,
dislocated buffer is grown, and such a device is called
MHEMT. Similar strategies apply to SiGe/Si HEMTs.

Magnetotransport effects in 2DEGs at low tem-
perature have been studied in detail for a while. In
the integral quantum Hall effect (IQHE) the con-
ductivity of the 2DEG exhibits extended plateaus for
a range of magnetic fields with a well-defined con-
ductivity value sxy that takes integer multiples of
e2h�1. This quantum mechanical value is found to be
independent from details of the sample (within rea-
sonable spread) such as doping, layer thickness, and
growth method. The IQHE can be used for fabrica-
tion of a standard for the resistance and the unit
‘‘ohm.’’ The precision of the QHE normal is two or-
ders of magnitude better than the realization of the
ohm in the SI system. For this purpose, parallel and
serial circuits of QHE resistors can also be used and
an AC measurement technique can be devised.

It is to be noted that more complicated phenom-
ena, the fractional quantum Hall effect, are observed
and discovered in such quantum liquids at even more
extreme conditions (very low temperatures and high
magnetic fields).

Quantum wells are also very successfully used
as active mediums in semiconductor laser diodes.
Charge carriers are captured efficiently from the bar-
rier material (high bandgap) into a quantum well or
multiple quantum wells (low bandgap). Due to their
small thickness a high-density carrier gas is easily
achieved and inversion is reached quickly. The finite
density of states at the sub-band edges provides a
favorable gain spectrum. This leads ultimately to low
lasing threshold current of B40A cm� 2. Their com-
bination with high-finesse optical cavities using high-
reflectivity dielectric layer packages (Bragg mirrors)
leads to vertical surface emitting lasers (VCSEL)
and tests the use of quantum electrodynamic (QED)
effects (e.g., the modification of spontaneous emis-
sion lifetime – Purcell effect).

Quantum Wires

Many device applications have been envisioned for
quantum wires. Since they are positioned in terms of
reduced dimensionality between quantum wells and
quantum dots, for some properties the ultimate
solution is quantum dots. Since quantum dots can
be fabricated in a self-assembled manner, they have
made some of the quantum wire devices obsolete.
However, quasi-one-dimensional conduction poses
interesting physics (e.g., reduced scattering and Lut-
tinger liquids). Quantum wires can be used as chan-
nels in transistors. In order to draw a sufficient
current, many wires may have to be used in parallel.
Due to the one-dimensional k-space, carrier scatter-
ing is reduced and thus a higher mobility should be
possible. Recent progress in the self-assembled fab-
rication of quantum wire nanowhiskers and hetero-
structures incorporated in them makes them seem
attractive for a variety of applications including
LEDs, lasers, and sensors.

Quantum Dots

Quantum dots confine carriers in all three spatial
dimensions. These are therefore sometimes termed
‘‘artificial atoms.’’ The embedding into a solid-state
matrix makes them more readily accessible to mani-
pulation with electrodes, currents, fields, etc. than
atoms in a trap. However, this comes at the price of
stronger (compared to ions in a trap) coupling to
external degrees of freedom, such as charge fluctu-
ations and thermal bath.
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The primary effect of quantum confinement is to
create singular density of states at the quantized
levels. The energetic broadening for a single quantum
dot is typically small at low temperature (meV range).
With increasing temperature, additional dephasing
mechanisms can increase the homogeneous broad-
ening to the 10meV range. An ensemble of quantum
dots exhibits inhomogeneous broadening because the
individual nanostructures are not exactly identical
with respect to size, shape, and possibly chemical
composition.

Devices based on single dots have been envisioned,
realized, and investigated for storage of single elec-
trons, emission of single or entangled photons, and
quantum information processing.

The storage of single electrons is comparably
straightforward. The capture of a single electron
causes a second electron to need a larger energy to be
on the dot due to Coulomb repulsion. While for
typical shallow donors in semiconductors this effect
is so strong that only the neutral state (with one
electron) is localized, the Coulomb interaction
energy in self-assembled quantum dots is typically
in the range of 20meV. At sufficiently low temper-
ature for a given potential landscape, a second elec-
tron cannot enter the dot (Coulomb blockade) and
the dot charge is fixed to an integer number of elec-
trons, possibly one or zero. The storage of single
electrons has been successfully demonstrated at low
temperatures. Efforts are underway to maintain the
effects up to liquid nitrogen temperature. The dots
are typically built into a transistor structure to make
a single electron transistor (SET). Here the gate elec-
trode contains the quantum dot close to the channel.
Due to electrostatic interaction the source–drain
channel only becomes conductive after a sufficient
source–drain voltage larger than the voltage related
to the Coulomb energy has been applied. Conversely,
in a single-electron memory, the conductance of the
SET can be used to test whether a single electron is
located on the quantum dot or not. By periodically
modulating the applied bias voltages in a suitable
manner with a frequency f, a single electron can be
transferred by tunneling onto and off the dot from
source to drain for each cycle. Such a device is called
turnstile device and can be used to define a current
normal via I ¼ fe.

Quantum dots can be used in what is called a
‘‘photon gun.’’ In such a device a trigger impulse
causes the reliable emission of a single photon. This
is a nonclassical form of light which cannot be pro-
duced from dimming a conventional source. In clas-
sical light the time difference between photons
follows Poisson statistics while a photon gun is sup-
posed to create a periodic stream of single photons.

With such photons, higher data rates for quantum
cryptographic transmissions can be realized. Upon
trigger the pulse carriers are injected into the quan-
tum dot. Emission on the single exciton line occurs
only once for each trigger with only a small time
delay between trigger and emission.

The emission of entangled photons is possible if
the cascade relaxation from biexciton to exciton to
empty quantum dot is used. If the single exciton state
is degenerate with respect to the two in-plane polari-
zation directions, the photons are entangled and
can be used for quantum cryptographic information
transmission schemes. The polarization degeneracy
calls for quantum dots with certain geometrical sym-
metry as strain, piezoelectric fields, and geometric
asymmetries contribute to the lifting of the degene-
racy. The two emitted photons have different
energies unless the biexciton binding energy is zero.
This is generally possible and depends on the size and
shape of the quantum dot.

Several schemes have been devised to use quantum
dots in quantum computing schemes. The spin
degree of freedom seems a good candidate for quan-
tum computational operations due to its long depha-
sing time of up to several milliseconds. Many of the
current experiments involve optical sampling of the
quantum information with polarized light and suit-
able pulses. Eventually electronic means will be more
useful to access the quantum dots. This has been
accomplished for quantum dots defined with in-plane
gates, but only at very low temperatures. Using clever
combinations of the Coulomb blockade mechanisms
and external bias, the occupation and the spin
orientation of a single electron can be tested elec-
tronically at low temperatures. Quantum computing
schemes based on cellular automata (QCA) have
been proposed extensively to realize quantum com-
putational algorithms. QCA rely on arrays of quan-
tum dots that interact to allow for switching of their
polarization state.

Quantum dots can be used as active-gain medium
in semiconductor diode lasers, which record small
transparency current densities due to the fairly small
volume for carrier inversion. Till date, reasonable
laser performance has been obtained by using only
self-assembled quantum dots.

The discrete density of states leads, in an ideal
situation, to very large T0 values (small temperature-
dependence of the threshold current) and zero alpha-
factor (also termed line width enhancement factor).
Realistically, the T0 values have been found to be
large (close to infinity) only up to 150–200K; for
higher temperatures the T0 values are not particu-
larly advantageous compared to conventional quan-
tum well lasers because of loss of carriers from the
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quantum dots due to thermal excitations or the
Auger effect. Small a-factors have been realized, also
leading to a reduction of current filamentation and
a homogeneous optical near field. These properties
allow for improved high power lasers.

Typically, lasing is designed to occur on the ground
state of the quantum dots since this results in the
lowest threshold (below 10A cm�2) for laser diodes.
Excited states provide higher gain and can be made
to contribute to the lasing process simultaneously
with the ground state. By intentionally increasing the
width of the inhomogeneous broadening, for exam-
ple, by growing vertically stacked dots with slightly
different geometrical properties, the gain spectrum
can be made very broad. Such gain medium would
allow for wide tunability.

The management of strain and chemical composi-
tion allows to create 1300 and 1550 nm emission,
important for datacom and telecom applications, re-
spectively, on GaAs substrate. In particular, the use
of metamorphic buffers has been successful recently.
Quantum dot lasers are found to have a strongly
improved radiation hardness compared to quantum
well lasers.

Josephson Junctions

A Josephson junction is made up from two super-
conductors sandwiching a thin nonsuperconducting
layer such that electrons can tunnel through the bar-
rier. The coherence of the wave function in the
superconductor leads to DC or AC currents. The DC
Josephson current is proportional to the phase dif-
ference between the two superconductors. The fre-
quency f of the AC Josephson current is proportional
to the voltage V applied across the junction, f ¼
2 eV h�1. This allows for a voltage normal based on
a frequency. A Josephson junction standard can re-
alize a voltage with an accuracy of 10�10. For a
standard in the volt regime several thousand junc-
tions are put in series. A superconducting loop with
two Josephson junctions in either arm is very sensi-
tive (10� 14 T) to the magnetic flux enclosed (SQUID,
superconducting quantum interference device).

Summary

Devices relying on quantum effects have a broad
spectrum of applications (Table 2). Generally it is
difficult to achieve operation at ambient tempera-
tures. Great progress has been made in the field of
metrology where quantum devices will become
standards that can be easily reproduced, at least in
a laboratory environment. Room temperature oper-
ation has been achieved, for example, for quantum

dot lasers with the preservation of several advantages
from the quantum nature of the gain medium.

See also: Micromechanical Devices and Systems; Quan-
tum Cascade Lasers; Semiconductor Devices; Semicon-
ductor Nanostructures; Tunneling Devices.

PACS: 85.35.Be; 68.65.La; 73.21.Hb; 73.21.La;
73.63.Kv; 78.67.Hc
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Introduction

The quantum Hall effect (QHE) and its relation to
fundamental physical constants was discovered in
1980 by Klaus von Klitzing for which he received a
Nobel prize in 1985. The Hall resistance RH (Hall
voltage divided by applied current) measured on a
two-dimensional charge carrier system at low tem-
peratures (typically at liquid helium temperature
T ¼ 4:2 K) and high magnetic fields (typically several
tesla), which is applied perpendicularly to the plane
of the charge carrier system, shows well-defined con-
stant values for wide magnetic field or charge carrier
density variations. These plateau values are described
by jRHj ¼ h=ðie2Þ, where h is the Planck constant, e is
the elementary charge, and i an integer value with
i ¼ ð1; 2; 3;yÞ. Nowadays, this effect is denoted as
integer quantum Hall effect (IQHE) since, beginning
with the year 1982, plateau values have been found
in the Hall resistance of two-dimensional electron
systems of higher quality and at lower temperature
which are described by jRHj ¼ h=ðfe2Þ, where f is a
fractional number. The fractions f ¼ f1=3; 2=3g are
the most prominent ones. For the discovery of these
unexpected new quantum states in 1982, manifesting
themselves in the fractional quantum Hall effect
(FQHE), Dan C Tsui, Horst L Störmer, and Robert B
Laughlin were honored with the Nobel prize in 1998.

The most important implication of the IQHE is its
application in metrology where the effect is used to
represent a resistance standard. Due to a small stand-
ard uncertainty in reproducing the value of the quan-
tized Hall resistance (few parts of 10� 9 in the year
2003), its value was fixed in 1990, for the purpose of
resistance calibration, to 25812.807O and is nowa-
days denoted as the conventional von Klitzing con-
stant RK� 90.

It is generally accepted that the von Klitzing con-
stant RK agrees with h/e2, and is therefore directly
related to the Sommerfeld fine-structure constant

a ¼ ðm0 c=2Þðe2=hÞ ¼ ðm0 c=2ÞðRKÞ�1; which is a
measure for the strength of the interaction between
electromagnetic fields and elementary particles (please
note, in the International System of Units (SI), the
speed of light c in vacuum and the permeability of
vacuum m0 are defined as fixed physical constants). The
IQHE allows one to determine the fine-structure con-
stant a with high precision, simply based on magneto-
resistance measurements on a solid-state device.

The FQHE is a manifestation of correlation effects
among the charge carriers interacting in the two-di-
mensional system, which lead to the formation of
new quantum states. With an improvement in the
quality and reaching lower temperatures for the
charge carrier system, more and more quantum Hall
states have been found. Quantum Hall systems are,
therefore, used as model systems for studying the
formation of correlated many-particle states, develo-
ping theory for their description, and identifying,
probably, their simpler description in terms of the
formation of new quasiparticles, for instance, the so-
called ‘‘composite fermions.’’

Hall Effect

An electrical charge moving with constant velocity in
a homogeneous magnetic field feels the Lorentz force
acting in a direction perpendicular to both the
magnetic field and the direction of motion. A cur-
rent through an electrical conductor (an experimen-
tal setup is shown in Figure 1) leads to the Hall effect
discovered by Edwin Hall in 1879. As can be derived
within the Drude model, the free charge carriers in
the conductor accumulate due to the Lorentz force
on one side and deplete on the opposite side leading
to an electrical field (Hall field) in the conductor
which in back-action compensates for the Lorentz
force so that, under stationary conditions, the charge
carriers drift straight through the sample. If only one
type of charge carrier is present, the related Hall
voltage VH, that is, the difference in the electro-
chemical potentials between two contacts at opposite
sample edges, where the connection line between
these two contacts lies perpendicular to the current
direction, is simply described by VH ¼ Vy ¼ RHIx
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with the Hall resistance RH given by

RH � Rxy ¼ Bz=qnd

for the orientation of the arrangement shown in
Figure 1. The Hall resistance is positive or negative
depending on the type of charge carriers which are
either electrons ðq ¼ �eÞ or missing electrons/holes
ðq ¼ þeÞ. Its magnitude increases linearly with the
homogeneously applied magnetic flux density Bz and
the slope of the increase is given by the concentration
n of these carriers and the thickness d of the con-
ducting layer. That is why the Hall effect is used as an
important diagnostic tool to determine essential
properties of electrical conductors – free charge car-
rier concentration n and sign of q. Hall devices find
various applications as magnetic field sensors.

Two-Dimensional Charge Carrier System

The QHE is observed in two-dimensional charge car-
rier systems, belonging to the class of so-called low-
dimensional charge carrier systems. Generally, the
charge carriers in a bulk conductor can be considered
as independent charged quasiparticles moving, with
an effective mass m�, freely in the three-dimensional
space of the crystal. In the simplest case, such a
charge carrier system is treated as the Sommerfeld
fermion gas, that is, the wave functions of these qua-
siparticles are described by plane waves and their
eigenenergies by e ¼ j_kj2=ð2m�Þ, where k deno-
tes the wave vector and _ ¼ h=2p. The de Broglie
wavelength l ¼ 2p=jkj of the charge carriers at their
Fermi level in the bulky conductor (¼ Fermi wave-
length lF) is given by lF ¼ h=Oð2m�eFÞ. Confining the

charge carriers to spatial dimensions of the length of
the Fermi wavelength lF, the charge carriers are re-
stricted in their motion. Only certain eigenenergies
are possible in the confined direction, and the dis-
tance between these eigenenergies increases with nar-
rowing the spatial width of the confinement, until
only the lowest eigenenergy is still lying below the
Fermi level. Two-dimensional charge systems allow
motion only in a plane, one-dimensional charge sys-
tems (denoted as quantum wires) only along a line,
and in a zero-dimensional system (denoted as quan-
tum dots or ‘‘artificial atoms’’), the charge carriers are
confined in a cage allowing them overall only a dis-
crete set of eigenenergies.

The Fermi wavelength lF ¼ h=Oð2m�eFÞ of charge
carriers in a bulky conductor is large in the case of a
low Fermi energy eF, achieved by a low charge carrier
concentration n, and in the case of a low effective
mass m�. Therefore, semiconductor and especially
III–V compound semiconductor materials (for gall-
ium arsenide (GaAs), m� ¼ 0:067 m0, where m0

is the free electron mass) are preferentially used to
define low-dimensional charge carrier systems by
confining conduction band electron or valence band
holes in one or more directions to a few tens of
nanometers or less. The first two-dimensional charge
carrier systems were realized in metal-oxide-semi-
conductor field effect transistors (MOSFETs) in the
thin conducting channel at the insulator–semicon-
ductor interface. Silicon-MOSFETs are used as elec-
tronic switches of which, nowadays, 100 millions are
integrated on a single microprocessor die. The QHE
was originally discovered on such an Si-MOSFET
device. Two-dimensional charge carrier systems of
higher quality are obtained in layers or at interfaces
of III–V compound semiconductor heterostructures,
which are fabricated by molecular beam epitaxy
(MBE) or metal organic chemical vapor deposition
(MOCVD). III–V semiconductor heterostructures
find various applications as base material for low-
noise and high-frequency transistors or as optoelec-
tronic devices such as laser-diodes which belong,
nowadays, to key devices in modern communication
technology.

The highest quality for two-dimensional electron
systems is obtained in GaAs/AlxGa1–xAs heterostruc-
tures based on modulation-doping. (The quality of
conductors is characterized by the charge carrier
mobility m, which relates, without an applied magne-
tic field, the drift velocity vD of the free charge car-
riers to the applied electric field E by vD ¼ mE. As
derived from the Drude model, the mobility is
obtained from measuring the electrical conductivity
s via s ¼ qmn. The larger the absolute value of the
mobility m, the larger the distance a charge carrier

y
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Vx′

Vx

Vy

Ix

B

Conductor

Figure 1 Setup for measuring the Hall resistance Rxy ¼ Vy=Ix ,

the (four-terminal) longitudinal resistance Rxx ¼ Vx=Ix , and the

(two-terminal) longitudinal resistance R 0
xx ¼ V 0

x=Ix .
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can move without being scattered. Due to the spatial
separation of dopants and free charge carriers in
modulation-doped heterostructures, the scattering of
the charge carriers on the ionized dopants is strongly
reduced. At temperatures below 1K, recently,
electron mobilities up to 3� 103m2/(Vs)¼ 30001/T
have been reported in electron systems at such a
heterojunction, allowing free mean paths of several
100mm. At room temperature, such devices are used
as high-electron mobility transistors (HEMT) in com-
munication technology. As shown in Figure 2, the
donors are located in an AlxGa1–xAs layer, which has
a conduction band bottom lying higher than that of
bulk GaAs. The band offset is tunable by the ratio x

by which gallium atoms are replaced by aluminum
atoms on their crystal lattice sites. The electrons sep-
arate from their donors and accumulate in the GaAs
at the heterojunction, because they are still attracted
by the positively charged donor ions. Each electron
feels a triangular-shaped confining potential which
restricts the electron motion to a free motion parallel
to the heterojunction plane. If the electron density
and the temperature are low enough, then only the
lowest subband with energy ez,0 is occupied and the
possible eigenenergies are described by

e ¼ j_kjjj2=ð2m�Þ þ ez;0

where k|| denotes the wave vector of the charge car-
rier in the plane of the 2D system. For the two-
dimensional charge system with such a parabolic
dispersion relation, the density of states D2D(e) is
constant

D2DðeÞ ¼ gsm
�=2p_2

where the factor gs ¼ 2 takes into account the two
possible spin orientations for each plane wave state
characterized by the wave vector k||.

Hall Effect on Two-Dimensional Charge
Carrier System – Quantum Hall Effect

In Figure 3, Hall resistance curves versus magnetic
flux density are shown as they are measured on two-
dimensional electron systems of different quality. At
low magnetic field, the Hall resistance linearly in-
creases with the magnetic flux density Bz,

jRHj ¼ jRxyj ¼ jVy=Ixj ¼ jBz=ð�ensÞj ½1�

and allows one to determine the respective sheet
charge carrier density ns of the two-dimensional
electron system. At higher magnetic field, the Hall
effect on the two-dimensional charge system shows,
in certain magnetic field ranges, values which are
independent of the magnetic field. The values of these
plateaus are perfectly described by

jRHj ¼ h=ne2 ½2�

where n is an integer number, i ¼ f1; 2; 3;yg or a
certain fractional number f which seems to follow
f ¼ p=q with p ¼ f1; 2;3;yg and q ¼ f3; 5; 7;yg,
with exceptions like f ¼ 5=2. The same plateau val-
ues are found by keeping the magnetic flux density Bz

constant and varying the sheet electron concentra-
tion ns. Therefore, varying the ratio ns/Bz in certain
ranges allows one to observe Hall resistance plateaus
described by eqn [2].
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Figure 2 (a) AlGaAs/GaAs heterostructure with a two-dimen-

sional electron system (2DES) at the heterojunction in GaAs. (b)

Sketch of the respective profile of the conduction band edge in z

direction, and the two lowest subband energies ez;0 and ez;1 due

to the triangular-shaped confining potential in z direction.
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Such Hall resistance values are expected due to the
comparison between eqns [1] and [2] only for certain
well-defined ratios ns=Bz ¼ n e=h. The meaning of
this ratio can be expressed slightly differently: taking
a certain area A out of a homogeneous two-dimen-
sional electron system enclosing the integer number
N ¼ nsA of electrons, the magnetic flux penetrating
this area is given by F ¼ ABz. The ratio of electron
number N and magnetic flux F in units of the
magnetic flux quantum F0 ¼ e=h is then

n ¼ N=ðF=F0Þ ½3�

that is, for each electron, n� 1 magnetic flux quanta
are present.

Whenever a plateau is found in the Hall resistance,
the (four-terminal) longitudinal resistance Rxx ¼
Vx=Ix vanishes, that is, Rxx ¼ 0. The occurrence of
the Hall plateau is accompanied by a dissipationless
current flowing along the sample. However, this does
not mean that there is no dissipation at all. In the
plateau regimes, the (two-terminal) resistance R0

xx ¼
V 0

x=Ix measured between the current biased contacts
is about the Hall resistance |RH|, that is, the electrical
power |RH| Ix

2 is dissipated. The heat is created in two
spot-like regions, one located close to each current-
biased contact. Along the sample away from the hot
spot regions, dissipation is absent, indicated by the
absence of a voltage drop along the sample. In the
transition regimes between Hall plateaus, dissipation

occurs along the whole sample measurable by
Rxxa0.

The Hall plateau values with i ¼ 2 and i ¼ 4 are
reproducible to the standard uncertainty of 10� 9,
independent of the sheet charge carrier density, the
sample geometry, and further properties of the ma-
terial in which the two-dimensional charge carrier
system is embedded. That is why the quantum
Hall resistance has been used since 1990 as a resist-
ance standard. Si-MOSFET or GaAs-AlGaAs-HEMT
devices are used for this purpose. To trust in the pla-
teau values obtained on a certain sample for metro-
logical application, the flatness of the Hall plateau,
the vanishing of the longitudinal resistance Rxx ¼ 0,
and the invariance of the Hall resistance value with
changing the temperature are checked. Increasing the
quality of the samples, the Hall plateaus get smaller.
In consequence, a certain amount of disorder is re-
quired to obtain well-defined Hall resistance plateaus
and, therefore, accuracy in the quantized Hall resist-
ance value. For metrological application, the sheet
density ns of the two-dimensional electron system in
a GaAs/AlxGa1–xAs heterostructure is typically in
the range of 3–6� 1015m–2 with a mobility m of
40–80T–1, and the measurements are done at the
temperature T ¼ 1:5 K. For high-precision measure-
ments, it is desirable to have the current level as high
as possible. However, the current level is limited for
the respective sample, since the QHE breaks down
suddenly with increasing the current beyond a cer-
tain critical current level. The typical critical sheet
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current density Ix/w is B0.5–1.5Am� 1. Also, a
significant increase of the working temperature
degrades the Hall plateau, and the plateaus finally
disappear.

Theoretical Models for the Quantum Hall
Effect

A complete microscopic theory, allowing one to
derive the Hall plateau values and widths, still does
not exist. However, it is commonly accepted that the
IQHE can be described within a model of independ-
ent electrons whereas for the FQHE, many-particle
correlations due to the electron–electron interaction
are of importance.

Integer Quantum Hall Effect

In recent years, spatially resolved measurements of
the Hall potential profile with low-temperature scan-
ning probe microscopes on two-dimensional electron
systems defined in GaAs-AlGaAs-HEMT devices
have revealed the following microscopic picture of
the IQHE.

The Single-Particle Energy Spectrum – Landau
Levels

The magnetic field forces the electrons on cyclotron
orbits. Quantum mechanically, the possible eigen-
energies cluster in discrete Landau levels described by

e ¼ ez;0 þ ðn þ 1=2Þ_oc þ szg
�mBB ½4�

with the Landau level index n ¼ f0; 1; 2;yg, and the
spin quantum number sz ¼ f�1=2; 1=2g. The gaps
between the Landau levels are either given by the
cyclotron energy _oc ¼ _eB=m� minus the Zeeman
energy g�mBB, or the Zeeman energy (mB denotes the
Bohr magneton, mB ¼ e_=ð2m0Þ and g� the effective
Landé factor). The degeneracy nL ¼ eB=h of each
(spin-resolved) Landau level and the cyclotron
energy oc increases with B. Therefore, with an inc-
reasing magnetic field, the electrons are redistributed
to lower Landau levels leading to a sawtooth-like
variation of the chemical potential mchðns;BÞ for
fixed sheet electron density ns with increasing magne-
tic field (see Figure 4). The ratio of the sheet electron
density ns and Landau level degeneracy nL is denoted
as Landau level filling factor nL (or shortly filling
factor),

nL ¼ ns=nL ½5�

Whenever the filling factor nL takes an integer value,
the chemical potential lies energetically between two

Landau levels, and in the homogeneous electron sys-
tem the respective fraction n�1 ¼ f1; 1=2; 1=3;
1=4;yg of a magnetic flux quantum is present for
each electron, consistent with eqn [3]. For integer
filling factors, the electron system behaves incom-
pressible, that is, the compressibility defined by k ¼
ð@mch=@nsÞ�1 becomes zero due to the discontinuity
in mchðns;BÞ versus ns.

Dissipationless Current Flow

For an infinite two-dimensional electron system with
an applied magnetic field in z direction and a
homogeneous electric field in y direction, all Land-
au level states undergo a drift in x direction, so that
the local sheet current density jx in x direction is
given by

jx ¼ nLe2=hEy ½6�

This Hall current is flowing without dissipation
since this drift is a property of the eigenfunctions
solving the respective Hamiltonian. Actually, for
any smooth varying electrical field Ey(y), the eqn [6]
remains locally valid. Integrating the sheet current
density jx(y) over a certain width w in y direction, the
integral current Ix ¼

Rw
0 jxðyÞ dy is given by the

voltage drop Vy ¼
Rw
0 EyðyÞ dy over this width,

Ix ¼ nLe2=hVy ½7�

and is therefore independent of the details of the Hall
voltage drop along the y direction as long as nL is
constant on the width w. For integer values of nL,
that is, whenever the electron system is incompress-
ible, the Hall resistance values (eqn [2]) are obtained.
However, this does not allow one to obtain Hall
resistance plateaus. Here, theoretical models refer to
disorder and inhomogeneities being present in real

Magnetic field0

B

Chemical potential

� � �

D(�) D(�) D(�) D(�)

Figure 4 For an infinite homogeneous electron gas, the single-

particle eigenenergy spectrum splits up into Landau levels on

applying a strong magnetic field (in this sketch, the spin is negle-

cted). The chemical energy varies in a sawtooth-like manner with

an increasing magnetic field.
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two-dimensional electron systems. Especially, the
edges of the sample and static potential fluctuations
all over the sample lead to variations of the local
filling factor within the two-dimensional electron
system.

Compressible and Incompressible Regions within a
Two-Dimensional Electron System

At the edges of the two-dimensional electron system,
within the depletion region, the sheet electron density
changes from zero to its bulk value over a typical
distance of 1mm. In thermodynamical equilibrium,
the electron density profile can be calculated within
a Thomas–Fermi approximation by (1) the con-
straint that the electrochemical potential melch that
is, the sum of local chemical potential mch(ns(r)) plus
the electrostatic energy �efðrÞ, is constant within the
whole two-dimensional electron system, and (2) by
the Poisson equation which relates the local electro-
static potential fðrÞ to the local sheet electron density
ns(r), taking into account the adequate boundary
condition for fðrÞ, which are due to the respective
sample. The problem can self-consistently be solved
if (3) the chemical potential mch(ns,B) of the two-
dimensional electron system is known as a function
of the sheet electron density ns (see Figure 5). With-
out the applied magnetic field, the density of states is
constant and, therefore, the chemical potential in-
creases linearly with ns, and the electron concentra-
tion profile increases smoothly at the edge toward the
bulk. In contrast, with an applied high magnetic
field, the density of states is discrete, the chemical
potential increases in a step-like manner with inc-
reasing ns, and therefore it is energetically favorable

that the electron density profile shows regions of
varying and of constant electron density. A strip-like
structure is found along the edges, where the strips of
constant electron density behave as an incompress-
ible electron system whereas the regions of varying
electron density behave compressible. In compressi-
ble regions, occupied and unoccupied electronic
states exist at the Fermi level, whereas in incom-
pressible regions, the occupied states lie below and
the unoccupied states above the Fermi level.

The widths and positions of these strips depend on
the imprinted potential profile at the edges and on
the quantization energies (cyclotron energy and Zee-
man energy) which increase with magnetic field.
Therefore, the strips shift with increasing magnetic
field away from the edges into the bulk, and the re-
spective innermost incompressible strip covers the
whole bulk at integer values of ns/nL.

Due to potential fluctuations within the bulk
region of the real two-dimensional electron system,
the local electron density ns(r) varies – a landscape of
compressible and incompressible regions is also
formed there which reshapes with varying the mean
sheet electron density ns or the magnetic field. Close
to integer values of ns/nL, the bulk is mainly incom-
pressible with compressible droplets embedded.

Current Distribution in Real Samples

With these ingredients (see Figure 6), the IQHE is
roughly described by the following qualitative pic-
ture. With the application of an electrochemical
potential difference between the source and drain
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Figure 5 Formation of compressible and incompressible strips

within the depletion region along the edges of the 2DES for a

strong applied magnetic field.
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Figure 6 In the (integer) quantum Hall regime, the bulk of the

2DES is incompressible with compressible droplet regions em-

bedded. Along the edges, the electron system has one or more

compressible strips.
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contact, the electrochemical potential of the source is
carried by the compressible strips along one edge, the
potential of the drain by the compressible strips
along the opposite edge, into the sample. The differ-
ence is then present as a Hall voltage driving the Hall
current without dissipation along the incompressible
regions through the bulk of the sample. Since the
Hall voltage drops only over incompressible regions
with the same local filling factor, eqn [7] is valid. The
inhomogeneities at the edges and within the bulk as-
sure that incompressible regions extend along the
whole sample for moderate variations of the magne-
tic field or for changes of the mean electron density.
The Hall plateau values are measured as long as
electron scattering from one edge to the opposite
edge is suppressed by wide incompressible regions in
between.

Localization

Since a certain amount of disorder is required to
explain the occurrence of plateaus in the Hall resist-
ance, the QHE has been addressed from the beginn-
ing as a localization–delocalization phenomena of
electrons in a random disorder potential. The model
of an incompressible and compressible landscape
within the bulk region, as depicted above, is appli-
cable in the case of a smooth varying disorder po-
tential, and takes the electron–electron interaction
self-consistently in an electrostatic manner into
account. Other common models investigate the
universality of the localization–delocalization phe-
nomenon and the possibility of quantum phase tran-
sitions in such a quantum Hall system. The system is
then discussed in terms of the density of states in
energy where each Landau level is broadened in
energy due to the static potential fluctuations. It
turns out that states in the tails of the broadened
Landau levels correspond to localized states, that is,
they are not extended beyond a certain typical length
under the respective conditions. Extended states exist
only in the energetical center of a broadened Landau
level. Localized states cannot contribute to the con-
ductivity, that is, varying the Fermi level in the range
of localized states, these states can be filled or emp-
tied without affecting the transport properties –
ingredients for the observation of plateaus in the Hall
resistance.

Fractional Quantum Hall Effect

With increasing the magnetic field, electrons finally
end in the lowest Landau level. Here the electron–
electron interaction becomes dominant leading to
many-electron correlations, that is, their motions are

not independent of each other. For certain fractional
filling factors n, it has been found that the many-
electron quantum state behaves incompressible and
the respective charge excitations in the electron sys-
tem are quasiparticles of fractional charge. In a later
theoretical description, the electrons and flux quanta
present in the system have been combined with new
quasiparticles – the so-called composite particles
which have either fermionic or bosonic character
depending on whether the number of flux quanta
attached to an electron is even or odd. This has sim-
plified the picture of the FQHE. Around fractional n
of even denominators, such as n ¼ f1=2; 3=2; 1=4; 3=
4; 5=4;yg, composite fermions are formed which do
not see any effective magnetic field at the respective
filling factor n. The larger the denominator, the more
fragile are these composite fermions. With varying
magnetic field, these composite fermions survive and
they now feel an effective magnetic field which en-
forces them to a cyclotron motion. Therefore, within
the picture of composite fermions, the series of frac-
tional quantum Hall states which lie symmetrically
around n ¼ 1=2 are interpreted as the IQHE of com-
posite fermions consisting of an electron with two
flux quanta attached. (This symmetric structure
around n ¼ 1=2 can be seen in the data of Figure 3
for FQHE by comparing the low magnetic field region
of the IQHE with the regions B12.6T, which corre-
sponds to n ¼ 1=2 in this sample.) At n ¼ 1=2, the
composite fermion does not see any magnetic flux,
that is, ðnCFÞ�1 ¼ 0, whereas at na1=2, ðnCFÞ�1 ¼
jn�1 � 2j flux quanta are present for the composite
fermion. An integer filling factor nCF ¼ n=j1� 2nj
is reached for the fractional filling factors n ¼
f1=3; 2=5; 3=7; 4=9; 5=11;yg and n ¼ f1; 2=3; 3=5;
4=7; 5=9;yg. The fractional quantum Hall states n ¼
2=3 and n ¼ 2=5 are, therefore, the integer quantum
Hall states iCF ¼ 2 of this composite fermion.

The observed exotic fractional quantum Hall state
n ¼ 5=2 is interpreted as a pairing of composite
fermions into a novel many-particle ground state.
Although the experimental findings support the com-
posite fermion picture, the theoretical foundation for
this description is still under debate.

See also: Ballistic Transport; Conductivity, Electrical;
Effective Masses; Electron Gas (Theory); Electrons and
Holes; Elemental Semiconductors, Electronic States of;
Epitaxy; Nanostructures, Electronic Structure of; Quantum
Devices of Reduced Dimensionality; Quantum Mechanics:
Foundations; Semiconductor Compounds and Alloys,
Electronic States of; Semiconductor Devices; Semicon-
ductor Nanostructures; Transistors; Transport in Two-
Dimensional Semiconductors.
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Nomenclature

B magnetic flux density
c speed of light in vacuum
e elementary charge
� e electron charge

E electrical field
g� effective Landé factor
gs spin degeneracy
j current density
_ Planck constant
I current
k wave vector
m� effective mass
m0 free electron mass
n charge carrier concentration
n Landau level index
nL Landau level degeneracy
ns sheet carrier density
N electron number
q charge
r location vector
RH Hall resistance
RK von Klitzing constant
RK� 90 conventional von Klitzing constant
Rxx, Rxy resistance
sz spin quantum number
V voltage
a Sommerfeld fine-structure constant
D(e) energy density of states
e single-particle energy
eF Fermi energy
m charge carrier mobility
m0 permeability of vacuum
mB Bohr magneton
mch chemical potential
melch electrochemical potential
l DeBroglie wavelength
lF Fermi wavelength
_oc cyclotron energy
F magnetic flux density
F0 magnetic flux quantum
n Landau level filling factor
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Introduction

A quantum mechanical description of the atomic
structure began to emerge at the end of the
nineteenth century. The period up to mid-1920s pro-
duced many fundamental discoveries that laid the
foundation of modern physics.

In 1896, the Dutch physicist Zeeman observed
that the spectral lines emitted by an excited atomic

sample could be separated by a strong magnetic field
and he ascribed this phenomenon to the electrons
present in atoms. In 1906, J J Thomson proposed an
atomic model where the number of electrons Z was
equal to the number of positive charges (neutral
atoms). According to this model, the electrons were
embedded in a positive cloud and their mass was
approximately half of the atomic mass.

The scattering experiments of a-rays (particles
formed by two protons and two neutrons) through
thin layers of matter performed by Geigerr and
Marsden represented the arguments used by Ruther-
ford for a new description of atomic structure.
Indeed, these experiments suggested that the solid
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matter resulted from much more transparent struc-
tures than expected from the Thomson model. Since
only a small part of the a-particles deviate from their
trajectories, the repulsive force should arise from
scattering centers occupying a small volume localized
within the atom. These scattering centers are called
Rutherford atomic nuclei and include almost all the
atomic mass. The size is estimated to be 10–15m,
hence several orders of magnitude smaller than the
atomic size (10–10m). By treating the nucleus as a
point of charge Ze and the repulsive interaction of
the a-particles (charge 2e) in terms of the Coulomb
force, Rutherford obtained the differential cross
section, that is, the probability of finding a particle
scattered at an angle y:

ds
dO

¼ 2Ze2

4pe0

� �
1

4m2v2 sin4 y=2
½1�

where v is the relative velocity of the a-particle (mass
Ma) and the nucleus (mass M), and m is the reduced
mass m ¼ MaM=ðMa þ MÞ.

In the Rutherford model, the electrons move in
the Coulomb field of the nucleus in orbits similar to
the planetary system. Nevertheless, according to the
laws of classical physics, an accelerating charged
particle, like an electron rotating about its nucleus,
radiates electromagnetic waves and hence, loses
energy. This would imply that in a time 10–10 s, all
the energy of the atom is radiated away and the
electrons would collapse into the nucleus. This pre-
diction is clearly contrary to the experiment and is
one of the most important proofs that the classical
laws of motion fail when applied to phenomena on
the atomic scale. In addition, the atomic line struc-
ture observed in all atomic spectra constitute another
important experimental evidence not explainable in
terms of the Rutherford model.

A crucial effort to remove these difficulties was
done by Bohr in 1913. Bohr was able to put together
the concepts of Rutherford’s nuclear atoms, Planck’s
quanta, and Einstein’s photons to explain, with high
precision, the line positions of the radiation emitted
by atomic hydrogen.

Bohr introduced the idea that among all the elec-
trons around the nucleus, only one, the so-called
optical electron is responsible for the emission of
spectral lines. He still assumed that this electron
moves in circular orbits due to the effect of the elec-
trostatic attraction of the nucleus but, instead of
the infinite number of orbits allowed by classical
mechanics, he postulated that only a certain set of
stable orbits, which he called stationary states, are
possible and that in these orbits the electron does not
radiate electromagnetic energy. Each of these

stationary orbits corresponds to definite energies
Ea, Eb, Ec, y . The optical electron can emit radi-
ation only when it jumps from an outer orbit toward
an inner one. To obtain the frequency of the emitted
radiation, Bohr used Einstein’s concept of quanta of
electromagnetic energy, the photons, which carry an
energy hn ðh ¼ 6:626� 10�34 J s�1 is the Planck
constant). The Bohr frequency relation is

hn ¼ Efin � Eini ½2�

where Eini and Efin are the energies corresponding to
the initial and final electron energies, respectively.
Bohr also postulated the quantization of the angular
momentum, L, of the electron moving in its circular
orbit, that is,

L ¼ m0vr ¼ n
h

2p
¼ n_ ½3�

where n is a positive integer, n ¼ 1; 2; 3;y. Thanks
to this idea, Bohr could determine the allowed
energies of the electron. If the nuclear mass M is
assumed to be much heavier than the electron mass
m, then the nucleus can be considered to be at rest
and the electrostatic force acting on the electron can
be so equated to with the centripetal force:

Ze2

4pe0r
¼ m0

v2

r
½4�

By combining eqns [3] and [4], the possible val-
ues of the velocity v and the orbit radius r can be
easily found, as well as the total energy of the elec-
tron given by the potential energy V and the kinetic
energy T:

En ¼ V þ T ¼ � m0

2_2
Ze2

4pe0

� �2
1

n2

n ¼ 1; 2; 3;y ½5�

The quantum number n is called the principal quan-
tum number: n ¼ 1 corresponds to the ground state,
while for n-N the energy is null, EN ¼ 0, and this
state denotes an electron free from its nucleus
(positively ionized atom). Therefore, if one indicates
the ionization potential as

Ip ¼ m0

2_2
Ze2

4pe0

� �2

the energy required to bring the electron away from
the attraction of its nucleus, then eqn [5] can be writ-
ten as

En ¼ Ip
1

n2
½6�
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For the case of the hydrogen atom (Z ¼ 1), the fre-
quency line nab corresponding to the transition between
two levels labeled with a and b is given by

nab ¼ m0

4p_3
e2

4pe0

� �2
1

n2
a

� 1

n2
b

 !

¼R
1

n2
a

� 1

n2
b

 !
nb4na ½7�

where R is called the Rydberg constant (R ¼ 109
677:58ð8Þ cm�1Þ. Figure 1 shows the main orbits for
hydrogen, showing the formation of the different
series: transitions involving the states with na ¼ 1,
na ¼ 2, na ¼ 3, and na ¼ 4 give rise to the Lyman,
Balmer, Paschen, and Brackett series, respectively.

At the basis of the Bohr’s model, there is the cor-
respondence principle according to which for high
quantum numbers, the quantum relations asymptot-
ically tend to the classical ones. For instance, the
frequency between the levels n and nþ k with

nck becomes

nna;naþk ¼ k
2R

n3
½8�

that is, the line frequency emitted by the atom cor-
responds approximately to integer multiples of a
fundamental frequency 2R/n3, which represents the
frequency of a classical oscillator characterized oscil-
lating at the same frequency 2R/n3. In terms of clas-
sical physics, the orbiting frequency of an electron in
an orbit of radius r:

n ¼ 1

2p
Ze2

m0r3n

� �1=2

½9�

By combining eqns [8] and [9], the Rydberg cons-
tant for an atom with Z ¼ 1 can be written in terms
of fundamental constants e, m0, c, and h, that is,
R ¼ 2p2e4m0=ch3. Taking into account the finite
mass M of the nucleus, the Rydberg constants
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n =1 n=4 n=5

n =3

Balmer series
(visible)

410.2 nm
violet

656.3 nm
red

434.1 nm     violet

Lyman series
(ultraviolet)

Paschen series
(infrared)

From Bohr model:

n2

n1

eV

c

486.1 nm
bluegreen

∆E = h� = 13.6
n1

2 n2
2

1 1−

νλ=

Figure 1 Schematic representation of Bohr model of hydrogen atom. The electron can occupy only quantized orbits corresponding to

an energy depending on the principal quantum number n. Emitted radiation at different wavelengths derives from jumps between orbits

with different principal quantum numbers n. The first three series (Lyman, Balmer, and Paschen) are shown. In the inset shown in the

lower-right corner the first three lines of the Balmer series are also shown (red, visible violet, violet).
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become

RM ¼ RN 1� m

M

� �
½10�

where RN denotes the Rydberg constant for an in-
finitely massive atom.

Although the Bohr model is rather successful, it
has several unsatisfactory features: it is not able to
treat atoms involving two or more electrons and it
assumes circular orbits, which is quite arbitrary.
Moreover, the Bohr model cannot be used to calcu-
late the intensities of different spectral lines, that is,
the transition probability that an electron jumps (ab-
sorbed or emitted photon) from a given level to an-
other one. Some of these objections, such as a more
general description in terms of elliptical orbits, were
removed by the work of Wilson and Sommerfield
(old quantum mechanics theory). Nevertheless, the
serious question of the transition rate and other still
more intriguing questions could be superseded by the
quantum mechanics developed by de Broglie, Schrö-
dinger, Heisenberg, Dirac, and others.

Stern and Gerlach Experiment

A significant improvement of the Bohr model was
made by an important experiment performed by
Stern and Gerlach in 1922 to measure the magnetic
dipole moments of atoms. This moment arises from
the fact that, according to the Bohr model of a
hydrogenic atom, an electron in a circular orbit with
an angular momentum L forms a current loop and

produces a magnetic dipole M,

M ¼ � e

2m0
L ¼ �mB

L

_
½11�

where mB ¼ e_=2m0 is the Bohr magneton
(M ¼ � ðe=2m0ÞL ¼ �mB ¼ 9:27� 10�24 J T�1).

In the Stern experiment, a beam of silver atoms
was sent through a spatial region where a magnetic
field was created (see Figure 2).

The force exerted on the dipole is given by
F ¼ �rð�M � BÞ, and for the case where only the
magnetic field component Bz presents a gradient
along the z-axis, the only force on the atoms in the
beam is in the z-direction:

Fz ¼ Mz
@Bz

@z
½12�

In a classical picture, the direction ofM in the atomic
beam is random and the possible values of Mz are
expected to occur in the interval –MoMzoM. As
a consequence, atoms impinging on a collecting
screen would be spread over a region symmetri-
cally disposed about the point of no deflection.
In their experiment, Stern and Gerlach found two
distinct lines, symmetrically arranged around the
point of no deflection. This result cannot be explained
in terms of the Bohr model, although this model
postulated that the orbital angular momentum occurs
only in integral units of _L ¼ l_, and Lz ¼ m_, with
�lomoþ l. Indeed, the results of Stern and Gerlach
for silver do not fit with this model, since the mul-
tiplicity (2lþ 1) is 2, giving l ¼ 1=2, a noninteger

Classical expectation
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Figure 2 Stern–Gerlach experimental scheme. The silver atomic beam passes through an inhomogeneous magnetic field. One

observes the splitting of the beam into two components due to the intrinsic magnetic dipole of the electron (spin).
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value. In order to explain the Stern and Gerlach
experiment for silver, Gouldsmit and Uhlenbeck
suggested, in 1925, that the electron possesses an
intrinsic magnetic moment Ms due to an intrinsic
angular momentum (spin) in addition to the orbital
magnetic dipole moment. Similarly to the orbital
magnetic dipole moment, Ms can be written as

Ms ¼ �gsmB
S

_
½13�

where gs is the spin gyromagnetic ratio. If a spin
quantum number is introduced, similarly to l, the
multiplicity of the spin component in a given direc-
tion is (2sþ 1). Therefore, the Stern and Gerlach
experiment can be explained if one assumes that the
orbital angular momentum of silver is zero, but that
its spin angular momentum is s ¼ 1=2, so that the
possible values of the component of the spin S in the
z-direction are 7_.

de Broglie’s Hypothesis and the
Formulation of Wave Mechanics

As is well known, according to the classical physics,
light, described in terms of Maxwell’s electromagne-
tic equations, gives rise to a wide variety of typical
wave phenomena, such as interference and diffrac-
tion. On the other hand, particles are well described
by Newton’s law.

In a quantum mechanical picture, the elect-
romagnetic radiation emitted by atoms is quantized,
hn being the energy carried by a photon; the energy
of electrons in the orbits around the nucleus are also
quantized. However, this sharp distinction between
waves and matter appears inadequate if compared to
experiments where beams of electrons, when im-
pinging on a small aperture, similarly to photons,
give rise to diffraction phenomena.

In 1924, de Broglie suggested that just as radia-
tion has particle-like properties, electrons, or other
species of particles, show wave-like behavior. With a
photon is associated an energy E ¼ hn and momen-
tum p ¼ hn=c, and de Broglie suggested that the fre-
quency and wavelength associated with a particle of
energy E moving at a nonrelativistic speed v is

v ¼ E

h
½14�

l ¼ h

p
¼ h

m0v
½15�

This idea directly provides an explanation of the
postulate of eqn [3] used in the Bohr model of the

hydrogen atom. Indeed, the wavelength of an elec-
tron in a stable stationary orbit of radius r is

nl ¼ 2pr; n ¼ 1; 2; 3;y ½16�

and, for eqn [15],

L ¼ rp ¼ r
h

l
¼ n_ ½17�

which is identical to eqn [3].
The wave nature of particles is evidenced when

their wavelength is comparable with the dimension
of the obstacles or slits used in the apparatus. For
instance, the de Broglie wavelengths associated with
electrons of energy 1, 10, and 100 eV are 12, 3.9, and
1.2 Å, respectively. Davisson and Germer showed
that electrons of such energy could be diffracted by
crystal lattices whose spacing of atoms is of the order
of few angstroms.

Wave Packet and Schrödinger Equation

A next step toward a full quantum mechanics
description of an atom requires the introduction of
the concept of wave packets and its physical inter-
pretation.

Consider a wave plane of amplitude A0, frequency
n ¼ o=2p, and wave number k ¼ 2p=l traveling in
the x-direction:

Aðx; tÞ ¼ A0e
iðkx�otÞ ½18�

Applying relations [14] and [15],

Aðx; tÞ ¼ A0e
ði=_Þðpx�EtÞ ½19�

The wave of eqn [19] is an infinitely long wave train.
Since this is in contrast with localized ‘‘point-mass’’
particles, one can consider an overlapping of wave
planes in the integral form

cðx; tÞ ¼
Z k0þDk

k0�Dk

aeiðkx�otÞdk ½20�

where the amplitude of each wave is taken equal to
the constant a. To evaluate the integral [20], one can
expand o around the value k0 using a Taylor series in
(k–k0), that is,

o ¼ o0 þ
@o
@k

ðk � k0Þ þ? ½21�
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When expression [21] is inserted in eqn [20], one
obtains

cðx; tÞ ¼ aeiðk0x�o0tÞ
Z Dk

�Dk

aeiðð@o=@kÞt�xÞxdx

¼ aeiðk0x�o0tÞ2
sin½ðð@o=@kÞt � xÞDk�

ð@o=@kÞt � x
½22�

Equation [22] represents a wave packet localized in
the region around x ¼ ð@o=@kÞt moving with a
group velocity vgroup ¼ @o=@k ¼ @E=@p, which is
equal to the particle velocity. Figure 3 shows the real
part of eqn [22] at a given instant t: the width of the
packet given by the position of the first zero point of
eqn [22] (see Figure 3) can be easily calculated and it
results in Dx ¼ 2p=Dk; therefore, the larger the wave
vector region, Dk, the narrower the wave packet
extension, Dx.

This result represents the Heisenberg uncertainty
principle, the uncertainty in the position is connected
with the uncertainty in the momentum. Since the
momentum and wave vector are connected by eqn
[15], p ¼ _k, the Heisenberg principle can also be
written as

DxDpX_ ½23�

This relation states that it is impossible to measure
the position and the velocity of a particle simultane-
ously and exactly.

A similar discussion applies to another pair of
observables, energy and time. In this case, the un-
certainties of these quantities are related by

DEDtX_ ½24�

which means that in order to measure the energy
with high accuracy, the measurement time has to be
large.

The particle picture based on the wave packet is
not perfectly equivalent to the wave picture. Indeed,
two questions must be solved: the interpretation of
cðx; tÞ and the equation to be used for its time
evolution. The interpretation given to cðx; tÞ is pro-
babilistic, in the sense that

jcðxÞj2dx ½25�

represents the probability of finding the particle in an
interval dx around the position x. In other words, the
particle conserves its point-mass nature but it is de-
localized within the extension of the wave packet.
That implies that jcðx; tÞj2 is integrated over all
space, the particle must be found somewhere. This
normalization condition, extended in three dimen-
sions, is written asZ

jcðx; y; zÞj dx dy dz ¼ 1 ½26�

The equation describing the space–time evolution
of the wave function c for a free particle is

� _2

2m0

d2

dx2
c ¼ i_

d

dt
c ½27�

This is the basic Schrödinger equation for one-di-
mensional nonrelativistic force-free particle (particle
free from interaction and moving with velocity very
small compared to the speed of the light) and its so-
lution automatically fulfils the relation

_o ¼ p2

2m0
¼ _2k2

2m0
½28�

Equation [27] can be generalized in three dimen-
sions:

� _2

2m
r2c ¼ i_

@

@t
c ½29�

and to the case of a particle moving in presence of a
potential V(r):

� _2

2m0
r2 þ VðrÞ

 !
cðr; tÞ ¼ i_

@

@t
cðr; tÞ ½30�

The expression �ð_2=2m0Þr2 is called the kinetic
energy operator and

H ¼ � _2

2m0
r2 þ VðrÞ ½31�

∆x

X

Ψ
(X

)

Figure 3 The real part of the wave packet described by

eqn [22]. The first node is at x0 ¼ p=Dk . The rapid oscillations are

due to the behavior of the sin x/x term appearing in eqn [22].
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is another operator that represents the total energy
(kinetic energy plus potential energy) of the system
and it is called the Hamiltonian (in quantum mecha-
nics all physical quantities which are a result of
measurement processes (e.g., the momentum p, the
angular momentum l, etc.) are associated with some
operators).

If the potential V does not depend on time, the
time dependence can be separated in the wave func-
tion c as

cðr; tÞ ¼ e�iðE=_ÞtFðrÞ ½32�

and the time-dependent Schrödinger equation [30]
becomes

� _2

2m0
r2 þ VðrÞ

 !
FðrÞ ¼ HFðrÞ ¼ EFðrÞ ½33�

which is normally called the time-independent
Schrödinger equation. The functions F and the
energies E solution of eqn [33] are called eigenfunc-
tions and eigenvalues, respectively.

Quantum Mechanic Description of
the Hydrogen Atom

Consider a single electron of mass m0 in the field of
the nucleus of charge Z. In this case, the potential to
be used in the Schrödinger equation is given by the
Coulomb potential VðrÞ ¼ �Ze2=4pe0r. In a central
potential such as this, as in classical mechanics, the
angular momentum is conserved. In quantum me-
chanics, this is equivalent to stating that the energy
and angular momentum can be simultaneously
measurable or that the corresponding operators,
Hamiltonian and angular momentum, commute. Al-
though the individual components of the angular
momentum operator ðl̂x; l̂y; l̂zÞ do not commute with
each other, one of these components, for example, l̂z,
commutes with the square of the total angular mo-
mentum operator; thus, l̂z and l̂2 are simultaneously
measurable.

The Schrödinger equation for an electron in a cen-
tral potential can be more conveniently solved by
choosing spherical polar coordinates. The Cartesian
coordinates x, y, z are replaced by r, y, f, where r is
the radius, y the azimuthal angle between the axis z
and the vector r, and f the angle which the projection
of r in the x–y plane forms with the x-axis. If the
spatial part of the wave function c is separated as

Fðr; y;fÞ ¼ RðrÞYðy;fÞ ½34�

then the Schrödinger equation [33] becomes

Yðy;fÞ � _2

2m0

1

r2
@

@r
r2

@

@r

� �
þ VðrÞ

" #
RðrÞ

þ RðrÞ
2m0r2

l̂2Yðy;fÞ ¼ ERðrÞYðy;fÞ
½35�

For simplicity, the expressions for l̂z and l̂2 are not
explicitly given in spherical coordinates. If the fact
that Fðy;fÞ are also eigenfuntions of the operators l̂z
and l̂2 is used, that is,

l̂2Yðy;fÞ ¼ _2oYðy;fÞ ½36�

l̂zYðy;fÞ ¼ _mYðy;fÞ ½37�

eqn [35] reduces to the radial equation

� _2

2m0

1

r2
@

@r
r2

@

@r

� �
þ VðrÞ

"

þ _2o
2m0r2

#
RðrÞ ¼ ERðrÞ ½38�

where m appearing in eqn [37] is the magnetic quan-
tum number.

It can be shown that the eigenvalues of l̂2 are _lðl þ
1Þ (with l ¼ 0; 1; 2;y) instead of the classical ex-
pected value of _l2; the eigenvalues of l̂z are _m (with
�lomoþ l). The eigenfunctions Yðy;fÞ are called
the spherical harmonic function and they are labeled
by the integer numbers l and m as

Yl;mðy;fÞ ¼ eimfPm
l ðcos yÞ ½39�

Pm
l ðcos yÞ being the Legendre polynomials. The

spherical harmonics for l ¼ 1 and l ¼ 2, both in the
spherical and Cartesian coordinates, have the form

Y1;0 ¼
ffiffiffiffiffiffi
3

4p

r
cos y ¼

ffiffiffiffiffiffi
3

4p

r
z

r
;

Y1;71 ¼ 8e7if

ffiffiffiffiffiffi
3

8p

r
sin y ¼ 8

ffiffiffiffiffiffi
3

8p

r
x7iy

r

Y2;0 ¼
ffiffiffiffiffiffi
5

4p

r
3

2
cos y� 1

2

� �
¼ 1

2

ffiffiffiffiffiffi
5

4p

r
2z2 � x2 � y2

r2
½40�

Y2;71 ¼ 8
1

2
e7if

ffiffiffiffiffiffi
15

2p

r
cos y sin y ¼ 8

1

2

ffiffiffiffiffiffi
15

2p

r
ðx7iyÞz

r2

Y2;72 ¼ 1

4
e72if

ffiffiffiffiffiffi
15

2p

r
sin2 y ¼ 1

4

ffiffiffiffiffiffi
15

2p

r
ðx7iyÞ2

r2
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The expression for the radial part R(r) of the eigen-
function Fðr; y;fÞ is

Rn;lðrÞ ¼ Nn;le
�knrrlL2lþ1

nþ1 ð2knrÞ ½41�

where n is the principal quantum number, Nn,l is
a normalization factor, and L2lþ1

nþ1 ð2knrÞ are the
Laguerre polynomials. It can be shown that the or-
bital angular momentum quantum number l cannot
be larger than n–1.

Therefore, one can conclude that the wave func-
tions of the hydrogen atom are labeled by three
quantum numbers, n, l, and m, and they may be
written in the form

cn;l;mðr; y;f; tÞ ¼ eiðEn=_ÞteimfPm
l ðcos yÞRn;lðrÞ ½42�

In the Bohr model, the electron moves in circular
orbits, similarly as a planetary system; now the elec-
tron is described by a charge cloud which is math-
ematically represented by the wave functions [42]
whose square modulus jcn;l;mðr; y;fÞj

2 represents the
probability of finding the electron about a given po-
sition. Graphical pictures of some wave functions of
the hydrogen atom are depicted in Figure 4.

For historical reasons, the following convention is
normally assumed to indicate the orbital angular
momentum l:

l 0 1 2 3 4 5
orbital s p d f g h

For a single-electron atom, the orbital angular
momentum l and the spin angular momentum s cou-
ple and precess about their mutual resultant j ¼ l þ s.

In terms of energies, different wave functions
having the same principal quantum number n and
different l, m, and s have the same energy. These
states are said to be degenerate and, for a given
principal quantum number n, the degree of degene-
racy is 2n2. The physical reason for such a degene-
racy lies in the peculiar 1/r2 behavior of the Coulomb
electric field.

When the spectral lines of the hydrogen spectrum
are examined at very high resolution, they are found
to be closely spaced doublets. This splitting is called
fine structure and was one of the first experimental
evidences for electron spin.

The small splitting of the spectral lines is attributed
to an interaction between the electron spin s and the
orbital angular momentum l, the so-called spin–orbit
interaction.

The familiar red Ha line of hydrogen is a single line
according to the Bohr theory. The straightforward
application of the Schrödinger equation to the hydro-
gen atom gives the same result. If the wavelength of
this line is calculated using the energy expression from
the Bohr theory (eqn [7]), the result is 656.11nm for
hydrogen, treating the nucleus as a fixed center. If the
reduced mass is used, the wavelengths become
656.47 nm for hydrogen and 656.29nm for deuteri-
um (see Figure 5). The difference between the hydro-
gen and deuterium lines is B0.2 nm and the splitting

3s

2s

1s

2p

3p 3d

Figure 4 The density electron distribution of different hydrogen states representing the localization probability of jcj2.
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of each of them is B0.016nm, corresponding to an
energy difference ofB0.000045 eV. This corresponds
to an internal magnetic field on the electron of
B0.4T.

More Complex Atoms: Alkali Atoms and
Multi-Electron Atoms

When two or more electrons are bound to a nucleus,
their individual electrons can be characterized by the
three quantum numbers n, l, and m. This approach is
at the basis of the construction of the periodic table
of the elements. To do that, one has to take into
account the Pauli principle which states that a state
labeled by specific values of n, l, and m can be oc-
cupied by at most two electrons: one having spin up
ðs ¼ þ_=2Þ and the other one with spin down
ðs ¼ �_=2Þ. As a general rule, the electrons occupy
first the levels with lowest energies starting from the
ground state which correspond to zero energy. A
particular state of occupation of the energy levels is
called the electron configuration (or terms) of the
atom: for instance for the lowest state of sodium (Na,
Z ¼ 11), the electronic configuration of the ground
state is 1s2 2s2 2p6 3s1.

A closed shell occurs when the next electron to be
added would occupy the s state of the next higher
principal quantum number n. Due to symmetry rea-
sons, the angular momentum of closed shells is null
and the atoms which reach this condition (noble
gases) are particularly stable from a chemical point
of view. As a general rule, the electrons in the closed

shells are closer to the nucleus than the outer elec-
trons (valence electrons).

Alkali atoms represent atomic systems that are
very similar to the hydrogen atom and, for this rea-
son, are also named hydrogenic atoms. Indeed, their
electronic configuration corresponds to that of a
noble gas plus one electron in the s shell. Of course,
the similarity with hydrogen atom is only partial,
because the inner electrons play some role. For
instance, the ionization energies (the energy that has
to be furnished to the outer electron to free it from
the attractive potential of the nucleus) decrease with
the atomic number Z (see Table 1).

This behavior can be understood qualitatively by
recalling that the electrons in the same subshell have
equivalent spatial distributions, so that their screen-
ing of one another is rather small.

The valence electron ‘‘sees’’ only partially the nu-
clear charge þZe because part of this is screened by
the Z–1 inner electrons. This effect can be taken into
account by introducing an effective potential Veff (r)
for the valence electron. In this way, the many-body

~
~

~
~

j = 3/2

j = 1/2
2s

2p1/2

2p

2p3/2

1s

3s

Deuterium     Hydrogen

656.1 656.2 656.3

� (nm)

4.5×10−5 eV

B L S

B L S

10.2 ev
121.6 rm

Figure 5 Spin–orbit effect in the 2p state of hydrogen atom (upper part). The splitting caused in the 2p state is responsible for the

doublet observed in the 3s-2p transition, in hydrogen or in deuterium (lower part).

Table 1 Ionization energy of alkali atoms

Atomic number Z Element Ionization energy ðeVÞ

1 Hydrogen 13.59

3 Lithium 5.4

11 Sodium 5.14

19 Potassium 4.3

37 Rubidium 4.18

55 Cesium 3.89
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problem involving Z interacting electrons in the
nuclear potential is strongly simplified and reduced,
as for the hydrogen atom, to a two-body problem.
The nuclear potential does not vary as 1/r and this
is the reason why the l degeneracy is removed in
alkali atoms. The energy terms En,l for a given alkali
atom X can be written similarly to the hydrogen
series but including an effective principal quantum
number neff:

En;l ¼ �RXhc
1

neff

¼ �RXhc
1

½n � Dnðn; lÞ�2
½43�

where RX is the Rydberg constant for the alkali atom
X and Dn(n,l) is the so-called quantum defect asso-
ciated to the quantum numbers n and l. Table 2
reports the quantum defects (in general, not an
integer) of the sodium atom.

Consider now the case when two electrons occupy
the outer shell. This is the case of helium atom, or
helium-like atoms (Be, Mg, Ca, etc.). Compared with
the hydrogenic atoms, the total binding energy con-
tains a term due to the repulsive interaction of the
two electrons, that is,

V ¼ � Ze2

4pe0r1
� Ze2

4pe0r2
þ e2

4pe0r12
½44�

The repulsive term depends on the n and l quan-
tum numbers since the electronic spatial distribution
depends on these quantum numbers. In contrast with
the hydrogen atom, the Schrödinger equation with
the potential [44] does not have an exact solution.
Approximate solutions can be obtained by using per-
turbative approaches.

Consider the coupling between the individual orbi-
tal and spin angular momenta of the two electrons:
(l1, s1) and (l2, s2). These angular momenta are cou-
pled to each other by means of electromagnetic in-
teraction (e.g., the spin–orbit interaction) between
the electrons in the atom. They combine according to
specific quantum mechanical rules to produce the
total angular momentum, J, of the atom. There are
two limiting cases in angular momentum coupling:
the LS (or Russell–Saunders) coupling, and the j–j
coupling (or the jj coupling).

LS Coupling

If the spin–orbit interaction li � si is smaller than the
mutual electrostatic interaction (third term in eqn
[44]), the orbital momenta li combine vectorially to
form the total orbital momentum L while the spin
momenta si combine to form the total spin S. L and
S couple to form the total angular momentum J.
According to the rules of composition of angular
momentum, the possible values of L are

L ¼ jl1 þ l2j; jl1 þ l2j � 1;y; jl1 � l2j;
multiplicity 2L þ 1 ½45�

and each value determines the term characteristic

L ¼ 0; 1; 2; 3;y

S; P; D; F;y

Similarly, the total spin of the two electrons can be
arranged such that S ¼ 0 (antiparallel spins) with
multiplicity 2S þ 1 ¼ 1 (the singlet state) or S ¼ 1
(parallel spins) with multiplicity 2S þ 1 ¼ 3 (the tri-
plet state). This can also be extended to many-
electron light atoms:

L ¼
X

i

li; S ¼
X

i

si; J ¼ Lþ S ½46�

For helium and the alkaline-earth atoms (Be, Mg, Ca,
Sr, and Ba) in their ground configuration, the triplet
state is not allowed because of the Pauli principle
(two equivalent electrons cannot occupy the same
state with the same quantum numbers n, l, m, s).

Depending on which values are possible for the
corresponding numbers L and S for a certain con-
figuration, a number of electrostatically split terms
are obtained. Such terms are designed as 2Sþ1XJ,
where the 2Sþ 1 denotes the spin multiplicity, X is
the total orbital angular momentum (S, P, D, y),
and J is the total angular momentum.

Transitions from one state to another are governed
by the following selection rules:

Dl ¼71 for the single electron

DL ¼ 0; 71 for the total system

DS ¼ 0 for the total spin ½47�

jj Coupling

The second limiting case for angular momentum
coupling occurs for heavy atoms, because in this
case the spin–orbit coupling li � si for each individual
electron is larger than the interactions li � lj and si � sj.
In the jj coupling, the angular momenta couple

Table 2 Quantum defects of D(n,l ) for the spectra of the so-

dium (Na) atom

Term n ¼ 3 n ¼ 4 n ¼ 5 n ¼ 6

l ¼ 0 1.373 1.357 1.352 1.349

l ¼ 1 0.883 0.867 0.862 0.859

l ¼ 2 0.010 0.011 0.013 0.011

l ¼ 3 0.000 –0.001 –0.008
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according to the vectorial sum:

l1 þ s1-j1; l2 þ s2-j2 ½48�

The individual angular momenta ji couple to give
the total angular momentum J ¼

P
i ji. In this type

of coupling, the orbital angular momenta L are
not defined and there are, therefore, no terms S, P,
D, etc.

In real cases, the jj coupling is observed only in very
heavy elements. In most cases, intermediate forms of
coupling exist. One consequence is, for instance, that
the selection rules [47] do not apply for these atoms
where the intercombination between terms of differ-
ent multiplicities is not strictly forbidden.

See also: Electronic Structure (Theory): Atoms; Electronic
Structure (Theory): Molecules; Hartree and Hartree–Fock
Methods in Electronic Structure; Quantum Mechanics:
Foundations; Quantum Mechanics: Methods; Quantum
Mechanics: Molecules.

PACS: 31.10; 32.10
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Nomenclature

c speed of light (m s� 1)
e charge of electron (C)
E total energy (J)
gs spin gyromagnetic ratio
h Planck constant (J s)
Ip ionization energy (J)
J total angular momentum (kgm2 s� 1)
k wave vector (cm� 1)
L angular momentum (kgm2 s� 1)
m0 electron mass (kg)
p linear momentum (kgm s� 1)
r radius of electron orbit (m)
R Rydberg constant (m� 1)
S spin vector (J s)
T kinetic energy (J)
v velocity (m s� 1)
V potential energy (J)
Z atomic number
e0 permittivity of vacuum (Fm� 1)
l wavelength (m)
mB Bohr magneton (J T� 1)
n frequency (Hz)
s cross section (m2)

Quantum Mechanics: Critical Phenomena
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Critical Phenomena

Phase transitions are present in a variety of relevant
physical systems: from the familiar phenomena of
solid–liquid–gas transition to the more intriguing
transition to a superconducting state at lower tem-
perature. It is also believed that phase transitions in
the early universe from a hotter state with higher
degree of symmetry are responsible for the universe
as it is known now. The concept of phase transition,
and the methods developed in physics to study it,
have found fruitful applications very far from the
context in which it had been introduced. For exam-
ple, in computational complexity it is used to char-
acterize the transition for an ensemble of Boolean

variables under an increasing number of constraints,
which may or may not be satisfied at the same time.
It can be used to understand under what conditions a
neural network is or is not able to recognize suitable
patterns, or to distinguish if the information in a
noisy communication channel can or cannot be safe-
ly transmitted.

The understanding of phase transitions is one of the
most spectacular achievements of statistical mechan-
ics. In the thermodynamical limit, that is, in the pres-
ence, formally, of an infinite number of degrees of
freedom, the knowledge of the Hamiltonian of the
system does not allow one to predict its state: a mul-
tiplicity of states are possible! Moreover, the density
of a thermodynamic potential, say the free energy, is
not necessarily an analytical function of its control
parameter, say the temperature, even though it is
always a continuous function.

According to the Ehrenfest classification, a phase
transition is of order n when, at the transition point,
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the thermodynamic potential has a discontinuity at
the n-derivative and is continuous in the derivatives
of lower order. Nowadays, thanks to the success
of ideas related to the application of the renor-
malization group, it is more customary to make a
distinction between critical and noncritical phase
transitions, where, in the former case, the correlation
length x, which is the typical length associated to the
fluctuations in the system, diverges at the critical
point. Generically, at a critical point, the system,
with the disappearance of its typical scale, displays
scale invariance. Suppose that the critical point is
characterized by a critical value of the temperature
Tc, then, the correlation length is expected to diverge
with a power law

xðTÞB T � Tc

Tc

����
����
�n

¼ jtj�n ½1�

where the power n is the associated critical expo-
nent and t is the reduced temperature, a convenient
dimensionless parameter. Critical exponents are an
example of a universal quantity, that is, something
that does not depend on the microscopic details of
the system involved, but on more generic features
such as dimensionality and the internal symmetries
involved. Tc and the size of the critical region, where
the universal behavior is observed are, instead, non-
universal.

Landau introduced the concept of the order para-
meter. He imagined a local field f(x) whose expec-
tation /f(x)S¼f (independently from the position
because of space homogeneity) vanishes in the dis-
ordered phase, but takes a finite value in the ordered
phase. The idea behind this concept is that, while
the Hamiltonian of the system is invariant under
the transformation of a group of symmetry G, the
equilibrium states of the system could display a
smaller symmetry group H, where H is a subgroup
of G. Then, a broken symmetry transformation
will send one state into another, and if the order pa-
rameter is not left invariant by this broken trans-
formation, it can take a nonvanishing value in the

phase with lower symmetry. For example, in a fer-
romagnet, the Hamiltonian is invariant under the Z2

inversion symmetry of all the spins, but below the
Curie temperature it allows two distinct pure ther-
modynamical phases with nonvanishing value of the
residual magnetization which are sent one into the
other by inversion of the spins, as this symmetry is
broken.

In classical equilibrium statistical mechanics in
the canonical ensemble, relations among various
critical exponents can be derived by assuming that,
near the critical point, the density of free energy f
(more precisely its singular part) expressed as a func-
tion of the reduced temperature and the field con-
jugate to the order parameter h (or to the magnetic
field in the case of the ferromagnet) is a homogenous
function

f ðt; hÞ ¼ b�df ðtbyt ; hbyhÞ ½2�

where d is the dimensionality of the system, yt ¼ 1=n
and yh is another critical exponent. By choos-
ing b¼ x, at h¼ 0, because of [1], one gets fBx� d.
Table 1 collects the most common critical exponents.
Because of [2], they are not all independent. By ap-
plying the definitions, it is easily derived that

dn ¼ 2� a; yh ¼ bd=n ½3�

aþ 2bþ g ¼ 2; 2� a ¼ bðdþ 1Þ ½4�

called scaling relations. The first one, the Josephson
relation, is an example of a hyperscaling law: a
scaling relation, which involves directly the dimen-
sion d of the system. It has a less secure footing than
the other relations. As an example of derivation,
consider the specific heat

C ¼ @2

@t2
f ðt; 0Þ ¼ b�dþ2=nf ðtb1=n; 0Þ ½5�

which must behave, for t-0, as t� a independent-
ly from b, and the first relation follows. Similar

Table 1 Main critical exponents and their mean-field values

Exponent Mean field Definition Conditions

Specific heat a 0 Cp|t|� a t-0, h¼ 0

Order parameter b 1/2 fp(� t)b t-0� , h¼0

Susceptibility g 1 wp|t|� g t-0, h¼ 0

Eq. state d 3 hpf|f|d� 1 h-0, t¼ 0

Correlation length n 1/2 xp|t|� n t-0, h¼ 0

Algebraic decay Z 0 G(r)p|r|� dþ 2� Z t¼0, h¼0

The last two values refer to the properties of the two-point correlation function.
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considerations allow one to also derive the relation

g ¼ ð2� ZÞn ½6�

When one also considers dynamics, near the critical
point, the typical scale of autocorrelation in time
of fluctuations xt also diverges. This phenomenon,
known as critical slowing down, is well known to
researchers who simulate statistical ensembles by the
dynamic Monte Carlo methods, as it makes compu-
ter time more and more inefficient in producing sta-
tistically independent configurations. The dynamic
critical exponent z is defined by

xtBxz ½7�

and, for example, for Brownian diffusion z¼ 2.

Landau Theory

An estimate of the critical exponents can be recovered
using the mean-field theory, as shown by Landau. It
amounts to imposing analyticity of thermodynamic
potentials also at criticality. Consider the thermody-
namic potential g(f,t) at a fixed temperature and an
order parameter. In order to fix the ideas, consider
a ferromagnet where the order parameter f is the
magnetization. Because of analyticity, g can be expan-
ded in f:

gðf; tÞE gcðtÞ þ rðtÞf
2

2
þ sðtÞf

3

3

þ uðtÞf
4

4
þ? ½8�

A linear term in f is not present as, by definition,

h ¼ @

@f
gðf;TÞ

E rðtÞfþ sðtÞf2 þ uðtÞf3 þ? ½9�

that is, one expects a linear response for a small ex-
ternal field. An inversion symmetry would require all
odd powers of f in [8] to vanish, so s(t)¼ 0. For u(t)
positive, the series can be truncated to study small
effects. For positive r(t), there is only a minimum of
G, at f¼ 0, but for negative r(t) there are two of
them, among the three values of f corresponding to
h¼ 0. Therefore, r(0)¼ 0; thus, at criticality, eqn [9]
states that hBf3, which means that d¼ 3. By expan-
ding r in t, r(t)Bt. The minima at h¼ 0 for negative
t must have

f ¼ 7

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�rðtÞ

uðtÞ

s
Bð�tÞ1=2 ½10�

thus, b¼ 2. For positive t, fBh/r(t); thus

w ¼ @f
@h

¼ 1

rðtÞBt�1 ½11�

which means g¼ 1. From the scaling relations, a¼ 0
can be obtained. In order to study the correlation
functions, fields dependent on position should be in-
troduced to get Gaussian fluctuations which display
n¼ 1/2 and Z¼ 0. Josephson hyperscaling relation
thus holds for these values only in d¼ 4 dimensions.
By taking into account fluctuations of the order
parameter by means of a local effective field theory, it
can be shown that the Landau theory can hold only in
dimension d greater than dc¼ 4. In lower dimensions,
fluctuations are so strong that the effective field the-
ory needs renormalization and the scaling operators
acquire anomalous dimensions. The critical behavior
is dominated by nontrivial fixed points of the renor-
malization group flow.

Quantum Critical Phenomena

Relevant fluctuations in finite-temperature transitions
are always described according to classical mechan-
ics. The order of magnitude of the classical thermal
energy per degree of freedom kBT can be compared
with the zero-point quantum energy per degree of
freedom _oc, where oc is the frequency of the fluc-
tuation. In the critical region, there are modes with
enormous autocorrelation time xt, so that the asso-
ciated frequency is almost vanishing and

_oc{kBTc; tzn{Tc ½12�

which means that at finite Tc transitions, quan-
tum mechanical effects are completely hidden by
the thermal fluctuations and the universal properties
at criticality are determined by a classical critical
point.

However, in some cases, it is possible by changing
a parameter at our disposal, say r, to decrease Tc(r)
eventually up to zero at some value rc, that is,
Tc(rc)¼ 0. As an example, at a low enough temper-
ature, LiHoF4 forms an ionic crystal where the only
magnetic degrees of freedom are spins of the holmic
atoms which choose a preferred axis of orientation in
the crystal. In a magnetic field, perpendicular to the
preferred axis, this material can be described as a
classical Ising model with a ferromagnetic interaction
in a transverse field. It has been experimentally found
that at a fixed magnetic field, there is a critical phase
transition from a paramagnetic phase disordered by
thermal fluctuations to a ferromagnetic ordered
phase. By increasing the magnetic field, the line of
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phase transition reaches Tc¼ 0, at hcB50 kOe. At
T¼ 0, there are only quantum fluctuations and,
therefore, they are only responsible for the (quan-
tum) transition to the disordered phase. For this rea-
son, the endpoint of the line of phase transition at
T¼ 0 is called a quantum critical point. In Figure 1,
the phase boundary curve is denoted by C. At T¼ 0,
the line C terminates in the quantum critical point at
rc. In certain cases, such as a one-dimensional magnet
or a two-dimensional magnet with a non-Abelian
continuous symmetry to be broken, there is no
ordered state at nonzero temperature, so that the
ordered region below the curve C in Figure 1 shrinks
to the segment to the left of rc at T¼ 0. Close to
the boundary, the region is drawn where classical
thermal fluctuations dominate and can be described
in terms of a universal classical critical behavior. The
disordered region at the right of rc is a quantum
paramagnet where the dominant fluctuations are
quantum. The region denoted as quantum critical is
dominated by the critical ground state at rc (where
long-range order is the effect of ground-state entan-
glement) and its thermal fluctuations. Its boundaries
occur at

TBjtjznBx�1
t ½13�

(here t¼ (r� rc)/rc) and do not denote a phase
boundary, but only a crossover which discriminates
where thermal fluctuations become more important
with respect to the quantum ones.

It is important to stress that it is not essential for
the experiment that the quantum critical point is not
in the physically accessible region, as it is always at
T¼ 0. As it always happens around a critical point,

fluctuations are well described by an effective field
theory.

Phenomenologically, the previous remarks are
encoded in a generalization of the scaling ansatz
[2], which keeps into account one more relevant
parameter

f ðt;T; hÞ ¼ b�ðdþzÞf ðtbyt ;Tbz; hbyhÞ ½14�

In this case, by choosing b¼ x, at h¼ 0, one gets the
free energy

f ðt;T; 0Þ ¼ x�dx�1
t FðTxtÞ ½15�

expressed through a crossover function. It is interesting
that, at variance with the classical case, in the effective
volume factor, together with xd, there is an expli-
cit contribution from the time direction xt. Indeed,
in contrast with what occurs in classical statistical
mechanics, where, generally, the contribution from the
dynamics (i.e., the kinetic part of the Hamiltonian) is
trivially simplified out, in quantum mechanics, because
of the Heisemberg uncertainty relations (i.e., non-
commutativity of coordinates and momenta), static
and dynamic fluctuations cannot be disentangled. This
difficulty demands more powerful tools for including
quantum effects in statistical descriptions.

Path Integral

There is a formal analogy between the Boltzmann
operator in quantum statistical mechanics at temper-
ature T¼ 1/(kBb) (i.e., exp(� bH)) and the time
evolution operator in quantum mechanics (i.e.,
exp(� itH/_)), after the identification t¼ ib_. An
analytic continuation to imaginary time, called the
Wick rotation, is the starting point for the construc-
tion of the Schwinger functions, that is, correlation
functions in the Euclidean field theory. A path
integral representation is obtained by using the Trot-
ter formula

expð�bHÞ ¼ lim
N-N

exp �b
N

H

� �� �N

½16�

that is, one can reduce to consider the time evolution
on a small lapse b/N where it is essentially classical,
as the quantum effect of noncommutativity of oper-
ators is of the order 1/N2 and can be neglected in the
large-N limit. For example, consider the partition
function (which, in the presence of an external
source, is the generator of all the correlation func-
tions)

Z ¼ Tr expð�bHÞ ½17�

Ordered

Quantum
critical

Quantum
disordered

Thermally
disordered

C

T

r

Figure 1 Phase diagram in the plane of the control parameter r

and temperature T. Only the curve C is a phase boundary. It ends

at the quantum critical point in (rc, 0). The quantum critical region

is bounded by nonuniversal crossover lines.
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where the trace is over the physical Hilbert space. By
introducing a complete basis set for this space at each
intermediate time, one has

Z ¼ lim
N-N

X
ffg

YN
i¼0

/fijexpð�DtHÞjfiþ1S

¼
Z

Djðx; tÞexp �
Z b

0

dt

Z
ddxL½jðx; tÞ�

� �
½18�

where one has to set fN¼f0 because a trace is being
evaluated, and Dt¼ b/N. When, for example, by
means of coherent states, the expectation values are
parametrized by auxiliary variables j, this formula
shows that the quantum statistical mechanics in d
dimensions can be seen (before the limit N-N is
taken) as a classical statistical mechanics of a model
in dþ l dimensions, which is put in the discrete
‘‘time’’ direction where the index i runs in a box of
finite size b. Thus, once more, for finite b, when
fluctuations have a correlation length long enough,
the effective system dimension is d, but at increasing
b there is a crossover to a fully (dþ 1)-dimensional
system. Moreover, the path integral representation in
[18] shows that, if nontrivial singularities appear in
the limit of large N, when time is continuous, it
behaves as a spatial dimension, so that the dynamical
critical exponent z¼ 1. As a consequence, three-
dimensional quantum systems, the most interesting
quantum systems in solid-state physics, behave at
the quantum critical point as four-dimensional clas-
sical critical systems. But for d¼ 4, the mean-field
theory is exact (apart from logarithmic violations)
and the critical exponents are those provided in
Table 1. This conclusion, though often invalid,
should also hold when, because of renormalization,
zX1. Indeed, the effective classical description of the
soft modes which are massless in the classical theory
and are associated with the fluctuation of the order
parameter, does not take into account the presence of
other modes which can be singular at the quantum
critical point because of the vanishing of the tem-
perature. An important example are the particle–hole
excitations in an electron fluid that have a mass
proportional to the temperature. Indeed, the theory
of quantum phase transitions is very rich and shows
a complex structure.

Examples

An example of a quantum critical point obtained by
changing the magnetic field has already been noted.
In other important examples, the control parameter
can be the amount of disorder or the strength of the
interaction.

Quantum Spin-Glass

LiHoxY1� xF4 is obtained from LiHoF4 with the re-
placement of the magnetic ion Ho3þ by the non-
magnetic Y3þ . By varying the dilution x, and the
transverse magnetic field, a divergence in the non-
linear susceptibility, which shows a spin-glass tran-
sition, can be moved at zero temperature toward the
quantum critical point, even though experimentally
the divergence seems to become so weak that it could
also be nonexistent, so that the transition could in-
stead be of the first order.

Metal–Insulator Transition

Electrons in a metal form Bloch states which extend
throughout the material, and conduction of electricity
is allowed from one boundary to the other. But
impurities can localize the electron states, that is,
wave functions of the electrons have a significant
value only over bounded regions, so that electricity
can no longer be conducted to the whole sample. The
quantum transition from a metal to an insulator,
driven by disorder, is called Anderson localization
when the interaction among the electrons is neglected.
It is known that for d¼ 2, in the absence of an exter-
nal magnetic field, any amount of disorder is enough
to produce localization. For d¼ 3, when disorder is
not too strong, there are both localized and extended
states: they are separated in energy by the mobility
edge. The difference between the Fermi energy and
the mobility edge is the control parameter to the
phase transition. By varying the density of electron or
the amount of disorder, the transition can be obtained
at zero temperature. In the presence of electron inter-
actions, the transition, called the Anderson–Mott
transition, is very poorly understood.

Superfluid–Insulator Transition

Disorder can also be responsible for a transition from
a superfluid to an insulating state. If there is an at-
tractive interaction between the electrons, supercon-
ductivity can arise. In the case of a charged superfluid
or superconductor, the transition can be induced by
an external magnetic field. Mott transitions can
be obtained in Josephson junction arrays where the
ratio of the Josephson and Coulomb interaction can
be varied.

Quantum Hall Transition

Consider an electron gas confined in an interface
between two semiconductors. For d¼ 2, free electrons
in a magnetic field occupy discrete energy (Landau)
levels. By changing the ratio of the density of the
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electron to the magnetic field perpendicular to the
interface, different phases are obtained. While the
resistivity longitudinal to the current flow vanishes,
the transverse one, called the Hall resistivity, is
quantized. Different states are characterized by
the different values of transverse resistivity. Transi-
tions between Hall states are quantum transitions
associated with the divergence of the localization
length.

Kosterlitz–Thouless Transition

This is a well-known example of a model in classical
statistical mechanics which shows a phase transition
for d¼ 2, even in the absence of a local order parame-
ter. It is the O(2)-vector model, or the XY model,
because the spin variables are constrained in a plane.
At a high temperature, it is disordered by topological
excitations: vortices. However, at temperatures low
enough, vortex–antivortex pairs condense and become
irrelevant for the Gaussian fixed points. This means
that by using mapping between the classical and the
quantum models, the quantum d¼ 1 model has a
quantum critical point. This transition is relevant for
the discussion of the low-dimensional superconduc-
tors, and has been used to describe underdoped high-
temperature superconducting cuprates.

Deconfinement Transition

Particles or quasiparticles carrying fractionalized
quantum numbers interacting through a gauge field,
as, for example, quarks in quantum chromodynam-
ics, can undergo a phase transition from a confined
phase, where the only excitations at low energy are
composite excitations with integer quantum numbers,

to a higher-temperature phase, where the effect of the
gauge interaction is weak and the fractionalized par-
ticles are unbound. The nature of this phase transi-
tion is not, in general, fully understood. Different
phenomenologies can arise in cases in which the
gauge group is discrete, Abelian, or non-Abelian. It
could be driven by different topological defects of the
gauge fields. In particular, monopoles, instantons, or
vortices associated with the center of the gauge group
can be effective.

SAT/UNSAT Quantum Transition

There is a quantum version of the classical problems of
satisfiability/unsatisfiability in the complexity theory of
computation. It refers to the qbits of quantum com-
putation and is governed by a quantum critical point.

See also: Phase Transformations, Mathematical Aspects
of; Quantum Computation and Chaos; Statistical Me-
chanics: Classical; Statistical Mechanics: Quantum.

PACS: 68.35.Rh; 64.60.� i; 05.70.Jk; 73.43.Nq
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Historical Introduction

By the second decade of the twentieth century quan-
tum mechanics was a ‘‘theory’’: its systematic appli-
cation to the microscopic world was in general
successful both in describing phenomena and in
solving fundamental problems.

At that time, the search for a theory to unify
quantum mechanics with relativity became an impor-
tant issue. It was clear that the phenomena in which
the two theories were involved were that of fast

(relativistic) and small (quantum) bodies, which is
the world of ‘‘elementary particles.’’ Among the
known elementary particles at that time were the
photon g, electron e, proton p, and neutron n. But
soon their number increased. The search for the
‘‘unified theory’’ proceeded in two main directions.

On the one hand, a systematic search for ele-
mentary particles, conserved (or almost conserved)
quantum numbers, and symmetries was initiated. It
required a systematic interplay of theoretical, experi-
mental, and technological developments. Soon it
became clear that one could classify the interactions
in three groups, with increasing strength: weak,
electromagnetic, and strong interactions. The well-
known electromagnetic interactions are mediated by
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photons. Weak interactions are responsible, for in-
stance, for the neutron decay and the weak radiative
decay of nuclei. Strong interactions are responsible
for nuclear structures.

On the other hand, the search for dynamical for-
mulations also gained momentum around the same
time. The first attempt was a relativistic generalizat-
ion of the Schrödinger equation. Most important
among these was the Dirac equation, which success-
fully predicted antiparticles, fine-structure splitting
of the hydrogen spectrum and the electron magnetic
moment. This generalization, however, does not
account for particle creation and annihilation pro-
cesses that take place in elementary particle inter-
actions. Instead, it required the formulation of the
quantized (relativistic) field theory (QFT). The mean-
ing of ‘‘elementary particles’’ became clear, together
with their connection to quantum fields. The first
QFT was quantum electrodynamics (QED), the
quantization of Maxwell fields with charged cur-
rents of quantized (Dirac) electrons. As it will be
clear in the following, the formulation of QFT is very
constrained, in that it only requires the quantum
numbers and symmetries of the fields (particles).

The two directions are thus intrinsically unified. In
the following, after the description of quantum num-
bers and symmetries, the construction of QFT for
elementary particles is illustrated.

Quantum Numbers and Symmetries

The characteristic features of elementary particles are
listed in ‘‘Review of particle physics.’’ The main
structures are summarized here. The commonly used
units are _, c (light velocity) and MeV for masses (or
GeV¼ 103MeV). Electric charges of all observed
particles are multiples of the electronic charge. Each
particle has an antiparticle with the same mass and
spin but opposite charge (and quantum numbers in
general). They are classified as leptons and hadrons,
which undergo weak, electromagnetic, and strong
interactions mediated by ‘‘gauge bosons’’ (gravitat-
ional interactions are discussed later).

Gauge Bosons

The gauge bosons that mediate the various interac-
tions are: photon g, weak bosons (charged W7 and
neutral Z0), and gluons g. They are responsible for
electromagnetic, weak, and strong interactions, res-
pectively. The photon is massless (with two trans-
verse polarizations) and couples to charged particles.
The bosons W7, Z0 are massive (with three polari-
zations). Due to their large masses (almost hundred
proton masses), their discovery (1983) was very

difficult. Gluons g carry eight ‘‘color charges,’’ are
neutral and massless; gluons are not produced but
are ‘‘confined’’ within hadronic matter.

Leptons

There are three ‘‘families’’ (or doublets) which un-
dergo electromagnetic and weak interactions (they
couple to g and W7;Z0). The first family is ðe; neÞ:
electron (e) is charged and massive, and neutrino (ne)
is neutral and massless. They both have spin 1/2.
While the electron has both polarizations, the neu-
trino is only left-handed, so that parity (reflection
into a mirror) is violated in weak interactions. The
other two families, ðm; nmÞ and ðt; ntÞ, differ only in
the masses of charge particles (mmB200me and
mtB3600me). There are recent indications that neu-
trinos are massive (and then oscillate one into the
other with characteristic period).

Hadrons

There are few hundred hadrons divided into two
groups, according to whether their spin is integer
(mesons, such as p0, p7) or half-integer (baryons,
such as n, p). They undergo all three types of inter-
actions (couple to all gauge bosons).

It was a major discovery that all hadrons are des-
cribed as ‘‘made up’’ of few quanta, quarks, with
spin 1/2 and six quantum numbers called flavors
ðf ¼ u; d; c; s; t; bÞ. Their flavors, charges qf, and
masses mf are

f ¼
u c t

d s b

 !
; qf ¼

þ2

�1

 !
e

3

mf C
0:003 1:2 4:3

0:006 0:1 178

 !
GeV ½1�

Mesons are made up of quark–antiquark pairs. For
instance, the spinless meson pþ is made up of quark
u and antiquark d, so its charge is

qpþ ¼ 2

3
þ 1

3

� �
e ¼ e

The negatively charged p� , antiparticle of pþ , is
made up of antiquark u and quark d, so its charge
is � e.

Baryons are made up of three quarks. The proton,
for instance, is made up of three quarks u, u, and d,
so its charge is

qp ¼ 2

3
þ 2

3
� 1

3

� �
e ¼ e
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The antiproton is made up of three antiquarks u, u,
and d, so its charge is � e. Flavor quantum numbers
are conserved only in electromagnetic and strong in-
teraction but are weakly violated.

Quarks make up hadrons but are not seen; they are
‘‘confined’’ within the hadrons. This fact should be
explained in quantum chromodynamics (QCD), the
theory for quark and gluon interaction. To construct
QCD, one needs to introduce an additional quantum
number for the quark, the ‘‘color’’ with three values.
The fact that quarks (and gluons) are confined can be
formulated by requiring that physical states (hadrons)
are ‘‘colorless.’’ In mathematical terms, the three col-
or ‘‘charges’’ correspond to the dimension of the
smallest matrices for the eight generators of the SU(3)
group. Under SU(3) transformations, quarks (and
gluons) transform, whereas hadrons are invariant.

The color quantum number is needed to explain the
size of total cross sections and decay rates (e.g., p0-
2g). Moreover, it is needed for the ‘‘anomaly cancel-
lation,’’ a requirement for consistency of QFT for
elementary particles. Anomaly cancellation should be
mentioned here since it provides a strong constraint
on the spectroscopy of all elementary particles. The
three quark doublets in [1] parallel the three-lepton
families:

u

d

 !
c

s

 !
t

b

 !( )

and
e

ne

 !
m

nm

 !
t

nt

 !( )
½2�

Within such a scheme, the charges of leptons and
quarks (including color) sum up to zero, so that fun-
damental conservation laws of weak currents are sat-
isfied. A missing piece in [2] would destroy such
conservation laws in the presence of an anomaly. It is
interesting to observe that, because of the t-quark
large mass, see [1], the t flavor was discovered much
later (1994). However, long before its discovery, the
theoretical framework was so well established that the
general question was not if but when the t flavor
would be found.

Quantum Field Theory: Electrodynamics

The construction of QFT started with electromag-
netic interactions, QED, which is presented here in a
way suited for generalization to other interactions.
Two quantum fields are involved, the electron and
the photon. The quantum field c(x) of the electron
(or any other charged fermion) can be decomposed,
in perturbation theory, into fermionic operators that
create electrons and positrons with momentum k and

helicity ð1=2Þl (here denoted by bw
lðkÞ and cwlðkÞ, res-

pectively):

cðxÞ ¼
Z

d3k

ð2pÞ32Ek

�
X
l¼71

fe�ik�xulðkÞblðkÞ

þ eik�xvlðkÞcwlðkÞg ½3�

with Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2

p
and x � k ¼ xmk

m ¼ tEk � xk.
The wave functions ul and vl are solutions of the
Dirac equation with positive and negative frequency
and, as c(x), have four components (spinors) in cor-
respondence with four degrees of freedom: two he-
licities for the particle and two for the antiparticle.
The (free) Dirac action is

SDirac½c� ¼
Z

d4x %cðxÞ½i=@ þ m�cðxÞ

=@ ¼ @mgm; @m ¼
@

@xm

½4�

with m ¼ 0; 1; 2; 3, gm being the Dirac matrices and
%c ¼ cwg0.
The (free) Maxwell action is given by the well-

known expression

SMaxwell½A� ¼ �1

4

Z
d4xFmnðxÞFmnðxÞ

FmnðxÞ ¼ @mAnðxÞ � @nAmðxÞ
½5�

where the (real) vector quantum field has the decom-
position

AmðxÞ ¼
Z

d3k

ð2pÞ32Ek

fe�ikxamðkÞ þ eikxawmðkÞg ½6�

with awmðkÞ and amðkÞ the creation and the annihilation
operators, respectively. While there are four fields
Am(x), the photon has only two polarizations. Related
to such a redundancy is the fact that the action [5] is
invariant under the ‘‘gauge’’ transformation

AmðxÞ ) AmðxÞ �
1

e
@mLðxÞ ½7�

with LðxÞ arbitrary. Therefore, not all of the four
fields are independent.

The action of QED, including the photon–electron
interaction, can be derived by starting from the
free Dirac action plus the gauge invariance. This will
be illustrated here since the same procedure will
be followed to construct QFT for weak and strong
interactions. First, [4] is invariant under the phase
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transformation

cðxÞ ) eiLcðxÞ; %cðxÞ ) %cðxÞe�iL ½8�

where L is an arbitrary constant. Then this symmetry
is ‘‘promoted’’ by requiring that the action be invar-
iant under [8] with L-LðxÞ, an arbitrary function of
x. The action [4] is not invariant anymore since

%cðxÞ@mcðxÞ ) %cðxÞ½@m þ i@mLðxÞ�cðxÞ ½9�

To enforce the symmetry, one needs to compensate
for the @mLðxÞ term. This is obtained by adding a
vector field AmðxÞ transforming according to [7] and
by making the replacement:

%cðxÞ@mcðxÞ replaced with

%cðxÞ½@m þ ieAmðxÞ�cðxÞ
½10�

in the Dirac action [4]. The result is invariant under
the gauge transformation. This shows how powerful
requiring gauge symmetry is. From the free Dirac
action, one theoretically ‘‘discovers’’ the photon field.
Such a strategy will be generalized to ‘‘discover’’
other gauge bosons.

In conclusion, the QED action is

SQED½A;c� ¼ SMaxwell½A� þ SDirac½c�

þ ie

Z
d4xAmðxÞjmðxÞ

jmðxÞ ¼ %cðxÞgmcðxÞ

½11�

which is a Lorentz invariant, so that unification of
relativity and quantum physics is achieved. The inter-
action does not conserve the particle number. The
last term contains three quantum fields (with three
creation or annihilation operators), and then a pho-
ton could annihilate into an electron–positron pair,
an electron can absorb or emit a photon, etc. This
feature is unavoidable and is based on the fact that
the relativistic action must be constructed only in
terms of x-dependent quantum fields, a requirement
which is not necessary in nonrelativistic many-body
theories. A further important consequence of rela-
tivity is that quanta with integer spin must satisfy
Bose statistics while quanta with half-integer spin
must satisfy Fermi statistics, a consequence of cau-
sality of relativistic particle propagators.

The connection between QED action and cross-
sections is based on the S-matrix formalism, similar
to the nonrelativistic case, apart from nonconservat-
ion of particle number. Cross-sections calculation are
done (perturbatively) in terms of Feynman rules
involving point-like interaction and integration over
virtual particle momenta.

The most important surprise of QFT is the pres-
ence of infinities arising from integrations over
virtual momenta in the ultraviolet (UV) region. The
comprehension of this problem (renormalization) has
been very laborious from the conceptual and calcu-
lational points of view. In QED, all infinities can be
completely absorbed into the two parameters (mass
and charge) entering the action [11] (and into the
normalization of the two fields). Therefore, (m, e)
in SQED need to be reinterpreted as UV parameters
(m0, e0) that absorb all infinities. On the other hand,
(m0, e0) are determined by two conditions, for in-
stance, giving the physical mass and charge (m, e).
In conclusion, all cross sections and distributions
involving photons and charged particles can be com-
puted in terms of (m, e), which, however, are not
the parameters entering the action but the experi-
mentally measured ones.

The consequences of renormalization is extraordi-
nary from the conceptual point of view: one aims to
formulate a fundamental theory, but discovers that
QED has to be considered only as an effective theory.
Infinities arise from the fact that local fields (defined
at point x with infinite resolution) are not adequate
for a fundamental description at all distances. At
very short distances (much shorter than the present
resolution of 10�16 cm), nature should be described
by different fundamental objects to be discovered
(strings?). However, QED remains a predictive the-
ory since the (unknown) fundamental objects can be
integrated over the very short distances and the result
can be embodied only into quantum fields with UV
charge and mass (m0, e0).

The features described for infinities in QED are
general. A QFT in which all infinities can be ab-
sorbed into few UV parameters is said to be renor-
malizable. It turns out that the criterion is very
simple: a QFT is renormalizable if the UV parameters
in the action are masses and dimensionless couplings
as in QED. Such a criterion allows one to identify the
few interaction terms in the action.

In conclusion, quantization and relativity provides
remarkably strong constraints: the quantum numbers
of fields, their symmetries, and the criterion for
renormalizability essentially allow one to uniquely
determine the QFT, up to a few UV parameters.

Quantum Chromodynamics: Strong
Interactions

The fundamental fields in QCD are the quarks (which
make up the hadrons). To construct the action one
proceeds as in QED and starts from the free Dirac
action. The quarks are described by the fermion field
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caf ðxÞ, given in [3] with flavor f ¼ 1;y; 6 and color
a ¼ 1; 2; 3 quantum numbers. The Dirac action is

SDirac½C� ¼
Z

d4x
X

f

%Cf ðxÞ . ½i=@ þ mf �Cf ðxÞ

%Cf .Cf ¼
X

a

%cafcaf

½12�

with Cf ðxÞ the triplet field

Cf ðxÞ ¼
c1f ðxÞ
c2f ðxÞ
c3f ðxÞ

0
BB@

1
CCA

%Cf ðxÞ ¼ ð %c1f ðxÞ %c2f ðxÞ %c3f ðxÞÞ

½13�

To search for the interaction and the gluon, one fo-
cuses on the field transformations. One observes
that [12] is invariant under the SU(3) transformation
(cf. (8))

Cf ðxÞ ) UCf ðxÞ; %Cf ðxÞ ) %Cf ðxÞU�1

U ¼ eiu; u ¼
X8
a¼1

laya
½14�

with la the eight (Hermitean and traceless) 3� 3 ma-
trices of SU(3) and ya eight real arbitrary parameters.

To find the gluon, the gauge vector boson
analogous to the photon field Am, one promotes
[14] into a local symmetry with U(x) an arbitrary x-
dependent SU(3) matrix. In this case, [12] is not
invariant since (cf. (9))

%CðxÞ � @mCf ðxÞ

) %CðxÞ � ½@m þ U�1ðxÞ@mUðxÞ�Cf ðxÞ ½15�

To obtain an invariant action, one needs to com-
pensate for the U�1ðxÞ@mUðxÞ terms by introducing
eight vector gluon fields Ga

mðxÞ and make in [12] the
replacement (cf. (10)):

%CðxÞ � @mCf ðxÞ

replaced with

%CðxÞ � ½@m þ igsGmðxÞ�Cf ðxÞ

Gm ¼
X8
a¼1

laGa
mðxÞ ½16�

with gs the color coupling (analogous to e) and Gm a
3� 3 traceless matrix quantum field which undergoes

the gauge transformation (cf. [7])

GmðxÞ ) UðxÞ Gm þ
i

gs
U�1ðxÞ@mUðxÞ

� �
½17�

The replacement [16] in [12] leads to the action

SQCD½c;G� ¼ SDirac½c� þ Sgluons½G�

þ igs

Z
d4x

X8
a¼1

Ga
mðxÞjamðxÞ ½18�

with the eight color currents

jam ¼
X

f

%Cf ðxÞ � lagmCf ðxÞ ½19�

The pure gluon term Sgluons[G] is constructed as in
QED by requiring invariance under [17]. One finds
that it contains gluon self-interaction terms (three-
and four-gluon interaction vertices) corresponding to
the fact that the gluon field is a matrix in color in-
dices, that is, the gluon has ‘‘color charge’’ and can
interact with itself. SQCD contains only the quark
masses and the dimensionless gauge coupling gs and
is, therefore, renormalizable.

The most challenging question is that while fields are
quarks and gluons, only hadrons are seen at large dis-
tances. Therefore, the main question is how the QCD
action explains that colorless hadrons are made up of
color quanta (color confinement). There is no answer
yet to this question. Numerical studies of QCD, for-
mulated in terms of Feynman path integrals, seem to
reproduce hadron spectra and indicate that color is
confined.

Perturbative methods can be used at short distanc-
es. Here the effective strength of QCD interaction
(the color coupling gs) is small, due to radiative cor-
rection (asymptotic freedom). This unexpected phe-
nomenon (in QED, the effective charge increases by
going to short distance) is due to gluon self-inter-
action and radiative corrections, from nonphysical
polarization of virtual gluons. Predictions obtained
for short-distance distributions are in general well
confirmed by experimental data.

Electroweak Theory and Standard Model

One of the most beautiful discoveries in particle
physics is the unified theory of electromagnetic and
weak interactions, a basic element of the standard
model.

Weak phenomena (the prototype is neutron decay)
are characterized by very short distances, in contrast
to electromagnetic phenomena with an infinite range
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of action. This is because the photon is massless
(infinite range), while the weak bosons W7, Z0 are
very massive, so that, at low energy one can assume
point-like weak interactions (Fermi theory). It is then
surprising that these two completely different inter-
actions could be unified into the electroweak (EW)
theory.

To illustrate the EW theory, consider the first lep-
ton family ðe; neÞ and neglect neutrino mass. The
important phenomenological observation is that the
neutrino is only left-handed and is described by

cnLðxÞ ¼ PL � cnðxÞ ¼ nLðxÞ ½20�

with cn the fermion field given by [3] and PL¼
(1� g5)/2 the chiral operator which, for massless fer-
mions, projects on left-handed helicity (l¼ � 1). The
electron, instead, is present in nature with both
helicities. Using the left (PL) and right (PR) chiral
projectors, one can write the electron quantum field
(PLþPR¼ 1)

ceðxÞ ¼ PL � ceðxÞ þ PR � ceðxÞ ¼ eLðxÞ þ eRðxÞ ½21�

ðnL; eL; eR are projected neutrino and electron quan-
tum fields). The (free) Dirac action written in terms
of left and right field is

SDirac½c� ¼ i

Z
d4xf%nLðxÞ=@nLðxÞ þ %eLðxÞ=@eLðxÞ

þ %eRðxÞ=@eRðxÞg ½22�

The electron mass term með%eReL þ %eLeRÞ, which
mixes the left and right electron fields, will be
taken into account later.

To construct the theory, one proceeds as in QED
and QCD and identifies the symmetry transforma-
tions. The Dirac action [22] is invariant under the
SU(2)�U(1) transformation (the transformation of a
doublet and a phase rotation)

nLðxÞ
eLðxÞ

 !
) V

nLðxÞ
eLðxÞ

 !

V ¼ eiv; v ¼
X3
i¼1

siyi

nLðxÞ
eLðxÞ

 !
) eiLYL

nLðxÞ
eLðxÞ

 !

eRðxÞ ) eiLYReRðxÞ

½23�

with V an SU(2) matrix, si the Pauli matrices, and
(yi, L) arbitrary real constants. The proportionality
constants turn out to be the hypercharges (YL¼ � 1
and YR¼ � 2), a generalization of electric charges.

The next step is the search for the gauge vector
bosons, g;W7;Z0, mediating the interactions. This
is done by promoting [23] into local symmetries
requiring yi(x) and L(x) to be four arbitrary
x-dependent functions. If one proceeds as in the case
of QED and QCD, one obtains four massless gauge
vector boson fields.

To set up EW action, one has to take into account
that W7;Z0 are massive, while g remains massless,
that the electron has a mass and charge, while the
neutrino is massless and neutral. The simplest way to
obtain all these features is to introduce two complex
scalar fields f1(x) and f2(x) and write the (unique)
action which is invariant under the SU(2)�U(1)
transformation [23], together with

f1ðxÞ
f2ðxÞ

 !
) V

f1ðxÞ
f2ðxÞ

 !

f1ðxÞ
f2ðxÞ

 !
) eiLðYL�YRÞ f1ðxÞ

f2ðxÞ

 ! ½24�

Moreover, one has to require that the scalar fields
undergo a symmetry breaking and acquire a vacuum
expectation value v in one of the four real compo-
nents, in particular, in physical gauge,

f1ðxÞ
f2ðxÞ

 !
-

1ffiffiffi
2

p
0

v þ wðxÞ

 !
½25�

with w(x) a real scalar field. The other three real scalar
fields disappear from the EW action and become the
longitudinal polarization of the three massive gauge
bosons. The particle of w(x) field, called Higgs meson,
is spinless and neutral, and then couples only to weak
bosons. Its mass is not constrained. This particle has
not been observed yet and its discovery is very impor-
tant, since it gives the most clear signal of spontaneous
symmetry breaking at the basis of the EW theory.

Spontaneous symmetry breaking in the EW theory
is similar (non-Abelian version) to the one used in
the standard Bardeen–Cooper–Schrieffer theory of
superconductivity, in which one requires that the
single complex scalar field (Cooper pair) acquires a
ground-state expectation value. This gives a finite
range (inverse effective mass) for the electromagnetic
field in the superconducting material.

The EW theory for the electron family contains
few UV parameters: four dimensionless couplings
(two associated with SU(2) and U(1), the coupling of
lepton family with the scalar doublet and the scalar
doublet self-interaction) and the vacuum expectation
value v which has dimension of mass. EW action is
then renormalizable.
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To complete the EW theory, one has to add the
other two lepton families and the quark doublets
in (2). For the leptons, one simply replicates the
previous construction (with a new parameter for
each lepton family, the coupling with the scalar dou-
blet). Taking into account quarks is more subtle,
since all fermions in the doublets are massive (quark
family mixing). As mentioned before, only by adding
together lepton and quarks families, as in [2], and the
color charge for quarks, one finds a consistent theory
(anomaly cancellation).

Finally, to construct the standard model, the uni-
fied theory of all interactions among the elementary
particles, one has to merge EWand QCD action. The
resulting theory has the symmetry SU(3)� SU(2)�
U(1), where SU(3) is the color symmetry of QCD.
The standard model has been successfully tested, es-
pecially by precise measurements at LEP, the elec-
tron–positron collider at CERN. At the moment, the
fact that neutrino has a mass is the only experimental
indication that the theory needs to be modified.

Beyond the Standard Model

Although the standard model is theoretically very
constrained and has been successfully tested, there
are various reasons to expect that it is incom-
plete, besides the neutrino mass problem. Schemat-
ically, the reasons are: (1) spontaneous symmetry
breaking, needed to provide mass to weak bosons
and fermions, could be more complex than the one
used here. The point will be clarified by the discovery
of the Higgs meson; (2) the number of UV para-
meters in the action is finite but large; (3) the mass
scales for various particles is not naturally explained;
(4) a simple merging of EW and QCD into the
standard model without constraints is not satisfac-
tory, one would expect that they are unified at a
deeper level, for instance, by a symmetry unifying
SU(3) color with EW symmetry SU(2)�U(1); (5)
to obtain a complete theory, one should take into
account gravitational forces as described by general
relativity but its quantization leads unavoidably to
QFT which is nonrenormalizable (with infinite
number of parameters in the action). Finally, as dis-
cussed before, the theory is formulated as QFT,
which should be considered as an effective theory
involving UV parameters to account for infinities.
Intensive experimental and theoretical activity is
focused on the study of the above questions.

From the experimental point of view, one faces
challenging technological problems due to the extreme
conditions: one needs to deal with very high energy
(e.g., for the Higgs meson search) or with the very
small cross sections involved in neutrino physics. In the

last few decades, large developments in the astrophysi-
cal and cosmological measurements are producing
important information for elementary particle physics.

There have been many attempts to search for a
theory which solves the above problems. Super-sym-
metry, in which bosons and fermions are unified, is
by now an important element in this search. It is so
elegant, and unifies so many aspects and seems to
partially explain particle mass scales that one cannot
resist but think it represents natural facts. However,
up to now, there are no experimental indications of
boson–fermion unification.

Infinities in QFT suggest that, at very short dis-
tances, fields are not adequate for a physical descrip-
tion. The string theory is a candidate for a
fundamental theory. It generalizes QFT: it unifies
quantum and relativistic aspects for extended objects
(strings) instead of point-like objects as in QFT. The
surprise is that the resulting theory is not only highly
constrained and mathematically beautiful, but it also
requires unification with gravitation, the only force
not yet considered at quantum level. Many attempts
are ongoing in this direction. The important difficul-
ty, coming as a prize for unification with general
relativity, is that the scale at which one starts to
resolve strings is B10� 33 cm, the Planck scale. Es-
sentially no experimental data will be available at
such a short distance. Nevertheless, string theories
continuously produce theoretical ideas on the con-
struction of the fundamental theory which will su-
persede QFT. Recent examples are QFT in spaces
with extra dimensions (more than three space and
one time coordinates) which, in physical dimensions,
involve extended objects. They partially solve some
of the above problems and have a unifying aspect;
however, they can be considered only as first at-
tempts (their actions are not renormalizable).

See also: Group Theory; Nuclear Fission and Fusion; Nu-
clear Models and Methods; Quantum Mechanics: Meth-
ods; Quantum Mechanics: Nuclei; Radioactivity; Relativity;
Scattering, Nuclear Resonant; Statistical Mechanics: Clas-
sical; Superconductivity: BCS Theory; Superconductivity:
General Aspects; Superconductivity: Ginzburg–Landau
Theory and Vortex Lattice.

PACS: 03.; 03.65.�w; 03.65.Ta; 10

Further Reading

Hagiwara K, et al. (2002) Review of particle physics. Physical
Review D 66: 010001.

Okun LB (1982) Leptons and Quarks. Amsterdam, Netherlands:
North-Holland.

50 Quantum Mechanics: Elementary Particles



Pais A (1986) Inward Bound of Matter and Forces in the Physics
World. New York: Oxford University Press.

Schweber SS (1994) QED and the Men Who Made It: Dyson,
Feynman, Schwinger and Tomonaga. Princeton University Press.

Weinberg S (1995) The Quantum Theory of Fields I, II and III.
Cambridge University Press.

Wilson K (1979) Problems in physics with many scales of length.

Scientific American 241: 158.

Quantum Mechanics: Foundations
A J Leggett, University of Illinois at Urbana-
Champaign, Urbana, IL, USA

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

When one thinks about fundamental tests of the
principles of quantum mechanics, the area of con-
densed matter physics is not the first that springs to
mind. At least at first sight, such tests would seem to
require the use of physical systems which are very
well characterized, well isolated from their environm-
ents, and (for certain kinds of tests) propagate at or
close to the speed of light. None of these conditions is
at all well satisfied by a typical condensed matter
system. Nevertheless, there are certain kinds of fun-
damental tests for which such systems are indispen-
sable and others for which they permit substantial
extensions of the results obtained on more ‘‘micro-
scopic’’ systems, and this is the subject of this article.
The issues of ‘‘quantum statistics’’ discussed are: one
aspect of nonlocality in quantum mechanics, and the
universal validity of the quantum description.

Quantum Statistics

It is a well-known consequence of the basic principles
of the quantum field theory that ‘‘elementary’’ parti-
cles can be partitioned into two and only two classes,
based on their possessing integral or half-odd-integral
spin in units of _; these are called bosons and fermi-
ons respectively (cf. below for the names). A very
fundamental consequence of the indistinguishability
in principle of elementary particles, coupled with
considerations peculiar to the relativistic quantum
field theory, is the spin-statistics theorem: the wave
function of any quantum-mechanical system contain-
ing more than one particle must be unchanged under
the exchange of any two identical bosons, and must
change sign under the exchange of any two identical
fermions. (A conventional, if somewhat imprecise,
phrasing of this principle is that particles of integral
(half-odd-integral) spin obey Bose (Fermi) ‘‘statis-
tics.’’) The spin-statistics theorem has been well con-
firmed at the level of particle physics, for example, in

the selection rules on decay processes, and in the
case of fermions one of its consequences, the Pauli
exclusion principle which forbids more than one fer-
mion from occupying any single-particle state, has
well-known effects for the structure of both atoms
and nuclei. The spin-statistics theorem applies not
only to ‘‘elementary’’ particles but also to complexes
built up from the latter, provided that (1) the ‘‘inter-
nal’’ structure of the composites is identical, and (2)
they remain undissociated in the regime of interest.
This follows because if S is the total spin of the com-
plex, the parity of 2S is just that of the total number
of fermions contained in it, and this is also the parity
of the wave function under the simultaneous ex-
change of all the fermions between two such com-
plexes. Thus, for example, the 4He atom (2 electrons,
2 protons, 2 neutrons, S ¼ 0) behaves as a boson,
while the 3He atom (2 electrons, 2 protons, 1 neu-
tron, S ¼ 1=2) behaves as a fermion. The same con-
clusion obviously applies to the even and odd isotopic
species of any chemical element. Does this difference
in ‘‘statistics’’ have any effect in the microscopic limit?

Actually, it is an experimental fact that the prop-
erties of most substances do not depend qualitatively
on their isotopic composition. The reason is that
for the effects of the statistics to be appreciable, two
conditions must hold simultaneously. The first is
that the behavior predicted by a quantum-mechan-
ical calculation should differ appreciably from that
obtained in the classical approximation (if this is not
true, then the whole concept of a wave function
becomes unnecessary, so its symmetry clearly cannot
affect any physical property); this requires that
the thermal de Broglie wavelength of the particles
in question should be greater than, or at least com-
parable to, the average interparticle spacing. The
second condition is that the particles in question
can exchange places fairly readily; if this is not so,
it is easy to show that the symmetry of the wave
function under interchange can have no substantial
consequences. Now for almost all elements and
compounds, at temperatures low enough for the
first condition to be satisfied the system is already
solid, so that the second condition is violated (in a
solid the atoms change places, if at all, only very
rarely). In fact, by the traditional definition the only
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‘‘condensed matter’’ systems where the two con-
ditions are simultaneously satisfied are the above two
stable isotopes of helium, both of which are unique
in the remaining liquid under their own vapor pres-
sure down to the lowest temperatures investigated.

The effect of the ‘‘statistics’’ on the behavior of
liquid helium is indeed spectacular. The two isotopes,
4He and 3He, are essentially identical in their elec-
tronic structure and interatomic interactions, and
the difference in nuclear mass does not seem to
have any major qualitative effect; indeed, in the
solid phase the properties of the two species are very
similar (with the exception, of course, of those
associated explicitly with the nuclear spin degree
of freedom, which is peculiar to 3He). Despite this,
the properties in the liquid phase are completely
different: in the case of liquid 4He, the liquid enters,
below the so-called l-temperature of B2.17K, a
‘‘superfluid’’ phase which displays a variety of exo-
tic properties (persistent currents, nonclassical rota-
tional inertia, film creep, fountain effect, etc.). By
contrast, liquid 3He behaves, right down to temper-
atures below 3mK, in a way qualitatively similar
to that of any other liquid, and in particular, shows
none of the above exotic effects. (Below 2.6mK, liq-
uid 3He does indeed become superfluid, but as shall
be seen below, the character of the superfluid
phase(s) is/are rather different from that occurring
in 4He.)

The origin of this spectacular difference in the
behavior of the two isotopes (or at least of much
of it) may be understood, at least qualitatively, by
asking how they would behave in the complete ab-
sence of interactions between the atoms. If N iden-
tical noninteracting atoms (of either species) are
considered to be moving in a volume V, the relevant
single-particle energy eigenstates are plane waves of
the form

ckðrÞ ¼ V�1=2 exp ik � rð Þ ½1�

If the system is considered to be in thermal equilib-
rium at temperature T and the standard principles of
statistical mechanics are applied subject to the con-
straints imposed on the many-particle wave function
by the spin-statistics theorem, one finds that the dis-
tribution nk(T) of atoms between the single-particle
plane-wave states [1] is given by the formula

nkðTÞ ¼ ðexpððek � mÞ=kBTÞ71Þ�1; ek � _2k2=2m

½2�

where the plus sign applies for fermions and the mi-
nus sign for bosons. In these formulas, the quantity
m(T) is the chemical potential, and its value is fixed,

for either sign, by the self-consistency condition

X
k

nkðT : mðTÞÞ ¼ N ½3�

The consequences of the sign difference are pro-
found: for fermions, in the limit T-0, the N lowest-
energy single-particle states are each occupied by a
single atom, in accordance with the Pauli exclusion
principle; one can say that they fill up a ‘‘Fermi sea’’
or ‘‘Fermi sphere’’ in momentum space, with a radius
kF given (for spin 1/2) by the formula kF ¼ ð3p2nÞ1=3,
where n � N=V. At nonzero but low temperatures,
particles can be excited to states which lie tkBT in
energy above the top of the Fermi sea, leaving ‘‘holes’’
in a similar range in the sea. Although such a ‘‘free
Fermi gas’’ model is of course not a realistic picture of
real liquid 3He, it turns out that the modifications
necessary to take account of the interatomic interac-
tions do not change the situation qualitatively (this is
the essential content of Landau’s ‘‘Fermi-liquid’’ the-
ory), and that the behavior of the resulting system is
overall not very different from that of a classical liq-
uid; in particular, it is predicted to show none of the
exotic effects seen in liquid 4He.

In the case of a system of noninteracting bosons,
which is described by eqn [2] with the minus sign, the
behavior is again not qualitatively very different from
that of a normal liquid so long as the chemical po-
tential m has a finite negative value (which is the case
at sufficiently high temperatures). As the temperature
falls, however, the value of m(T) increases, and for a
system moving in free space there exists a nonzero
temperature Tc (whose value depends on the density
n) below which such a nonzero negative value of m is
incompatible with the self-consistency relation [3].
For ToTc, the chemical potential tends to zero, and a
finite fraction of all the atoms (i.e., a macroscopically
large number N0) occupies the lowest-energy single-
particle state, namely that with k ¼ 0. This is the
phenomenon known as Bose–Einstein condensation
(BEC). For a gas of atoms with the mass and density
of 4He, the onset temperature Tc of BEC is B3.3K,
not far from the temperature (2.17K) of the onset of
superfluidity in liquid 4He. It is the almost universal
belief that below this latter temperature, BEC indeed
occurs in liquid 4He, and that this is the origin of the
complex of exotic properties observed in that system.

To illustrate how BEC can give rise to this kind of
exotic behavior, the focus is, for definiteness, on the
property of ‘‘nonclassical rotational inertia.’’ Con-
sider a free gas of N identical atoms (of any species)
in a toroidal (annular) container of radius R and
thickness d{R, which rotates at an angular velocity
oooc=2, where oc � _=mR2. What is the angular
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momentum of the system in thermal equilibrium?
Classical intuition suggests that the system would like
to rotate so that its mean velocity exactly matches
that of the container, and that its angular momentum
will then be simply NmR2o. It is easy to show that
a system which is well described by classical (New-
tonian) mechanics will indeed behave in just this
way. For a quantum-mechanical system, it turns out
that the effect of the rotation is to change the ‘‘effec-
tive’’energy of a single-particle state with angular
momentum l from its original energy l2_2=2mR2 to
l2_2=2mR2 � _ol. For a system of any species which
is not Bose-condensed, the distribution given by for-
mula [2] is a smooth function of energy, and provided
only that the thermal energy kBT is c_2=mR2 (a
condition very well satisfied in any currently realistic
experiment), the classical result for the total angular
momentum is obtained. However, for a boson system
below Tc, a macroscopic fraction of all the atoms
must occupy the single lowest-(effective)-energy
single-particle state; for ooð1=2Þoc, this is a state
with l ¼ 0, so a fraction of the atoms stays at rest
in the laboratory frame and the observed angular
momentum is less than the classical value. Again, this
simple model is not a realistic description of liquid
4He (and in fact, cannot account for all the exotic
behavior of the latter), but a model which takes
adequate account of the interatomic interactions
while still assuming the existence of BEC, and has
been very successful in explaining all the main pheno-
mena of superfluidity in that system.

Finally, it is generally believed that below 2.6mK
the fermions in liquid 3He form ‘‘Cooper pairs’’ – a
sort of giant ‘‘diatomic molecules.’’ (A similar pheno-
menon occurs for the electrons in metals below the
transition temperature for superconductivity, but the
Cooper pairs in 3He have a more sophisticated struc-
ture). Since such pairs of fermions have integral spin,
they are in effect bosons and can (and do) undergo
Bose condensation. One, therefore, expects the sys-
tem to show exotic properties such as those displayed
by 4He below the l-temperature, and indeed such are
found.

Thus, the two isotopes of liquid helium manifest,
in a dramatic way, the consequences of a fundamen-
tal principle, the indistinguishability, in principle, of
elementary particles.

Aharonov–Bohm Effect

In the classical electromagnetic theory, all electro-
magnetic effects on charged particles can be obtained
from a knowledge of the electric and magnetic fields
‘‘seen’’ by the particle, that is, the fields at the posi-
tion of the latter; the electromagnetic vector potential

Aðr; tÞ is introduced purely as an auxiliary function
to simplify some of the calculations. However, in
quantum mechanics the situation is different. Con-
sider an experimental arrangement in which a sole-
noid, regarded here as of infinite length, carries a
finite steady current (see Figure 1). The magnetic field
produced by the current is entirely confined to the
interior of the solenoid; outside it is zero. Now con-
sider a beam of electrons which is split so as to pass
on either side of the solenoid, and detected on a
screen behind it (Figure 1). According to a quantum-
mechanical calculation, the position of the interfer-
ence fringes observed on the screen should depend on
the current in the solenoid, being periodic in the flux
through the latter with period h/e. This is despite the
fact that there are no electric or magnetic fields at
any point on the trajectories of the electrons! This
strange behavior, usually known as the Aharonov–
Bohm effect, can be interpreted as showing either
that the electrons can ‘‘feel’’ fields even at points they
never travel to, or that the vector potential has
a ‘‘physical reality’’ not envisaged in the classical
electromagnetic theory.

While the most loophole-free tests of the Ahar-
onov–Bohm effect have been done with electron
beams in free space, the use of condensed-matter
systems permits one to display the effects of this
‘‘nonlocality’’ on a macroscopic scale. This is possi-
ble in a superconductor, since, to produce the super-
conducting state, the electrons must form Cooper
pairs (as in the superfluid phase of liquid 3He, see
above), and these pairs then effectively form bosons

Flux Φ

Solenoid 

Source of
electrons

Interference
fringes

Figure 1 The Aharonov–Bohm effect. The magnetic field of the

solenoid is confined to its interior, so there are no fields at any

point on the paths taken by the electrons.
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and undergo a sort of BEC (again just as in 3He).
Suppose now one forms the completely superconduc-
ting device shown in Figure 2; in the present context
it is enough to know that each junction by itself can
carry, without dissipation, a certain maximum (‘‘criti-
cal’’) current Ic, which is assumed for simplicity to
be the same for the two junctions. Thus, if one of
the arms were blocked the critical current of the
device would simply be Ic, while if both are open and
there is no current in the solenoid S, the currents
in the two arms just add and the critical current of
the device is 2Ic. If however, one imposes a current
through the solenoid and thus generates a total
flux f through the device, it turns out that the critical
current of the latter should be modulated by a factor
jcosðpf=f0Þj; thus it is periodic in the (superconduc-
ting) ‘‘flux quantum’’ f0 � h=2e. (The reason the
period is h/2e rather than h/e as in the electron beam
case is that the Cooper pairs have charge 2e, not e).
As in the electron-beam case, this is despite the fact
that the electrons which carry this current never
experience any electric or magnetic fields. This pre-
diction is well verified experimentally, showing that
the Aharonov–Bohm effect has not merely atomic-
level but also macroscopic manifestations.

Limits on the Validity of Quantum
Mechanics

The quantum measurement paradox (or, as it is some-
times known after its most famous instantiation, the
‘‘Schrödinger’s Cat’’ paradox) may be stated succinctly

as follows: at the microscopic level, if one considers a
standard example such as the Young’s slits experiment
with attenuated beams of single electrons, the fact that
the probability amplitude (wave function) which in
quantum mechanics describes the ensemble in ques-
tion, has a finite value at each of the two slits of the
intermediate screen cannot, at least without extreme
contortions, be interpreted as implying that each
individual electron of the ensemble passed through a
definite slit (so that the only significance of the am-
plitude is that its square is a measure of the proba-
bility of a given electron passing through the slit in
question). The evidence for the above statement is the
phenomenon of interference at the final screen. Now,
if one believes (as most physicists do) that quantum
mechanics is, in principle, the complete truth about
the physical universe, it can be applied not just to
single electrons and atoms, but to arbitrarily com-
plex objects composed of them, and in this process
the formalism itself is in no way modified. This
means that it is perfectly possible to devise thought-
experiments (such as Schrödinger’s original example
involving the cat) such that the unambiguous descrip-
tion given by quantum mechanics of the final state of
the universe (or more precisely the relevant ‘‘ensemble
of universes’’) is a linear superposition of amplitudes
corresponding to macroscopically distinct outcomes
(e.g., living or dead cat). Thus, unless the interpreta-
tion of the quantum formalism is changed signi-
ficantly between the microscopic and macroscopic
levels, one is forced to conclude that it is not true that,
for example, each individual cat was either alive or
dead before inspection. Yet it is (or at least appears to
be!) a fact of our direct experience that inspection
reveals each cat to be in one state or the other!

In literature it is often claimed that the apparent
paradox can be resolved by appealing to the pheno-
menon known as ‘‘decoherence’’: when an object is
sufficiently macroscopic, and/or interacts with a suf-
ficiently complex environment, then one effect of this
interaction is, in effect, to ‘‘scramble’’ the relative
phases of the amplitudes representing the two mac-
roscopically distinct states, so that the reduced den-
sity matrix of the system becomes equivalent to that
of a classical ‘‘mixture’’ of the two states (which inter
alia gives no possibility of interference), and can thus
(it is claimed) be interpreted as simply saying that
one or other of the two states is definitely realized for
each cat, but one does not know which, and thus
have to give a probabilistic description. While the
occurrence and ubiquity of the decoherence pheno-
menon at the macroscopic level is not in serious dis-
pute, the validity of the last, crucial step in the
argument (which is equivalent to a major change in
the interpretation of the quantum formalism between

I↑

I↑

Flux �

Josephson
junctions
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Figure 2 The Aharonov–Bohm effect in a superconducting

circuit. The solenoid produces no field anywhere in the metal.
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the micro- and macro-levels) is controversial in the
extreme, so that it is by no means universally agreed
in the physics community that the measurement par-
adox is ‘‘solved.’’

The premise underlying the above discussion is
that since the pristine quantum formalism describes,
apparently perfectly, the behavior of individual at-
oms and molecules, it must likewise describe per-
fectly, at least in principle, the behavior of arbitrarily
complex objects composed of them. Given the situ-
ation just described concerning the measurement
paradox, it would appear to make sense to ask if one
is sure that this premise is actually true, or could it
perhaps be that by the time one gets from the level of
atoms to that of cats, some new physics comes into
play which, inter alia, has the effect of reducing any
superposition of macroscopically distinct states, not
to a mixture as the ‘‘decoherence’’ argument would
have it, but to a definite one of its branches for any
given system of the ensemble. The class of theories
which have these properties are termed ‘‘macroreal-
istic’’; a number of such theories have appeared in
literature, the most fully developed probably being
that associated with the names of Ghirardi, Rimini,
Weber, and Pearle. The question is whether one could
actually devise an experimental test of the class of
macrorealistic theories against quantum mechanics.

It is fairly obvious that to the extent that a super-
position of macroscopically distinct states is ipso
facto automatically subject to a degree of decoher-
ence sufficient to reduce the density matrix to that of
a classical mixture, it will be impossible to imple-
ment such a test, because the experimental predic-
tions of the ‘‘mixture’’ description are, by definition,
equivalent to those of a theory in which a definite
outcome is realized for each system, that is, a macro-
realistic theory. The experimental challenge is thus to
find a system, where the superposition is both of
‘‘macroscopically distinct’’ states and at the same
time sufficiently resistant to decoherence. Of course,
the possibility of doing so rests on the definition of
‘‘macroscopically distinct,’’ and this point has had
considerable discussion in literature; for present pur-
poses, it is adequate to define two states as having
this property relative to one another if there is at least
one extensive physical quantity whose expectation
value in the two states is different by some large
number (say 104–109, see below) in the ‘‘natural’’
(atomic) units. Below, for convenience, this number
is denoted by the symbol L.

Suppose, for the sake of argument, that one has
found such a system; then one can try to engineer a
situation where, if quantum mechanics is indeed the
whole story, at some stage the correct description of
the relevant ensemble is indeed a linear superposition

of two (or more) macroscopically distinct states. At
that point one can, in principle, (1) test whether the
predictions of quantum mechanics in fact correspond
to experiment, and (2) test whether predictions made
on the basis of a macrorealistic theory correspond to
experiment. While it can be shown that there exist
experimental situations in which a positive answer
to (1) automatically implies a negative answer to (2)
(i.e., confirmation of the quantum-mechanical pre-
dictions automatically refutes the whole class of
macrorealistic theories), such experiments have not
yet been realized, and the experiments to be des-
cribed have been of type (1) only. In such tests, the
interpretation of the raw data is always done in ex-
plicitly quantum-mechanical terms, and the question
being asked is whether the experimentally realized
state is, as predicted by theory, a superposition or
rather a mixture of macroscopically distinct states.

Condensed matter experiments, which were con-
sciously designed to test the validity of quantum me-
chanics at the macroscopic level were started as early
as 1980. The first generation of these experiments
looked for, and saw, the essentially quantum-mechan-
ical phenomenon of tunneling out of a metastable
well (often referred to, in this context, as ‘‘macro-
scopic quantum tunneling’’ or MQT). A second gene-
ration of experiments has looked more directly for
the effects of superposition, by testing for NH3-type
oscillations or a related phenomenon. The system of
choice is usually a bulk superconducting ring inter-
rupted by a single Josephson junction (‘‘RF SQUID’’),
or some variant thereof, and the two states in ques-
tion are states in which the current circulates clock-
wise or counterclockwise respectively; depending on
the details of the geometry, the value of L can range
from 104 to 109. If such a system is subjected to
an external flux fext, the energy eigenstates are (in
the absence of decoherence) linear superpositions
of the above two states; for the special case
fext ¼ f0=2 ¼ h=4e, the ground state has even pari-
ty and the excited state odd parity, and the level
splitting is twice the matrix element t for tunneling
between the clockwise- and anticlockwise-circulating
states. More generally, as a function of flux the level
splitting has the form

DE ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ const: ðf� f0=2Þ

2
q

½4�

as shown by the solid line in Figure 3. By contrast, if
the true density matrix of the system is a mixture then
the splitting should be linear in the flux, as indicated
by the broken line. In the experiments (which used a
spectroscopic technique to measure the splitting), it
was unambiguously the solid line which was found.
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In one set of experiments, the value of L was B109,
which is probably a record at the time of writing.
Note however that these experiments, while verifying
that the behavior at this level is consistent with the
predictions of quantum mechanics, have not explici-
tly excluded theories of the macrorealistic class.

In the last two years, experiments on similar sys-
tems have detected the NH3-type oscillations between
the clockwise and counter-clockwise-circulating
states directly (although the L-values in these exper-
iments have been somewhat less spectacular, B105–
106). This observation opens the way to eventual tests
of type (2), in which (assuming the result is consistent
with the predictions of quantum mechanics) one will
be able to definitively exclude the viability of any
theory of the macrorealistic class at the level of
SQUID rings. Whether such a theory may become
viable at a level closer to direct human experience is,

of course, a matter for experiments, most likely of a
different and perhaps currently unforeseeable type, in
the (probably distant) future.

See also: Quantum Mechanics: Atoms; Quantum Mecha-
nics: Elementary Particles; Quantum Mechanics: Meth-
ods; Quantum Mechanics: Molecules.

PACS: 03.65 Ta; 03.65Vf; 03.65Yz; 05.30Fk; 05.30Jp
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Introduction

In principle, any problem in quantum mechanics can
be reduced to the solution of the corresponding

Schrödinger equation

HcðtÞ ¼ i_
@cðtÞ
@t

½1�

where obviously H is the Hamiltonian operator and
c(t) the state vector. As is well known, if H is time
independent, this is equivalent to the solution of the

Josephson
junction

2t

�0/2

∼1 µA

,

Trapped
flux
Φext 

Ψ = 2−1/2  (|�> + |�>)

∆E↑

↑

Φext →

Bulk superconducting ring

Figure 3 The predicted dependence of the energies of the two lowest states of an RF SQUID ring on the externally applied flux, under

the assumption of a coherent superposition (solid lines) or a mixture (broken lines).
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stationary equation

Hun ¼ Wnun ½2�

Wn and un being the eigenvalues and the eigenstates
of H, respectively.

In practice, only in very special cases one can solve
eqns [1] or [2] analytically. This essentially happens
for a system of free particles, for the single particle or
two particles with very few types of potential, for
free fields and for certain simplified many-body or
field theory models. In the majority of the realistic
cases, it is necessary to revert to approximate meth-
ods or to make use of numerical simulations.

Leaving apart numerical procedures, methods of
very general application are those based on expan-
sions on small parameters, variational methods,
semiclassical methods such as the Wentzel–Kramer–
Brilouin (WKB) method or those based on the Feyn-
man path integral formalism. Many other methods
can be reduced to these.

Various types of small-parameter expansions are
used: weak and strong coupling expansions in quan-
tum mechanics and in field theories, 1/c expansions in
evaluating relativistic corrections to nonrelativistic
results, small density, low- and high-temperature ex-
pansions in quantum statistical mechanics, and so on.

The many variants of the perturbation theory are
typical, in that they are based on the idea of decrea-
sing order of terms in the perturbation expansion.
Consider the Hamiltonian of a system split into two
parts,

H ¼ H0 þ lH1 ½3�

l being a small parameter, and assume that one is
able to solve the eigenvalue equation for H0,

H0u
ð0Þ
n ¼ Wð0Þ

n uð0Þ
n ½4�

The general idea is to solve eqn [1] or [2] by an
expansion in l. However, in the field theory and in
certain versions of the many-body theory, it is often
more convenient to work in the Heisenberg picture
and use similar techniques for studying the ground-
state expectation values of products of appropriate
observables.

In bound-state problems, such as those typically
considered in atomic and molecular physics (or in
nuclear physics or in quark models), the Hamiltonian
H0 already includes a part of the interaction which is
more tractable and lH1 denotes an additional ‘‘per-
turbation.’’ In the scattering theory or in theories
involving second-quantization techniques, H0 often
includes only the free part of the Hamiltonian and

lH1, the interaction. In the latter case, l is usually a
coupling constant.

In any case, the perturbation idea is based on the
convergence of some expansion (or at least on a good
asymptotic approach to a quantity of interest), and
sometimes it can completely break down. Then it
becomes necessary to turn to other methods.

This article is restricted to the most elementary
types of time-dependent and time-independent per-
turbation theories, to the Green function technique,
to variational methods, and to the main ideas on
WKB and path integral formalism. Some simple illu-
strative examples of application are also given.

Time-Independent Perturbation Theory

This is a recursive method for solving the eigenvalue
equation [2] for a Hamiltonian of the form [3]. It
consists in setting

un ¼ uð0Þ
n þ luð1Þ

n þ l2uð2Þ
n þ?

Wn ¼ Wð0Þ
n þ lWð1Þ

n þ l2Wð2Þ
n þ?

½5�

in the eigenvalue equation for [3], and in equating
equal-power terms in l on the left- and right-hand
sides of the equation. In this way, one can obtain an
infinite set of equations; a zero-, a first-, a second-
order equation, and so on. These are equivalent in
principle to the original equation and should be
solved recursively. The zero-order equation coincides
with eqn [4], and the successive equations can be
written as

H0u
ð1Þ
n þ H1u

ð0Þ
n ¼ Wð0Þ

n uð1Þ
n þ Wð1Þ

n uð0Þ
n

H0u
ð2Þ
n þ H1u

ð1Þ
n ¼ Wð0Þ

n uð2Þ
n þ Wð1Þ

n uð1Þ
n þ Wð2Þ

n uð0Þ
n

^ ½6�

where each equation depends on the quantities
determined by the solutions of the preceding ones.

The simplest situation occurs when the spectrum
of H0 is not degenerate, that is, when a single eigen-
function un

(0) (unique up to a factor) corresponds to
each unperturbed eigenvalue Wn

(0). Then, since the
un
(0) must make an orthonormal basis (up to normal-

ization) set, one can put in the first-order equation

uð1Þ
n ¼

X
s

að1Þns uð0Þ
s ½7�

and, after projecting over the vector uk
(0), one obtains

a
ð1Þ
nk ððW

ð0Þ
k � Wð0Þ

n Þ þ/u
ð0Þ
k jH1juð0Þ

n SÞ
¼ Wð1Þ

n dkn ½8�
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where the Dirac notation /fjcS has been used for
the scalar product and the relation /u

ð0Þ
r juð0Þ

s S ¼ drs.
From [8], one has, for k ¼ n,

Wð1Þ
n ¼ /uð0Þ

n jH1juð0Þ
n S ½9�

that is, the first-order correction to Wn
(0) is simply

given by the expectation value of H1 over un
(0).

For kan, one has instead

a
ð1Þ
nk ¼

/u
ð0Þ
k jH1juð0Þ

n S

W
ð0Þ
n � W

ð0Þ
k

½10�

Equation [8] does not determine ann
(1); however, up to

the first order, the normalization condition/unjunS¼1
gives a

ð1Þ
nn þ a

ð1Þ�
nn ¼ 0. So, ann

(1) must be purely imaginary
and can be taken equal to 0; indeed, to set a

ð1Þ
nn ¼

iZna0 would be equivalent to multiplying un
(0) in the

preceding equations by the inessential phase factor
1þ iZnCeiZn .

After introducing into the second-order equation
the expression for Wn

(1) and un
(1) obtained above, one

can proceed in a similar way for the second-order
equation and obtain

Wð2Þ
n ¼

X
san

j/u
ð0Þ
n jH1juð0Þ

s Sj2

W
ð0Þ
n � W

ð0Þ
s

½11�

and a complicated expression for ank
(2).

In principle, the procedure could be repeated in-
definitely until sufficiently small corrections are ob-
tained and, if the resulting expansions [5] converge,
eqn [2] would be solved to the required approxima-
tion. In fact, eqn [11] itself would require the eval-
uation of an infinite number of terms, and only in
very special cases, the method is of practical appli-
cation beyond the first order.

If the spectrum of H0 is degenerate, the unper-
turbed eigenvectors {un

(0)} are no longer uniquely
determined. For each unperturbed eigenvalue Wn

(0),
one has an eigenspace which may have more than
one dimension. Then, a basis un1

(0), un2
(0) ,y in each of

these subspaces can be chosen and the submatrices
/u

ð0Þ
ni jH0 þ lH1juð0Þ

ni0 S can be considered. The eigen-
values and the eigenstates obtained by diagonalizing
this type of matrices must be considered as the new
first-order eigenvalues and zero-order eigenstates,
and from these one can proceed as above. Actually,
the treatment can be simplified by restricting to
appropriate invariant subspaces if common constants
of motion with respect to H0 and H1 exist.

The calculation of the first relativistic correction to
the spectrum of the hydrogen atom may be consider-
ed as a typical example of application of the above

theory. In this case, one can set

H0 ¼ 1

2me
p2 � e2

4pr
½12�

where in the usual Schrödinger representation,
p2 ¼ �_2r2 � �_2ð@2=@x2 þ @2=@y2 þ @2=@z2Þ. The
Hamiltonian first relativistic correction, O(1/c2), can
be obtained from the Dirac equation and has the
form

H1 ¼ � 1

6m3
ec

2
p4 þ e2

4pm2
ec

2r3
S .L

þ _2

8m2
ec

2
e2d3ðxÞ ½13�

where S and L denote the spin and the orbital
momentum of the electron.

The nonrelativistic energy levels and eigenstates of
H0 can be written in the form

Wð0Þ
n ¼ �w0

1

n2
and

unlmms
¼ RnlðrÞYlmðy;fÞvms

½14�

n, l, m, ms being the ordinary total, azimuthal,
magnetic, and spin quantum numbers respectively,
w0 ¼ mee

4=8p2_2 ¼ 13:6 eV the hydrogen ground
state energy, Ylm(y,f) the spherical harmonics, Rnl(r)
the radial parts of the eigenfunctions, usually expres-
sed in terms of Laguerre functions, vms

(ms ¼ 71=2)
ordinary two-component spinors. The spectrum of
H0 is obviously degenerate in this case (the eigenva-
lue depending on the quantum number n alone).
However, both H0 and H1 commute with L2, J2, and
Jz (J ¼ Lþ S being the total angular momentum).
One can replace then the original unlmms

, as given in
[14], with the system of the eigenstates |n; l, j, mjS
common to H0 , L2, J2, and Jz, that can be obtained
from the preceding ones by linear combination with
the appropriate Clebsh–Gordan coefficients. The
subspaces spanned by these new unperturbed states
for fixed l, j, and mj are invariant under the action of
H1, and H0 is no longer degenerate in them. In con-
clusion, one can use the ordinary formula

W
ð1Þ
n;l;j ¼ /n; l; j;mjjH1jn; l; j;mjS ½15�

The quantity [15] does not depend on mj for sym-
metry reasons and can be calculated with some ma-
nipulations. Adding [15] to [14] one obtains, finally,
the well-known expression

Wn;j ¼ �w0
1

n2
þ a2

n3

1

j þ 1=2
� 3

4n

� �� �
½16�
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which in fact depends only on n and j. In this case,
in the end the small parameter is the so-called fine
structure constant a ¼ e2=4p_c ¼ 1=137:036.

In a similar way, one can evaluate spin–orbit, spin–
spin and tensorial splittings, relativistic corrections,
two-particle exchange effects, etc., in various bound-
state problems in atomic physics, molecular physics,
nuclear physics, quark model, etc.

With appropriate modifications, the method can be
applied even to continuous spectrum and to scatter-
ing problems. However, in the latter connection the
following time-dependent theory is more important.

Time-Dependent Perturbation Theory

In this case, it is convenient to work in the so-called
Dirac or interaction picture. This consists in giving
observables a time dependence of the form

OIðtÞ ¼ eði=_ÞH0tOe�ði=_ÞH0t ½17�

and, correspondingly, in redefining the state vector as

cIðtÞ ¼ eði=_ÞH0tcðtÞ ½18�

In eqns [17] and [18], O denotes the ordinary time-
independent operator in Schrödinger picture and c(t)
a solution of [1].

As can easily be checked, cI(t) satisfies the equation

i_
@

@t
cIðtÞ ¼ ilH1IðtÞ ½19�

Introducing the state evolution operator in interac-
tion picture by cIðtÞ ¼ Uðt; t0ÞcIðt0Þ, such an equa-
tion can be rewritten in an integral form as

Uðt; t0Þ ¼ 1� il
_

Z t

t0

dt0H1Iðt0ÞUðt0; t0Þ

¼ 1þ
XN
n¼1

� il
_

� �nZ t

t0

dt1

Z t1

t0

dt2?

�
Z tn�1

t0

dtnH1Iðt1ÞH1Iðt2Þ?H1IðtnÞ ½20�

where the obvious relation Uðt0; t0Þ ¼ 1 has been
used, and the second line is obtained by repeated it-
eration of the first one.

The quantity

Pr-sðt � t0Þ ¼ j/uð0Þ
s jUðt; t0Þjuð0Þ

r Sj ½21�

gives the transition probability of the system from an
initial unperturbed state ur

(0) to the final state us
(0)

during the time t� t0. Approximate expressions for

Pr-s(t� t0) can be obtained by truncating the expan-
sion in [20] to some definite order.

In principle, in [19] and [20] the quantity H1 can
be supposed to be either explicitly time dependent or
time independent (i.e., time dependent or time inde-
pendent in the Schrödinger picture). If H1 does not
depend explicitly on time, one has, up to the first-
order,

/uð0Þ
s jUðt; t0Þjuð0Þ

r S

¼ drs �
il
_

Z t

t0

dt0/uð0Þ
s jH1Iðt0Þjuð0Þ

r S

¼ drs � i
2l

W
ð0Þ
s � W

ð0Þ
r

� sin
1

2_
ðWð0Þ

s � Wð0Þ
r Þðt � t0Þ

� �

� eði=2_ÞðW
ð0Þ
s �W

ð0Þ
r Þðt�t0Þ/uð0Þ

s jH1juð0Þ
r S ½22�

and, correspondingly, for sar

Pr-sðt � t0Þ ¼
4l2

ðWð0Þ
s � W

ð0Þ
r Þ2

� sin2
1

2_
ðWð0Þ

s � Wð0Þ
r Þðt � t0Þ

� �
� j/uð0Þ

s jH1juð0Þ
r Sj2 ½23�

If the unperturbed energy levels are sufficiently dense
to be treated as a continuous distribution, one can
use in [23] the asymptotic formula (sin2ot)/o2-
tpd(o) valid for large t. The replacement is legiti-
mate as soon as t� t0 is large with respect to an
appropriate relaxation time dt which will be defined,
and so small that Pr-sðt � t0Þ{1 (so that first-order
approximation can be applied). The time dt is given
by dt ¼ _=dW, dW specifying the order of magnitude
of Ws

(0)�Wr
(0) for which /us

(0)|H1|ur
(0)S remains

significantly different from 0; it can be interpreted
as the duration of the transition. During the con-
sidered interval of time (if it exists), Pr-s remains
proportional to t� t0 and it is possible to define the
transition probability per unit time,

Gr-s ¼
2p
_

j/uð0Þ
s jH1juð0Þ

r Sj2dðWð0Þ
s � Wð0Þ

r Þ ½24�

Equation [24] is called Fermi’s golden rule and has
a large number of applications that range from
emission and absorption of radiation by matter, to
b decay, weak decay of particles, and elastic and
inelastic scattering.
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The scattering of a particle by a fixed potential is
discussed now. The Hamiltonian may be written as

H ¼ p2

2m
þ VðrÞ ½25�

Set H0¼p2/2m, lH1 ¼ VðrÞ and denote by |pS the
eigenstates of the linear momentum of the particle
(/p0jpS ¼ d3ðp� p0Þ, H0jpS¼WpjpS;Wp¼ p2 /2mÞ:

It can be shown that for a short-range potential,
the quantity U(t, t0) has a limit for t-þN and t0-
�N in the strong sense of the operator theory.
Taking into account the second asymptotic relation
ðsin otÞ=o-pdðoÞ (for large t) and generalizing eqn
[22], one can write

/p0jUðN;�NÞjpS
¼ d3ðp0 � pÞ � 2p_idðWp0 � WpÞTðp0; pÞ ½26�

which is the S-matrix for the problem. It is to be
noted now that in [23] and [24], the final state us

(0)

can be indifferently supposed to be normalized accor-
ding to the continuum or the discrete spectrum rules,
but the initial state ur

(0) must necessarily be a proper
vector normalized to 1. It is then convenient to con-
sider the momentum eigenstates |pS referring to the
infinite space (represented by ð1=ð2p_Þ3=2Þeip . x in the
usual Schrödinger representation) as the limit case of
states |pSL referring to a finite box of side L (repre-
sented by ð1=L3=2Þeip . x, with p assuming only appro-
ate discrete values). Then, since jpSL ¼ ð2p_=LÞ3=2
jpS, one has

dGðp0Þ ¼ d3p0
ð2p_Þ4

L3
dðWp0 � WpÞjTðp0; pÞj2 ½27�

where ½dðWp0 � WpÞ�2 ¼ ððt � t0Þ=2p_ÞdðWp0 � WpÞ
has also been used, which follows from a compar-
ison between the two mentioned asymptotic relations
for the d function. Dividing [27] by the flux F ¼
ð1=L3Þðp=mÞ, the differential cross section finally
obtained is

dsðp0Þ ¼ d3p0ð2p_Þ4m
p
dðWp0 � WpÞjTðp0; pÞj2 ½28�

This is supposed to be an exact equation. However,
up to the first order, Tðp0; pÞ ¼ ð1=_Þ/p0jVðrÞjpS,
and one has the famous Born approximation.

The method can be easily extended to inelastic
scattering, such as the collision of an electron with an
atom, a proton with a nucleus, and so on.

Green Functions

If V(r) in [25] is time independent, one can write

Uðt0; tÞ ¼ eði=_ÞH0t0e�ði=_ÞHðt0�tÞe�ði=_ÞH0t ½29�

From this equation, one immediately has

e�ði=_ÞHtUð0; tÞ ¼ e�ði=_ÞHteði=_ÞHte�ði=_ÞH0t

¼Uð0; t � tÞe�ði=_ÞH0t ½30�

and taking the limits t-�N or t-þN

e�ði=_ÞHtUð0;8NÞ ¼ Uð0;8NÞe�ði=_ÞH0t ½31�

Then, setting jp;7S ¼ Uð0;8NÞjpS; one finds

Hjp;7S ¼ Uð0;8NÞH0jpS ¼ Wpjp;7S ½32�

that is, the states jp;7S are eigenstates of H corre-
sponding to the same eigenvalue Wp ¼ p2=2m as jpS
of H0. Furthermore, setting t ¼ t in [30], considering
again the limits t-8N and applying the expression
to jpS; one obtains

e�ði=_ÞHtjp;þS-e�ði=_ÞH0tjpS for-�N

e�ði=_ÞHtjp;�S-e�ði=_ÞH0tjpS for-þN ½33�

which shows that jp;þS and jp;�S correspond to
an ingoing and outgoing particle, respectively, both
with momentum p. Notice that, keeping in mind the
relations Uðt2; t1ÞUðt1; t0Þ ¼ Uðt2; t0Þ and Uwðt; t0Þ ¼
Uðt0; tÞ, the S-matrix can be written in terms of such
states in the alternative form,

/p0;�jp;þS ¼/p0jUðN; 0ÞUð0;�NÞjpS
¼/p0jUðN;�NÞjpS ½34�

which is more frequently used in the relativistic the-
ory. It can be shown that the set of all jp;þS (the set
of all jp;�S) together with the possible bound states
makes a complete basis.

An observable in the Heisenberg picture is denoted
as OðtÞ ¼ eði=_ÞHtOe�ði=_ÞHt and the same observable
is denoted in the interaction picture with O0ðtÞ ¼
eði=_ÞH0tOe�ði=_ÞH0t, which is obviously the Heisenberg
picture for the free case. Taking into account
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eqn [20], one has

/p0;�jOðtÞjp;þS

¼ /p0jUðN; tÞO0ðtÞUðt;�NÞjpS

¼
XN
n¼0

� il
_

� �nXn

s¼0

Z
N

t

dt1?
Z ts�1

t

dts

Z t

�N

dtsþ1?

�
Z t

�N

dtn/p0jH1Iðt1Þ?H1IðtsÞO0ðtÞH1Iðtsþ1Þ?

� H1IðtnÞjpS ½35�

The above equation can be easily generalized to the
products of r operators in the following way:

/p0;�jT½Oðt1ÞOðt2Þ?OðtrÞ�jp;þS

¼
XN
n¼0

� il
_

� �nZ N

�N

dt1

Z
N

�N

dt2?

�
Z

N

�N

dtn/p0jT½Oðt1ÞOðt2Þ?OðtrÞ

� H1Iðt1ÞH1Iðt2Þ?H1IðtrÞ�jpS ½36�

where T½Aðt1ÞBðt2Þ?� denotes the time-ordered
product (i.e., the product of the operators ordered
according to decreasing times).

The above developments can be repeated with
minor modifications for a system of N particles or in
the second-quantization formalism. The single-parti-
cle states have only to be replaced with N-particle
states jp1; p2;ypNS and jp1; p2;ypN;7S. Some
subtleties occur in the relativistic field theory, where
the operator U(t0, t) converges for t0-þN and
t-�N only in the weak sense.

In the second-quantization formalism and re-
lativistic field theory, the ground-state or vacuum-
correlation functions have a special interest. One can
write (up to a phase factor)

/C0jT½Oðt1ÞOðt2Þ?OðtrÞ�jC0S

¼
XN
n¼0

� il
_

� �nZ N

�N

dt1

Z
N

�N

dt2?
Z

N

�N

dtn

�/F0jT½Oðt1ÞOðt2Þ?OðtrÞ
� H1Iðt1ÞH1Iðt2Þ?H1IðtnÞ�jF0S ½37�

where F0 denotes the unperturbed ground state, and
C0 ¼ Uð0;8NÞF0 (the 8 expressions are identical
up to a phase factor) the actual ground state (vacuum
state), the energy of which can be conventionally
assumed to be 0.

The vacuum correlation functions contain, in prin-
ciple, all the information about the system. They are
also called Green functions and are used in many
contexts. In particular, they can be related to the
S-matrix and therefore to the scattering theory; they

are the basis for a correct introduction of the idea of
a quasiparticle and for establishing gap equations in
the many-body system; they are a useful tool in the
renormalization theory and for the treatment of the
bound-state problem in field theory.

It is to be noted in the last connection that, using
the completeness relation for the eigenstates of HP

n junS/unj ¼ 1
	 


, one can write

GðtÞ ¼/C0jT½OðtÞOð0Þ�jC0S

¼ yðtÞ
X

n

/C0jeði=_ÞHtOe�ði=_ÞHtjunS/unjOjC0S

þ yð�tÞ
X

n

/C0jOjunS

�/unjeði=_ÞHtOe�ði=_ÞHtjC0S

¼
X

n

/C0jOjunS

�/unjOjC0SðyðtÞe�ði=_ÞWnt

þ yð�tÞe�ði=_ÞWntÞ ½38�

where y(t) is the step function: (yðtÞ ¼ 1 for t40 and
yðtÞ ¼ 0 for to0). Then, for the Fourier transform,
one obtains

ĜðoÞ ¼
Z

N

�N

dteði=_ÞotGðtÞ

¼ i_
X

n

/C0jOjunS
2Wn

o2 � W2
n

/unjOjC0S ½39�

Therefore, ĜðoÞ has poles at the discrete energy
eigenvalues (bound states) in the complex o plane
and cuts on the continuum part of the spectrum. A
similar argument can be repeated in the relativistic
field theory; in this case, however, the relevant Green
function is of the form GðxÞ ¼ /C0jT½fðxÞfð0Þ�j
C0S;fðxÞ being the appropriate field. The Fourier
transform, ĜðpÞ ¼

R
d4x eði=_ÞpxGðxÞ is on the space–

time coordinates and the single-particle masses cor-
respond to poles on the squared four-momentum
p2 ¼ p2

0 � p2.
Obviously, poles of this type are not present in the

single terms of the perturbative expansion [37], if H1

is identified with the entire interaction and, in par-
ticular, in the one-particle case, with the entire
potential V(r). This indicates a lack of convergence
in the expansion for ĜðoÞ for o close to the poles
and a breakdown of the perturbative approach.

Actually, in some cases in field theories and in
many-body theories, it is possible to isolate leading
contributions in each term in [37] and to sum them
up again, circumventing the difficulty. For instance,
in a self-interacting scalar field theory, the various
contributions to a two-point Green function can be
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represented by Feynman graphs with vertices, inter-
nal lines, one incoming and one outgoing line (the
single lines being associated with unperturbed two-
point functions). Each graph can be divided into
various irreducible segments (again beginning and
ending with single lines but such that they cannot
further be split in parts by cutting single lines). If
iP(p) is the sum of the Fourier transforms of the
irreducible contributions of any order, the expansion
can be reorganized in the following way:

ĜðpÞ ¼ i

p2 � m2
þ i

p2 � m2
iPðpÞ i

p2 � m2

þ i

p2 � m2
iPðpÞ i

p2 � m2

� iPðpÞ i

p2 � m2
þ?

¼ i

p2 � m2
þ i

p2 � m2
iPðpÞĜðpÞ ½40�

The resulting equation can be solved explicitly

ĜðpÞ ¼ i

p2 � m2 þPðpÞ ½41�

and the physical mass of the particle is given by the
root of the denominator in p2, m being simply a
parameter with the dimension of a mass occurring in
the Lagrangian or the Hamiltonian with no imme-
diate meaning. By similar procedures one can obtain
gap equations in many-body theories, Bethe–Salpeter
equations for bound states in field theory, etc. Nat-
urally, there exist even more essentially nonpertur-
bative effects that cannot be obtained simply by
resummation techniques.

Variational Method

This method uses primarily the property of the
ground state to be the minimum of the so-called nu-
merical range of H, that is, the set described by
/fjHjfS for any vector f such that /fjfS ¼ 1. In
fact, setting

f ¼
X

n

cnun; with
X

n

jcnj2 ¼ 1 ½42�

it is clear that one has

/fjHjfS ¼
X

n

jcnj2WnXW0 ½43�

W0 being the ground-state energy.
Then, if a normalized state vector is considered,

depending on a certain number of parameters

f(a1, a2,y), it is clear that the minimum of the
quantity

/fða1; a2; yÞjHjfða1; a2; yÞS ½44�

provides an upper bound to W0, which can, however,
be very close to the actual value. The vector f(a1,
a2,?) is called a test function. The more appropriate
the choice of such a test function, the better the es-
timate. In the case of a hydrogen atom (eqn [12])
setting fðaÞ ¼

ffiffiffiffiffiffiffiffiffiffi
a3=p

p
e�ar, one obtains the exact ex-

pression for W0 and the corresponding eigenfunc-
tion. This obviously is due to the specific form of
the test function that includes the exact eigenfunction
for a a ¼ mee

2=ð4p_2Þ (the reciprocal of the Bohr
radius). In general, using the variational method, the
accuracy in the determination of the eigenvalue is
much better than in the determination of the eigen-
function.

As a less trivial example, the determination of the
ground state of the helium atom may be considered.
Neglecting spin-dependent forces, the Hamiltonian is

H ¼H0 þ
e2

4pr12

¼ p21
2me

þ p22
2me

� 2e2

4pr1
� 2e2

4pr2
þ e2

4pr12
½45�

where r1, r2, and r12 are the distances of the two
electrons from the nucleus and the distance between
the two electrons, respectively. The ground state of
H0 (i.e., of H when the interaction between the two
electrons is neglected), satisfying the Pauli principle
requirements, can be written in the form

f0 ¼ u1Sðr1Þu1Sðr2Þ
1ffiffiffi
2

p

� ðv
1;
1
2
v
2;�1

2
� v

1;�1
2
v
2;
1
2
Þ ½46�

where u1SðrÞ ¼ ð1=
ffiffiffi
p

p
Þð2=a0Þ3=2e�ð2r=a0Þ and a0 ¼

4p_2=ðmee
2Þ. The experimental value of W0 is

� 78.99 eV (i.e., 78.99 is the energy necessary to
strip both electrons from the atom). If the interaction
between the electrons is treated as a perturbation,
one finds, applying eqn [9],

f0

e2

4pr12

����
����f0

� �
¼ 5

2
w0 ½47�

(w0 ¼ 13:6, defined as in [14] and so W0 ¼ �2�
4w0 þ 5

2w0 ¼ �11
16w0 ¼ �74:8eV. However, if one re-

places in [46] the function u1SðrÞ with utest
1S ðrÞ ¼

pÞðZ=a0Þ3=2e�Zr=a0 , one obtains by simply rescaling

/ftestjHjftestS ¼ ð2Z2 � 8Z þ 5
4 ZÞw0 ½48�
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This expression is reduced to the preceding one
for Z ¼ 2; however, it attains its minimum for
Z ¼ 27=16 and using such a value, it gives W0 ¼
�5:70w0 ¼ �77:5 eV in much better agreement
with the data. It is to be noted that Z can be inter-
preted as a kind of effective nuclear charge acting on
each electron, due to the partial screen produced by
the other electron.

In case there exist other constants of motion,
such as the angular momentum or components of
the angular momentum, the test function should be
chosen as a common eigenfunction. Then, the same
method can be used to determine the ground state of
H inside every invariant subspace specified by the
values of such quantities. In this way, the lowest
triplet S state, singlet and triplet P states can be
determined for the same helium atom by variants of
the test function.

The method can be successfully applied in a similar
way to a large variety of problems. In particular, it can
be applied to the evaluation of the binding potential
among nuclei in molecules in the Born–Openheimer
approximation. This consists in treating the nuclei as
fixed, and in studying the electron ground-state energy
as a function of the nuclei positions. This problem can
be exactly solved (in a sense) only in the very special
case of the ionized hydrogen molecule, but in many
cases the variational method offers a simple and at
least a qualitative understanding of the properties of
the molecule.

Up to now, the attention has been restricted to the
case of the ground state of a system, or the ground
state inside an invariant subspace of states, that is,
to the actual minima of the functional W½f� ¼
/fjHjfS under the constraint /fjfS ¼ 1. How-
ever, it is worth mentioning that the same functional
is stationary at every eigenstate of H and vice versa,
under the same constraint. Using the Lagrange multi-
plier theorem, the condition for W[f] to be statio-
nary can in fact be written as

dðW½f� � l/fjfSÞ
¼ /dfjHjfSþ/fjHjdfS
� lð/dfjfSþ/fjdfSÞ

¼ 0 ½49�

Combining this equation with the one obtained by
replacing df with � idf, one immediately obtains
/dfjðH � lÞjfS ¼ 0 and then, due to the arbitrar-
iness of df,

Hf ¼ lf ½50�

which proves the statement.

In applying the above result to the determination
of the excited states, one should choose test functions
orthogonal to those corresponding to lower eigenval-
ues and, since approximations are involved, it is clear
that this cannot be done with the same confidence as
for the ground state. However, such generalization is
important for theoretical developments and to justify
more elaborate methods, such as, for instance, the
famous Hartree–Fock method.

The Hamiltonian for a many-electron atom is

H ¼
XZ

i¼1

p2i
2me

� Ze2

ri

� �
þ
X
ioj

e2

rij
½51�

which generalizes eqn [45]. One can expect that for
large Z, a qualitative understanding of the spectrum
can be achieved by replacing the complicated inter-
action acting on each electron according to [51] with
an average central potential V(r) and by simply
writing H ¼

PZ
i¼1½ðp2i =2meÞ � VðriÞ�. This suggests

that the test function to be chosen is (once again
consistent with the exclusion principle)

utest
a1;a2;yaz

ð1; 2;y;ZÞ ¼ det½uai
ðjÞ� ½52�

in which 1, 2,y,Z denote briefly the coordinates
and the spin indices for the various electrons, and
uai

¼ Rni;liðriÞYli;mi
ðyi;fiÞvmsi

, the one-particle eigen-
functions corresponding to the quantum numbers
ai ¼ ðni; li;mi;msiÞ for the hypothetical potential
V(r). Leaving actually the radial functions Rnl(r) un-
determined and treating them as variational para-
meters, one obtains the Hartree–Fock equations
(strictly speaking the simple form [52] applies only
to complete shells, to one electron plus a complete
shell, to a complete shell minus one electron).

Semiclassical Methods

Among the semiclassical methods, the WKB method
is a classic one. However, in its simplest form this
method applies only to problems that are or can be
reduced to one-dimensional (as in the case of a par-
ticle in a central potential V(r)) and has today little
more than historical interest.

It consists in setting uðxÞ ¼ eði=_ÞSðxÞ in the eigen-
value equation

_2

2m

d2uðxÞ
dx2

þ VðxÞuðxÞ ¼ WuðxÞ ½53�

and in solving the resulting equation

dS

dx

� �2

�i_
d2S

dx2
¼ 2mðW � VðxÞÞ ½54�
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by an expansion in _,

S ¼ S0 � i_S1 þ ð�i_Þ2S2 þ? ½55�

Keeping only the first two terms in the expansion,
one obtains the two independent solutions of the
original equation

u7ðxÞ ¼ C7

½pðxÞ�1=2
exp 7

i

_

� �Z x

0

dx0pðx0Þ ½56�

where pðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m½W � VðxÞ

p
� and C7 are arbitrary

constants. In a region in which V(x)oW (classically
accessible region), p(x) is the classical momentum of
the particle in point x, and u7(x) are oscillating
functions. When asking for a real solution, the latter
can be also summarized as

uðxÞ ¼ A

½pðxÞ�1=2
sin

1

_

Z x

0

dx0pðx0Þ þ a
� �

½57�

A and a being arbitrary constants. On the contrary,
in a region in which V(x)4W (classically inaccessible
region), [56] becomes

%u7ðxÞ ¼
C0

7

½ %pðxÞ�1=2
exp 7

1

_

Z x

0

dx0 %pðx0Þ
� �

½58�

with ð %pðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m½VðxÞ � W�

p
Þ. These have a stable

behavior and vanish or diverge for x-7N, if the
region extends to such limits.

By considering the order of magnitude of S2, one
can see that the above approximations are good as
long as V(x) does not change appreciably for a
variation of x of the order of _=pðxÞ or _= %pðxÞ. Such
conditions cannot hold, obviously, in the vicinity
of an inversion point x0, that is, a point for which
Vðx0Þ ¼ W and p(x) and %pðxÞ vanish. However,
using a linear approximation for V(x) in the neigh-
borhood of such a point, an appropriate rule can be
given to connect solutions of the types [57] and [58]
through it.

The above rule is not explicitly reported here.
However, the two most interesting situations that can
occur are only mentioned. Assuming that V(x) vani-
shes for x-7N, let the potential have a negative
minimum �V0 from where it rises regularly to 0 in
both directions (potential well). The other case con-
sidered here involves a positive maximum from
where similarly it decreases uniformly (potential bar-
rier). In both cases, if W has an intermediate value
between �V0 and 0 or between 0 and V0, there exist
two inversion points x1 and x2. In the first situation,
the classically nonaccessible region is the external
part of the interval (x1, x2), and the condition for

which an internal solution of the form [57] is con-
nected simultaneously with a %uþðxÞ (vanishing for
x-�N) through x1 and with a %u�ðxÞ (vanishing for
x-þN ) through x2, respectively, is

2

Z x2

x1

dx pðxÞ ¼ n þ 1

2

� �
h ðn ¼ 0; 1;yÞ ½59�

which allows only discrete values for W, for Wo0,
and provides a justification of the famous Som-
merfeld conditions of the old quantum mechanics.

In the second situation, the classically inaccessible
region is the interval (x1, x2) itself. The energy spec-
trum is purely continuous and the wave functions
are different from 0 in the entire x-axis. Then, there
is a finite probability that the particle, initially on
the left of x1, goes through the barrier and is found
on the right of x2 after some time (tunnel effect).
Such a probability is expressed by the transmission
coefficient

t ¼ exp � 2

_

Z x2

x1

dx %pðxÞ
� �

½60�

Equation [60] has been largely used in discussing
nuclear reactions and particularly in the theory of a
radioactivity.

Finally, methods related in some way to the pre-
ceding one, but of much more general application,
are those based on the path integral formalism.

One may consider, for simplicity, a particle in one
dimension with its position and momentum opera-
tors denoted by Q and P, and with jqS and jpS their
respective eigenstates. Let QðtÞ ¼ eði=_ÞHtQeð�i=_ÞHt,
and jq; tS ¼ eði=_ÞHtjqS be the corresponding opera-
tors and eigenvectors in the Heisenberg picture, with
H ¼ P2=2m þ VðQÞ. For an infinitesimal e, one has

/q0; t þ ejq; tS

¼ q0 1þ i

_
He

� �����
����q

� �

¼ dðq0 � qÞ þ i

_
e
Z

dp/q0jpS p2

2m
/pjqS

�

þdðq0 � qÞV q þ q0

2

� ��

¼
Z

dp

2p_
exp

i

_

� �
e pðq0 � qÞ þ p2

2m
þ V

q þ q0

2

� �� � �
½61�

where /qjpS ¼ ð1=2p_Þeði=_Þpq and dðq � q0Þ ¼
ð1=2p_Þ

R
dpeði=_Þpðq

0�qÞ have been used. Then, for
a finite time interval (t, t0), by dividing this into a
small subinterval (tn� 1, tn) with tn ¼ tn�1 þ e, one
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can write

/q0; t0jq; tS

¼
Z

dq1dq2ydqN�1/q0; t0jqN�1; tN�1S?

�/q2; t2jq1; t1S/q1; t1jq; tS

¼
Z

dp1dq1ydpN�1dqN�1dpN

� exp
i

_

XN
n¼1


pnðqn � qn�1Þ

*

�e
p2

n

2m
þ V

qn þ qn�1

2

� �� ���
½62�

where qN ¼ q0. In the limit e-0, eqn [62] can be
interpreted as an integral over the infinite paths con-
necting q with q0 and written in short

/q0; t0jq; tS

¼
Z qðt0Þ¼q0

qðtÞ¼q

DpDq exp
i

_

Z t0

t

dt
�
pðtÞ ’qðtÞ

(

�p2ðtÞ
2m

þ VðqðtÞÞ
��

½63�

If one sets formally

Dq ¼ lim
e-0

m

2p_ie

� �N=2
dq1dq2?dqN�1

Dp ¼ lim
e-0

ie
2p_m

� �N=2

dp1dp2?dpN ½64�

one can also explicitly integrate the momenta and
write

/q0; t0jq; tS

¼
Z qðt0Þ¼q0

qðtÞ¼q

Dq exp
i

_

Z t0

t

dt
1

2
m ’q2ðtÞ � VðqðtÞÞ

� �( )

½65�

It is to be noted that eqn [63] is in terms of paths in
the phase space, eqn [65] in terms of paths in the
configuration space. It is also to be noted that the
quantity Sðq0; t0; q; tÞ ¼

R t0

t dt½12m ’q2ðtÞ � VðqðtÞÞ� ¼R t0

t dt L½qðtÞ; ’qðtÞ� occurring in [65] and the corre-
sponding one occurring in [63] are the classical ac-
tions for the particular paths in the configuration and
the phase space, respectively.

To evaluate /q0; t0jq; tS is obviously equivalent to
solving the Schrödinger equation [1]. Since the clas-
sical action is stationary over the classical solution of
the equation of motion joining q and q0, the quantum

theory can be viewed as the result of quantum fluc-
tuations around the classical solution.

One could now consider the Green functions in
this formalism. In analogy with what has been done
in the section ‘‘Green functions,’’ one can start from
the expression

/q0; t0jQðt1ÞQðt2Þ?QðtrÞjq; tS

¼
Z

dq1dq2?dqr/q; tjq1; t1Sq1

�/q1; t1jq2; t2Sq2?/qr�1; tr�1jqr; trS

� qr/qr; trjq; tS ½66�

Assuming t14t24?tr, this can be rewritten as

/q0; t0jT½Qðt1ÞQðt2Þ?QðtrÞ�jq; tS

¼
Z qðt0Þ¼q0

qðtÞ¼q

Dq exp
i

_

Z t0

t

dtLðq; ’qÞ
" #

� qðt1Þqðt2Þ?qðtrÞ ½67�

or in the corresponding form in terms of phase space
paths (see [63]). Obviously, written with the explicit
insertion of the time-ordering prescription T, eqn
[67] remains valid for any possible ordering of t1,
t2,y, tr.

If the times t and t0 have a small negative phase
e� id, one can perform the limits t-�N and t0 þN

and obtain

/q0; t0jq; tS
¼
X

n

/q0junSe�ði=_þdÞWnðt0�tÞ /unjqS

-/q0jC0Se�ði=_þdÞW0ðt0�tÞ /C0jqS ½68�

C0 being again the ground state of the system. Sim-
ilarly, one also has

q0; t0jT Qðt1e�idÞQðt2e�idÞ?Qðtre
�idÞ

� �
jq; t

� �
- q0jC0h ie�ði=_þdÞW0ðt0�tÞ C0jqh i C0jh

� T Qðt1e�idÞQðt2e�idÞ?Qðtre
�idÞ

� �
jC0

�
½69�

Combining the last two equations with [65] and [67],
one obtains finally (suppressing phase d)

C0jT Qðt1ÞQðt2Þ?QðtrÞ½ �jC0h i

¼

R
Dq exp

i

_

R
N

�N
dtLðq; ’qÞ

� �
qðt1Þqðt2Þ?qðtrÞ

R
Dq exp

i

_

R
N

�N
dtLðq; ’qÞ

� �
½70�
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where any specification of boundary conditions has
been suppressed, since in the limit the right-hand
expression is independent of it.

The preceding equation can be immediately ex-
tended with obvious modifications to more compli-
cated systems, and in particular to bosonic fields and
even to fermionic ones, if in the latter case one makes
use of the Grassmann variable formalism. In field
theory, obviously, the Lagrangian LðqðtÞ; ’qðtÞÞ must
be replaced by a Lagrangian density L½fðxÞ@mfðxÞ�,
variables t1, t2,yt, t1,y with space–time point
specifications x1; x2;y; x; x1;y; etc. The method
turns out to be particularly convenient in treating
gauge field theories, such as quantum electrodynam-
ics (QED) or non-Abelian theories, as the electro-
weak theory and quantum chromodynamics (QCD).

Equation [70] can be used in various ways. Writing
Lðq; ’qÞ ¼ L0 þ lL1 enables one to establish the per-
turbative expansion

/C0jT½Qðt1ÞQðt2Þ?QðtrÞ�jC0S

¼
XN
s¼0

i

_
l

� �s1

s!

Z
N

�N

dt1

Z
N

�N

dt2?

(

�
Z

N

�N

dts

Z
Dq exp

i

_

Z
N

�N

dt L0ðqðtÞ; ’qðtÞÞ
� �

�qðt1Þqðt2Þ?qðtrÞL1ðqðt1Þ; ’qðt1ÞÞ

�L1ðqðt2Þ; ’qðt2ÞÞ?L1ðqðtsÞ; ’qðtsÞÞ
�
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In the one-dimensional example considered above, L0

can be the kinetic energy and L1 ¼ �VðqÞ, or better
L0 a harmonic oscillator Lagrangian and L1 some
anharmonic term. In field theory, L0ðxÞ is typically
assumed to be the kinetic part ofLðxÞ, andL1ðxÞ the
interaction. In any case, if L1 does not depend on time
derivatives of the basic variables, one has L1 ¼ �H1

and eqn [71] has the same content as eqn [36]. If L1

depends on time derivatives, L1aH1 and [71] and
[36] are formally different. However, it can be shown
that the modifications, implied in the last case, in the
definition of the conjugate momenta cancel the mod-
ifications in the definition of H1 (normal dependent
terms). Then, even in this case, eqn [36] can be recast
in the simpler form corresponding to [71].

In fact, eqn [70] can be used for nonperturbative
developments. In particular, one can fix a small but

finite value for the lattice spacing e introduced above,
specify the path q(t) in terms of a finite number of
variables as in [62], and interpret the measure Dq as
in [64], without performing the actual limit. In this
way, a theory with a discrete time or a discrete space–
time is obtained (lattice theory), which has to be
understood as an approximation to the continuous
theory. To such a procedure, often there are not many
alternatives in field theories for an understanding of
essentially nonperturbative effects, such as color con-
finement in QCD. The resulting expression can be
treated analytically in some cases. More frequently, it
can be used for direct numerical evaluations.

Actually, to make integrals well defined, it is
convenient to work in the corresponding Euclidean
theory that is obtained from [62] by performing the
analytic continuation to an imaginary time, t-� it,
t1-� it1;y (corresponding to d ¼ p=2 in [69]).
This amounts to writing

/C0jT½QEðt1ÞQEðt2Þ?QEðtrÞ�jC0S

¼

R
Dq exp � 1

_

R
N

�N
dtLEðq; ’qÞ

� �
qðt1Þqðt2Þ?qðtrÞ

R
Dq exp � 1

_

R
N

�N
dtLðq; ’qÞ

� �
½72�

where one has set QEðtÞ ¼ Qð�itÞ ¼ eð1=_ÞHt

Qe�ð1=_ÞHt and LEðq; ’qÞ ¼ �Lðq; i ’qÞ. For example,
in the one-dimensional example, one has
LE ¼ 1

2 m ’q2 þ VðqÞ, which turns out to be formally
identical to the Hamiltonian.

An alternative approach to consider the infinite
time limit in [65] is to set q0 ¼ q and integrate
with respect to such a variable. One has then in the
Euclidean formalism

TrfT½QEðt1ÞQEðt2Þ?QEðtrÞ�g

¼
Z
periodic

Dq exp � 1

_

Z
N

�N

dtLEðq; ’qÞ
� �

� qðt1Þqðt2Þ?qðtrÞ ½73�

where the integration is over paths satisfying periodic
boundary conditions, qðt0Þ ¼ qðtÞ. In the limit of
large time, this equation has essentially the same
content of [72] and is often more convenient for nu-
merical applications. On the contrary, for finite t0 � t
one can set t0 � t ¼ _b thinking of b as 1/kT, T being
the absolute temperature and k the Boltzmann con-
stant. In this form, for r ¼ 0, the right-hand side of
[73] becomes identical to the partition function
ZðbÞ ¼ Tr e�bH, and for ra0 to the corresponding
correlation functions.
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This establishes a connection with statistical me-
chanics, and [73] becomes the basis for important
developments, both analytical and numerical, in this
field.

See also: Electrodynamics: Quantum Electrodynamics;
Electronic Structure (Theory): Atoms; Hartree and
Hartree–Fock Methods in Electronic Structure; Quantum
Mechanics: Foundations; Statistical Mechanics: Quan-
tum.

PACS: 03.65.�w; 03.65.Nk; 09.65.Sq; 05.30.�d;
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Introduction

A molecule is an ensemble of atoms held together
by electrostatic forces or, in the language of chem-
istry, by chemical bonds. Stable molecules are con-
sidered as examples in the following; but from the
quantum mechanical point of view unstable and
short-lived molecules, which are amenable to direct
experimental observation with available time-re-
solved techniques, can also be treated on the same
footing. The quantum mechanics of molecules is a
complicated many-body problem whose complete
treatment should include the degrees of freedom
of the electrons and the nuclei. In favorable cases,
the problem can be simplified by exploiting the mo-
lecular symmetry that can allow some qualitative or
semiquantitative understanding as well. Actually,
an exact numerical solution of the Schrödinger equa-
tion can be found only for the hydrogen molecu-
lar ion H2

þ , which, at least for linear molecules,
can serve as a reference, very much like the hydro-
gen atom for many-electron atoms. In the most
general case, the quantum mechanical treatment
of polyatomic molecules can only be carried to
obtain approximate solutions for the molecular
energy and eigenfunctions. However, the dissocia-
tion energy of a chemical bond is in the range of

a few electronvolts. Therefore, to reach an accuracy
of significance, in many chemical and molecular
problems the solution of the Schrödinger equation of
the molecule must be carried to a reasonably high
level of approximation. The quantum mechanical
treatment of polyatomic molecules is generally
carried out in the so-called molecular orbital meth-
od or, alternatively, in the valence band approach.
These methods are presented in the following and
compared with the alternative approach of the
density-functional theory (DFT). As an example,
the molecular orbital results of biatomic molecules
are described qualitatively. The application of group
theory and symmetry considerations to polyatomics
are also discussed. The nuclear Schrödinger equation
and its separation into the translational, rotational,
and vibrational terms are also presented and the
connection with various spectroscopic techniques are
discussed.

The Born–Oppenheimer Approximation

One is generally compelled to consider the quan-
tum mechanics of a molecule in the framework
of the Born–Oppenheimer approximation. Taking
advantage of the fact that the electron mass is sev-
eral orders of magnitude smaller than that of
the nuclei, the total wave function is written as a
product of an electronic wave function Ce, which
depends on the electron coordinates qi and para-
metrically on the nuclear coordinates qa, and a
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nuclear part Cn:

CðqiqaÞ ¼ CeCn ¼ Ceðqi %qaÞCnðqaÞ ½1�

The Schrödinger equation is then separated into an
electronic equation with the Hamiltonian

He ¼ Te þ Ten þ Tee þ Tnn ½2�

including, in order, the electronic kinetic energy, the
electron–nucleus interaction, the interelectron repul-
sion and the nucleus–nucleus repulsion (the last term
can be considered as a constant at any given nuclear
configuration). An equation for the nuclear motion
with a Hamiltonian, where the total electron energy
Ut contributes to the potential, is given by

Hncn ¼ ðTn þ UtÞcn ¼ Encn ½3�

where Tn is the kinetic energy of the nuclei and Ut is
the total electron energy corresponding to the Ham-
iltonian [2]. In essence, the problem is similar to one
of solving the electronic problem at fixed nuclear
configurations and searching for the minimum cor-
responding to the equilibrium structure (see Figure
1). An approximate solution of the electronic wave
equation is generally attempted by the variational
method.

The Molecular Orbital Method

In the molecular orbital method, the multi-electron
wave function Ceðqi %qaÞ is expressed as an anti-
symmetrized product of single electron spin orbitals,
written as a Slater determinant. The electronic wave
function Ce corresponds to a given electron con-
figuration where the electrons are allocated in mo-
lecular orbitals according to the Pauli principle. For a
2n-electron molecule, the ground-state configuration
is shown in Figure 2a and the corresponding Slater
determinant is given by

Ceðqi %qaÞ ¼Njj1ð1Það1Þj1ð2Þbð2Þ
?jnð2n � 1Það2n � 1Þjnð2nÞbð2nÞj ½4�

where a and b denote the spin eigenfunction.
The general purpose of the method is to reduce

the multi-electron wave equation into an effective
one-electron equation for the molecular orbitals. Se-
parating the one- and two-particle moieties of the
electronic Hamiltonian, one obtains the variational
integral in the form

E ¼/CejHjCeS ¼ E1 þ E2

¼ 2
X

i

Hii þ
X

ij

ð2Jij � KijÞ ½5�

which exposes the contributions to the energy from
the single electron in the molecular orbital ji in the
nuclear field Hii and the electron–electron repulsion
including the Coulomb contribution Jij that repre-
sents the electronic repulsion of electron 1 in orbital
i, electron 2 in orbital j, and the exchange contribu-
tion Kij arising from the antisymmetric character
of the multi-electronic wave function. Applying the
variational principle to the above integral and
defining appropriate Coulomb Ĵ and exchange K̂
operators, the minimization procedure (preserving
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Figure 1 Variation of the bonding and repulsion energy as a

function of the intermolecular coordinates qa.

�1

�2

�n −1

�n

�1

�2

�n−1

�n

�1

�2

�n−1

�n

�r

�s

�t

�r

�s

�t

�r

�s

�t

Occupied 
orbitals

Virtual 
orbitals

(a) (b) (c)
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the orthonormalization of the basis functions) leads
to the pseudo-eigenvalue-equation

F̂jið1Þ ¼ Hc
1 þ

X
j

ð2Ĵjð1Þ � K̂jð1ÞÞ
 !

jið1Þ

¼
X

j

eijjjð1Þ ½6�

called the Fock equation. The Fock operator F̂ is an
effective one-electron Hamiltonian including an aver-
aged electron–electron repulsion. Since the operator F̂
depends on the solutions, the molecular orbitals can
be determined by an iterative procedure starting from
an initially guessed form. From a practical point of
view, the starting form of the molecular orbitals is
chosen as a linear combination of the atomic orbitals
jm of the atoms that constitute the molecule

fi ¼
X
m

cmijm ½7�

This reconduces the approach into the framework
of the linear variational method. The integrodifferen-
tial Fock equation [6] is transformed into a set of
linear algebraic equations in the c coefficients
(Roothan equations). The problem is conveniently
expressed in matrix notation. Defining the overlap
matrix

Smn ¼ /jmjjnS ½8�

the electron density matrix

Pmn ¼
X

i

2c�micni

 !
½9�

and the Fock matrix F (the matrix of the operator [6]),
the Roothan equations can be written in the form

FC ¼ CSE ½10�

which is evidently amenable to an iterative solution.
The selected basis set of the atomic orbitals can be
transformed into an orthonormal basis set to have
the Roothan equations in the form of an eigenvalue
problem.

The atomic orbitals of the basis set contain an
angular part expressed as spherical harmonics and a
radial part in the form of Slater orbitals expressing
an exponential decay with distance. The latter, how-
ever, are not computationally convenient for the cal-
culation of the two-electron integrals. The radial part
is normally expressed as a combination of Gaussian
functions. In general, the results of the Hartree–Fock
approach to the electronic molecular wave function

and properties will depend on the ex-tension of the
basis set used for the expansion of the molecular or-
bitals. The fit of the predicted properties to experi-
ments rapidly improves enlarging the basis set and
the calculated values converge to the so-called
Hartree–Fock limit. This, however, does not match
the experiment within the limit of chemical accuracy.
Expressing the multi-electron wave function as a
single Slater determinant of the occupied molecular
orbitals is not a correct approximation. The multi-
electron wave function should be expressed as a
combination of the Slater determinants correspond-
ing to configurations of the ground state and of the
singly, doubly and multiply excited states, as shown
in Figure 2b and 2c (configuration interaction). The
difference between the Hartree–Fock and the experi-
mental energy is called correlation energy

Ecorr ¼ EHF � Eexp ½11�

A full configuration interaction for the obtainment
of the correlation energy of a molecule is in most cases
an unfeasible computational task, and an estimate of
the major contribution to the correlation energy can
be afforded by perturbation methods where the
Hartree–Fock Hamiltonian is assumed as the unper-
turbed part of the Hamiltonian. However, even at a
perturbation or multiperturbation level the calcula-
tion of the correlation energy is computationally too
demanding for medium- or large-size molecules.

Density-Functional Theory and
the Kohn–Sham Equations

The computational demand for post Hartree–Fock
(correlated) calculations does not allow the applica-
tion of accurate quantum mechanical methods to
systems of practical interest, such as biological mole-
cules, macromolecules, solutions, and condensed
phases. A way around this problem has been fur-
nished by the DFT based on the Hohemberg–Kohn
theorems. The first theorem states that, for a multi-
electron system in the ground state, the expectation
value of any physical observable O is a unique func-
tional of the electron density r, unique in the sense
that it will not depend on the external potential
(which, in the case of interest, is the nuclear potential)

/C0jÔjC0S ¼ FHK½r� ½12�

The electron density thus determines the kinetic
and potential energy of the system and the total
energy. One can write the total electronic energy Ev

as the sum of the kinetic T, electron–electron Eee and
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the electron–nuclei Een energy

Ev½r� ¼T½r� þ Eee½r� þ Een½r�

¼
Z

rðrÞVðrÞ dr þ FHK½r� ½13�

where

FHK½r� ¼ T½r� þ Eee½r� ½14�

and V(r) is the nuclear potential in the present case.
The electron–electron repulsion term Eee now inclu-
des the classical term and all the exchange and cor-
relation terms. If the functional F were known, by
application of the variational principle, guaranteed
by the second Hohemberg–Kohn theorem, one could
determine the electron density of the system. Unfor-
tunately, this knowledge is not available. However,
the Hohemberg–Kohn theorems are the foundation
of a theory allowing the search of solutions of inc-
reasing accuracy.

From a practical point of view, one can resort to
the Kohn–Sham scheme where it is assumed that
there is an auxiliary system of noninteracting elec-
trons subject to a local potential Vs with Hamiltonian

Hs ¼ Ts þ Vs ½15�

and energy

Es ¼ Ts þ
Z

dr VsrsðrÞ ½16�

with the property of having the same electron density
r0 as the real system. In the Kohn–Sham approach,
one considers a one-particle Schrödinger equation

HKSci ¼ �1
2r

2 þ Vs

	 

ci ¼ eici ½17�

and the Kohn–Sham occupied orbitals give the exact
electron density. The total energy of the system of
interacting particles subjected to an external potential
V is given by

Ev½r0� ¼Ts½r0� þ
Z

dr VðrÞr0ðrÞ

� 1

2

Z
dr dr0

r0ðrÞr0ðr0Þ
jr � r0j þ Exc½r0� ½18�

and the crucial quantity is the exchange correlation
functional Exc. As a useful approximation (LDA, the
local-density approximation), the exchange correla-
tion functional can be calculated using the homo-
geneous electron gas expression exc(n) substituting the
constant density n with the local density r(r) of the

inhomogeneous system

Exc ¼
Z

dr rðrÞexc½rðrÞ� ½19�

Several improvements are possible to the LDA ap-
proximation. Since the exchange correlation func-
tional depends on the electron density, an iterative
procedure can be used. A starting electron density is
obtained as a superposition of the atomic electron
densities for a given nuclear configuration. The main
advantage of the DFT approach in quantum mechan-
ical calculations of molecules is the drastic reduction
of computational time while all exchange and corre-
lation terms are included. This allows one to perform
calculations on more complicated systems such as
large molecules or macromolecules or biological sys-
tems, liquids, solids, and solutions. One of the major
successes of the DFT in molecular systems has been
achieved by extending the approach to molecular
dynamics simulation with an on-the-fly calculation of
intermolecular forces. This has allowed a reasonably
realistic representation of complex systems including
chemical reactions. Attempts to extend the applica-
tion of the DFT to excited states are ongoing.

The Valence Bond Theory

The molecular orbitals method discussed above de-
scribes the molecule as an arrangement of nuclei in
some equilibrium configuration and generating a
field, in which the interacting electrons move. There-
fore, in principle the structure of the atoms forming
the molecule is not relevant, even though for prac-
tical purposes the molecular orbitals are expressed as
a linear combination of atomic orbitals. The appro-
ach of the valence bond theory is quite different and
closer to the chemical point of view that the molecule
is made by interacting atoms. The valence bond the-
ory accounts for the formation of a chemical bond
as a result of the interaction of two atoms when
the interatomic distance becomes reasonably short.
Actually, the first quantum mechanical description
of the chemical bond in the hydrogen molecule was
reported by Heitler and London in 1927 according to
the valence bond approach. Considering two hydro-
gen atoms HA and HB in their ground state with the
unpaired electron in the respective 1s orbitals (jA

and jB), at large separation the total wave function
of the couple will be

CI ¼ jAð1ÞjBð2Þ ½20�

When the two atoms are close enough such that
the atomic electron clouds overlap, the above wave
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function is not appropriate since the two electrons
are identical particles and CI distinguishes between
the two by assigning electron 1 to atom A and elec-
tron 2 to atom B. The wave function

CII ¼ jAð2ÞjBð1Þ ½21�

gives an equivalent description of the system and the
idea of the valence bond theory is that the wave
function of the system (the hydrogen molecule in the
present case) is a linear combination of the two,

C ¼ aCI þ bCII ½22�

The coefficients can in general be determined
variationally but, in the case of the hydrogen mol-
ecule, the symmetry requires that a¼7b and their
values can be found by the normalization condition.
The Cþ state has energy lower than the separated
atoms and corresponds to the ground state. The cor-
rect antisymmetric character of the wave function
can be ensured by multiplying the orbital part by an
antisymmetric spin term. Alternatively, introducing
the spin directly, the CI and CII components can be
expressed in the form of Slater determinants.

Along the same lines, the valence bond theory can
be applied to more complicated molecules by consid-
ering the formation of the individual bonds by spin-
coupling unpaired electrons of the atoms that form the
molecule. Each possible coupling scheme of the elec-
trons corresponds to a Slater determinant and the total
wave function is a linear combination of the determi-
nants corresponding to independent coupling schemes.

At the lowest level of approximation, the valence
bond treatment of the hydrogen molecule gives better
results than the molecular orbital method with the
molecular orbitals expanded in the minimal basis set
(the 1s orbitals of the two atoms in the case of the H2

molecule). However, it can be seen that when the
configuration interaction is applied to the molecular
orbital method and the ionic formulas with the two
electrons in turn on the same atom are included in
the valence bond theory, the two methods converge
to the same result.

The Molecular Orbital Description of
Biatomic Molecules

It is useful to consider the results of the molecular
orbital methods for the homonuclear diatomic mol-
ecules of the second row of the periodic table (Li2,
Be2, B2, C2, N2, O2, F2, and Ne2), since the same
concepts can be easily extended to more general cas-
es. In the simplest approximation, the molecular
orbitals are expanded in the minimal basis set, that

is, in the 1s, 2s, 2px, 2py, and 2pz orbitals of the two
atoms. In principle, the molecular orbitals will be
linear combinations of all the atomic orbitals of
the basis set. In practice, the different overlap of the
atomic orbitals and symmetry restrictions make it
possible to approximately represent the molecular
orbitals as linear combinations of the corresponding
atomic orbitals two-by-two, as shown in Figure 3.

This gives an approximate ordering of the energy
of the molecular orbitals. The structure of the mol-
ecule is then obtained by allocating the electrons in
the molecular orbitals according to the Pauli exclu-
sion principle.

Biatomic (and linear) molecules have axial sym-
metry and, therefore, the Hamiltonian commutes
with the z-component Lz of the angular momentum
(z is intended as the molecular axis). The molecular
orbitals will then be eigenfunctions of the Lz oper-
ator as well and they can be classified according to
the Mz quantum number as s (Mz¼ 0), p (Mz¼ 1), d
(Mz¼ 2) orbitals, etc. In addition, the molecular or-
bitals can be also classified in terms of the atomic
orbitals that are formed when the atoms separate at
infinite interatomic distance (separated-atoms ap-
proximation). The molecular orbitals in Figure 3 are
labeled according to these rules. In addition, the g
and u labels indicate the symmetric and antisymmet-
ric character of the orbital with respect to the invers-
ion center, respectively. Finally, the asterisk labels the
molecular orbitals that are antisymmetric for a reflec-
tion in a plane perpendicular to the molecular axis.
As can be seen from Figure 3, the latter are antibon-
ding orbitals, that is, their energy is higher than the
energy of the atomic orbitals from which they are
formed as linear combinations.

As an example, the ground-state configurations of
the nitrogen and oxygen molecules are

N2 : ðsg1sÞ2ðs�u1sÞ2ðsg2sÞ2ðs�u2sÞ2ðsg2pzÞ2ðpu2pxÞ2

ðpu2pyÞ2

O2 : ðsg1sÞ2ðs�u1sÞ2ðsg2sÞ2ðs�u2sÞ2ðsg2pzÞ2ðpu2pxÞ2

ðpu2pyÞ2ðp�g2pyÞðp�g2pyÞ

and the ground-state wave function can be conse-
quently written as a Slater determinant. In particular,
it can be seen that the molecular orbital approach
simply explains the paramagnetic character of the
oxygen molecule arising from the presence of two
unpaired electrons in the degenerate pg orbitals.

The ordering of the molecular orbitals can change
significantly along the second row of the periodic table.
A qualitative idea of these changes can be obtained
by considering not only the above separated-atoms
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limit but also the united-atom approximation corre-
lating the molecular orbitals with the atomic orbitals
resulting at zero interatomic separation. A correlation
diagram can then be obtained (shown in Figure 4)
between the united- and separated-atoms limits that
gives an idea of the changes in the molecular orbi-
tals energy as a function of the interatomic separa-
tion. The diagram is constructed by considering that
the orbital symmetry is conserved at all interatomic
distances.

As discussed earlier, an accurate fit of the molec-
ular energy and structure cannot be obtained by re-
presenting the molecular wave function as a single
Slater determinant and with the expansion in the
minimal basis set. For accurate prediction of mole-
cular properties, it is necessary to use an extended
basis set and to take account of the correlation
energy as discussed earlier. The same qualitative
description can be given for a heteronuclear diatomic
molecule. In this case, however, the distinction into g
and u type molecular orbitals is obviously lost and, in
addition, the coefficients of the linear combinations
of atomic orbitals are different for the two atoms.
This will result in the presence of a nonzero electric
dipole moment in heteronuclear diatomics.

Quantum Mechanics and Symmetry of
Molecules

The symmetry group of a molecule (point group) can
be defined as the collection of symmetry operations
that commute with the Hamiltonian. These are uni-
tary transformations of two types: proper rotations
(rotations of an angle ð2p=nÞk around a Cn symmetry
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Figure 3 Schematic representation of the molecular orbitals of second row diatomic states obtained as a linear combination of the

relevant atomic orbitals.
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axis, with k ¼ 0, 1,y, n� 1) and improper rotations
(rotations around an axis followed by a reflection
through a plane perpendicular to the axis). The latter
include, as particular cases, the inversion through a
center and the reflection through a plane. There are
compatibility relations among the symmetry opera-
tions of a point group and it turns out that most
molecules belong to one of the 32 crystallographic
point groups. Since all the symmetry operations of
a molecule commute with the Hamiltonian operator,
the molecular wave functions must also be eigen-
functions of the symmetry operators. As a conse-
quence, the molecular orbitals and the total
electronic wave function form the basis for the irre-
ducible representations of the molecular symmetry
group. As an example, the water molecule belongs to
the C2v symmetry group, a group of order 4, inclu-
ding as operations the identity E, a rotation C2, and
two reflection operations s1 and s2. The molecular
orbitals will necessarily behave as one of the irre-
ducible representations of the C2v group that
are labeled as A1, B1, A2, and B2 (see Table 1 and
Figure 5).

Expanding the molecular orbitals as a linear com-
bination of the minimal basis set (including the 1s
orbitals of the hydrogens and the 1s, 2s, 2px, 2py, and
2pz orbitals of the oxygen atom), one obtains seven
molecular orbitals. The characters of the completely
reduced representation of the molecular orbitals are
the same as the characters of the reducible repre-
sentation of the atomic orbitals. By analyzing the
reducible representation of the atomic orbitals, one
obtains the symmetry of the molecular orbitals; in
the present example,

G ¼ 4A1 þ 2B1 þ B2

Using the appropriate projection operators, the
atomic orbitals can be linearly combined into sym-
metry-adapted functions according to the above re-
duced representation. With this choice, the Fock
matrix entering in the Roothan equations is block-
diagonalized into three blocks of dimensions 4, 2,
and 1. The resulting approximate form of the
molecular orbitals of water is shown in Figure 5.
The electronic ground state of the water molecule

corresponds to the configuration

ð1a1Þ2ð2a1Þ2ð1b2Þ2ð3a1Þ2ð1b1Þ2

and its symmetry is given by the direct product of the
representations of the occupied molecular orbitals. In
the present case of a closed-shell molecule (with

2b2

4a1

1b1

3a1

1b2

2a1

1a1

Figure 5 Schematic representation of the molecular orbitals of

the H2O molecules classified by their symmetry character and in

order of increasing energy.

Table 1 The irreducible representation of the symmetry group

of the H2O molecule (yz is the plane of the molecule)

C2v E Cz
2 syz sxz

A1 1 1 1 1

A2 1 1 �1 � 1

B1 1 � 1 1 � 1

B2 1 � 1 �1 1

Quantum Mechanics: Molecules 73



double occupancy of the orbitals), the total wave
function turns out to be totally symmetric with spin
multiplicity equal to 1 (a singlet state 1A1).

The Nuclear Schrödinger Equation

The solution of the Schrödinger equation for the nu-
clear motion (with the Hamiltonian defined in [3])
can be obtained by first decoupling the translational,
rotational, and vibrational degrees of freedom. For
this purpose, one can define a laboratory X, Y, Z and
a molecule-fixed x, y, z Cartesian reference system.
The position of each nucleus a, with mass ma, is then
specified by giving the three Cartesian coordinates
of the origin of the molecule-fixed system, three
Eulerian angles describing the orientation of the
molecular axes relative to the laboratory axes and,
for an n-atomic molecule, the 3n coordinates in the
molecular reference frame xa, ya , za. Among the lat-
ter, there are two vectorial relations specifying the
position of the origin of the molecule-fixed system,
placed at the center of mass,

X
a

mara ¼ 0 ½23�

and the orientation of the molecule-fixed system

X
a

maaax
�ra ¼ 0 ½24�

where aa denotes the equilibrium position of atom
a. With this choice of the reference system, it can
easily be shown that the translational degrees of
freedom are completely decoupled from the rota-
tional and vibrational degrees of freedom. Therefore,
the translational motion of the molecule can be
conveniently treated with the particle-in-a-box
model. However, there is still a Coriolis coupling
between the rotational and vibrational motions.
Considering that the vibrational velocities are
much higher than the rotational velocities, the Co-
riolis coupling can be considered to be small for
vibrational motion but can be substantial for the
rotational motion. In condensed phases, where the
molecules cannot rotate freely, the rotational–vibra-
tional coupling is eliminated.

The Vibrations of Molecules

The potential governing the vibrational motion of a
molecule can in principle be obtained from an ab
initio calculation of the electronic energy. In practice,
the potential is expanded around the equilibrium
configuration and in the harmonic approximation it

is in the quadratic form

V ¼ 1

2

X
ij

fijrirj ½25�

where r is a 3n-dimensional vector of the Cartesian
displacements, from the equilibrium. To fully decou-
ple the problem, it is appropriate to transform to a
set of 3n normal coordinates Qk, linear combinations
of the Cartesian displacements that simultaneously
diagonalize the kinetic and potential energy,

H ¼ T þ V ¼ 1

2

X
k

P2
k þ

1

2

X
k

lkQ2
k ½26�

where Pk is the conjugate momentum and ok ¼
ffiffiffiffiffi
lk

p

is the classical normal frequency of vibration. Be-
cause of the relations [23] and [24], six (five in the
case of linear molecules) of the normal coordinates
describe overall translations and rotations of the
molecule and the corresponding frequencies are zero.
Neglecting the zero-frequency normal coordinates
and writing the vibrational wave function as a prod-
uct of functions of the individual remaining normal
coordinates,

cvðQ1Q2yÞ ¼ cðQ1ÞcðQ2Þ?cðQ3n�6Þ ½27�

The vibrational Schrödinger equation

X
k

�_2

2
r2

k þ
X

k

lkQ2
k

 !
cvðQ1Q2yÞ

¼ EvcvðQ1Q2yÞ ½28�

can be separated into 3n� 6 (or 3n� 5) harmonic
oscillator equations,

�_2

2
r2

kcðQkÞ þ lkQ2
kcðQkÞ ¼ EkcðQkÞ ½29�

Therefore, the vibrational eigenfunction is the
product of 3n� 6 harmonic oscillators functions

cv ¼
Y

k

cnk
ðQkÞ

¼C exp �1

2

X
k

gkQ2
k

 !Y
k

Hnk
ðg1=2k QkÞ ½30�

where C is a normalizing factor, gk ¼ ok=_, and
Hnk

is the Hermite polynomial of degree nk. A
vibrational state is specified by 3n� 6 quantum
numbers ðn1n2ynkyn3n�6Þ. The vibrational energy
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is given by

Ev ¼
X

k

_okðnk þ 1
2Þ ½31�

In Figure 6 the vibrational normal modes (or the
normal coordinates) of the water molecule are rep-
resented.

The normal coordinates form a basis for a com-
pletely reduced representation of the molecular point
group. The characters of this reduced representation
can be obtained from the equivalent representation of
the Cartesian displacements since the normal and
Cartesian coordinates are related by a linear transfor-
mation. By eliminating the zero-frequency normal co-
ordinates, one obtains for the water molecule that the
normal coordinates (or the wave functions with quan-
tum numbers (10 0), (0 1 0), and (001)) classify in the
irreducible representations of the symmetry group

G ¼ 2A1 þ B1

as seen from Figure 6. Qualitative information on the
form of the normal coordinates can be obtained by
using symmetry arguments and internal coordinates
(stretching and bending of bonds and torsional coor-
dinates) instead of Cartesian coordinates.

Symmetry arguments can also be used to obtain
the selection rules for transitions between two vib-
rational eigenstates i and f. In the infrared absorption
spectroscopy, the relevant operator is the electric di-
pole moment P and the transition probability is pro-
portional to

j/cf jPjciSj2 ½32�

Symmetry considerations require that the transition
probability is nonzero when the direct product of the
irreducible representations of the terms appearing in
the matrix element Gf#GP#Gi contains the totally
symmetric representation. The spectrum is dominated
by the fundamental transitions from the ground state
(totally symmetric) to states where a single quantum
number is equal to 1. These have nonzero transition
probability if the corresponding normal coordinate be-
longs to the same irreducible representation as one of
the components of the electric moment. Nonlinearities

in the expansion of the electric moment and anhar-
monic terms of the potential make multiple transitions
weakly active in the infrared spectrum. Vibrational
transitions can also be observed directly in the Raman
spectrum. In this case, the relevant operator is the mo-
lecular polarizability and the selection rules are conse-
quently different.

Rotation of Molecules

The rotation of a diatomic molecule can, to a first
approximation, be described by the rigid rotator mod-
el and the rotational Hamiltonian can be written as

Hr ¼
1

2I
L2 ½33�

where I is the inertia moment and L is the angular
momentum operator. The rotational eigenfunctions
are, therefore, the spherical harmonics and the rota-
tional energy levels are given by

EJ ¼ B0JðJ þ 1Þ ½34�

where B0 ¼ _2=2I is the rotational constant and J is
the rotational quantum number (J ¼ 0; 1; 2y). The
rotational levels and eigenfunctions have 2Jþ 1
degeneracy in consideration of the possible orienta-
tion of the angular momentum. The rotational con-
stant refers to the vibrational (and electronic) ground
state. The inertia moment and the rotational constant
change in vibrational excited states. The rotational
constant also changes, which in turn changes the ro-
tational level because of centrifugal distortion effects,
and in each vibrational state n the energy levels of the
rotating molecule should be written as

Er ¼ BnJðJ þ 1Þ � DnJ2ðJ þ 1Þ2 ½35�

where the centrifugal distortion constant Dn is much
smaller than the rotational constant and can be related
to the vibrational force constants. As a consequence of
the second term in [35] in the pure rotational spectrum
(selection rule DJ ¼ 71), the lines are not exactly
equidistant.

The rotational problem of polyatomic molecules is
considerably more complicated. The structure of the
spectrum is determined by the relative values of the
principal inertia moments. In the case of symmetric-
top molecules, for which

Ixx ¼ Iyy ¼ I>; Izz ¼ Ijj ½36�

the rotational Hamiltonian has the form

Hr ¼
1

2I>
L2 þ 1

2Ijj
� 1

2I>

� �
L2

z ½37�

Q1(a1) Q2(a1) Q3(b1)

�1 = 1595 cm−1∼ �2 = 3650 cm−1∼ �3 = 3760 cm−1∼

Figure 6 Normal modes of vibration of the water molecule.
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and the eigenvalues are

EJK ¼ _2

2I>
JðJ þ 1Þ þ _2

1

2Ijj
� 1

2I>

� �
K2;

K ¼ J; J � 1;y ½38�

and the selection rule is

DJ ¼ 71; DK ¼ 0 ½39�

See also: Density-Functional Theory ; Electronic Structure
(Theory): Molecules; Hartree and Hartree–Fock Methods
in Electronic Structure; Quantum Mechanics: Atoms;
Quantum Mechanics: Foundations; Quantum Mechanics:
Methods.

PACS: 31.15.Ar; 31.15.Ew; 31.15.Ne; 33.15.� e;
33.20.Ea; 33.20.Fb
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Introduction

The atom is the smallest unit into which matter that
has the characteristic properties of a chemical ele-
ment can be divided. Most of the atom is empty
space. The rest consists of a cloud of negatively
charged electrons whirling around a small, very
dense, positively charged nucleus made of protons
and neutrons which contains essentially all the mass
of the atom. The electric forces bind the electrons to
the nucleus giving rise to a miniature planetary-like
system. The strong and Coulomb forces acting
among nucleons lead to a self-bound system. Inside
it, nucleons move essentially independent of each
other. Bouncing in their trajectories elastically off the
nuclear surface, they describe closed orbits which
resemble, at a length scale five orders of magnitude
smaller, those of the electrons in the atom.

The Atomic Nucleus

Nucleons, like electrons are fermions, that is, they have
a half-integer spin ð1=2; 3=2;yÞ, and, according
to quantum mechanics, obey the Pauli exclusion prin-
ciple which allows only one particle to occupy each

quantal state. Consequently, for the ground state of
the system, the available orbitals of the mean field are
filled from the bottom upwards to the Fermi energy.
Under normal conditions, atomic nuclei are in their
ground state, that is, at zero temperature. This is be-
cause nuclei on earth, leaving aside those that arrive
in the form of cosmic rays, are isolated. In fact, for
two nuclei to interact, they need to have large kinetic
energies, of the order of tens of MeV (1MeV¼
106 eV), so as to be able to overcome the Coulomb
repulsion in a collision and reach within the range of
the nuclear attraction. Energies of such magnitude
contrast with the energies available at room temper-
ature ðE25� 10�3 eVÞ. This is the reason why one
needs large machines, so called atomic smashers, to
make two atomic nuclei interact. In these machines,
an atom containing a heavy atomic nucleus is
stripped of most of its electrons becoming a heavy
ion, which is subsequently accelerated and collimat-
ed. The resulting beam, aimed at a target of other
heavy atomic nuclei, eventually leads to a heavy ion
reaction (Figure 1).

In the event where the two nuclei fuse, the energy
and angular momentum of relative motion become
mostly excitation energy and angular momentum
of the composite system. Typical values of these
quantities are set (Figure 2), in relation to tempera-
tures and rotational frequencies observed in other
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physical systems. The thermalization of such a sys-
tem depends, naturally, on the specific heat of the
system, a quantity which is directly related to the
density of levels around the Fermi energy.

Single-Particle Motion

To study the single-particle motion in nuclei, the best
probe one can use are transfer reactions. For example,
aiming a beam of deuterons (the isotope 2

1H1ð� dÞ of
hydrogen containing one proton and one neutron) on
a target nucleus, one can learn about the proper-
ties of the single-particle neutron levels lying above
the Fermi energy, by studying the spectrum and
angular distribution of the emerging protons, result-
ing from the stripping of a neutron from the projectile
(Figure 3). The main outcome of these studies, in
particular of those carried out on the closed-shell
nucleus 208Pb; shows that the mean-field theory is
able, in most cases, to correctly predict the sequence
of single-particle levels.

Collective Motion

Nuclear vibrations are excited by bombarding nuclei
with high-energy photons, nucleons, electrons, etc.

The vibrations are detected by observing how pho-
tons are absorbed by the nucleus, or how protons are
scattered inelastically from the nuclear surface, etc.
These experiments reveal that the nucleus displays
both elastic and plastic behavior. In fact, the so-
called giant dipole resonance corresponding to a
back- and -forth sloshing of protons against neu-
trons, excited in photoabsorption experiments has an
energy centroid which scales with the inverse of the
radius of the nucleus (a dependence observed for all
nuclear resonances), that is, with the nuclear mo-
mentum, a behavior typical of elastic vibrations.
Once excited into a giant dipole resonance, the nu-
cleus vibrates at an extremely high frequency, of the
order of 5� 1021Hz (which corresponds to a vibra-
tional energy of B20MeV). To make more vivid the
qualification of ‘‘extremely’’ used above, it is useful
to remember that the nominal range of human hear-
ing extends from about 20� 104 to 2� 104Hz, while
that of human vision ranges from 4� 1014 to
8� 1014Hz. In order to excite giant resonances with
suitable cross sections, use has to be made of fields
that change quickly with time, with frequencies of
the order of those associated with single-particle
motion (1/o� 1023Hz).

The lowest excited states of even–even nuclei
display, with very few exceptions, quadrupole and
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Figure 1 Schematic representation of a heavy ion accelerator used to induce nuclear reactions. A neutral atom (left part of the figure),

formed of a nucleus made of protons (red dots) and neutrons (green dots), is stripped off the electrons (small black dots) moving around

it. The system becomes positively charged and the resulting heavy ion is accelerated to velocities B100 millions of kilometers per hour

in an electric field and smashed against the atomic nuclei of a target (middle). Out of the violent encounter between the two atomic

nuclei, a number of processes can take place: Coulomb excitation, particle transfer, etc. In some cases the two nuclei fuse, leading to a

highly excited, rapidly rotating compound nucleus (right) which, in the process of cooling down, emits nucleons, alpha particles and g-
rays (wavy arrows). These g-rays (photons) can be detected by use of a so-called 4p-array, that is a set of detectors (red squares)

covering a consistent fraction of the solid angle. Once the signal is collected, it is analyzed making use of specifically developed

computer programs (software labeled C) and the results are eventually displayed on a screen.
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octupole character, that is, they correspond to sur-
face collective vibrations of multipolarity 2 and 3.
The associated energies, 1–3MeV, show a depend-
ence with mass number inversely proportional to the
area of the nuclear surface, typical of the vibrations
of a liquid drop. They reflect the plastic properties
of atomic nuclei. In fact, away from closed shells,
the energy of the lowest 2þ state can become
particularly low in energy (Figure 4). In these nu-
clei ð152Sm;154 Sm; or e:g:;238 UÞ, the 2þ state is
the lowest member of the so-called ground-state
rotational band of a spheroidal nucleus rotating
around an axis perpendicular to the symmetry axis
(Figure 5). These states are excited with large cross
sections by Coulomb and by nuclear fields which
change slowly in time ð1=o � 1020 HzÞ, as compared
with typical frequencies associated with single-particle
motion.

Further evidence of the plastic behavior of the
nucleus is provided by nucleon fission. This process
can be viewed as the division, similar to that of a cell,
of a liquid drop into two smaller droplets as a result

of deformation (Figure 6). All these phenomena are
essentially controlled by the nuclear surface.

Pairing

The theory describing the coupling of the nucleons to
vibrations and to static deformations of the nuclear
surface provides a unified description of liquid drop
and of independent-particle behavior.

The rotational motion is one of the simplest and,
at the same time, most profound examples of peri-
odic motion (think only of the earth’s rotation
around itself and around the Sun, and of the succes-
sion between day and night and between summer
and winter). A detailed study of the rotational fre-
quency and of the variations of the rotational period
as a function of time can provide important infor-
mation on the physical properties of the system un-
der study and on the forces acting inside it.

Strongly rotating nuclei (Figure 2) can be produced
in the laboratory either via a Coulomb excitation
(Figure 5) or in fusion processes (Figure 1). Because
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the system is charged, the rotating nucleus emits
‘‘light,’’ that is gamma-rays which provide detailed
information on the properties of the system. A
surprising result emerging from such measurements
is that at low rotational frequencies, the moment of
inertia of the system is considerably smaller, about
half of the expected (rigid) moment of inertia, while
at higher rotational frequencies the moment of iner-
tia coincides more or less with the rigid moment of
inertia of the system. The explanation of this

behavior is connected with the fact that the nucle-
us, which in connection with the present discussion
can be viewed as a spheroidal container, is filled at
low rotational frequencies with a nonviscous (super-
fluid) liquid. Spinning the container, only the matter
at the poles, that is, the matter directly pushed by the
walls (surface) of the container, is set up into motion,
the central core remaining at rest (Figure 7). On the
other hand, at high rotational frequencies the nucleus
displays a phase transition, into a system of nucleons
moving independently of each other in well-defined
orbits (normal system). Each of these orbits are solidly
anchored to the mean field (surface) of the nucleus.
Consequently, each nucleon inside the nucleus reacts
to a change in the rotational frequency with its full
mass. The collective motion of the system thus coin-
cides with that of a rigid body of the same mass, di-
mension, and deformation of the nucleus under study.

These phenomena are closely connected with the
variety of effects belonging to the field of low-tem-
perature physics, which go under the name of ‘‘su-
perconductivity’’ when they occur in an electric
charged system such as electrons in a metal, and
‘‘superfluidity’’ when they occur in a neutral system
such as an insulating liquid. The behavior of a su-
perconducting metal is qualitatively different from
that of a normal metal, in that it conducts electricity
with zero resistance (hence the name). Similarly, a
liquid that is superfluid can flow through tiny cap-
illaries without apparent friction, and can even climb
up over the rim of a vessel containing it and thereby
gradually empty the vessel.

Bose–Einstein Condensation

To sketch the general picture, let the focus be on the
common isotope of helium (4He). Such an atom has
zero total spin, and therefore, according to quantum
mechanics should obey Bose–Einstein statistics. Con-
sequently, when a large number of such particles are
placed in a restricted volume and are cooled down
below a certain temperature (which for helium
turns out to be B3K), a phenomenon called ‘‘Bose–
Einstein condensation’’ (BEC) takes place: namely, a
finite fraction of all the atoms begins to occupy a
single quantum-mechanical state, the fraction increa-
sing as the temperature decreases. Thus, in the same
way that fermions are extremely individualistic, each
of them occupying a different (quantal) state, bosons
are extremely gregarious and love to be in the same
(quantal) state of the system. The atoms in this special
situation become locked together in their motion, like
soldiers in a well-drilled army, and can no longer
behave independently. Thus, for example, if the liquid
flows through a narrow capillary, the processes of
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scattering of individual atoms by roughness in the
walls, which would produce so strong a viscous drag
on any normal liquid as to effectively prevent it from
flowing at all, is now quite ineffective, since all atoms
(bosons) or none must scatter.

A similar picture applies to superconductivity in
metals. However, in this case the ‘‘particles’’ that
undergo BEC (and are therefore required to be
bosons) are not individual electrons, which have spin
1=2 and are fermions. The ‘‘particles’’ are pairs of
electrons (Cooper pairs) which form in the metal,
and carry mass and charge which are double that of a
single electron aside from total spin zero. Cooper
pairs condense when the metal is cooled down (e.g.,
below 7K in the case of lead) and occupy a single
quantal state. A similar phenomenon takes place in
the nuclear case, where pairs of nucleons moving in
time-reversal states form Cooper pairs with total
angular momentum zero (Figure 8). Because the

nucleus in its ground state or in the states belonging
to the so-called yrast band (that is the states of lowest
energy for a given angular momentum, where all
the energy of excitation is tied up in the collective,
ordered rotational motion of the system as a whole)
is at zero temperature, these Cooper pairs condense,
giving rise to a superfluid nonviscous liquid.

The variation of the rotational frequency of defor-
med nuclei displays sharp discontinuities (Figure 9).
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Figure 5 Excitation of the rotational motion of a (target) nucleus of 238U by a 86Kr projectile through the Coulomb field (Coulomb

excitation). The system cools down by emitting a number of g-rays (red wavy arrowed lines) each carrying angular momentum 2 (in

keeping with the quadrupole deformation of the nucleus 238U) and different energy, connecting the members of the ground-state

rotational band of the system.

Figure 6 A schematic sequence of events in the process of

spontaneous nuclear fission.
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Ir 

Figure 7 Schematic representation of the reaction to rotation of

a deformed nucleus. In the left part of the figure, it is assumed

that the system can be described in terms of the motion of in-

dependent nucleons (fermions). The associated moment of iner-

tia is equal to the rigid moment of inertia Ir. In the right part of the

figure, it is assumed that the system is filled with a superfluid fluid

(made out of pairs of fermions) displaying no friction. The asso-

ciated moment of inertia of this system is EIr=2. Consequently,

under rotation the central core (yellow) remains essentially at

rest, the matter associated with poles (orange) being involved in

the rotation.
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This phenomenon reflects the fact that rotation has
an opposite effect on the motion of the two members
of each Cooper pair (Figure 10). After a compound
nucleus with high angular momentum and excitation
energy has been formed in a fusion process, it cools
down by evaporating particles. When the excited
nucleus comes close to or eventually reaches the yrast
line, it continues to slow down by emitting gamma
rays each carrying two units of angular momentum.
At the beginning of this process, the rotational fre-
quency is so high that the associated energy is larger
than the binding energy of each pair. Consequently,
no Cooper pair is present in the system, and the nu-
cleus behaves as a normal system displaying a rigid
moment of inertia. As the nucleus continues to de-
crease its rotational frequency, it will eventually
arrive at a (critical) frequency below which pair for-
mation can take place, and the system can make a
transition to the superfluid phase. Consequently, the
moment of inertia of the system decreases by a factor
of B2. The rotational frequency thus increases

sharply. This is because the product of the moment
of inertia and the rotational frequency is equal to
the total angular momentum of the system, a quan-
tity which is conserved. Thus, the observed decrease
of the rotational period is intimately related with
the normal superfluid-phase transition taking place
as a function of the rotational frequency. This tran-
sition is associated with a violent variation of the
moment of inertia of the system, that is, to a nuclear-
quake.

In the case of low-temperature superconductivity,
the attraction among electrons is generated by the
exchange of lattice phonons between them (and the
energy needed to break the pair is of the order of a
few milli (10–3) electronvolts). In the nuclear case,
roughly 50% of the pairing effects is due to a phe-
nomenon similar to this one, namely the exchange of
collective surface vibrations between nucleons. The
other 50% is due to the strong force acting between
nucleons and arising from the exchange of mesons
(the carriers of the strong force) between nucleons
(cf. Figure 11). The effect which this force has on
nucleons moving in states connected by the operation
of time reversal (Figure 10), can be measured in the
scattering process between nucleons and expressed in
terms of the 1S0 phase shift (cf. Figure 11 and cor-
responding caption). It is found that the exchange of
mesons leads to a pairing force which is attractive at
low relative momenta, that is, in situations similar to
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Figure 8 Particles displaying half-integer values of the spin are

called fermions, fulfill Fermi–Dirac statistics, and according to the

exclusion principles cannot occupy the same quantal state labeled

in the figure by the quantum number k and by the intrinsic spin

which can be in one of two states, namely spin up and spin down,

associated with the two projections (71/2) of a spin s¼1/2 as that

of the nucleon or of an electron, and explicitly shown in the figure

in terms of an arrow pointing up or down respectively. Particles of

integer spin are called bosons and fulfill Bose–Einstein statistics.

They can all occupy the same quantal state. Coupling two fermi-

ons to integer spin, e.g., S¼0, one can form a boson (Cooper

pair). If the temperature of the system is lower than the binding

energy of the Cooper pair, a condensation phenomenon can also

take place in this case. In nuclei, the interaction responsible for the

formation of Cooper pairs can be viewed as a surface phenom-

enon effect (cf. also Figure 11).
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that experienced by pairs of nucleons moving on the
surface of the nucleus.

The role that the exchange of nuclear surface
vibrations has on Cooper pair formation is larger for
small rather than for large nuclei. This is because
the surface to volume ratio, and thus the curvature
of the system as well as the spill-out of nucleons is
larger for the light nuclei. Consequently, in these
systems the collectivity of surface vibrations is larger
than in the heavier systems. These effects become
exacerbated in the case of very light exotic nuclei.
Effects similar to these open the possibility of crea-
ting real high Tc superconductors when applied to
the case of fullerene-based materials.

The central role played by the surface in the con-
densation process leading to nuclear superfluidity,
where nucleons move without friction, is demonstrat-
ed by the fact that BEC essentially happens only at the
surface of the nucleus. In other words, nucleons
behave in the nuclear surface like a superfluid, while

inside the nucleus they display normal properties, in-
cluding friction. The pairing gap, the energy which
provides a quantitative measure of the binding energy
of the Cooper pairs and thus of the superfluidity of the
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Figure 10 Pair of nucleons moving in states of time-reversal

(clockwise and anticlockwise, spin up and spin down) and for-

ming a Cooper pair in a deformed nucleus which rotates as a

whole with frequency o. The binding energy of the pair is meas-

ured by the quantity D, known as the pairing gap, the interaction

among the nucleons being represented by red dotted curves and

green wavy lines (see also Figure 11). For rotational frequencies

such that the rotational energy _o is smaller than the pairing gap

(top), the system behaves as a condensate of Cooper pairs

(bosons), with the moment of inertia being one-half the rigid mo-

ment of inertia (cf. Figure 9). For rotational frequencies such that

_o is larger than D, the nucleon moving clockwise in its trajectory

is so much retarded in its revolution period with respect to the

partner nucleon, that it cannot correlate efficiently any more with

it and ‘‘align’’ its motion (and spin) with the rotational motion,

becoming again a pair of fermions and not participating any more

in the condensate (cf. Figure 9).
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Figure 11 (top) Nuclear density r in units of fm�3 (where

fm � 10�13 cm), plotted as a function of the distance r (in units of

fm) from the center of the nucleus. Saturation density corre-

sponds to E0:17 fm�3, equivalent to 2.8�1014 gm cm� 3. Be-

cause of the short range of the nuclear force, the so-called strong

force, the nuclear density changes from 90% of saturation density

to 10% within 0.65 fm, the so-called nuclear diffusivity. (bottom)

Phase parameter associated with the elastic scattering of two

nucleons moving in states of time reversal, the so-called 1S0

phase shift, in keeping with the fact that the system is in a singlet

state of spin zero. The solution of the Schrödinger equation des-

cribing the elastic scattering of a nucleon from a scattering center

(in this case another nucleon) is, at large distances from the

scattering center, a superposition of the incoming wave and of the

outgoing, scattering wave. The interaction of the incoming par-

ticle with the target particle changes only the amplitude of the

outgoing wave. This amplitude can be written in terms of a real

phase shift–or scattering phase–d. Positive quantities of d implies

an attractive interaction, negative a repulsive one. For low relative

velocities (kinetic energies EL), i.e., around the nuclear surface

where the density is low, the 1S0 phase shift arising from the

exchange of mesons (like, e.g., pions, represented by a horizon-

tal dotted line) between nucleons (represented by upward point-

ing arrowed lines) is attractive. This mechanism provides about

half of the clue to nucleons moving in time-reversal states to form

Cooper pairs. These pairs behave like bosons and eventually

condense in a single quantal state leading to nuclear superflu-

idity. Cooper pair formation is further assisted by the exchange of

collective surface vibrations (wavy curve in the scattering proc-

ess) between the members of the pair.
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system, is large ð� 1 MeVÞ at the nuclear surface,
becoming small (zero) inside the nucleus.

Exotic Forms of Nuclear Matter

Surface-controlled pairing is also believed to be
responsible for the existence of exotic forms of nu-
clear matter at very low densities. These so-called
halo nuclei, which lie at the limits of stability of the
chart of nuclides (cf. Figure 12), are composed of

essentially all surface and display a very large spill-
out of nucleons.

Halo Nuclei

These nuclei exist at the neutron drip line in the chart
of nuclides (see below and Figure 13b), and their
study constitutes one of the most important subjects
lying at the forefront of nuclear research.

When neutrons are progressively added to a nor-
mal nucleus, the Pauli principle forces them into
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states of higher momentum. When the core becomes
neutron-saturated, the nucleus expels most of the
wave function of the last neutrons outside to form a
halo, which because of its larger size can have lower
momentum. In most cases neutrons essentially drip
off from the nucleus, defining the lines of stability for
neutron number in the chart of nuclides (neutron
drip line, cf. Figure 13b, dashed lines marked Bn¼ 0).
In some few, selected cases, the system becomes a
halo nucleus. In halo nuclei, some of the constituent
neutrons venture beyond the drop’s surface and form
a misty cloud or halo (similar effects are found for
nuclei close to the proton drip line, cf. Figure 13b

dashed lines marked Bp¼ 0). Not surprisingly, these
extended nuclei behave very differently from ordi-
nary (‘‘normal’’) nuclei lying along the stability valley
in the chart of nuclides. In particular, they are larger
than normal nuclei of the same mass number. For
example, 11Li is twice as large as 11B, a stable nucleus
containing the same number of nucleons and half the
size of the lead nucleus 208Pb, which holds 197 more
particles (Figure 12). In the case of 11Li, the last two
neutrons are very weakly bound. Consequently, these
neutrons need very little energy to move away from
the nucleus. There, they can remain in their ‘‘strato-
spheric’’ orbits, spreading out and forming a tenuous
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halo. If one neutron is taken away from 11Li, a sec-
ond neutron will come out immediately, leaving be-
hind the core of the system, the ordinary nucleus 9Li.
This result indicates that pairing may play an im-
portant role in the stability of 11Li. In fact, the prop-
erties of the exotic nucleus 11Li can be understood,
even quantitatively, in terms of the simplest scenario
imaginable: the formation of a single di-neutron

Cooper pair which is held together to the 9Li core
essentially by the exchange of surface vibrations
among the halo nucleons (Figure 13a). The impor-
tance of these vibrations is due to the high polariz-
ability displayed by 11Li.

It is to be noted that of all the atomic nuclei which
are thought to be possible, only about half of them
have been observed in the laboratory, and a small

Emission 
of radiation

Magnetic
field

Pulsar

Figure 14 On 23 February 1987, the great Magellean cloud was the scene of a Supernova explosion. Supernova 1987A, as it was

christened, was so bright that one could see it from the southern hemisphere and during a period of about six months with the naked eye.

(top) A photo of the Magellean cloud before (left) and after (right) the date indicated above. A bright spot on the lower part of the figure is

clearly visible. (bottom) Neutron stars have an intense magnetic field which accelerates electrons and protons, inducing those particles

to emit beams of radiation. These beams arrive to the earth with a frequency determined by the rotation of the star giving rise to a

pulsating signal like light emitted by a lighthouse. Hence, the name pulsar.
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fraction exists naturally on earth (cf. Figure 13b). Of
particular importance in this research is the mecha-
nism for the creation of elements in the Universe.
Unstable nuclei are involved in explosive burning in
astrophysical environments. Prominent among these
processes are explosive hydrogen burning (the rp-
process) on the surface of accreting white dwarfs
(novae) or neutron stars (X-ray bursts), as well as
rapid neutron capture (the r-process) in very neutron-
rich conditions of Supernova explosions (cf. Figure
14). The r- and rp-process paths shown in Figure 13b,
traverse regions of unstable nuclei of the chart of
nuclides which are as yet unexplored. A third path,
the s-process path, runs along the stable nuclei.

Neutron Stars

The nuclear surface controls not only the properties of
individual nuclei, but also the properties of ‘‘materi-
als’’ whose building blocks are atomic nuclei. These
femtometer materials display properties reflecting not
only the ubiquitous role played by the interweaving of
nucleons and surface vibrations, but also the marked
dependence of the strong force with density. A text-
book example is provided by neutron stars (pulsars).
These remnants of fierce Supernova explosions are
gigantic, rapidly rotating nuclei thirty kilometers
across, held together by the gravitational force
(Figures 14 and 15). Neutron stars display, in the
process of cooling down through radiation and par-
ticle emission, marked glitches (starquakes) (Figure 9),
which are likely to be connected with nuclear super-
fluidity. In fact, neutron stars usually rotate with such
precision that they are known as the best time keepers
in the universe. But ever so often their rotation rate
increases. It is thought that these glitches are related
to superfluidity inside the star, in particular superflu-
idity in the inner crust of the star, where nuclei for-
ming a crystalline lattice are immersed in a sea of free,
superfluid neutrons.

See also: Nuclear Fission and Fusion; Nuclear Models
and Methods; Radioactivity.

PACS: 21.30.Fe; 21.10.Ky; 21.60.�n; 26.60.Fc;
97.60.Jd; 21.60.Cs; 21.60.Jz; 21.10.Re
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Introduction

The atomic structure of condensed matter has for a
long time been described by the ideal crystal model: a
unit cell, which repeats periodically toward infinity,

and is decorated by a motif (atomic positions). The
atomic structure is completely determined by the
decoration of the unit cell. Only particular symme-
tries are compatible with periodicity, leading to the
14 Bravais lattices and 230 different space groups.
For instance only two-, three-, four-, and sixfold
rotation axes are allowed, the fivefold rotational
symmetry being incompatible with periodicity.

Extremely powerful tools have been developed for
solving periodic atomic structures by means of the
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analysis of the intensity distribution in the X-ray or
neutron diffraction pattern and complex structures
such as proteins, which contain several thousands
of atoms in the unit cell, are now almost routinely
determined. Indeed, if an X-ray (or neutron or elec-
tron) beam is sent on a periodic crystal, it is dif-
fracted in specific directions and forms a diffraction
pattern. The diffraction pattern of a crystal is best
understood in the so-called reciprocal space in which
it forms a periodic lattice. The position of reciprocal
lattice vectors or Bragg peaks is given by the Bragg
law which relates the lattice plane d-spacing, the
reciprocal lattice vectors, and the incoming radiation
wavelength. The reciprocal lattice has the same point
group symmetry as the crystal under study, that is,
if a crystal has a threefold rotation, the reciprocal
space also has threefold symmetry. The intensity dis-
tribution of the Bragg peaks depends on the atomic
decoration of the unit cell, being the square of the
Fourier transform of the structure. All structural in-
formation is contained in this intensity distribution,
but cannot be used directly because the phase of the
Fourier transform is unknown. Direct methods allow
one to overcome this ‘‘phase problem’’ and give a
starting model which is further refined against the
observed Bragg peak intensity distribution.

The power of the periodic description of con-
densed matter is also that it allows describing their
physical properties by means of the Bloch theorem,
for instance. Real materials are in most cases con-
sidered as a perturbation of the ideal crystal in which
defects are introduced (vacancies, dislocations,
chemical disorder, etc.).

At the other extreme, if too much disorder is
present, the material is described by the glass model
in which only short-range order exists: it is charac-
terized by a diffraction pattern in which Bragg
reflections no longer exist, and presents a smooth
variation as a function of the scattering angle.

In 1984, Shechtman et al. published the electron
diffraction pattern of a rapidly cooled AlMn alloy
which displayed Bragg reflections and fivefold sym-
metry axes. This was a break in the crystal description
of matter, since two properties, believed to be incom-
patible, were present: long-range order, as evidenced
by the Bragg peaks, and fivefold symmetry. An ex-
ample of the Laue diffraction pattern of a high-quality
Al–Pd–Mn icosahedral quasicrystal is shown in
Figure 1: Bragg peaks are sharp and the fivefold sym-
metry, characteristic of the icosahedron, is clearly vis-
ible. The discovery of Shechtman was named
quasicrystal and is a new kind of long-range ordered
matter. Although it gave rise to a controversy in the
crystallographic community, it appears now as the
new paradigm for long-range ordered structure.

Nonperiodic long-range order had already been
observed before the discovery of the quasicrystal, in
incommensurately modulated structures but could,
in general, be described as a perturbation on a pe-
riodic underlying structure. Aperiodic crystals en-
compass long-range ordered, nonperiodic structure
such as incommensurately modulated structures,
composite structures (where two incommensurate
lattices are in interaction), and quasicrystals. Tools
for structure determination are common to all ape-
riodic crystals and make use of the so-called high-
dimensional crystallography.

Quasicrystal Synthesis

The first quasicrystalline samples were obtained by
rapid quench from the melt and were metastable. As a
consequence, only small single grains (o1mm) could
be synthesized and the only tool to pinpoint the qua-
sicrystalline character was electron diffraction. Since
then a large number of quasicrystalline phases have
been discovered, all made of metallic alloys (AlMn,
AlPdMn, ZnMgY, AlNiCo, etc.). Some of them are
stable at room temperature and can be obtained by
slow cooling from the melt, or usual growth process
such as Bridgman or Czochralski, leading to mm- or
even cm-sized single-grain quasicrystals. Their com-
position range is, in general, very limited, almost as a
line compound. The stabilizing mechanism of the
quasicrystal is far from being understood, but size
effects and Hume–Rothery electronic stabilization are
believed to play a crucial role.

Figure 1 Fivefold axis Laue X-ray diffraction pattern of the

i-AlPdMn phase. (Courtesy of W Steurer, ETH Zürich, Switzer-

land.)
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Figure 2 displays an example of a single grain of
the ZnMgY icosahedral phase obtained by slow
cooling from the melt which shows a macroscopic
icosahedral symmetry. Besides the icosahedral sym-
metry, quasicrystals have been obtained in systems
which are a periodic stacking of quasiperiodic planes
with 8-fold, 12-fold, and 10-fold symmetry. How-
ever, most of the structural studies have been carried
out so far in a few icosahedral and decagonal phases,
where the quasicrystalline long-range order is well
defined.

High-Dimensional Crystallography

The structural analysis of quasicrystals is now best
achieved using the high-dimensional description. As
an illustration of this procedure, a simple 1D exam-
ple is considered: the Fibonacci chain. It is made of
two tiles whose length is in the ratio t/1 t being the
golden mean (1.618y). The Fibonacci chain can be
built up by a substitution rule L-LS and S-L,
where L and S are for the long and short segment.
The resulting 1D structure is quasiperiodic and has
the form LSLLSLSLLSLLSy . A compact descrip-
tion of this structure is achieved in a 2D periodic
space. A square lattice in a 2D space is taken up to
start with. The latter is decomposed in two or-
thogonal subspaces: the physical space, also called
parallel space (Epar), and a complementary space
called perpendicular space (Eper, Figure 3). The slope
of the physical space with respect to the lattice is
irrational and is equal to l/t. The square lattice is

decorated with segment lines, elongated along the
perpendicular direction, and whose length is equal to
the projection of the square onto the perpendicular
space. The 1D quasicrystal is obtained as a section of
the decorated periodic lattice by Epar: each time the
Epar line intercepts a segment line, an atomic position
is generated. The final result is the Fibonacci chain.
The advantage of the high-dimensional description is
that, since periodicity is recovered, usual crystallo-
graphic tools such as Patterson analysis or structure
factor calculations are easily carried out. Moreover,
all the information on the structure (local environm-
ent, interatomic distances, etc.) is now contained in a
very compact form as the decorated square lattice.
More complex structures can be generated: for in-
stance, the segment line can be given a longer length;
this will generate additional positions in the 1D qua-
sicrystal. It is also possible to add other segment lines
in the square unit cell, which could mimic another
atomic species.

This procedure generalizes to the case of a 3D
quasicrystal such as icosahedral phases. In this case,
the higher-dimensional space is 6D and the lattice
hyper-cubic. Segment lines are now 3D objects called
occupation domains or atomic surfaces. The problem
of structure determination is that of finding the lo-
cation and the detailed shape of the occupation do-
mains. Although it might seem a simple task, it is a
complex problem, for which satisfactory solutions
have been proposed only recently. Indeed, specifying
the shape of a 3D occupation domain requires an
infinite number of parameters, and guidelines have to
be found for the modeling.

Return to the 1D case and look for the diffraction
pattern of the Fibonacci chain. The diffraction pat-
tern can be computed from the 2D decorated lattice,
remembering that the section operation becomes a
projection by Fourier transform. For a square lattice,
the diffraction pattern can be indexed by 2-integer

Figure 2 Single grain of the ZnMgY phase obtained by slow

cooling from the melt. (Courtesy of P Canfield and I Fisner, Ames

Laboratory, USA.)

Eper

Epar

L
S

Figure 3 Illustration of the 2D description of a 1D quasicrystal,

here the Fibonacci chain (see text).
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indices, and each reciprocal lattice vector has a com-
ponent in the parallel space and one in the ‘‘perpen-
dicular’’ space. Since the structure is nonperiodic,
there is a dense set of Bragg reflections, but only a
finite number of them are larger than a given thresh-
old. In the case of the icosahedral phase, 6-integer
indices are necessary for indexing the diffraction
pattern: they correspond to the six directions point-
ing toward the vertices of an icosahedron.

The route from diffraction data to the atomic
structure is, in some sense, similar to what is ac-
hieved in standard crystallography: the point group
and space group of the quasicrystal is determined
from the diffraction spectrum (see Figure 1). Then,
the Patterson analysis allows one, in general, to
specify approximately the position and shape of the
atomic surfaces; from this, a model is proposed
which is then compared to available diffraction data.
Before presenting experimental results along these
lines, the study of the structural quality of quasicrys-
tals is briefly outlined.

Structural Quality of Quasicrystal

As for any materials, quasicrystals contain defects
(vacancies, dislocations, strain, etc.), which results in
either a Bragg peak broadening or diffuse scattering.
Because of the quasiperiodic arrangement, the effect
of defects on the diffraction depends on both the
parallel and the perpendicular component of the reci-
procal lattice vector. In the theory of QC, a distortion
or a fluctuation associated with the perpendicular
component has been named ‘‘phason’’ (this notion
will be referred to later), and leads to changes in the
diffraction pattern associated with the perpendicular
component of the scattering wave vector (Qper). For
instance, one can imagine that the slope of the par-
allel space in Figure 3 is changing: if the slope be-
comes rational, this will lead to a periodic structure.
Such a change is equivalent to a shear strain in the
perpendicular direction and has been named ‘‘phason
strain.’’ A distribution of phason strain will result in
a broadening of the Bragg reflection (which are no
longer delta peaks), in very much the same way that
a distribution of elastic strain in a periodic crystal
leads to a Bragg peak broadening. In the early days of
quasicrystal studies, most of the obtained quasicrys-
tals displayed distorted diffraction patterns, or Bragg
peak broadening, the notion of long-range quasipe-
riodic order even being questioned. Quasicrystals,
obtained most recently, display a high quasiperiodic
long-range order, with Bragg peaks which are almost
resolution limited. In some cases, the structural qual-
ity is such that dynamical X-ray diffraction has been
evidenced. Figure 4 shows 2D images of Bragg peaks

obtained in a high-resolution setting. The left part
shows Bragg peaks in an i-AlPdMn sample obtained
by the Czokralski method, whereas the right part
corresponds to the same Bragg reflections, once the
single quasicrystal has been annealed. As it is evident,
Bragg reflections are almost resolution limited with a
coherent length which is of the order 10mm. Of
course, quasicrystals still contain some defects and
are not as ‘‘perfect’’ as silicon for instance, but their
quality is comparable to the best metallic alloys, and
the notion of long-range quasiperiodic order is stron-
gly supported by experimental results.

From Diffraction Data to a First-Order
Model

As an example of structure determination, results
obtained in the i-AlPdMn phase, which is stable at
room temperature and can be obtained as cm-sized
single grains are presented. This is a ternary alloy,
with a composition of Al68.9Pd22.1Mn9 with a very
narrow composition range. The icosahedral symme-
try of this phase is illustrated in Figure 1 which dis-
plays a fivefold symmetry Laue pattern. In order to
facilitate the analysis, both X-ray and neutrons dif-
fraction data have been collected. Indeed, scattering
power is very different for X-ray and neutrons, Pd
atoms being mostly ‘‘visible’’ with X-rays, whereas
Mn atoms are more ‘‘visible’’ with neutrons: the use
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Figure 4 2D images of the Bragg reflections obtained in the i-

AlPdMn phase for an as-grown single-grain quasicrystal (left) and

the same sample after annealing (right). Whereas Bragg reflec-

tions are broadened (with a broadening proportional to Qper) in

the as-cast sample, they are almost resolution limited in the an-

nealed sample.
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of the combined set of data leads to a precise struc-
tural information. Indexing of the diffraction pattern
allowed determining that the reciprocal lattice is
body-centered icosahedral, with systematic absences
which are similar to the cubic b.c.c. lattice, that is,
6D indices are all even or all odd. A systematic scan
along a twofold direction is shown in Figure 5: note
that the intensity scale is logarithmic, and that very
weak reflections can be measured. The position of all
reflections is in perfect agreement with the 6D in-
dexing scheme, and data have been collected using a
standard neutron and X-ray diffractometer. Once
integrated intensities are collected, the first step is to
compute the so-called 6D Patterson function. It is
obtained by Fourier transform of the intensities, and
represents the autocorrelation function of the 6D
structure. In principle, a direct interpretation of this
function is difficult, but in several cases, it has been
possible to derive the position and the rough size of
the atomic surfaces. For instance, in the i-AlPdMn
phase, it could be demonstrated that there are only
three atomic surfaces, located on the nodes and
‘‘body center’’ sites of the 6D cube. A section of this
6D cube is shown in Figure 6, with the position of
the three different atomic surfaces. In Figure 6a, the
section of the 6D periodic structure is such that it
contains a fivefold axis both in the physical space and
in the complementary perpendicular space. The sec-
tion also shows the 6D periodicity, and is built up by
a linear combination of two 6D lattice vectors with
indices [100000] and [011111]. The segment lines,
elongated in the perpendicular direction, are just
traces of the 3D atomic surfaces. As can be seen in
this figure, only three different positions in the 6D
cube are occupied, labeled n1, n2, and bc1, the other
positions being imposed by the face-centered icosa-
hedral symmetry of the 6D structure (because a

body-centered icosahedral reciprocal lattice corre-
sponds to a face-centered icosahedral direct lattice).
Moreover, some information on the chemical con-
tent of each atomic surface is also obtained by the
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Figure 5 X-ray diffraction pattern taken along a twofold axis in the i-AlPdMn phase. The 2-number indices is a short-hand notation for
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n1

n2 
bc1

Epar  

[011111] 

[1
00

00
0]

(a)

(b)

Figure 6 Sketch of the spherical model of the i-AlPdMn

icosahedral phase. (a) Section of the 6D space, with a fivefold

axis both in the parallel and perpendicular space. The segment

lines are traces of the atomic surface. The unit cell is shown as a

black rectangle. It is a doubling of a smaller unit cell shown as

dashed line, due to a superstructure chemical ordering. There are

two different atomic surfaces on the nodes (shown as black and

gray lines, and labeled n1 and n2) and a third one on the body-

center site (bc1). (b) Decomposition of the different atomic sur-

faces in the perpendicular space n1, n2, and bc1 (from left to

right). There are spherical shells with different atomic composi-

tion; the shading stands for the different chemical species:

hatched Mn, grey Pd, and white Al.
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analysis of the Patterson function. In particular, it
can be shown that the n1 atomic surface contains
Mn, Pd, and Al atoms, whereas the n2 atomic surface
only contains Mn and Al atoms. In a first crude
approximation, atomic surfaces are modeled by
spheres and spherical shells as illustrated in Figure
6b. The chemical content of each atomic surface is
modeled by successive shells, with, for instance, a
first Mn sphere, enclosed in a Pd shell, and finally an
Al external shell for the n1 atomic surface. Although
the model presented in the Figure 6 is simplistic, it
already allows reproducing the strongest Bragg peak
intensities, and is thus a good first-order model. This
model is not only a theoretical view of the 6D struc-
ture but it allows one to predict some of the main
ingredients of the resulting 3D structure. In partic-
ular, it is possible to determine which kind of local
environments are to be found in the 3D structure.
For example, there are groups of atoms packed along
successive shells of icosahedral symmetry, referred to
as clusters in the following. Four different types of
clusters are found and are packed quasiperiodically.
It can also be shown that the structure can be viewed
as a quasiperiodic packing of dense atomic planes.
This is described again in a later section.

Modeling the Atomic Structure of
Quasicrystals

Although the previous first-order model gave some in-
formation on the resulting atomic structure, it is
obviously necessary to go beyond this model if any
detailed information has to be predicted. This is par-
ticularly important for the theoretical study of physical
properties of quasicrystals. It has to be pointed out that
the comparison with diffraction data remains a pow-
erful test, especially for weak Bragg reflections which
are very sensitive to the details of the atomic structure
(details of the atomic surface shape, for instance).

Modeling of the atomic structure of quasicrystals
requires, in principle, an infinite number of parame-
ters since it is an infinite structure. Although the high-
dimensional description simplifies the quasicrystal
picture, the number of parameters remains much
larger than the one which can be refined using the
diffraction data. This is why a certain number of con-
straints or hypotheses have been proposed to restrict
models within a reasonable number of parameters.

The first one corresponds to the usual density and
chemical composition constraint. The model should
also be designed to avoid short distances. Although
these two constraints are simple, they are already
difficult to fulfill. However, they are not sufficient to
restrict the modeling fully and two main routes have

been followed to go further: a decoration of tiling,
such as a Penrose tiling, or a modeling directly in the
high-dimensional space. In both cases, a very fruitful
approach has been the comparison with crystalline
‘‘approximant’’: these are periodic crystalline phases
which share the same local environment as the crys-
talline phase. In the high-dimensional picture, a crys-
talline approximant can be obtained by changing the
slope of the cut space which becomes rational. De-
pending on the symmetry of the periodic approxim-
ant, there is a relation between the unit cell of the 6D
periodic structure and the cell parameter of the crys-
talline approximant. Thus, it has been very surprising
that such a relationship was observed experimentally.
The crystalline approximant serves then as a template
for the quasicrystal: for instance, the atomic clusters
which are identified in the crystal are used as ‘‘build-
ing’’ blocks in the quasicrystal. In the Penrose tiling
decoration scheme, the difficulty is then to find the
appropriate tile dimension and the cluster con-
nectivity. Moreover, clusters only define a backbone
of the structure and it is necessary to fill the ‘‘gaps’’
between clusters. In the high-dimensional scheme, the
cluster density can, for instance, be maximized. Other
constraints have been proposed on the shape of
the atomic surfaces, for instance. The most fruitful
approach so far has been one which combines both
approaches: using both the knowledge of the local
structure obtained from the analysis of a crystalline
approximant and a sophisticated 6D modeling, it is
possible to achieve a refinement which is similar to
what is done in 3D crystallography.

Examples

Icosahedral i-AlPdMn Phase

Because the i-AlPdMn phase was the first one to be
obtained with a very good structural quality and as a
large single-grain quasicrystal, this is the icosahedral
phase for which the most detailed analysis has been
achieved. Starting from the crude spherical model
and having identified some basic atomic clusters in
a periodic approximant, A Yamamoto proposed a
model based on a complex atomic surface construc-
tion. Starting from a decorated 3D Penrose tiling, the
6D model is built up: this leads to atomic surfaces
with a complex shape. Each atomic surface is, in fact,
made of small subdomains, each of the subdomains
corresponding to a specific local environment. For
each subdomain, it is then possible to refine not only
a chemical composition, but also a small shift in the
real space, which is equivalent to ‘‘relaxing’’ the local
configuration. Both parameters are important in
the success of the refinement. The quality of the
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refinement is given by the R-factor, which is a meas-
ure of the difference between observed and calculated
intensity and is found to be of the order 10% or less.

Figure 7 shows the external shape of the four
atomic surfaces, which are much more complex than
the spheres used in the simpler model! Note that
there is a supplementary atomic surface located on a
mid-edge position in the 6D cube. The smaller sub-
divisions are visible. This model compares well
with neutron and X-ray data, in particular, for weak
reflections. The agreement is, in this case, much bet-
ter than for the spherical model, and demonstrates
that the resulting structure is a good representation
of the quasicrystal.

Once the 6D model is constructed, it is possible to
deduce some fundamental properties of the resulting
3D structure. In particular, from the 6D model it is
possible to determine which atomic clusters are
present, and what their distribution is. The icosahe-
dral AlPdMn phase contains two different atomic
clusters, each one at least with two different chemical
‘‘decoration,’’ which lead to at least four different
clusters altogether. Two of these clusters are dis-
played in Figure 8: they correspond to the so-called
pseudo-Mackay icosahedron, whose external shell is
shown here. One cluster contains mainly Al and Mn
atoms, whereas the other one contains mainly Al and
Pd atoms. This shows that there is a strong chemical
ordering in the i-AlPdMn phase. A more detailed
examination shows, however, that there are some
sites which are chemically disordered (at least within
the experimental error), and that the structure can
probably not be described uniquely with only a few

clusters. Nevertheless, this description is useful in
understanding the physical properties of quasicrys-
tals. The arrangement of clusters in the 3D structure
is perfectly deterministic, though not periodic. In
particular, there is a hierarchy of cluster arrangem-
ents, with ‘‘clusters’’ of clusters. Another interesting
property is the general one which states that if a
cluster of radius R exists, then there will be at least
one identical cluster in a sphere of radius 2R. Both of
these properties are responsible for the peculiar na-
ture of wavefunctions in quasicrystals.

Another interesting approach of the description
of the 3D structure is in terms of dense planes. Of
course, the quasicrystal is not periodic and there
are, in principle, no periodic planes. However, if
we compute the projection of the structure down a
high-symmetry axis, there are well visible planes

(a) (b)

(c)

(d)

Figure 7 External shape of the atomic surfaces in the i-AlPdMn phase as proposed by A Yamamoto in his model. The average size is

similar to the one of the spherical model. (a), (b), and (c) correspond to the n1, n2, and bc1 atomic surfaces of Figure 6, respectively. (d)

The atomic surface is a supplementary one located on the mid-edge. Each atomic surface is composed of small volumes. (Courtesy of

A Yamamoto, NIMS, Tsukuba, Japan.)

9.6 A°

Figure 8 External shell of one of the two icosahedral clusters

found in the i-AlPdMn phase. The two average chemical deco-

rations are shown. Left, the cluster contains mainly Al and Mn

atoms; right, the cluster contains mainly Pd and Al atoms.
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which are quasiperiodically stacked. This is exem-
plified in Figure 9 which shows a lateral view of a
50� 50 Å of a piece of quasicrystal generated from
the 6D model. The different colors are for the dif-
ferent atoms, and the vertical axis is parallel to a
fivefold axis. The structure in terms of dense atomic
planes is clearly visible: there is a Fibonacci sequence
of layers with two different thicknesses. There are
some ‘‘gaps’’ in between the layers, which correspond
to a physical separation of the planes of the order
1.2 Å. In this description, a strong chemical ordering
is also visible, with the Pd atoms being concentrated
in specific atomic planes. A characteristic plane is
displayed in Figure 10. Tenfold and fivefold rings are
visible, and correspond to the trace of the clusters.

Such a description in terms of dense atomic planes
allows the understanding of some of the properties of
quasicrystals. For instance, dense planes are certainly
the stable ones and should show up as large facets in
macroscopical grains: indeed this is what is observed,
since the shape of i-AlPdMn single grains is fre-
quently a dodecahedron, similar to Figure 1, with
large facets perpendicular to a fivefold axis. Along
the same lines of thought, it is possible to have some
predictions on the favorable dislocation slip planes,
which should be again the fivefold planes. Finally,
recent studies on the surface of quasicrystals have
evidenced terraces and steps, with a distribution of

step heights in agreement with the result of the
structure determination.

Decagonal Phase

The decagonal phase is a periodic stacking of quasi-
periodic planes. If viewed along the tenfold symmetry
axis, interpretation of high-resolution transmission
electron microscopy images is possible. Indeed, a
large number of models have been proposed from
analysis of images. One should keep in mind,
however, that the observed images are projections of
the structure. In the ‘‘simple’’ decagonal phases,
where the periodicity is of the order 4 Å, there are
only two different atomic layers and the interpreta-
tion is relatively easy. This is not the case, however,
for other decagonal phases.

The direct interpretation of images is appealing,
since one can directly see the structure, although
atomic resolution is difficult to achieve. The first step
is to find the underlying quasiperiodic lattice, in the
form of a tiling (Penrose tiling or equivalent). Note
that it is not obvious, a priori, that a quasicrystal can
be described by a decorated tiling. Various types of
tilings have been used in the d-AlNiCo, most of them
being a variant of the Penrose tiling which is made of
two tiles. The second step is to find a decoration for
the proposed tiling. This is achieved most of the time
by super-imposing the tiling on the images. Since at-
oms are not visible, atom positions are inferred from
the known approximant phases. An image is then
simulated, and compared to the experimental image.

50 A°

Figure 9 Side view of 50� 50 Å cube of the 3D structure

generated with the model of Figure 7. The vertical direction is

parallel to a fivefold axis. Planes are visible and are grouped in

small and thick layers. Blue, brown, and pink are for Al, Mn, and

Pd atoms, respectively. (Courtesy of A Yamamoto, NIMS,

Tsukuba, Japan.)

Figure 10 Examples of a fivefold atomic plane in the i-AlPdMn

phase as generated by the 6D model of Figure 7. Same colors as

Figure 9. (Courtesy of A Yamamoto, NIMS, Tsukuba, Japan.)
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One interesting modeling has been proposed with the
so-called quasi-unit cell approach. Instead of using
two tiles, a single atomic cluster configuration is used
to map the structure: specific overlap rules are used
to generate a complete covering. Figure 11 shows the
electron diffraction pattern together with the corre-
sponding high-resolution images of the d-AlNiCo
phase. The single cluster covering is superimposed
on the figure, and the decoration is shown in the
enlarged part. Agreement between the simulated
image and the experimental one is satisfactory. The
same procedure, as the one described for the i-AlP-
dMn phase, has also been used. In this case, the
atomic surfaces are 2D objects. Refinement of the
occupation parameters and of the parallel shift is

carried out in a similar way. The resulting structure
is close to the one obtained by HREM images anal-
ysis, although a description in terms of a single clus-
ter is probably too crude an approximation.

In conclusion, the atomic structure of the quasi-
crystal is now rather well understood. The high-
dimensional approach is a very powerful tool for
analyzing diffraction data and a detailed analysis is
now possible. The resulting structure can be analyzed
in terms of clusters or dense atomic planes. Whether
the structure can be described as a decorated Penrose
tiling is still an open question. However, the unders-
tanding of the atomic structure is sufficient now for
the purpose of simulation or for physical properties
calculations.

(a)

Phase-contrast Z-contrast

(c) 1 nm

(e) (f) (g)
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Figure 11 (a, b) Electron diffraction pattern of the AlNiCo decagonal phase, (c) corresponding phase contrast image. (d) The quasi-

unit cell is outlined, corresponding Z-contrast images, and (e–g) quasi-unit cell decoration compared to the experimental images.

(Courtesy of E Abe, NIMS, Tsukuba, Japan.)
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Introduction

Quasicrystals are aperiodically ordered solids. Their
unusual transport properties, especially the low elec-
tric conductivity, are indications of the particular
electronic structure of these materials. There are
several approaches toward understanding the elec-
tronic structure of these systems. Whereas a complete
understanding is still lacking, quasicrystals can
heuristically be described as Hume–Rothery alloys,
which qualitatively account for the experimentally
observed properties. Other approaches that have
been followed are based on the investigation of elec-
trons in aperiodic potentials and on a hierarchical
cluster picture of quasicrystals.

Aperiodically Ordered Solids

Quasicrystals were first discovered in a rapidly quen-
ched AlMn alloy in the early 1980s. Today, many
quasicrystalline compounds have been identified,
mostly in aluminum or zinc–magnesium-based ter-
nary alloys, some of which can be grown to form
nicely faceted single crystals of macroscopic size.

The fingerprint of a quasicrystal is a diffraction
which consists of Bragg peaks, like in a periodic
crystal, but which shows a symmetry which is
not compatible with lattice periodicity in three-
dimensional space. So far, the noncrystallographic
symmetries that have been observed in experiments
are icosahedral symmetry, featuring axes of two-,
three-, and fivefold rotational symmetry, and three
classes of dodecagonal, decagonal, and octagonal
quasicrystals with a single axis of twelve-, ten-, or
eightfold rotational symmetry, respectively, which
are periodic along the distinguished axis. In contrast

to the icosahedral quasicrystals, such phases show
anisotropic physical properties.

The apparent paradox of a Bragg-like diffraction
with crystallographically forbidden symmetry can be
resolved by interpreting quasicrystals as aperiodically
ordered solids. The definition of a crystal has been
adapted to include quasicrystals, alongside incom-
mensurate structures, as aperiodic crystals. Their
structure is usually described in terms of quasiperiod-
ic tilings (or coverings) of space, which play the role of
the lattice in conventional crystals. Quasiperiodic
tilings can, for instance, be derived as projections of
sections through higher-dimensional periodic lattices,
which can accommodate the symmetries that are
observed in quasicrystals. Structure models consist of
decorating the basic building blocks of these tilings
with atoms, very much like the unit-cell picture of a
conventional periodic crystal. For icosahedral quasi-
crystals, this yields a six-dimensional description of
the structure, for the quasicrystalline phases with one
periodic axis the analogous description of a quasipe-
riodic plane requires at least four space dimensions,
and the positions of the Bragg peaks can be indexed
accordingly. Direct evidence for the structure is fur-
thermore obtained by high-resolution electron micros-
copy and atomic force microscopy. While there exist
sophisticated structure models for various quasicrys-
tals, many important quetions remain unanswered,
for instance concerning inherent disorder in the struc-
ture such as stochastic occupancy of atomic sites, or
how the quasicrystalline structure actually grows.

Due to the aperiodic structure of these materials,
important concepts used in conventional crystals,
such as the notion of a Brillouin zone, do not strictly
apply for quasicrystals. However, in many cases there
are, albeit often less precisely defined, analogs of
these concepts, such as the pseudo-Brillouin or Jones
zone. This zone is constructed from the main struc-
tural peaks, it is nearly isotropic in quasicrystals and,
in contrast to the case for amorphous alloys, is a
sharply defined polyhedron.
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Quasicrystal Surfaces

Many of the experimental techniques, such as photo-
emission experiments, used to probe electronic prop-
erties of quasicrystals are surface sensitive, because the
escape depth for elastic electrons is of the order of a
few nanometers. Therefore, it is important to know
something about the surface structure in order to in-
terpret the experimental results of such measurements.

There has been a long discussion about quasicrystal
surfaces, with results depending on the preparation
of the surface. However, due to recent progress in
experimental techniques, both concerning the prepa-
ration of quasicrystalline samples and the image res-
olution of electron microscopy, it now appears to
have been established that quasicrystal surfaces, pre-
pared by sputtering in ultrahigh vacuum and suitable
annealing, are themselves quasicrystalline and can be
understood as a termination of the bulk structure.

Recent evidence for this is presented in Figure 1,
which shows a high-resolution scanning tunneling
microscopy image of a flat terrace of the fivefold
surface of an icosahedral quasicrystal. This technique
measures corrugations in the electronic density at
the surface arising from the positions of the surface
atoms. As shown in Figure 1, the pattern obtained
for the particular terrace is in good correspondence

with a patch of a perfect quasiperiodic Penrose tiling.
The matching of the surface structure for this terrace
and other terraces with a bulk model of the ico-
sahedral quasicrystal corroborates that the surfaces
in this case are consistent terminations of the bulk
structure, so there should be no artifacts in experi-
mental measurements due to surface reconstructions.

Transport Properties

The particular, nearly isotropic, order in quasicrys-
tals, which in a sense is intermediate between that of
conventional periodic crystals and amorphous sys-
tems, is reflected in unusual electronic properties.
Quasicrystals, despite being composed of elements
which in their pure form are good conductors, show
very low electric conductivity which decreases with
temperature and also with the structural perfection
of the quasicrystal. So their behavior is not at all
metallic; it is rather reminiscent of a system at a
metal–insulator transition, with no energy gap but
zero conductivity at zero temperature. An example is
the icosahedral phase in the Al–Pd–Re system, which
shows extremely high resistivity at low temperatures,
up to 106 mO cm, with a very strong temperature de-
pendence – the resistivity at a temperature of 0.3K
being about 100 times as large as that at 300K.

Also other transport properties show interesting
phenomena, such as large thermoelectric powers and
Hall coefficients that depend crucially on the compo-
sition and may even undergo sign changes as the
temperature is changed. Though these transport prop-
erties partly resemble those of amorphous phases and
crystalline complex metal alloy phases of similar
composition, the anomalies appear to be particularly
pronounced in quasicrystals, in the sense that the resi-
dual conductivity is lowest and the thermopower
largest for the ‘‘optimal’’ quasicrystal composition, to
an extent that such properties, alongside diffraction,
are often used to measure the structural perfection of
quasicrystals.

An example of an in situ measurement on a thin
film is presented in Figure 2. It shows that, while the
temperature dependence of the conductivity is simi-
lar in the amorphous and icosahedral phase, the
transition to the quasicrystal is accompanied by a
strong decrease in conductivity and increase in
thermopower, and the low-temperature conductivity
in the quasicrystal is nearly zero after several hours
of heat treatment.

Experimental values of the conductivity s4 K at a
temperature of 4K are in the range of a few tens to a
few hundreds (O cm)� 1. The increase in conductivity
with temperature is well described by a relationship
of the form s4 K ¼ Aðs300 K � sMÞ, which shows that

Figure 1 75 Å � 75 Å segment of a scanning tunneling micros-

copy image of a terrace of an icosahedral Al–Pd–Mn quasicrystal

surface with a superimposed patch of a perfect Penrose tiling of

edge length 7.8 Å. (Reprinted figure with permission from Papa-

dopolos Z, Kasner G, Diehl RD, Ledieu J, Cox EJ, et al. (2002)

Bulk termination of the quasicrystalline fivefold surface of

Al70Pd21Mn9. Physical Review B 66(184207): 1–13; & 2002,

American Physical Society.)
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the low-temperature conductivity could vanish even
for a finite conductivity at temperature 300K. Ex-
perimentally, sM turns out to be B150ðO cmÞ�1 for
high-quality icosahedral quasicrystals. Given that the
actual values for s300 K are in the range of 200–500
ðO cmÞ�1, this indicates that these materials are not
far from a metal–insulator transition.

For the Hall effect, the temperature dependence can
be reasonably well reproduced by a description of the
Fermi sphere with electron and hole pockets. In a sim-
ple two-band model of free electrons, a change in
composition can affect the balance between electrons
and holes, and thus account for changes in the sign of
the Hall coefficient. Within this picture, the Hall coeffi-
cient provides information about the matching bet-
ween the Fermi surface and the pseudo-Brillouin zone.
Similar comments apply to the strong variations and
sign changes observed in the temperature dependence
of the thermopower, which appear to be correlated to
changes in the Hall coefficients and hence might also
reflect the sign of majority carriers in the alloy.

Magnetic Properties

One might expect quasicrystals to show interes-
ting magnetic properties. The reason is that most

aluminum-based quasicrystals contain a fair amount
of transition metals, and there is a class of magne-
sium–zinc-based quasicrystals containing rare-earth
atoms, which provide strong localized magnetic mo-
ments. However, no long-range magnetic order has
been observed in quasicrystals to date.

In aluminum-based quasicrystals, it appears that
only a low fraction of the transition metal atoms in
the quasicrystal actually have magnetic moments.
One often finds rather small paramagnetic suscepti-
bilities; structurally perfect quasicrystals tend to show
diamagnetic behavior, and there appears to be a cor-
relation between diamagnetism and high resistance in
the samples. The situation is somewhat different in
quasicrystals containing rare-earth elements. Though
there have been early reports on an antiferromagnetic
ordering in these quasicrystals, these results have not
been confirmed and have probably been caused by the
presence of conventional crystalline phases in the
samples. However, spin-glass freezing transitions
have been observed at relatively low temperatures.

Electronic Density of States

To date, the transport properties and the electronic
structure of quasicrystals have not been completely
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understood. Experimental results for aluminum-
based quasicrystals such as AlPdMn, which is unique
in that it has both icosahedral and decagonal phases,
clearly indicate that hybridization between the
aluminum sp states and the transition-metal d elec-
trons plays an important role, which is sensitive to
details of the local atomic environments.

There is a rather general heuristic picture that in-
terprets quasicrystals as Hume–Rothery solids. The
idea behind this is that there exists a strong interac-
tion between the structure and the electrons, and that
quasicrystals occur precisely when the number of
electrons available to the system is such that the Fer-
mi surface in momentum space closely matches the
pseudo-Brillouin zone. The matching gives rise to a
resonant scattering between the conduction electrons
and the static structure, leading to a deep pseudogap
in the electronic density of states and a stronger ten-
dency toward localization at the Fermi level. Thus,
it offers an explanation why the effects are more
pronounced in quasicrystals.

This heuristic argument, in combination with the
hybridization effects mentioned above, can account
for the qualitative behavior of transport properties
and their dependency on the composition of the alloy,
and has also been supported by experimental and
theoretical investigations. It also provides an explana-
tion for the stability of quasicrystals and their exist-
ence at certain compositions, because the pseudogap
formation reduces the energy of the occupied states
close to the Fermi energy, and thus lowers the total
energy.

An example of an ab initio calculation of the elec-
tronic density of states for a periodic approximant
of an icosahedral quasicrystal, that is, a cubic sys-
tem with very similar short-range ordering as the

quasicrystal, is presented in Figure 3. It clearly shows
a pronounced pseudogap feature close to the Fermi
energy.

Experimentally, the electronic density of states
has been investigated by X-ray emission (XES) and
absorption (XAS) spectroscopy. Figure 4 shows an
example of experimentally obtained results for the
aluminum partial density of states in pure faced-
centered cubic (f.c.c.) aluminum and in icosahedral
AlCuFe quasicrystals. Clearly, the aluminum valence
band is shifted toward higher binding energies, an
effect caused by the strong sp–d hybridization in the
alloy. In addition, the observed conduction band is
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Figure 3 Ab initio electronic density of states for the 1/1 cubic approximant of the icosahedral AlCuFe quasicrystal, as obtained by the

atomic-sphere approximation to the linear muffin-tin orbital method (ASA-LMTO). The Fermi energy eF is indicated by a dashed line.
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much flatter in the quasicrystalline alloy than in pure
aluminum. Together, this leads to a depletion of
available states at the Fermi energy, as seen in Figure
4, and thus an experimental verification of a pro-
nounced pseudogap at the Fermi energy, in accord-
ance with the majority of experimental results.

However, as shown in Figure 5, recent angle-
resolved photoemission experiments on decagonal
AlCoNi revealed free-electron-like behavior of the sp
and d bands, with d bands crossing the Fermi energy.
This indicates that, even though the density of elec-
tronic states may still be very low at the Fermi
energy, there might be quasi-free electronic states
that can contribute to electronic transport.

While these results point to a well-defined sharp
Fermi surface, previous experimental attempts to
investigate the Fermi surface using the de Haas–van
Alphen effect have not been very successful. There
has been one published report on de Haas–van
Alphen oscillations in quasicrystals, but these results
have so far remained unreproduced. In other inves-
tigations, quantum oscillations have not been found.
However, this does not rule out their existence, but
the effects may be small due to a rather short mean
free path of the electrons.

The Nature of the Electronic States

From a theoretical point of view, the particular
aperiodic order present in quasicrystals must affect
the nature of electronic states in such systems. On the
one hand, in a conventional, periodic crystal, there
are extended Bloch states, and conduction electrons
can move freely through an idealized perfect crystal.
This allows for electronic transport, so the system is

a conductor, as long as the Fermi energy lies within a
band of electronic states and not in a gap. In a three-
dimensional system, this property is not destroyed by
weak disorder. In a strongly disordered system, on
the other hand, one expects the electrons to be local-
ized at energetically favorable positions, and the sys-
tem behaves as an insulator.

In quasicrystals, apart from the periodic direction
in dodecagonal, decagonal, and octagonal phases,
there are no extended Bloch waves due to the ape-
riodicity. There exists a competition between the
aperiodicity, which tends to localize the electron,
and the repetitivity of the structure (the same struc-
tural motifs appearing over and over again), which
tends to have a delocalizing effect because electrons
can tunnel between identical local environments. The
result is that in simple model Hamiltonians one
usually observes electronic states that are neither
extended over the entire system nor exponentially
localized, but so-called ‘‘critical’’ states that show a
multifractal probability distribution. Figure 6 shows
an example of such a probability distribution which
was obtained for a model of an electron moving on
the Penrose tiling, which is a planar aperiodic tiling
of decagonal symmetry.

For large classes of one-dimensional quasiperiodic
systems, it can be shown in a mathematically rigor-
ous way that the corresponding energy spectra have
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Figure 5 Intensity plot of angle-resolved photoemission spectra

for AINiCo valence electrons for photon energy 95 eV, obtained

after mapping the angle into momentum kjj;x . The dashed line

indicates the parabolic band-like character of the sp-derived

states. (Reproduced with permission from Rotenberg E, Theis W,

Horn K, and Gille P (2000) Quasicrystalline valence bands in

decagonal AINiCo. Nature 406: 602–605; & Nature Publishing

Group.)

Figure 6 Sketch of the probability distribution for a multifractal

wave function of a simple tight-binding model Hamiltonian on the

Penrose tiling. (Reprinted with permission from Repetowicz P,

Grimm U, and Schreiber M (1998) Exact eigenstates of tight-

binding Hamiltonians on the Penrose tiling. Physical Review B

58: 13482–13490; & American Physical Society.)
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the unusual property that they contain neither a con-
tinuous part nor a point part, but are purely singular
continuous. Roughly, this means that the density of
states is a fractal structure, such as a Cantor set, and
the integrated density of states is a ‘‘devil’s staircase.’’
These rather strange spectral properties of discrete
aperiodic Schrödinger operators provide another hint
at the origin behind the particular behavior of qua-
sicrystals.

However, the recent angle-resolved photoemission
results mentioned above indicate the presence of
quasi-free electronic states. The data, however, can-
not rule out that these eigenstates are critical which
might explain the weakness of the band-like emission
observed in the quasicrystal when compared to that
for periodic crystalline materials.

The Role of Clusters

Finally, there has been an attempt to explain the
electronic properties by using a cluster-based picture
of quasicrystals. This acknowledges the doubtlessly
very important role of local clusters of atoms in
quasicrystals. According to this approach, the qua-
sicrystal structure is described in terms of a hierar-
chical sequence of clusters of atoms making up larger
superclusters of clusters and so on. This hierarchical
structure leads to a density of states that has spiky,
self-similar features.

Whereas clusters are definitely important features
of the local structure of quasicrystals, the assumption
of a hierarchical cluster structure appears somewhat
artificial, however, and leads to strange consequenc-
es, such as the presence of holes in the structure.
Therefore, the validity of this approach appears lim-
ited, though it does predict an asymmetry of the
density of states at the Fermi energy, which is in ac-
cordance with the experimental results.

Summary

The electronic structure of quasicrystals continues to
be an active and controversially discussed topic of
current research. While we now have a reasonable
qualitative picture of some important aspects, the
electronic structure is still not completely under-
stood. Any progress is intimately linked to a better
understanding of the structure formation and growth
of quasicrystals, and of the theory of electronic
transport in aperiodically ordered solids.

However, current experiments lead to an improved
knowledge of the actual structure and the amount
and type of inherent disorder, and it is conceivable

that a more coherent picture of the electronic struc-
ture of these fascinating materials will emerge in the
near future.

See also: Magnetic Point Groups and Space Groups;
Quasicrystals.

PACS: 61.44.Br; 71.23.Ft; 75.50.Kj; 71.23.An;
72.15.� v
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Introduction

Radioactive tracers were first used in industry and
environment in the 1950s. Since then, there has been
a continuous expansion in their usage so that, today
teams around the world are actively promoting and
developing both theory and practice of radiotracer
methods as a unique tool to study various types of
flows generally inside opaque ‘‘chemical’’ reactors
measuring directly in situ mass transfer parameters
inside the reactor. As industrial application fields,
chemical engineering, petrol engineering, steel indus-
try, cement industry, water treatment plants, and all
types of reactors, processes, and flows existing in
such industries can be quoted.

The success of radioisotope applications is due pri-
marily to the ability, conferred by the unique prop-
erties of radioactive materials, to collect data which
cannot be obtained by other investigative techniques.
Though radiotracers are continually under pressure
from alternative techniques, nevertheless, they con-
tinue to make an increasingly important contribution
to the better management of natural resources, in-
dustrial efficiency, and environmental conservation.

The economic and technical benefits are consider-
ably high and already proofed and recognized by end-
users; benefit-to-cost ratios between 10 : 1 and 4000 : 1
may be achieved. The cost effectiveness of radioiso-
tope applications should be widely promulgated to
encourage industrialists to take full advantage of the
technology.

Radiotracer methodology generally comprises four
interrelated aspects, namely, experimental design,
data acquisition, data treatment, and processing and
data interpretation. Radiotracer technology deals
with tools to prepare adequate radiotracers, to inject
them in a proper way, to measure the radioactivity in
the field or through sampling in the laboratory, as

well as to obtain reliable experimental data, to treat
them with specific software and to extract maximum
of results about the process in investigation.

This article presents the industrial applications of
radioactive tracers. The medical and environmental
applications are considered as out of the scope but
the general principles here described are applicable.

Residence Time Distribution

The method advocated by Danckwerts in 1953 con-
sists of writing the material balances at the entrance
and exit of the studied system in order to find a
characteristic relationship between the correspond-
ing concentrations.

The principle of the tracer experiment consists in a
common impulse–response method: injection of a
tracer at the inlet of a system and recording the con-
centration–time curve at the outlet. The function
obtained C(t) is presented in Figure 1.

In case the tracer inlet pulse is not a Dirac pulse,
the concentration–time curve should be recorded at
the inlet as well (Figure 2).

The residence time distribution (RTD) function,
also called exit age distribution function E(t), is rep-
resented mathematically by the equation

EðtÞ ¼ CðtÞR
N

0 CðtÞ dt
or

Z
N

0

EðtÞ dt ¼ 1

where C(t) is the tracer concentration versus time at
the outlet of the system.

�(t )

C(t )

t

Inlet Outlet

Injection Detector 

Steady-state flow

Figure 1 System impulse–response: one detector at the outlet

is enough.



The experimental RTD, E(t), is calculated from the
count rate distribution at the outlet of the system l(t).

There are some physical parameters which can be
obtained directly by experimental RTD: Eexp(t) is
measured as a series of numerical values. This ex-
perimental RTD is used for diagnosis of some reactor
troubleshooting, for example, parallel flows, dead
space, bypass, or holding-up. The direct calculation
of the experimental mean residence time, the mean
velocity, or tracer balance is quite useful for deter-
mination of some process parameters. More data
about the hydrodynamics (flow pattern, mixing) of
the system can be extracted through the modeling of
the RTD curve.

Moment’s Method for Simple Parameter
Calculation

The moment’s method is the simplest method of est-
imating the distribution parameters. The probability
distribution with m parameters pf(x, p1, p2, . . . , pm)
is considered where x is a random variable. Having
the empirical probability distribution, one can evalu-
ate the estimator of the parameters by estimating the
first m moments:

mn ¼
Z

N

0

xnf ðxÞ dx

The mean residence time (moment of first order
(MRT)) is directly related to the flow rate Q and the
effective flow volume of the system V by the relation

%t ¼ V

Q

The standard deviation (SD) characterizes the mixing
rate in the system (full width at half maximum
(FWHM ¼ 2SD). The higher the mixing rate, the
greater the value of SD. SD equals zero in the case of
lack of mixing (plug flow). For a perfect mixing sys-
tem, E(t) is an exponential function.

RTD Modeling

Experimental RTD is the basic information for fur-
ther treatment. Throughout its modeling, the optimal
parameters for process simulation and control could
be determined. Modeling is realized generally by
mathematical equations involving empirical or fun-
damental parameters, such as axial dispersion coef-
ficients or arrangement of ideal mixers.

Evaluation of the dynamic parameters of continu-
ous flows in vessels by optimizing the experimental
RTD with the theoretical model (or RTD) is almost a
common approach in field experiments (parametric
approach or gray box principle). The fitting coefficient
is found by using the least-squares method. Always
knowing some features of the reactor performance,
parametric modeling can be used to find the dynamic
parameters.

Two classes of classical well-known models are
mostly used: N (of equal size) fully mixed tanks in
series and axial dispersion model with Peclet number
Pe as a parameter of axial dispersion. In practice,
however, the above ideal conditions are rarely ac-
hieved and the situation is usually somewhere be-
tween the two.

The axial dispersion model is used when the ma-
terial that passes through a vessel moves along the
longitudinal direction by advection as it tends to mix
in the transverse section. The differential equation
representing the unidirectional dispersion model is

@Cðx; tÞ
@t

¼ D
@2Cðx; tÞ

@x2
� u

@Cðx; tÞ
@x

where C (x, t) is the concentration at a distance x at
time t, D is the axial dispersion coefficient, and u is
the mean velocity of advective transport.

For an instantaneous and planar injection at t ¼ 0
and x ¼ 0, the solution is

Cðx; tÞ ¼ M

A
ffiffiffiffiffiffiffiffiffiffiffi
4pDt

p e�ðx�utÞ2=4Dt

whereM is the mass of a tracer injected into the cross
section at the inlet.

The model parameter normally used as an index of
mixing is the nondimensional Peclet number, Pe ¼
ux=D (Pe ¼ infinite for plug flow whereas Pe ¼ 0 for
completely mixed flow).

Ideal stirred tanks connected in series model are
frequently used to describe the systems where it is
assumed that an injected tracer is immediately (in
comparison to the flow rate) mixed with the entire
volume of the system as a result of either mechanical
mixing or some circulation (Figure 3).

In such a case, the concentration of the tracer
at the inlet and the outlet is equal. Then the

t t

Outlet

Co(t)Ci(t)

Injection
Detector 

Detector 

Steady-state flow

Inlet

Figure 2 System response to a non-Dirac injection: two

detectors at the inlet and at the outlet.
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time–concentration function for the outlet is

dC0ðtÞ
dt

¼ 1

%t
½C0ðtÞ � CiðtÞ�

As the Ci(t) function is usually a Dirac pulse dðtÞ,
normalized C0(t) represents the RTD which in the
time domain is equivalent to

EðtÞ ¼ 1

%t
exp � 1

%t

� �

It is common, in practice, to present the system as
an arrangement of perfect mixers connected in series.
For such a model, E(t) is

EðtÞ ¼ 1

ðk� 1Þ!
1

t0

t

t0

� �k�1

exp � t

%t

� �

where t0 is the MRT for a single mixer, k is the
number of mixers. The total MRT is then %t ¼ kt0.

In order to compare E(t) curves for different flow
conditions and mixing efficiency, normalization to
dimensionless time y is performed: y ¼ t=%t. Then the
equation takes the form

EðtÞ ¼ kk

ðk� 1Þ! y
k�1 expð�kyÞ

where k is infinite for plug flow and is equal to 1 for
completely mixed flow.

For continuous process vessels with high disper-
sion, the best model is the cascade of mixers-
in-series. When dispersion is low, either the axial
dispersion or the cascade of mixers follows the ma-
terial transfer well. In the latter case, both models are
equivalent (Villermaux): Pe ¼ 2�ðN � 1Þ.

The cascade of mixers in series model describes
quite well all the simple flows with partial dispersion.
Moreover, the cascade of mixers-in-series model offers
the possibility to build up more complicated models,
combining the mixer units in various arrangements as
well as adding into them several cells or zones with
different flow regimes, that is, plug flow, stagnant
zone, dead volume, bypass, recirculation, etc.

Radioisotopes Used as Radiotracers

Theoretically, it can be said that all the radio nuclides
existing in the Mendeleyev classification can be used

as tracers. Practically, one is limited to g emitters able
to be industrially produced in nuclear reactors.

Radioisotope generators are also very important in
tracer work. Such generators use the filiation chain
phenomenon. That means the radioactive father de-
cays through particle emission (e.g., b) thus prod-
ucing a son which is also radioactive of shorter
half-life. The father is chemically fixed in a chro-
matographic column. An appropriate fluid percolat-
ing in the column recovers the son (elution). The
result of this operation is a radioactive solution
containing the son only. There are two easily avail-
able generators for remote tracer experiments:
99Mo–99mTc and 113Sn–113mIn. The tracer is obtained
in an aqueous form by the elution of the generator. An
appropriate chemical treatment will give the possibil-
ity of using the radio nuclide to label solid particles
(by adsorption) or liquid phase (aqueous or organic).

Some other generators also exist, such as
137Cs–137mBa for an aqueous phase or 81Rb–81mKr
for a gas phase (Table 1).

Factors Affecting RTD Measurement

The formulation of RTD and its utilization for sys-
tem analysis are well established. Accurate RTD for-
mulation can be affected by tracer mixing length and
detector response.

Tracer Mixing Length

Good mixing of tracer into the flowing system is a
precondition for formulating the RTD.

The mixing length in-duct flows is defined as the
distance beyond which the tracer concentration in
the cross section is almost constant. An accurate way
to determine the mixing length is the use of a com-
putational fluid dynamics (CFD) code to model both
the bulk flow and tracer injection.

There are a few theoretical formulas to calculate
mixing length for various velocity and turbulent dif-
fusion coefficient profiles as a function of injection
configuration (central injection and annular injec-
tion). These formulas are known to underestimate,
by a wide margin, the experimentally observed mix-
ing lengths, probably because the simulation of the
injection is too simplistic. Values for good mixing
length determined experimentally in a straight pipe
of circular cross section with central injection are
about twice as large as theoretical values. The main
reason for this discrepancy is the difference between
actual and postulated flow conditions. These formu-
las should therefore be used with some caution.

In general, good tracer mixing requires as many as
200 pipe diameters to achieve. It is often not possible

Outlet 

1 2 k 

t0 t0 t0
Inlet 

Figure 3 Scheme of ideal stirred mixing tanks in series model.
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to inject the tracer at such a distance upstream to the
measurement section. Every singularity in the pipe
promotes turbulence that tends to decrease good
mixing length. It is therefore useful to be able to
reduce the length by using appropriate devices.

A substantial reduction of mixing length can be
obtained by injecting the tracer through multiple or-
ifices uniformly distributed on the pipe wall or (if
possible) inside the pipe.

Injecting the tracer currently at a velocity much
larger than the bulk flow velocity induces high mix-
ing at the end of the jet. Reduction in good mixing
length depends on the number and momentum of the
jet, and of its angle with respect to the main flow
direction. Little quantitative data are available on
these effects. However, a simple jet arrangement can
bring a 30% reduction with respect to a single cen-
tral injection point.

Incorporating obstacles within the pipe, in the
vicinity of tracer injection, produces turbulence that
enhances mixing and reduces good mixing length. As
an example, injecting the tracer through three
triangular plates at an angle of 401 with respect to
the main flow direction reduces the mixing length by
one-third with respect to a central single injection
point.

If a tracer is injected upstream a pump or a tur-
bine, the mixing length is considerably reduced.
Available information indicates that centrifugal
pumps reduce the mixing length by B100 pipe
diameters.

Detector Response

An important point dealing with RTD formulation is
‘‘what is really seen by a detector,’’ since a wall ra-
diation detector does not perform local measurement
but collects a certain amount of information within a
solid angle called the volume of sensitivity. Since the
radiotracers commonly used are g emitters, the pho-
tons they emit undergo multiple random interac-
tions, that is, with the fluid itself, walls, screens, and
collimator, until they reach the detection probe crys-
tal scintillator and photomultiplier.

The importance of these interactions is a function
of the energy of the emitted photons and the nature
(density and chemical composition) of the fluid and
materials. The link between the tracer concentration
and detector signals is therefore not direct, the prob-
lem lying mainly in the correct representation of
interactions.

A relatively simple method to calculate the detec-
tion volume is the Monte Carlo method. The basic
principle is to choose randomly the initial position,
energy, direction, and free path of a photon. Its new
position is then calculated. If the photon has not left
the system, it is going to interact with the surrounding
matter. The major types of interactions to be con-
sidered are photoelectric effect, Raleigh effect, Co-
mpton effect, and pair creation. The probability of
these processes is a function of the energy of the in-
cident photon. The type of interaction is randomly
chosen and the procedure is repeated until the photon

Table 1 The most commonly used radiotracers in industry

Isotope Half-life Gamma energy MeV ð%Þ Chemical form Tracing of phase

Bromine 82 36 h 0.55 (70) Ammonium bromide Aqueous

1.32 (27) p-dibromo-benzene Organic

Lanthanum 140 40 h 1.16 (95) Chloride or oxide Solid adsorbed or particles

0.92 (10)

0.82 (27)

2.54 (27)

Gold 198 2.7 d 0.41 (99) Chloride or glass Solid adsorbed or particles

Mercury 203 46.6 d 0.28 (86) Mercury metal Mercury

Iodine 131 8 d 0.36 (80) KCl or NaCl Aqueous organic

0.64 (9) Iodobenzen

Technetium 99m 6 h 0.14 (90) Sodium technetate Aqueous organic or solid

Krypton 79 35 h 0.51 (15) Krypton Gas

Argon 41 1.8 h 1.29 (99) Argon Gas

Indium 113m 1.6 h 0.39 (65) Chloride complexed Solid adsorbed aqueous organic
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either leaves the system or is absorbed by any
material of the simulated system. When a sufficient-
ly large number of photons have been treated in this
way, it is possible to build statistics in terms of
energies of detected photons and numbers, which
in turn can be translated into count numbers. Thus,
the Monte Carlo simulation provides the detector
response.

Radiation Safety

Radiotracer technology is one of the many beneficial
applications of ionizing radiation that is used around
the world. To ensure that people are protected from
the harmful effects of radiation, such applications
must comply with the international basic safety
standards (BSS) or equivalent national regulations.

Any work with radioactive materials will normally
require authorization from the relevant national
regulatory authority. The authorized person or
organization will have the prime responsibility to
ensure that the radioactive materials are used safely
and in compliance with the relevant regulations and
standards.

Integration of RTD Tracing with CFD
Simulation for Industrial Process
Visualization and Optimization

The RTD method has been continuously develo-
ped and used. The treatment of RTD curves for
extracting important parameters of industrial proc-
esses has achieved a good standard. Efficient RTD
software was validated for modeling of various
chemical engineering reactors, but the RTD method
still remains a global approach. An RTD systemic
analysis requires the choice of a model, which is of-
ten semi-empirical and rather idealized (combination
of perfect mixers, dead volumes, etc.). There are
some situations in which the RTD approach cannot
be applied, that is, nonlinear systems.

The industry is looking for more predictive tech-
niques. The CFD method is a fine and predictive
analysis, which provides nice spatial pictures of
the insight of a process, such as flow patterns and
velocity map. A CFD simulation could be easily
extrapolated to other flow conditions once valida-
ted. Owing to lack of physical experimental data,
the CFD calculation provides qualitative results
only, especially in systems with strong interaction
of hydrodynamics with physicochemical reactions.
This is the reason why CFD models have to be
verified and validated by experimental tracer RTD
results.

The RTD–CFD interaction is on both sides. The
CFD can also be used to complement the information
obtained from the RTD systemic approach. CFD
provides data that can quantify the RTD systemic
model, which means the CFD model can ‘‘degene-
rate’’ into a more quantitative RTD systemic analysis,
providing more comprehensive results for chemical
engineers. In fact, these two approaches, experimen-
tal and numerical, are complementary to each other.
The RTD systemic approach detects and characteriz-
es the main features of the flow (mixing and recircu-
lation) while CFD enables one to locate them. The
trend is to combine the RTD experimental and CFD
numerical approaches in an integrated CFD–RTD
method, which provides reliable quantitative results
for industrial complex processes.

Pipe

6 collimated 
detectors

Figure 4 SPECT principle (Legoupil).

Figure 5 Example of a SPECT reconstruction of a tracer in a

pipe.
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Radiotracer Imaging Techniques for
Industrial Process Visualization

New development is expected in introducing new
radiotracers (two-dimensional (2D) and 3D imaging
techniques) for localization and visualization of flow
patterns in multiphase systems.

Emission tomography is the last step in research and
development in radiotracer methodology. The real
time imaging techniques for flow pattern visualization
inside vessels are important for investigating multi-
phase flow systems. Industrial process gamma tomo-
graphy is quite similar to nuclear medicine imaging.

Among the various techniques, single photon emis-
sion computed tomography (SPECT) shows good re-
sults on an industrial scale (Figure 4).

Emission tomography provides 2D maps of the
count rates which, when properly interpreted, yield
the radiotracer instantaneous concentration field as
shown in Figure 5.

See also: Radioactivity.

PACS: 47.85.�g; 92.20.Td; 87.58.Fg; 89.20.Kk
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Introduction

All substances are made of atoms with electrons
orbiting around the nucleus consisting of two kinds
of nucleons: protons (p’s) and neutrons (n’s). Inside
the nucleus, p’s and n’s are held together by a strong
interaction overcoming the electrostatic repulsion
between the positively charged p’s. The first infor-
mation about the atomic nucleus was obtained at
the beginning of the twentieth century by studying
radioactivity, and the investigations at the origin of
all developments led to nuclear physics, particle
physics, radiochemistry as well as many applications
in medicine, biology, and industry. Radioactivity, a
spontaneous disintegration of nuclei, is a natural
phenomenon taking place since the very beginning of
the universe. Over 60 radionuclides can be found in
nature. Henri Becquerel discovered, in 1896, an
invisible radiation emitted by uranium. Two other
emitters, polonium and radium, were added after
two years by Marie and Pierre Curie, who coined
the name radioactivity. By using radium, it was
possible to devise the first medical application of

radioactivity. Artificial radioactivity was discovered
by Irène and F Joliot-Curie in the 1930s. They obtai-
ned a new radioactive element 30P by bombarding a
stable nucleus 27Al with a-particles. Many radionucl-
ides for biomedical studies were produced after the
invention of the cyclotron by E Lawrence in 1930.

A chemical transformation of the emitter into a
different element (the daughter) takes place during
this process, as shown for the first time by E
Rutherford and F Soddy in 1902. An exception is the
g-decay, in which an upper excited energy level is
de-excited toward a lower one of the same nucleus.
The detection of radiations is based on their inter-
actions with matter, leading mainly to ionizations.

For a long period of time, only three kinds of
nuclear decay modes (a, b, and g) were known. They
illustrate three of the fundamental interactions in
nature: strong, weak, and electromagnetic. Spontane-
ous fission became popular soon after its discovery in
1940 by K Petrzhak and G Flerov owing to both mil-
itary and peaceful applications of the neutron-induced
fission discovered in 1939 by O Hahn, Lise Meitner,
and F Strassmann, employing the large amount of
energy released during the process. Seven Nobel prizes
for physics and chemistry were received (in 1903,
1908, 1911, 1921, 1935, 1939, and 1944) by almost
all scientists mentioned above. At present, many other
kinds of radioactivities are known, for example,
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heavy ion radioactivities, proton decays, various beta-
delayed decay modes (p, 2p, 3p, n, 2n, 3n, 4n, d, t, a,
f), fission isomers, particle-accompanied fission. The
height of the potential barrier, mainly of Coulomb
nature, for emission of the charged particles is much
higher than the observed kinetic energy of the emitted
particles. The spontaneous decay can only be explai-
ned by quantum mechanical tunneling.

There are many applications of radioactivity. Nuclei
are identified by measuring their characteristic radio-
active transitions, for example, the energy spectrum of
a-particles or the rotational g-spectra, etc. Radionuc-
lide tracers are used to study reaction mechanisms
and transport processes in chemistry, biochemistry,
and agriculture. Dating with 14C and other nuclides
became a routine in archeology and geology. Since
1921, radioelements have been employed to study the
metabolism of plants. The radionuclides contributed
essentially to the spectacular progress of biomedicine
and genetics. The positron emission tomography (PET)
is presently one of the best imaging devices in life sci-
ences. Therapeutic radionuclides are routinely used.
Other applications are: sterilization of medical instru-
ments, industrial g-ray radiography, smoke detectors,
electric batteries for satellites (based on radioactive
239Pu, 60Co, or 90Sr sources), improving the properties
of materials or producing new materials, etc.

Binding Energy

The nuclear masses in atomic units are very close to
the mass number A ¼ ZþN, where Z is the number
of protons and N the number of neutrons. This is the
reason why usually the mass excess (or the mass
defect) D is used:

DðA;ZÞ ¼ ½MðA;ZÞ � A�c2

where c is the speed of light. In the following, it is
assumed that masses are expressed in units of energy,
hence the factor c2 is dropped. The binding energy
accounts for the stability of a nucleus:

BðA;ZÞ ¼ ZMp þNMn �MðA;ZÞ

where Mp and Mn are, respectively, the proton and
neutron masses in units of energy.

The energy needed to remove a nucleon,

SnðA;ZÞ ¼ MðA� 1;ZÞ þMn �MðA;ZÞ
or

SpðA;ZÞ ¼ MðA� 1;Z� 1Þ þMp �MðA;ZÞ

is called separation energy. The neutron drip line is
defined by Sn ¼ 0. A negative value, Spo0, charac-
terizes a proton radioactive nucleus.

Decay Law

In many decay modes, a parent nucleus AZ, with
mass and atomic numbers A and Z, in its ground
state, is split into a daughter (heavy fragment) A1Z1

and an emitted (light fragment) A2Z2:

AZ-A1Z1 þA2 Z2

with conservation of the hadronic numbers,
A ¼ A1 þ A2; Z ¼ Z1 þ Z2. This binary decay
process is energetically allowed if the released energy
(or the Q-value)

Q ¼ M�M1 �M2

is a positive quantity. The mass excess is transformed
into energy according to the Einstein formula E ¼
mc2. In the absence of any energy loss for frag-
ment deformation and excitation, as in cold-fission
phenomena or in a-decay, the total kinetic energy
(TKE) is equal to the Q-value and is divided between
the particles in inverse proportion with their masses,
as required by the conservation of linear momentum,
hence for the small fragment,

Ek2 ¼ QA1=A

which can be experimentally determined.
Another important measurable quantity is the par-

tial half-life, T, of the parent nucleus against this decay
mode. The nucleus is metastable or, in other words, it
exhibits a radioactivity by spontaneous emission of the
particle A2Z2, if both the Q-value and the potential
barrier height are positive quantities: Q40;Eb40.
Only temporarily, the two fragments are held together
by the nuclear forces. There is a finite probability, P,
per unit time for penetration through the barrier by
quantum-mechanical tunneling effect, as it was shown
in 1928 by Gamow and independently by Condon and
Gurney in the case of a-decay. The activityA (number
of disintegrations per second) of a radioactive source
is measured in the SI system in terms of becquerel;
1 Bq corresponds to the decay of one atom per second.
The traditional unit is 1 curie ðCiÞ ¼ 3:7� 1010

decays per second. The probability of decay may be
expressed in terms of its half-life, T, the time in which
only half of the initial quantity remains. By assuming a
disintegration rate independent of the past history of
the individual decaying nuclei, the variation of the
number NðtÞ of radioactive nuclei at a time t during
the time dt must be proportional to NðtÞ and to
dt : dN ¼ �lNdt. After integration, one obtains the
exponential decay law:

NðtÞ ¼ Nð0Þ expð�t=tÞ

where the time constant t ¼ 1=l defines the lifetime of
the parent nucleus and l is the disintegration constant.
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The half-life, T, is defined byNðtÞ ¼ Nð0Þ=2, hence
T ¼ t ln 2 ¼ 0:683147=l.

The quasiclassical Wentzel–Kramers–Brillouin
(WKB) approximation allows one to calculate the
penetrability in a one-dimensional case as

P ¼ ½1þ expðKÞ��1

K ¼ 2

_

Z q2

q1

f2BqðqÞ½EðqÞ �Q�g1=2 dq

where K is the action integral, E(q) is the potential
barrier, q1, q2 defined by Eðq1Þ ¼ Eðq2Þ ¼ Q are the
classical turning points, and Bq is the nuclear inertia.

In the presence of two decay modes of the same
nucleus with half-lives T1 and T2, the total half-life is
T ¼ T1 � T2=ðT1 þ T2Þ. The experimentally accessi-
ble range of nuclear lifetimes covers more than 45
orders of magnitude. Specific methods of measure-
ments have been designed for different subdomains.

Decay Modes

Many nuclei are unstable against emission of: (1)
protons or heavier charged particles, (2) electrons or
positrons, or/and (3) photons. The first type (p- and
a-decay, heavy ion radioactivities, spontaneous fis-
sion) involves the breakup of a nucleus into two
fragments. When protons pass through matter, they
have a low penetrating power or a short range be-
cause they ionize atoms strongly. A sheet of paper is
enough to stop them. In the second type, one kind of
nucleon transforms into the other via the weak in-
teraction. With a mass smaller by three orders of
magnitude than that of the nucleons and the charge
of one unit, b-particles have a medium penetrating
power; they are stopped by a sheet of aluminum. A
photon is emitted when a state of a given nucleus
passes from a higher to a lower excitation or to the
ground state. The g-rays do not directly ionize the
atoms; they have a high penetrating power. A thick
sheet of metal such as lead is necessary to attenuate
them significantly.

Alpha Decay

An a-particle is the doubly magic 4He nucleus. Nu-
clei with closed shells (or magic numbers N;Z ¼
2; 8; 20; 28; 50; 82; 126Þ are relatively stable. One of
the strongest a-decay is that of 212Po, leading to two
double-magic nuclei 208Pb and 4He:

212
84 Po128-

4
2He2 þ208

82 Pb126

During this process, an energy Qa ¼ 8:954MeV is
released in a form of kinetic energy of the a-particle

Ea ¼ ð208=212ÞQa ¼ 8:785MeV and a small (169
keV) recoil energy of the daughter. Both this kinetic
energy and the half-life T1=2 ¼ 0:298 ms are measur-
able quantities. In order to display not only the mass
number, A ¼ 208, and the chemical symbol, Pu, but
also the number of protons, Z ¼ 82, and neutrons,
N ¼ 126, it is written as 208

82 Pb126.
According to classical physics, a particle of energy

Ea less than the height Eb of a barrier could not
penetrate; the region inside the barrier is classically
forbidden (see Figure 1 at the bottom). The particle is
supposed to be preformed at the nuclear surface. The
wave function associated with a free particle must be
continuous at the barrier and will show an exponen-
tial decay inside the barrier. It must also be contin-
uous on the far side of the barrier, so there is a finite
probability that the particle will tunnel through the
barrier.

There are more than 400 known a-emitters, mostly
proton-rich nuclei, as shown in Figure 2. The neu-
tron-rich fission fragments of 252Cf shown in the
same figure do not decay by a-emission because they
have a negative Qa.

Beta Decay

A beta-particle can be either an electron, e–, emitted
when a neutron is transformed into a proton, or a
positron, eþ , when a proton is transformed into a
neutron. A neutrino ðnÞ or antineutrino ðnÞ is simul-
taneously emitted. In the electron-capture (EC) proc-
ess, an orbital electron is captured by the nucleus and
in the atom, this de-excitation produces an X-ray.
As for bþ-decay, the daughter has a lower atomic
number, Z� 1. EC always coexists in competition
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Figure 1 Quantum tunneling penetration of the potential barrier

by an a-particle.
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with positron emission; that is why the resulting half-
life bþ=EC is given.

For the three kinds of b-decay – b�; bþ, and EC –
one has

AZ-AðZþ 1Þ þ e� þ ne
AZ-AðZ� 1Þ þ eþ þ ne
AZþ e�-AðZ� 1Þ þ ne

As an example, the neutron-rich nucleus 212Bi is
a b� and a-emitter with Qb� ¼ 2:254MeV;Tb� ¼
94:52min (branching ratio 64%) and Qa ¼ 6:207
MeVðEa ¼ 6:090MeVÞ Ta ¼ 168:5min (branching
ratio 36%), leading to a total half-life of 60.55min.

The nucleus 151Eu decays by electron conversion
with QEC ¼ 2:261MeV and a half-life of TEC ¼
35:8 y. Other examples are given in Figure 3, where
a chain of a and b� decays of one of the three natural
radioactive families, 235U, are shown together with
two rare decay modes of 14C and 24Ne. The other
two natural families start with a-decay of 232Th
and 238U.

The very broad energy spectrum of electrons emit-
ted in the b-decay, explained by E Fermi in 1934,
is typical for the kinematics of three bodies in the
final state. In this way, a need for existence of
another particle was seen by W Pauli who introduced

the neutrino. It is not easy to detect neutrinos
because they interact very weakly with matter. The
main sources of low-energy neutrinos are: b� activity
of fission fragments in high-power nuclear reactors,
solar thermonuclear fusion processes (p–p chain and
CNO cycle), stellar collapse leading to neutron
stars in supernova explosions, and the capture of
atomic electrons in strong sources of 51Cr or other
isotopes.

There are two-step processes, beta-delayed particle
emissions discovered by V Karnaukhov in 1962, in
which, after the population of an excited state by the
b-decay of a precursor, a neutral (n, 2n, 3n, 4n) or
a charged particle (p, 2p, 3p, d, t, a, light fission
fragment, etc.) is rapidly emitted. In the vicinity of
the drip line, the Qb-values are rather high; when the
corresponding daughters possess low separation
energies for hadrons or clusters of nucleons, a beta-
delayed particle emission takes place, usually from
an excited state. In this way, the particle emission is
much faster; the half-life is determined by the pre-
ceding b-decay of the precursor.

Gamma Decay

An excited nuclear state decays to a lower one or to
the ground state of the same nucleus by emission of
electromagnetic radiations, such as X-rays and light,

50

82

50

82

126

Alpha emitters

Beta stable

252Cf Fission fragments

Figure 2 Nuclear chart of a-emitters and the fission fragments of 252Cf. Fission fragments are neutron-rich nuclei; because of Qao0,

they are stable against a-decay. (Reproduced with permission from Poenaru DN, Greiner W, Hamilton JH, and Ramayya AV (2001)

Journal of Physics G: Nuclear and Particle Physics 27: L19–L28; & IOP Publishing Limited.)
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but with shorter wavelengths. The energy of the
emitted photon is equal to the difference of the two
levels. The half-lives are usually very short, under
1 ns, except for the decay of isomeric states which
have a large spin and low excitation energy, hence
the emission of g-rays is strongly hindered. They
decay mainly by electron conversion with half-lives
in the range 10–10 s to 5000 yr. In an electron con-
version process, the excited state decays by transfer-
ring its energy to an orbital electron which becomes
free. Unlike in beta-decay, there is no change of Z or
N. The isomeric or metastable states are indicated
with a superscript m, as in 166mHo which decays by
b� emission ðT ¼ 1200 yrÞ.

Important characteristics of a gamma transition
are: the energy, the character (electric, E, or magne-
tic, M), and the multipolarity (dipole, L ¼ 1, quad-
rupole, L ¼ 2, etc). The order of magnitude of
transition probabilities can be estimated by using
the Weisskopf formula obtained in the assumption of
a single nucleonic motion. For the decay constant of
electric quadrupole and magnetic dipole transitions,
one has: lðE2Þ ¼ 7:3� 107 A4=3E5, lðM1Þ ¼ 5:6�
1013E3, where l is obtained in s–1, if E is given in
MeV. When the measured E2 transition is much
stronger than that given by the Weisskopf estimate,
one may conclude that many nucleons are involved;
in other words, the decaying nuclear level has a
collective character.

In a level scheme, as that of 10
5B5 in Figure 4, the

energy levels are represented as horizontal lines, the
heavy one for the ground state (gs), and transitions

by vertical arrows. Level energies expressed in keV
are written in bold type near the right end of a level
above the line. The half-life of each level is given
under the line. The spin and parity are located
near the left end. The energy and the multipolarity
of each transition is written vertically on top of
the corresponding arrow. The upper excited level
at 1740.15 keV with a half-life of 5 fs and a spin
and parity 0þ decays 100% to the lower excited
level at 718.35 keV (half-life 0.707 ns) with a spin
and parity 1þ by emitting M1 g-rays with the energy

10B

0+

1+

3+

10
21

.7
 M

1

71
8.

3 
E

2

1740.15
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718.35
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Figure 4 The energy level scheme and g-transitions of 10B.
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209Pb
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Figure 3 One of the three natural radioactive families. Starting with 235U, there are several sequences of a and b� disintegrations

ending up with a stable nucleus 207Pb. From 231Pa to the same 207Pb, one needs only one 24Ne radioactivity (dashed line) followed by

one b� decay. Alternatively, from 223Ra one can reach the stable nucleus 209Bi with one 14C decay (dotted line) followed by one b�

decay.
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1740:15� 718:35 ¼ 1021:7 keV. In its turn, this
level is 100% de-excited to the ground state 3þ by
an E2 transition of 718.3 keV.

The b�decay of the 0þ nucleus 10Be with Qb� ¼
555:9 keV and a half-life of 1:51� 106 y feeds the gs
of 10B. Its excited states can be fed by EC of 0þ 10C
with QEC ¼ 3647:81 keV and a half-life of 19.25 s in
a proportion of 98.53% for the lower level and
1.47% for the upper one. The level schemes of heavy
nuclei are very complex, with a lot of levels and
g-transitions.

Spontaneous Fission

Intermediate mass nuclei (fission fragments) are emit-
ted during spontaneous fission. Fission fragments are
usually deformed and excited, hence the process
continues with neutron evaporation as well as b and
g decays. A neutron multiplicity of the order of 2 to 3
neutrons per fission act in fissile materials is very
important for making possible the self-sustained
chain reaction to produce energy in nuclear power
plants. The nuclear fission is the most complex decay
process, in which more than 500 different nuclides
are produced. Fission characteristics not only provide
basic information on this large amplitude collec-
tive motion, but they are also important for certain
applications, such as nuclear power plants, safe-
guards, and nuclear incineration. The TKE of fission
fragments increases with the fissility parameter from
B160MeV for 232Th to 270MeV for the heaviest
elements. The half-lives against spontaneous fission
of even–even transuranium nuclei decrease with inc-
reasing Z fromB1015 yr for UðZ ¼ 92Þ toB1ms for
Hs ðZ ¼ 108Þ. The frequently used source of 252Cf
decays by spontaneous fission with a partial half-life
of Tf ¼ 85:5 yr (branching ratio 3%) and a-decay
Ta ¼ 2:73 yr (branching ratio 97%), leading to a
total half-life of 2.64 yr.

In the usual mechanism of fission, a significant part
(B25–35MeV) of the released energy Q is used to
deform and excite the fragments, which subsequently
cool down by neutron and g-ray emissions; hence the
total kinetic energy of the fragments, TKE, is always
smaller than Q. Since 1981, a new mechanism
has been experimentally observed by C Signarbieux
et al. – cold fission characterized by a very high
TKE, practically exhausting the Q-value, and a
compact scission configuration. Experimental data
have been collected in two regions of nuclei: (1)
thermal neutron-induced fission on some targets,
such as 233,235U, 238Np, 239,241Pu, 245Cm, and the
spontaneous fission of 252Cf, and (2) the bimodal
spontaneous mass-symmetrical fission of 258Fm,
259,260Md, 258,262No, and 260104 discovered by

K Hulet et al. in 1986. The yield of the cold fission
mechanism is comparable to that of the usual fission
events in the latter region, but it is much lower (B5–
6 orders of magnitude) in the former. An example of
a cold fission process of 234U is given in Figure 5 in
comparison with a-decay (the strongest decay mode
of this nucleus) and two heavy-particle radio-
activities (24Ne and 28Mg).

The particle-accompanied fission (or ternary fis-
sion) was observed both in neutron-induced and
spontaneous fission. It was discovered in 1946 by
L Alvarez and independently by T San-Tsiang et al.
Several such processes, in which the charged particle
is a proton, deuteron, triton, 3–6,8He, 6–11Li, 7–14Be,
10–17B, 13–18C, 15–20N, 15–22O, and other heavier
isotopes of F, Ne, Na, Mg, Al, Si, P, S, Cl, Ar, and
even Ca, have been detected. Some of them are
shown in Figure 6.

Fissioning isomers are the first superdeformed
states experimentally determined. A spontaneous fis-
sion activity of 242Am with B14ms half-life was
discovered in 1961 by S Polikanov et al. during the
irradiation of U and Pu targets with 16O and 22Ne
ions. Many other isomers, with half-lives in the range
5 ps to 14ms, have been found in the region of heavy
elements with 92pZp97; 141pNp151. The phe-
nomenon was explained on the basis of the Strutin-
sky’s double-humped fission barrier according to
which these states are shape-isomers, characterized
by a very large prolate distortion (major-to-minor
semi-axis ratio B2:1).
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Proton Radioactivity

The radioactive emission of one and two protons has
been theoretically predicted by V Goldansky since
1960. S Hofmann et al. discovered, in 1980, the spon-
taneous proton emission from the ground state of
151Lu with a half-life of 85ms and a kinetic energy of
1233keV. The relatively large angular momentum
involved by making a transition from 151Lu with a
spin and parity 11/2– to the ground state 0þ of 150Yb
contributes substantially to the potential barrier by this
centrifugal component. There are almost 30 proton
emitters beyond the proton drip line with odd atomic
numbers between 51 and 83. Examples are: 105Sb,
109I, 112,113Cs, 117La, 131Eu, 141Ho, 145,146,147Tm,
150,151Lu, 156Ta, 160,161Re, 164,165,166,167Ir, 170,171Au,
177Tl, and 185Bi.

The odd–even staggering of the proton separation
energy Sp, responsible for the nonregular structure of
the drip line, leads to situations where Sp40 for a
given nucleus, while S2po0. Possible candidates for
two-proton radioactivity are: 17Ne, 19Mg, 39Ti, 42Cr,
49Ni, 59Ge, 152Hf, 153Ta, 154W, and 155Re. In 2002,
there were two successful experiments at GANIL and
GSI reporting the 2p radioactivity of 45Fe with an
energy of 1.14MeV and a half-life of 4.7ms.

Heavy Ion Radioactivity

Heavy ion radioactivities were predicted in 1980 by
A Sandulescu, D Poenaru, and W Greiner, four years
before the first experimental evidence reported by H
J Rose and G A Jones. Some of the cluster emitters

are members of the natural radioactive families (see
Figure 3, where part of the disintegration chain of
235U is shown). The main region of emitters exper-
imentally observed is above Z ¼ 86 with daughters
around 208Pb: 221Fr, 221–224,226Ra, 225Ac, 228,230Th,
231Pa, 230,232–236U, 236,238Pu, and

242Cm. There is a
strong competition with a-decay. The largest bran-
ching ratio with respect to a-decay, b ¼ Ta=T; is
B10–9.2.

From many decay modes with half-lives and bran-
ching ratios relative to a-decay predicted with the
analytical superasymmetric fission (ASAF) model,
the following have been experimentally confirmed:
14C, 20O, 23F, 24–26Ne, 28,30Mg, 32,34Si. The experi-
mental data are in good agreement with predicted
values (see the examples given in Figure 7). A strong
shell effect can be seen: as a rule, the shortest value of
the half-life (maximum of 1/T) is obtained when the
daughter nucleus has a magic number of neutrons
ðNd ¼ 126Þ and/or protons ðZd ¼ 82Þ.

The fine structure in 14C radioactivity of 223Ra, for
the first time discussed by M Greiner and W Scheid in
1986, was discovered in 1989 by E Hourani, M
Hussonnois et al. at IPN Orsay. Surprisingly, they
observed that a transition of the daughter to the first
excited state was stronger than that to the ground
state.

The measurable decay constant l ¼ nSP is a prod-
uct of three model-dependent terms of which the
frequency of assaults on the barrier per second, n,
may be considered constant. The preformation prob-
ability, S, can be calculated quasiclassically as the
internal barrier penetrability in a fission model. With
good approximation, one can obtain one universal
curve for any kind of cluster decay mode with a mass
number Ae, including a-decay:

log T ¼ �log P� 22:169þ 0:598ðAe � 1Þ

where the penetrability, P, is calculated easily for
the given split. In a logarithmic scale, the equa-
tion log T ¼ f ðlog PÞ represents a single straight line
which can be conveniently used to estimate the half-
life.

Nuclear Stability

The area of experimentally identified nuclei until
2003, covering 2228 species, extends well beyond
the central region of about 300 beta-stable nuclides
(shown as black squares in Figure 8), both on the
proton and neutron-rich sides. A semi-empirical
approximation for the line of b-stability, N � Z ¼
0:4A2=ð200þ AÞ, allows one to estimate which mass
number, A, or neutron number, N, corresponds to a
given proton number, Z, for a b-stable nucleus. It is
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displayed as a dotted line for Z482 in Figure 8. Like
the noble gases He, Ne, Ar, Kr, Xe, and Rn, which
have an increased stability due to their closed-shell
electron configuration (for 2, 10, 18, 36, 54, and 86
electrons) nuclei with the magic number of protons
or neutrons, 2, 8, 20, 28, 50, 82, shown in Figure 8,
are particularly stable as a consequence of quantum-
mechanical laws.

Many nuclides found in nature or produced arti-
ficially by nuclear reactions decay by spontaneous
emission of certain particles or electromagnetic ra-
diation. The daughter nucleus can in its turn be un-
stable, and the phenomenon continues until a stable
configuration is reached.

The limits of nuclear stability are determined ei-
ther by hadron-decay modes, or (for heavy nuclei) by
a-decay or spontaneous fission. The most important
limits are the proton and neutron drip lines, where
the proton or the neutron has roughly zero binding
energy. A large proton excess is not possible owing to
the Coulomb repulsion; for light nuclei, the proton
drip line is very close to N ¼ Z. By combining the
Coulomb and centrifugal (angular momentum)
barriers, the lifetime of proton emission from an
unbound state can be long enough to be experimen-
tally detected in a proton-decay experiment. In this
way, the proton drip line can be overstepped: one
accedes to a nucleus situated outside the drip line. A
series of proton-rich In and Sn isotopes (including the
doubly magic 100Sn) were produced. The heaviest
known proton emitter is 185

83 Bi102. The neutron drip

line has been reached only for the lightest nuclides
up to 49

16S33.
The existence of extremely heavy nuclei is prevent-

ed by the spontaneous fission process. When the
number of protons becomes very high, the Coulomb
repulsion is no longer counter-balanced by the strong
interaction, and the phenomenological liquid drop
model (LDM) fission barrier height may approach
zero. By adding a shell correction term to the LDM
energy of a superheavy nucleus, a potential barrier
shows up. This shell-stabilizing property, character-
istic of the superheavy nuclei, is already present in
the heaviest elements known to date with Z ¼ 107�
118 (see Figure 9). An example of a potential energy
surface of the superheavy nucleus with Z ¼ 120 and
A ¼ 304 is given in Figure 10.

Owing to shell effects, the fission barriers of these
nuclei are so high that they decay mainly by a-
emission instead of spontaneous fission. The magic
numbers in the superheavy region are still not
known. The candidates are Z ¼ 114; 120; 126 and
N ¼ 184.

Radiation Exposure

Human beings and different materials are perma-
nently exposed to radiations coming from primordial
(since the origin of the Earth), cosmogenic (formed as
a result of cosmic-ray interactions), or human-pro-
duced elements. More than 2/3 of the radiation dose
corresponds to natural radioactivity and about 1/4 to
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medical irradiations (mainly X-rays). When passing
through air, ionizations are produced. The exposure
is the total electric charge on the ions produced in a
given mass of air and is measured traditionally in
roentgen (R). The SI unit is coulomb per kilogram:
1 R ¼ 2:58� 10�4 C kg�1.

The quantity expressing the energy absorbed in a
mass unit by ionization in different materials is called
the absorbed dose, D. The traditional unit 1 rad cor-
responds to the absorption of 100 ergs per gram of
material. The SI unit is the gray (Gy) equal to the
absorption of 1 J kg� 1, hence 1Gy¼ 100 rad. Under
250mGy, no sizeable biologic or medical effect has
been observed. On the other extreme, the lethal dose
is B5000mGy.

For human beings, it is important to take into ac-
count the biological effects of different radiations.
Ionizing radiation causes physical damage to cells
and DNA. A quality factor (QF) is calculated for a
given type and energy of radiation according to the
energy deposited per unit path length. For X-rays, b
and g, which deposit little energy per unit length,
QF ¼ 1, and for a-particles QF may reach a value as
high as 20. The dose equivalent DE ¼ D �QF is
measured traditionally in rem and the SI unit is called
sievert (Sv), 1 Sv ¼ 100 rem.

The International Commission on Radiation Pro-
tection recommended a limiting annual whole-body
absorbed dose of 5mSv per year for the general
public and 50mSv per year for professionals working
with radiations. The mean value of the natural ra-
diation dose received in France is B3.5mSv per per-
son in a year: B0.4mSv from cosmic radiations
coming from space, 0.4mSv from the earth (urani-
um, thorium, potassium), 1.6mSv from the elements
absorbed by breathing (particularly the gas radon)
and eating (potassium), and 1.1mSv from artificial
exposure of medical origin (mainly X-rays). The in-
dustrial activity represents B0.1mSv, of which only
0.02mSv comes from nuclear energy.

See also: Nuclear Fission and Fusion; Quantum Mechan-
ics: Atoms; Quantum Mechanics: Elementary Particles;
Quantum Mechanics: Nuclei; Radioactive Tracers.

PACS: 21.10.� k; 21.10.Dr; 21.10.Tg; 23.40.� s;
23.50.þ z; 23.60.þ e; 23.70.þ j; 23.90.þw; 25.85.Ca;
29.25.Rm
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Nomenclature

A mass number
A activity (Bq)
b branching ratio
B binding energy (MeV)
D absorbed dose (Gy)
DE dose equivalent (Sv)
E kinetic energy (MeV)
N neutron number
P quantum penetrability
Q released energy (MeV)
S preformation probability
T half-life (s)
TKE total kinetic energy (MeV)
n frequency of assaults (s� 1)
Z atomic number
D mass defect (MeV)
l decay constant (s� 1)
t lifetime (s)
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Introduction

Metallic materials harden when deformed and sof-
ten, if afterward annealed. This behavior has been

known to man since the beginning of our civilization,

and it is today exploited in the industrial fabrication

of metals and alloys by thermomechanical process-

ing. Hundreds of millions of tons of metallic mate-

rials are produced annually.
Examples of such processing are aluminum bev-

erage cans, steel sheets and plates for cars and ships,
and light metals such as aluminum and titanium for
aeroplanes and satellites.
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During a thermomechanical treatment, the metal is
exposed to a plastic deforming force, which hardens it
and to an elevated temperature, which leads to sof-
tening either during deformation or after. A thermo-
mechanical process can therefore, for example, be hot
rolling or cold rolling followed by annealing, that is, a
heat treatment at elevated temperatures. A simulta-
neous exposure to force and temperature typically
gives rise to the processes of dynamic recovery and
dynamic recrystallization. In the case where the heat
treatment is applied after deformation, these process-
es are recovery, recrystallization, and grain growth,
which are considered in what follows.

Recovery, recrystallization, and grain growth refer
to thermally activated microstructural or even sub-
microstructural processes, which directly affect the
properties of the metal (Figure 1). This is because
substantial and important relationships exist between
the structure of metallic materials and their proper-
ties. Therefore, to understand and model such prop-
erties, the microstructural changes taking place during
recovery, recrystallization, and grain growth must first
be described and quantified. For this purpose, micro-
structural parameters are determined linking process-
ing and properties. This article focuses on mechanical
properties, but physical and chemical properties also
are influenced by the microstructure.

The mechanical properties of a metal describe
its resistance to flow, when subjected to a load.
Mechanical properties of a metal are therefore
legion. They can be general parameters such as

the yield and flow stress, or they can be more spe-
cific, for example, related to the metal’s formability
where the work hardening rate, elongation, etc., may
be important. Furthermore, the properties depend
on the deformation mode, which may be mono
tonic or cyclic. Therefore, with an application in
view, many different structure–property relationships
must be evaluated. This article will concentrate on
strength properties such as the yield stress, the flow
stress, and the hardness (Figure 2). This is because
these properties have been most frequently used
in previous studies, they are easy to measure, and
physically based models have been formulated for
their dependency on a variety of microstructural
parameters. Further properties, which directly reflect
the strength of the metal, are of general interest
from the point of view of applications as there
always has been an incentive to develop strong met-
als, which can carry larger loads by smaller cross
sections.

Recovery, Recrystallization, and Grain
Growth (Phenomena)

Recovery refers to the structural changes associated
with the annihilation of deformation-induced de-
fects, and/or their rearrangement into lower-energy
configurations giving rise to substantive changes in
properties without changing the basic orientation or
crystallographic texture of the material. Recovery is
often characterized and described in terms of the
recovery of specific properties, chief among them the
hardness, flow stress, stored energy, and electrical
resistivity. But, since the advent of the electron mi-
croscope, changes in microstructural features such as
the dislocation density and subgrain and dislocation
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cell sizes have also been detailed along with the
property changes. Usually recovery mechanisms
alone, which occur primarily at the lower annealing
temperatures, cannot restore the material to its pre-
deformation state. The term recovery is sometimes
also used to describe the phenomena associated with
annealing out of quenched-in point defects such as
vacancies, and the annealing out of irradiation-pro-
duced defects such as interstitials and voids.

In competition with the various recovery mecha-
nisms acting to anneal out the deformation-induced
defects is the microstructural phenomenon called
primary recrystallization or simply recrystallization,
which manifests itself at intermediate annealing tem-
peratures. Recrystallization is understood to entail
the evolutionary change whereby a population of
new, strain-free grains emerge from the deformed
volumes in a step referred to as nucleation, that is,
they become identifiable at a length scale of a few
micrometers, followed by the increase in size or
growth of these nuclei/grains until the deformed
volumes are consumed and the new grains all im-
pinge upon one another (Figure 3). The hallmark of
a growing grain is that its grain boundary, a portion
of which is required to be of the high-angle type
sweeps through the deformed volumes by a boundary
migration mechanism. In so doing, the deformation-
induced defects in the swept-out path are eliminated.
When one new grain meets another, the segments
of their grain boundaries that impinge, that is,
come together to form a new grain boundary, cease
to migrate. Recrystallization can create new cry-
stallographic orientations in local regions and often a
different texture is developed in the material as a
result of recrystallization.

When recrystallization is complete, the material is
polycrystalline but with the deformation-induced de-
fects eliminated. In this state the substance is com-
posed of many contiguous crystals, that is, grains,
defined by an interconnected grain boundary net-
work consisting of nodes (grain corners), branches
(grain edges), and faces (grain boundaries), and
having a thickness of atomic dimensions. In a ther-
modynamic sense, this interface array imparts an
excess energy to the material, which would not be
present in a single crystal. The material perceives
the excess energy through the topological grain
boundary network as an interfacial tension in the
Gibbsian sense. Equilibration of the interfacial ten-
sions throughout and the requirement to maintain
perfect space filling causes the grain boundary faces
to be curved, and so gives rise to pressure differen-
ces between grains. Given sufficient thermal activa-
tion and atomic mobility, these pressure differences
cause grain boundaries to migrate toward their

centers of curvature, thereby reducing the amount
of grain boundary area in the material and system-
atically eliminating some of the grains. Concomi-
tantly the remaining grains, on average, enlarge. This

Figure 3 (a) Partly recrystallized structure in deformed and

annealed aluminum. Regions with remaining deformed (recov-

ered) matrix material have a stripy appearance and contain new

grains of different size. (b) Fully recrystallized state showing a

polycrystalline structure. (Reproduced from Juul Jensen D (1997)

Orientation Aspects of Growth during Recrystallization, Risø-

R-978 (EN). Roskilde, Denmark: Risø National Laboratory.)
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evolutionary process is known as grain growth and
usually occurs at higher annealing temperatures.
When the growth process is characterized micro-
structurally by a progressive increase in average size
of the grains and the grain size distribution behaves
in a statistically self-similar manner, that is, conse-
cutive configurations of the system are geometrically
similar in a statistical sense, the process is referred to
as normal or steady state grain growth. A few special
grains may also grow rapidly to sizes much larger
than the average, and consume the smaller stagnant
grains in a process termed abnormal grain growth.
Thus, the driving force for grain growth is derived
from the grain boundary energy unlike that for
recovery and recrystallization, which arises from the
deformation-induced defects.

Microstructural Parameters

The microstructural parameters determining the me-
chanical property change during annealing from fine
scale dislocation structures to coarse scale grain struc-
tures, that is, microstructures must be characterized
over length scales from the nanometer/submicrometer
range to the micrometer/millimeter range. A thorough
microstructural characterization must therefore be
based on the application of a number of microscop-
ical techniques such as optical microscopy (OM),
scanning electron microscopy (SEM), and transmis-
sion electron microscopy (TEM). By these techniques,
a qualitative and quantitative description of the mor-
phological changes taking place during annealing is
obtained. Combined with techniques for analyzing
the local and macroscopic crystallography, that is,
orientations (texture), structural parameters can be
quantified.

The changes in microstructural and crystallogra-
phic parameters taking place during annealing of
a deformed metallic material relate directly to
the structure in the deformed state. This structure
depends on a number of materials and process para-
meters. However, microstructural characterization
and modeling of a variety of metals and alloys
deformed by different thermomechanical processes
have shown a universal structural evolution. Dislo-
cations are generated during deformation and they
accumulate in dislocation boundaries, which sub-
divide the original grains on a finer and finer scale
as the degree of deformation (the plastic strain) is
increased. This universal structural evolution has its
origin in common principles and processes that apply
to the formation and storage of dislocations during
plastic deformation (Figure 4).

The universal structural evolution during plastic
deformation is defined by a number of microstructural

parameters, which in various ways have been related
to the mechanical properties of materials in the de-
formed state and after recovery. Recovery leads to a
coarsening of the deformed structure, that is, the
recovered structure is to an extent similar to the de-
formed structure. However, after nucleation and
growth have initiated recrystallization, the micro-
structure changes into a composite structure, where
large nuclei are embedded in a deformed matrix. Af-
ter completion of recrystallization, this composite
structure is replaced by a grain structure (Figure 3b)
characterized by the average grain size and the grain
size distribution. During grain growth the structural
evolution is self-similar, that is, the probability dis-
tributions of grain size collapse into one function,
when scaled with the average grain size for each
distribution.

Mechanical Properties and
Microstructural Parameters

A large research effort has been devoted to the for-
mulation and validation of relationships between the
mechanical properties and a number of different
microstructural parameters.
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In the deformed state, the most general relation-
ship expresses the dependency of the flow stress (sf)
on the total dislocation density rt:

sf � s0 ¼ M1abG
ffiffiffi
r

p
t ½1�

where s0 is a friction stress, M1 is the so-called Tay-
lor factor, a is a number of the order of 0.2–0.3, b is
the Burgers vector, andG is the shear modulus. Apart
from a variation in a, eqn [1] is in general fairly
insensitive to changes in the dislocation structure,
purity, strain rate, and temperature.

In the recrystallized state, the yield stress sy can be
related to the grain sizeD by the Hall–Petch equation:

sy � s0 ¼ kD�0:5 ½2�

where k is a constant, and s0 is the yield stress of an
undeformed single crystal orientated for multiple slip
or approximately the yield stress of a very coarse un-
textured polycrystal. An equation similar to eqn [2],
however not as universal, relates the flow stress at a
particular strain s(e) to the grain size:

sðeÞ � s0ðeÞ ¼ kðeÞD�0:5 ½3�

where s0(e) and k(e) are constants at a given strain
(Figure 5).

A characteristic structural feature in many defor-
med, recovered, and partly recrystallized metals is
dislocation cells or subgrains. These features can be
defined as follows: (1) A cell is a roughly equiaxed
volume element within which the dislocation density
is well below the average density and which is rota-
ted relative to similar adjacent volume elements,
from which it is separated by more or less well-
formed rotational dislocation boundaries. (2) A sub-
grain is a dislocation cell, where the relative rotations
between the lattice on either side of the boundary has
become so large that the neighboring cell can no

longer operate with the same combination of simul-
taneously operating glide systems. For cell- and
subgrain-forming metals, numerous experiments
have shown that an empirical relationship exists be-
tween the flow stress sf and the average cell or
subgrain diameter d:

sf � s0 ¼ k2Gbd�n ½4�

where k2 is a constant. In contrast to the Hall–Petch
equation the exponent is not a constant, but is nor-
mally found to be in the range 0.5–1.0 with values in
the upper end of this interval characteristic of dislo-
cation cell structures, and a value in the lower end
characteristic of subgrain structures. The exponent is,
therefore, an indirect measure of the boundary
strength. For a cell structure, where the cell bound-
aries are of low angle and nC1, it follows from eqns
[1] and [4] that the dislocation density must be related
to the cell size. This relationship has been expressed in
an equation for a mixed tilt/twist boundary:

rt ¼ r0 þ
1:5y
b

Sv ½5�

where r0 is the dislocation density in the material be-
tween the dislocation boundaries, y is the angle of
misorientation across the boundaries, and Sv is the
area of dislocation boundaries per unit volume of
material being inversely proportional to the boundary
spacing. For equiaxed cells, Sv is typically equal to 3/d.

Structure and Mechanical Properties

The structural parameters of the deformed state re-
late to the presence of the original grain boundaries
and the density of dislocations introduced by the de-
formation. On the assumption that the strength con-
tributions of grain boundaries and dislocations can
be added linearly, the flow stress can be expressed by
eqn [2] when introducing the dislocation strengthen-
ing expressed by combining eqns [1] and [5]. The
flow stress can then be written as

sðeÞ ¼ s0ðeÞ þM1aG
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0 þ 1:5bSvy

q
þ kðeÞD�0:5 ½6�

In studies of the flow stress behavior of cold rolled
aluminum, nickel, and iron, good agreement between
theory and experiment has been found (Figure 6).

In the recovered state, the microstructure may be
quite similar to that of the deformed state but the
structure has coarsened leading to reduction in Sv.
The value of y may also change, however, to a much
lesser extent. Finally, the dislocation density between
the boundaries (r0) decreases as dislocations are
annihilated or are integrated into the cell/subgrain
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boundaries. As a result the flow stress decreases
with a rate, which depends on the rate of annealing
processes, for example, vacancy and dislocation an-
nihilation and migration of subboundaries, and high-
angle boundaries.

In the recrystallization stage, the structure is a
composite of soft recrystallized grains in a much
harder matrix (Figure 7); the flow stress can be ex-
pressed by the equation

sf � s0 ¼ Vrsr þ ð1� VrÞsm ½7�

where Vr is the volume fraction of recrystallized ma-
terial, and sr and sm are the flow stresses of unde-
formed (recrystallized) and recovered structures,
respectively. The recovered structure is strengthened
mainly by cells/subgrains, that is, sm can be expressed
by eqn [4]. During recrystallization, sm decreases due
to coarsening of the cell/subgrain structure, and as Vr

increases, the flow stress decreases rapidly.
In the recrystallized state and after normal grain

growth (steady state) the mechanical properties (e.g.,
yield stress, flow stress, and hardness) can be ex-
pressed by a Hall–Petch type relationship, expressing
proportionality between the property and the recip-
rocal square root of the grain size (Figure 5).

Kinetics

The change in mechanical properties and in the
strength-determining structural parameters may be
related directly to the time and temperature of an-
nealing and expressed in rate equations.

During recovery, the change in the mechanical
properties during isothermal recovery is highest in-
itially and decreases with time as recovery proceeds
(Figure 8). There is no universal rate equation, which
can describe all the changes during annealing;
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Figure 6 Comparison of experimental and calculated strength

properties (ultimate tensile strength and flow stress at 0.2% off-

set) of aluminum cold rolled up to a strain of 5.5, which corre-

sponds to a 99.6% reduction in thickness. (Liu Q, Huang X, Lloyd

DJ, and Hansen N (2002) Microstructure and strength of com-

mercial purity aluminum (AA 1200) cold-rolled to large strains.

Acta Materialia 50: 3789–3802.)

Figure 7 Early stage of recrystallization in deformed crystals of

iron. (Vandermeer RA and Rath BB (1989) Modeling recrystal-

lization kinetics in a deformed iron single crystal. Metallurgical

Transaction A 20A: 391–401.)
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Figure 8 Recovery kinetics of flow stress of polycrystalline iron

following 5% prestrain (1-R) represents the fraction of residual

hardening, i.e., (1-R) is one in the deformed state and zero after

recrystallization. (Michalak JT and Paxton HW (1961) Some

recovery characteristics of zone melted iron. Transactions of the

Metallurgical Society of AIME 221: 850–857.)
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however, one rate equation has been found to give a
good empirical description:

dP

dt
¼ �ðP� PrÞK0 exp� Q0 � bðP� PrÞ

RT

� �
½8�

where P is the instantaneous value of the property, for
example, the flow stress or the hardness, Pr is the
remnant value of the property which is unrecoverable
after very long annealing times, T is the absolute
temperature, t is the annealing time, R is the gas
constant, and K0, Q0, and b are constants character-
izing the recovery behavior. Except at large or small
times, this rate equation for recovery may be integrat-
ed to yield a property change that depends approx-
imately on the logarithm of the annealing time.
Because recovery is something of a generic term used
to represent various and sundry property changes,
usually no single atomic mechanism can be invoked
to characterize it. Thus, other rate equations may be
required to adequately describe some experiments.

The change in mechanical properties with time and
temperature may also be analyzed, based on rate
equations describing the changes in strength-deter-
mining structural parameters, for example, the dis-
location density, the cell/subgrain size, and the grain
size. Common to these changes is that, they are con-
trolled by a driving pressure (the stored energy). For
a deformed structure, this driving pressure P
(Nm� 2) is proportional to the dislocation density
multiplied by the energy per unit length of disloca-
tion line or approximately

P ¼ 0:5rtGb2 ½9�

where rt is the total dislocation density stored in
boundaries and between the boundaries. For a struc-
ture subdivided into cells/subgrains of grains, the
driving pressure can be related to the total boundary
energy per unit volume when

PDSvgb ½10�

where Sv is the boundary area per unit volume and gb
is the boundary energy per unit area. For cell/
subgrain boundaries gb increases with the angle of
misorientation across the boundary, whereas for
high-angle grain boundaries (4151), gb is the grain
boundary energy (Jm�2) taken to be a constant for
all boundaries.

The rate equations for the structural parameters,
describing the change in dislocation density as a
function of temperature and time during recovery,
involve a number of processes, which have been
modeled separately. However, no universal relations
have been proposed. In contrast, it is generally ac-
cepted that for boundary migration there is a simple

linear relationship between velocity V and the driving
pressure P:

V ¼ MP ½11�

where M is the boundary mobility, which is a para-
meter characterizing the boundary migration mecha-
nism. The temperature dependence of M can be
expressed by an Arrhenius equation:

M ¼ M0 exp½�Q=RT� ½12�

where M0 is a pre-exponential ‘‘constant,’’ and Q is
the activation energy for the rate determining process
(e.g., an atom transfer process). Equation [12] can be
derived from either an absolute reaction rate mech-
anistic premise or on an irreversible thermodynamic
principle.

The change in mechanical properties during re-
crystallization is expressed in eqn [7], where a key
parameter is Vr, the volume fraction of recrystallized
material. Phenomenologically, recrystallization may
be envisioned as a nucleation and growth ‘‘transfor-
mation’’ and treated so, kinetically. Unlike recovery,
the isothermal rate of recrystallization exhibits ‘‘sig-
moidal’’ kinetics starting out low, increasing to a
maximum value, and then decreasing again with
time. Isothermal recrystallization kinetics are usually
described experimentally in terms of the Avrami
equation:

Vr ¼ 1� expð�BtkÞ ½13�

where Vr is the volume fraction recrystallized, t is
the annealing time, and B and k are parameters that
depend on the characteristics of recrystallization
such as the nucleation rate, growth rate, the shape of
the recrystallized grains, and the nature of the new
grain impingement patterns. Ideally B and k may be
constants, but often one or the other (usually the k) is
not. Deviations from the ideal may be caused by
competition between the recovery and recrystalliza-
tion mechanisms for the stored energy of cold defor-
mation, by the heterogeneous nature of the deformed
microstructure, by changes in the growth rate mech-
anism, by complex impingement patterns, or combi-
nations of these phenomena.

Finally, considering normal grain growth as an
example, the driving pressure is gbSv and Sv is 2/D,
where D is the grain size measured along random
lines. The boundary migration rate is therefore

dD

dt
¼ 2Mg

D
or ðD2 �D2

0ÞDKt ½14�

where D0 is the length scale of the grain size at time
equal to zero (fully recrystallized grain size), and K is
a temperature-dependent rate parameter. However,
failure of experiment to conform to parabolic kinetics
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is the rule rather than the exception and may be at-
tributed to a number of material related factors: (1)
the scaled grain size distribution has not achieved
statistical self similarity, and grain growth is in a
transient period, (2) pinning forces causing growth
stagnation are present, for example, second phase
precipitates, surface grooving of grain boundaries,
and intrinsic drag forces due to soluble impurities,
and (3) the onset of abnormal grain growth.

Based on eqns [2] and [14], the changes in yield
stress with annealing time can be expressed as
sCt�0.25, or s4E1=t. In a similar way, the flow
stress of a subgrain structure may be related to the
annealing time, however, with the further complica-
tion that both the mobility of the subgrain bound-
aries and the driving pressure depend on the angle
across the subgrain boundaries.

Ultrafine Structures

In most annealing studies, the initial deformed micro-
structure has been formed by deformation to low and
medium strains. However, recently there has been a
growing interest to explore the behavior of metals
deformed to high and ultrahigh strains, for example,
more than 90% reduction in thickness by rolling. The
reason is that the microstructure refines with increa-
sing strain and as a microstructural refinement in-
duces an increase in strength, it is the intention to
produce very strong metals by only applying plastic
deformation, for example, to replace traditional
alloying. A large strain leads to an increase in the
dislocation density but also to the formation of de-
formation induced high-angle boundaries, which are
indistinguishable from the original grain boundaries
in the deformed structure (Figure 9). For these struc-
tures, subdivided by a mixture of dislocation bound-
aries and high-angle boundaries, the flow stress can
be expressed by an equation of the same form as the
Hall–Petch relation:

sf � s0 ¼ k2D
�0:5
b ½15�

where k2 is a constant andDb is the average boundary
spacing. However, the constancy of k2 assumes that
the boundaries are identical as in a polycrystalline
metal, whereas for structures, which are a mixture of
dislocation boundaries and high-angle boundaries, k2
is not a constant. Instead of eqn [15], eqn [6] may be
used, where Sv and y are the surface area and angle,
respectively of low-angle boundaries, and D is the
random spacing between high-angle boundaries.

The presence of a very fine microstructure and a
large concentration of high-angle boundaries in a
deformed structure significantly affects its annealing

behavior. Both the driving pressure and the boundary
mobility are increased. Therefore, the migration rate
of boundaries is increased in accordance with eqn
[11]. As a result, both the rate of recovery and of
recrystallization will be enhanced. The concentration
of high-angle boundaries may also reach a level,
where small subgrains or nuclei will be so abundant
that their growth will stop early due to impingement,
that is, a very fine grain structure may result. A route
has thereby been established to produce metallic
materials with a grain size of the order of a few
micrometers or less. Such materials will have a very
high strength as experiments show that strength–
structure relationships as eqns [2] and [3] also are
applicable at such small grain sizes.

Conclusion and Outlook

The change in mechanical properties during recovery,
recrystallization, and grain growth has been and still
is an important research area driven by scientific
curiosity and industrial demand. The research and
development at present concentrates on exploration
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Figure 9 Schematic drawing of deformation microstructures

and grain subdivision illustrating the structural refinement with

increasing plastic strain. The structure is in both cases subdivided

by extended boundaries and short interconnecting boundaries.

The average spacing between the boundaries can at very large

strain decrease below 100 nm. (Reproduced from Hughes DA

and Hansen N (1997) High-angle boundaries formed by grain

subdivision mechanisms. Acta Materialia 45: 3871–3886, with

permission from Elsevier.)
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of mechanisms and formulation of models for the
structural evolution. In parallel, advanced and new
experimental methods are under development for
fast and precise structural characterization in 2D and
3D over length scales from the macroscopic range to
the atomic dimension. This research and developm-
ent also expands the experimental and theoretical
basis for the development of property structure mod-
els for the evolution of mechanical properties during
annealing of deformed metals.

See also: Alloys: Aluminum; Alloys: Copper; Alloys: Iron;
Alloys: Magnesium; Alloys: Titanium; Deformation Proc-
essing; Mechanical Properties: Plastic Behavior.

PACS: 61.72.Bb; 61.72.Cc; 61.72.Dd; 61.72.Ff;
61.72.Lk; 61.72.Mm; 61.72.Hm; 62.20.Fe; 81.10.Aj;
81.10.Jt; 81.40.Ef; 82.60.Nh
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Recursive Approaches

A wide variety of recursive methods are used to cal-
culate electronic properties of systems to which
band-structure methods do not apply due to lack of
periodicity, for example surfaces or other defects
and disordered systems. These methods range from
Gram–Schmidt orthogonalization, to the method
of moments, modified moments, orthogonal polyno-
mial expansions such as Chebyshev expansions, the
Lanczos method, including the conjugate gradient
method, and the recursion method (also related
to the Mori projection method). In their simplest
applications, recursive methods determine densities
of states from path counting, for example, a tight-
binding s-band on a square lattice. The common
ingredients of recursive methods are: they start
with some initial state of physical significance and
apply the Hamiltonian repeatedly to it generating a

sequence of states, which span the time evolution of
the initial state; and they use the normalizations and
overlaps between states in the sequence to
construct expansions, such as continued fraction
expansions of electronic Green functions, from
which physical properties are calculated. Some of
the advantages of recursive approaches are efficient
computing because they are usually formulated in
position space making Hamiltonians sparse, and the
well-developed mathematical theory of moments.
One of the main challenges for these methods is
obtaining reliable information about singularities in
the densities of states for macroscopic systems.

Path Counting

Calculation of the density of states for a tight-bin-
ding s-band on a square lattice, shown in Figure 1,
illustrates the basic ideas of recursive methods. The
density of states n(E) is defined as the volume-
normalized trace, trfdðE�HÞg ¼

P
dðE� EnÞ=V,

where H is the Hamiltonian operator, E is the
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energy, d is the Dirac delta distribution, and the sum
is over the eigenvalues {En} of H normalized by the
volume V. The nth power moment mn of n(E) is
trfEndðE�HÞg, or trfHng, and since the orbitals on
all sites are equivalent, this is /0jHnj0S, where the
unit volume is taken to be the area of the unit cell
and j0S is the orbital at the origin.

Evaluation of the moments can be reduced to path
counting by inserting a resolution of the identity, the
sum SjaS /aj over a complete, orthonormal set of
orbitals fjaSg, between each factor of H in
/0jHnj0S to give

mn ¼
X

/0jHja1S/a1jHja2S/a2jH
?Hjan�1S/an�1jHj0S ½1�

where the sum is over all the orbitals ja1S;
ja2S;y; jan�1S. Each term in this sum is the prod-
uct of matrix elements along a path of n hops starting
and finishing at j0S. In the method of moments,
paths are enumerated giving 1, 0, 4h2, 0, and 36 h4,
for moments m0 through m4, respectively, where the
nearest-neighbor hopping elements of H are h and
the diagonal elements are zero. The problem of mo-
ments is to construct a positive density of states from
these moments.

The classical solution to the moment problem is a
continued fraction b20=E� a0 � b21=E� a1 � b22=E�
a2 �?� b2n=E �an �?, where the slash ‘‘/’’ means
division by everything to the right, and the param-
eters {an, bn} are constructed so that as E approaches
the real axis from below, the imaginary part of the
continued fraction is an approximate density of

states, which reproduces a number of moments equal
to the number of parameters in the continued frac-
tion. While moments are useful for analysis, they are
difficult numerically because they must be computed
with exponentially increasing accuracy to maintain a
given accuracy in the resulting density of states.

The solution to this numerical instability is to cal-
culate the continued fraction parameters directly by
constructing an orthonormal basis u0, u1; u2;y
un;y, in which the Hamiltonian is a tridiagonal
matrix, equivalent to the three-term recurrence

Hun ¼ anun þ bnþ1unþ1 þ bnun�1 ½2�

For the above example and referring to Figure 1: u0
is j0S, u1 is ðj1Sþ j2Sþ j3Sþ j4SÞ=2, and u2 is
ðj5Sþ 2j6Sþ j7Sþ 2j8Sþ j9Sþ 2j10Sþ j11Sþ 2
j12SÞ=

ffiffiffiffiffiffi
20

p
. This gives the parameter values

a0¼ a1¼ 0, b0¼ 1, b1¼ 2h, and b2 ¼
ffiffiffi
5

p
h.

The Projected Density of States

The electronic structure of disordered and defective
electronic systems is difficult to calculate because
such systems have a macroscopic number of inequi-
valent orbitals, and the interactions between these
orbitals exceed their energy differences, and macro-
scopic quasi-degeneracy. Band-structure methods
cannot be used because the unit cells are macroscop-
ic, and perturbation methods cannot be used because
of the small differences in the energies of the orbitals.
The main effect of quasi-degeneracy is that individu-
al states are unstable in the sense that the interactions
between two such states, which are close in energy,
can mix them arbitrarily.

Densities of states are more stable than those of
individual states, because the only states which get
strongly mixed are close in energy. However, appro-
ximate total densities of states for finite systems only
converge slowly to their macroscopic limits as the
ratio of surface area to volume. The density of states,
which converges fastest with increasing size, is the
projected density of states

n0ðEÞ ¼ /0jdðE�HÞj0S ½3�

where H, is the Hamiltonian and j0S is the spatially
localized orbital on which the states are being pro-
jected. Physically n0(E) is the probability distribution
for finding an electron with energy E in the orbital
j0S. In analogy with the blackbody properties of
electromagnetic spectra, n0(E) converges in the mean
(integrals over smooth functions) with increasing
system size, and the error at E decreases exponenti-
ally with the number of wavelengths of the state at E
between j0S and the boundary.
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Figure 1 A tight-binding s-band on a square lattice with hop-

ping matrix elements h between nearest-neighbor orbitals.
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Recursive Tridiagonalization

The projected density of states n0(E) is simply the
Fourier transform of the time evolution (taking time
in units of inverse energy) of the orbital j0S project-
ed back onto j0S, /0jexpf�itHgj0S, which can
be expanded in the power moments to giveP

ð�itÞnmn=n!. This series shows that if the moments
of a physical system grow faster with n than n!, the
evolution of j0S is singular at t¼ 0. This also shows
that truncation of the series at some power of t
makes the high moments zero producing an n0(E),
which is nonzero only at E¼ 0.

Recursive approaches are based on truncating the
moment expansion in state space, rather than powers
of t. The nth truncated state space or Krylov sub-
space is spanned by j0S and the first n powers of
H acting on j0S: the power states, j0S;Hj0S;
H2j0S;y;Hnj0S. Recursive methods differ in the
choice of vectors used to span the Krylov subspaces
and the parameters generated. In the method of mo-
ments, the spanning states are just the above power
states, and the parameters are the overlaps between
them; these overlaps are the power moments, and
there are only 2nþ l of them because H is Hermitian
making overlaps equal between pairs of states whose
powers of H add up to the same total. In modified
moment methods, the above power states are re-
placed by polynomial states, the results of polyno-
mials in H acting on j0S.

The Lanczos and recursion methods are special
cases of modified moments in which Gram–Schmidt
orthogonalizatio n is applied to the power states,
tridiagonalizing H recursively, in the basis of ortho-
normal polynomial states fpnðHÞ0Sg. These poly-
nomials are also orthonormal with respect to
integration over the projected density of states dn;m ¼R
pnðEÞpm ðEÞn0ðEÞ dE, as can be seen by substitu-

ting /0jdðE�HÞj0S for n0(E) and replacing E by H
in the polynomials. Since H is Hermitian in the inner
product between states, the only nonzero terms pro-
duced by Gram–Schmidt orthogonalization are the
three terms in eqn [2], corresponding to a tridiagonal
representation of H in which the diagonal matrix
elements are the {an} and the off-diagonal matrix el-
ements are the {bn}.

Analytic systems of orthogonal polynomials are
known for many model projected densities of states
n0(E). As a result, combinations of j0S and H which
have such n0(E) can be tridiagonalized analytically
by substituting H for E in the polynomials and ap-
plying them to j0S; or they can be tridiagonalized
perturbatively if n0(E) differs only slightly from one
of the analytic models. When n0(E) does not have
analytic polynomials, H can be tridiagonalized

numerically using eqn [2] to construct unþ1 from
un and un� 1, with an determined by orthogona-
lity and bnþ1 determined by the normalization. The
first step of most diagonalization methods is tri-
diagonalization, and recursive tridiagonalization is
very efficient when H is short-ranged, because the
zero-valued matrix elements of H are not changed
by the transformation. For systems in D spatial di-
mensions, the number of arithmetic operations re-
quired to construct u0;y; un and the associated
parameters only increases as nD. This scaling is in-
dependent of the size of the system because the pro-
jected density of states is a local rather than global
quantity.

It is important to note that the recursively gene-
rated states, whether power states, polynomial states,
or the tridiagonal basis of orthonormal states, are
generally not a complete set of states. The recur-
sive states span only the evolution of the starting
state j0S; so if there is a symmetry or any other
property of the system such as disorder, which
prevents the evolution of j0S from exploring all
the states of the system, then the recursive basis
is not complete. Because the recursive states span
only the evolution of a single state, they may be
interpreted as an abstract, one-dimensional subsys-
tem of the original physical system, a semibounded
chain model illustrated in Figure 2. This abstract
system evolves along the sequence {un} with matrix
elements {an} and {bn}. It is one-dimensional, semi-
bounded, and hence nondegenerate, because the star-
ting state j0S contains at most one state from each
degenerate subspace of the states of the original
system.

Another important property of recursively gene-
rated states is that they can be linearly dependent.
A simple example is the sequence of power states
when j0S is an eigenstate or a mixture of just a
few eigenstates. The basis {un} is orthonormal if H
is exactly Hermitian and if the orthonormalization
in eqn [2] is carried out exactly, but neither is the
case when the recursion is numerical. As in all
recursive processes, errors grow exponentially with
n in un, an, and bn; however, it has been shown
that the errors introduced into the projected densi-
ties of states or related projected quantities calcula-
ted from the {un}, {an}, and {bn} do not accumulate
and are comparable to the error in a single recursion
eqn [2].

b3 ... bn+1...b2b1

a0 a1 a2 an

bn

Figure 2 A chain model with site energies {an} and nearest-

neighbor hopping matrix element {bn}.
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Macroscopic Systems

The main applications of recursive methods are to
macroscopic systems, which can only be partly tri-
diagonalized numerically. The challenge in these cas-
es is to extract the maximum information about a
macroscopic system from a small tridiagonal matrix.
There are many parts to this problem ranging from
whether it is better to approximate the original sys-
tem by a finite cluster, and including methods for
approximating the projected density of states and
quantities calculated from it.

Cluster Size and Shape

The electronic Hamiltonian H is usually represented
in terms of localized orbitals so that each orbital has
nonzero matrix elements with only a few neighbor-
ing orbitals. A numerical calculation is generally
limited by the total number of these orbitals which
can be included, and there is often a trade-off be-
tween the number of orbitals included and the size of
the tridiagonal matrix, which can be produced.

Viewing the tridiagonal matrix as a chain model
(Figure 2), the blackbody property of n0(E) explains
that the deeper errors occur in the chain, the expo-
nentially smaller their effect on n0(E). From this it
seems best to use the largest possible power cluster,
the cluster of orbitals which completely contains as
many power states as possible, because this gives the
largest tridiagonal matrix containing only rounding
errors. This simple conclusion has to be modified by
consideration of subsequent approximations in the
calculation. If the resulting tridiagonal matrix is
going to be extended with approximate matrix ele-
ments, then an abrupt change from the numerical
matrix elements to approximate matrix elements can
produce unstable results. Consequently, in many cal-
culations the changeover from numerical to approx-
imate matrix elements is smoothed by using clusters
with highly disordered boundaries, very different
from the typically flat boundaries of power clusters.

Projected Densities of States

The central problem in applications to macroscopic
systems is that of approximating the projected density
of states, particularly its singularities. This is difficult
because at singularities the blackbody property of
n0(E) breaks down, the wavelengths of eigenstates go
to infinity, and the spectrum becomes very sensitive to
distant parts of the system. The simplest approach
to this problem is through the continued fraction

RðzÞ ¼ b20=z� a0 � b21=z� a1 � b22=z

� a2 �?� b2n=z� an �? ½4�

which is of Jacobi form because the {an} and {bn} are
all real, and hence has singularities which are non-
negative imaginary and only occur on the real z-axis.
The projected density of states n0(E) is then just
ImfRðE� ieÞg=p in the limit as e goes to zero from
the positive side.

The three main approaches to approximate the
projected density of states for macroscopic systems
are bounding, averaging, and continuing. While n0(E)
itself cannot be bounded because it only converges in
the mean, there are rigorous bounds on integrals F ¼R
n0ðEÞf ðEÞ dE for smooth f(E) as well as for some

singular f(E). This is important because physical
quantities can be expressed as integrals over n0(E):
for example, the occupation of j0S is the integral of
n0(E) over the Fermi function, defined by f(E) is 1 for
EoEF and 0 for E4EF. The bounds on integrated
quantities such as the occupation can then be used to
estimate n0(E), in this example by the derivative of
the occupation with respect to EF for EF¼E. This
method has the advantage that it does not introduce
spurious structure into n0(E), but the disadvantage is
that it does not reproduce the exact moments when
n0(E) is integrated.

The simplest form of averaging is to approximate
n0(E) by ImfRðE� ieÞg=p, where e is positive so that
singularities within about e of E are averaged into the
approximation for n0(E). This is equivalent to rep-
lacing d-distributions on the real E-axis with func-
tions broadened by 2e. A more sophisticated form of
averaging is to maximize the entropy functional –R
n0ðEÞln½n0ðEÞ� dE, where ln is the natural log-

arithm and subject to the constraint that n0(E) has
the correct moments. This produces an approximate
density of states of the form expf�PðEÞg, where P(E)
is a polynomial in E of the same degree as that of the
highest moment used as a constraint.

Another way of looking at the problem is that
the part of R(E) in eqn [4] is known and the rest is
estimated. In certain cases the singularities of n0(E)
are known, e.g., band edges. It is the singularity of
n0(E), which determine the behavior of {an} and {bn}
for large n; so, this known asymptotic behavior
can be used to continue the numerical part of R(E).
Results are greatly improved by smoothing the tran-
sition from the numerical part to the asymptotic part
of the continued fraction.

In many cases only a small part of the tridiagon-
alization of H is known numerically and it would be
best to locate singularities and other structure in
n0(E). This problem could be considered in terms of
a chain model Figure 2 for which the parameters only
up to bN are known. For this model, n0(E) is simply
the squared amplitude of the state on site zero at
energy E, for which all the parameters of the model
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need not be known; just the boundary condition at
site N on the chain is required. Experience in trying
different boundary conditions shows that wrong
boundary conditions introduce spurious reflections,
which in turn produce spurious structure in n0(E).
Consistent with this, a good choice of boundary
condition seems to be the one which produces the
least reflection, the perfectly absorbing boundary at
site N.

The perfectly absorbing boundary can be defined
as the one which does not reflect a wave traveling to
the right along the chain. In order to implement this
definition, the current Jn ¼ �bn Imfc�

ncn�1g carried
by a complex wave from site n� 1 to site n needs to
be calculated. For waves c, which are eigenstates of
the Hamiltonian for the chain, this current is cons-
erved and Jn¼ J, independent of n, a property also
known as the Christoffel–Darboux identity. The
probability pn of finding the system on the nth site
is c�

ncn, and the probability PN of finding it on one of
the first N sites is the sum of pn from n¼ 0 to N,
which is related to the Christoffel function. The wave
which travels to the right with the least reflection is
the one which minimizes PN for a fixed, positive J.
Figure 3 shows approximate n0(E) for the tight-bin-
ding s-band on a square lattice that Figure 1 calcu-
lated this way for chains of different lengths.

Binding Energies

The definition of the binding energy of an atom to a
solid is the difference between the total energy of the

solid without the atom and with it, the difference be-
tween two large numbers, each of which depends on
the electronic structure of the whole system. How-
ever, binding the atom only changes the electronic
structure of the solid locally, so there is a local way to
calculate it. The simplest example is the binding
energy of a single orbital j0S to the other orbitals in a
system, the change in the total energy of the system
due to removing the matrix elements of the Hamil-
tonian between j0S and the other orbitals. Binding
energies of more complicated systems can be ex-
pressed as the sum of the binding energies as individu-
al orbitals are decoupled from the system, one by one.

The key to the local calculation of binding energies
is the observation that in the simplest case, dec-
oupling j0S from the rest of the system only changes
the energies of states which evolve from j0S, the
states spanned by the chain model in Figure 2. At
zero temperature the states below the Fermi level EF

are doubly occupied by electrons of opposite spin,
and those above EF are unoccupied, so the binding
energy is twice the sum of the shifts in the energies
of the occupied states when j0S is decoupled from
them. Since /0jdðz�HÞj0S can be represented
as the limit of Imf/0jðz�HÞ�1j0Sg=p as z becomes
real, R(z) is /0jðz�HÞ�1j0S, and in terms of deter-
minants this inverse element is detjz�H 0j=detj
z�Hj, where H 0 is H with the row and column for
j0S each deleted. From this it can be shown that the
binding energy U is

U ¼ Im

Z
F

lnRðzÞ dz
� �

=p ½5�

where the integral is around the Fermi contour which
encloses the energies of the occupied states, and ln
R(z) is the natural logarithm of the continued frac-
tion, single-valued because the Fermi contour avoids
zeros and infinities of R(z).

See also: Disordered Solids and Glasses, Electronic
Structure of; Electronic Structure Calculations: Plane-
Wave Methods; Electronic Structure Calculations: Scat-
tering Methods; Insulators, Impurity and Defect States in;
Metals and Alloys, Impurity and Defect States in; Quasi-
crystals, Electronic Structure of; Semiconductors, Impu-
rity and Defect States in; Tight-Binding Method in
Electronic Structure.

PACS: 71.15.Dx; 02.70.Hm
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Introduction

Erythrocytes (also known as red blood cells) are
highly specialized cells whose primary function is to
transport oxygen from the lungs to the tissues, an
essential process to sustain human life. The physical
properties of red blood cells (RBCs) appear to have
been optimized via evolutionary processes. Their bic-
oncave shape increases the cell surface area, facilita-
ting gas exchange with the extracellular environment.
The high physical flexibility of RBCs allows them to
squeeze through tiny capillaries. Most importan-
tly, red blood cells are packed with hemoglobin, an
iron-containing protein that reversibly binds oxygen.
Under physiological conditions, the vast majority of
oxygen molecules in the RBCs are bound to hemo-
globin. The large concentration of hemoglobin in the
RBC cytoplasm, close to crystallization, increases the
apparent solubility of oxygen in the intracellular
medium, thus improving the efficiency of oxygen
delivery to the target tissue. Moreover, hemoglobin
affinity for oxygen is modulated by microenviron-
mental factors such as oxygen and carbon dioxide
concentrations, pH, that regulate oxygen delivery to
meet the local oxygen demand.

Hemoglobin consists of four polypeptidic units,
each containing a heme group with an iron ion in the
center (Figure 1). When oxygen binds to the heme
group in one of the four subunits, the protein un-
dergoes conformational changes that affect the ability
of the other subunits to bind oxygen. These changes
in quaternary structure are responsible for the
characteristic sigmoidal oxygen saturation curve of

hemoglobin (i.e., the curve that describes the satura-
tion of the oxygen-binding sites as a function of the
partial pressure of oxygen in solution), a behavior
referred to in terms of positive cooperativity.

In the deoxygenated form, the iron atom is in a
Fe(II) oxidation state, with a total electron spin S¼ 2,
and the Fe–heme complex is paramagnetic. Upon
oxygen binding, the electronic spin state goes from
S¼ 2 to S¼ 0, and the paramagnetic contribution to
the protein susceptibility vanishes. As a consequence
of the very high concentration of hemoglobin in the
cytoplasm, the magnetic susceptibility of the entire
RBC is strongly dependent on blood oxygenation.

In this article, the magnetic properties of erythro-
cytes are reviewed. Besides an interest in the funda-
mental physical properties of biological materials,
several motivations have stimulated experimental
and theoretical studies on this subject. A better

Figure 1 Stick-model of hemoglobin in the fully deoxygenated

form. The four subunits are shown in different colors. The atoms

of the heme groups are represented as space-filling spheres.

Red Blood Cells, Physical Properties of 129



understanding of magnetism in living cells is impor-
tant to assess safety issues related to the exposure of
the human body to strong static magnetic fields, like
those used for medical diagnostics, or in passen-
ger transport systems based on magnetic levitation.
Moreover, the magnetic properties of RBCs have
recently found an important application in the study
of human brain function. The effects of the blood
oxygenation level on RBCs’ magnetic susceptibility
can be detected noninvasively in living organisms
with nuclear magnetic resonance (NMR) methods.
This endogenous contrast mechanism is exploited in
‘‘functional magnetic resonance imaging’’ (fMRI),
the most powerful technique to date, to map the tem-
poral and spatial patterns of brain activity in con-
scious human subjects.

The next section describes the magnetic properties
of RBCs, their dependence on blood oxygenation
levels, and the effects of oxygenation on the field dis-
tribution in a suspension of RBCs immersed in a
static magnetic field. In the subsequent section, the
mechanisms whereby these magnetic field gradients
affect NMR signals are discussed. In the last sec-
tion, the application of this effect to brain function
imaging is presented briefly.

RBCs in Static Magnetic Fields

RBCs in a strong static magnetic field tend to orient
themselves with the disk plane along the field, a result
of the anisotropy of the cell’s diamagnetic response.
Almost 100% orientation is observed in blood sam-
ples exposed to a static field of 4T. Interestingly,
neither the direction nor the degree of orientation
depends on the oxygenation state of hemoglobin.
This is not surprising though, as the torque that ori-
ents the cell is solely determined by the anisotropic
component of the susceptibility tensor. Hemoglobin
has a small anisotropic susceptibility even in the
deoxygenated form. Consequently, the magnetic field-
related energy is lower than thermal energy, and
monomolecular hemoglobin is not oriented at field
strengths up to several tesla. Moreover, the vast
majority of hemoglobin molecules are in solution,
and free to reorient without transferring torque to the
cell body. Thus, hemoglobin does not influence the
cell orientation, which can be attributed primarily to
the anisotropic susceptibility of membrane compo-
nents (phospholipids and membrane proteins). Int-
erestingly, sickle RBCs behave quite differently, and
orient themselves perpendicular to the magnetic field.
In sickle cells most of the hemoglobin is polymerized,
and forms bundles of filaments that are integrated
with the cell membrane, causing the characteristic cell
deformation. In this pathological situation, the

anisotropic susceptibility of polymerized hemoglobin
is much larger, and determines the orientation of the
cell.

The isotropic susceptibility of RBCs is dominated
by the contribution of hemoglobin, and is affected
by changes in the oxidation state of the iron ion
upon oxygen binding. For deoxygenated and oxygen-
ated RBCs, susceptibilities wdeoxyrbc ¼ �6:7� 10�6 and
woxyrbc ¼ �9:2� 10�6 have been measured, respectively.
The negative sign of the magnetic susceptibility
implies that the cell is diamagnetic even when
hemoglobin is in its deoxygenated state. Indeed, the
total magnetic susceptibility is the weighted sum of
the susceptibilities of all the constituents of the cell.
While the iron atom is paramagnetic in its deoxygen-
ated form, the diamagnetic contributions from glo-
bins, water, membrane, etc. are still dominant. It is
predicted that RBCs would have a paramagnetic sus-
ceptibility if all hemoglobin were in the met-state,
where the iron ion is oxidized to its Fe(III) form, with
a total electron spin S¼ 5/2. However, this situation is
not physiologically relevant, since the concentration
of met-hemoglobin in blood is normally very low.
Met-hemoglobin is potentially harmful for the organ-
ism, since it has lost its ability to bind oxygen, and
active biological mechanisms are in place to convert
the small amount of met-hemoglobin that spontane-
ously forms in blood to its normal Fe(II) state.

The magnetic susceptibility of the plasma, the fluid
in which RBCs are suspended, is wplasma ¼ �9:06�
10�6. Oxygen molecules are paramagnetic, and
changes in oxygen tension affect plasma suscep-
tibility slightly. However, this variation is small
compared with the large changes of magnetic sus-
ceptibility of the cells, and can be neglected to a first
approximation.

Even though both RBCs and plasma are diamagne-
tic, there is an oxygenation-dependent mismatch
between their susceptibilities that causes an inhomo-
geneous field distribution in the cell suspension. If
RBCs had a spheroidal or an ellipsoidal shape, and
were sufficiently far apart from each other, the
magnetic field would be uniform inside the cell,
and nonuniform outside. However, RBCs have a
complex, bi-concave shape (Figure 2), which results
in an inhomogeneous distribution of magnetic field
in both regions. The field distribution can be calcu-
lated by integrating the Maxwell equations over the
surface of discontinuity of magnetic susceptibility. As
a particular case, the solution for a spherical surface
can be calculated analytically, and corresponds to a
uniform field distribution. For more complex shapes,
like that of an RBC, the Laplace equation has to be
solved numerically. The model shown in Figure 2
captures the essential features of the geometry of an
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RBC, and is described by the simple equations:

x ¼ sin W cos j

y ¼ sin W sin j

x ¼ cos Wð0:2þ sin2 WÞ

The field distribution inside this model-cell with its
plane of symmetry parallel to the external magnetic
field is shown in Figure 3. In a deoxygenated RBC,
the internal field gradients in a static field of 1.5 T are
B250mTm� 1. Similarly, large magnetic field gra-
dients are present around the cell. The strength of the
gradients increases with the mismatch in susceptibil-
ity between the cell and the surrounding medium,
that is, with lower levels of blood oxygenation.

Effects of Oxygen Saturation Levels on
Nuclear Magnetic Resonance Signals

The NMR frequency of nuclei with a nonzero spin
is proportional to the nuclear gyromagnetic ratio,
and to the strength of the local field experienced
by the nucleus. Thus, changes in field distribution in
and around RBCs affect several NMR parameters,

including resonance frequency, and NMR relaxation
times. These two parameters will be discussed sep-
arately in the next few paragraphs. The discussion
will be focused on hydrogen nuclei, the most com-
monly studied nuclear species in biomedical NMR
and MRI. The largest part of the hydrogen NMR
signals from living organisms comes from unbound
water that is present in high molar concentration in
many tissues, including blood. High concentration,
large gyromagnetic ratio, and high isotopic abun-
dance greatly increase the sensitivity of NMR detec-
tion of hydrogen, thus making it possible to obtain
high-resolution MR images of living organisms.

The local microscopic field experienced by a nu-
cleus in a homogeneous medium of given suscepti-
bility w immersed in an externally applied field B0 is

BL � B0 ¼ ðDs � 2
3Þðw� w0ÞB0

where D is a demagnetizing factor dependent on
sample geometry, and 2/3 is the geometric factor of a
sphere drawn around the nucleus. This construct is
normally referred to as the ‘‘sphere of Lorentz,’’ a
notional spherical vacuum cavity surrounding the
nucleus that accounts for the fact that, at an atomic
scale, the medium cannot be represented as a contin-
uum. It is interesting to note that for a spherical
sample Ds¼ 2/3 and the resonance frequency is in-
dependent of the changes of w. For an RBC, the
geometry is far from spherical, and a shift in reso-
nance frequency is to be expected for water molecules
in a suspension of RBCs when the cell susceptibility
changes. Indeed, a difference of 0.33ppm in the res-
onance frequency of the hydrogen nuclei in oxygen-
ated, and deoxygenated human blood has been
measured by Thulburn and co-workers in experi-
ments conducted in vitro at high magnetic fields. In
order to calculate the susceptibility effects on the
NMR signals in a complex medium like blood, one
needs to refine the theoretical framework.

In a homogeneous material, the actual size of the
sphere of Lorentz does not explicitly appear in the
calculation. However, blood is highly heterogeneous,
with hemoglobin compartmentalized in discrete units
(the RBCs) embedded in plasma. A quantitative
calculation of the shift of the NMR line of protons
in blood requires a slightly more complex construct,
to account for the different characteristic length
scales of the contributions to the local field arising
from distant RBCs and from hemoglobin. A sphere
of Lorentz around the nucleus of sufficient size to
comprise a large number of erythrocytes is first
drawn, so that the contributions to the local field
from distant sources around the sphere vary smooth-
ly. The field experienced by the nucleus in the center
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of the sphere is

BL ¼ B0 þ ðDs � 2
3ÞwbloodB0 þ Bi

where Bi denotes the contributions to the local field
from sources inside the sphere, and wblood is the sus-
ceptibility of blood (the sphere is large on a cellular
scale, and the external medium appears as a contin-
uum). wblood depends on the relative volume occupied
by RBC Vrbc (i.e., the hematocrit):

wblood ¼ Vrbc � wrbc þ ðVrbc � 1Þwpl
In order to evaluate Bi, a second sphere of Lorentz,
smaller than a cell, but large on a molecular scale is
drawn. If this sphere is entirely comprised within the
intracellular space:

Bi ¼ ðDrbc � 2
3Þðwrbc � wplÞB0

For the complex shape of an RBC, the geometric
factor Drbc has to be evaluated numerically with
procedures similar to those used to calculate the field
distribution of Figure 3, and depends on the orien-
tation of the cell with respect to the external magne-
tic field. At the high fields used by Thulburn and
co-workers, the RBCs are fully oriented in the con-
figuration of minimum energy, and Drbc¼ 0.75.

Using this construct, the fractional changes in local
field experienced by nuclei can be calculated for the
plasma and RBC compartments:

DBpl=B0 ¼ ðDs � 2
3ÞVrbcDwrbc

DBrbc=B0 ¼ðDs � 2
3ÞVrbcDwrbc þ ðDrbc � 2

3ÞDwrbc

Water molecules diffuse rapidly within and outside
the cell, and dynamically average the entire field dis-
tribution on the typical NMR timescale. In this fast
exchange regime, the NMR signal consists of a nar-
row resonance, whose center frequency reflects
the average field experienced by the nucleus. The
resonance shift for the hydrogen nuclei of a water
molecule in blood is therefore proportional to the
average of the local-field changes in the intra- and
extracellular environments, weighted by the relative
sizes of the water compartments (0.3 and 0.7, for
RBC and plasma, respectively).

For a change in intracellular magnetic susceptibility
of Dwrbc¼ 2.5� 10� 6, corresponding to the differ-
ence between oxygenated and deoxygenated RBCs,
and for a cylindrical blood sample of 40% hem-
atocrit, these calculations predict a shift of the hydro-
gen resonance of 0.3ppm, in close agreement with the
shift measured by Thulburn and co-workers under
similar conditions. The theoretical estimate reported
above shows that this shift can be attributed almost
entirely to changes in blood magnetic susceptibility,

rather than to direct interactions of water molecules
with the paramagnetic centers.

A shift in resonance frequency is not the only, nor
the strongest effect of the oxygenation-dependent
magnetic properties of blood on NMR parameters.
The rapid diffusion of water molecules in the field
gradients inside and outside the cells, and in the
vicinity of small capillaries, contributes to the irrever-
sible loss of phase-coherence of the nuclear spin-
system. The characteristic time of this process is
termed spin–spin relaxation time, or T2. For larger
blood vessels, the mismatch in susceptibility between
blood and the surrounding tissue results in magnetic
field gradients on a larger length scale than that
sampled by diffusing water molecules. The partially
reversible dephasing of spins induced by these more
spatially extended gradients is governed by a time
constant referred to as T�

2.
Both relaxation mechanisms are more efficient in

the presence of stronger gradients, and T2 and T�
2 are

shorter in deoxygenated blood. It is important to note
that changes in blood oxygenation do not only affect
the NMR relaxation times of nuclear spins in blood,
but also in the surrounding tissue. The vascular net-
work is highly structured, with the smallest capillaries
measuring only a few microns in diameter, and sep-
arated by a few tens of mm. Therefore, a change in
blood oxygenation affects the relaxation times of a
large number of spins in both intra- and extravascular
compartments, and NMR relaxation times are more
sensitive than the relatively small shift in resonance
frequency to changes in blood oxygenation levels. MR
images can be sensitized to T2 and T�

2 by using ap-
propriate sequences of radiofrequency pulses, thus
using RBC as an endogenous source of contrast. The
application of these methods to map the patterns of
brain activity is discussed in the next section.

The Blood Oxygenation Level Dependent
Effect, and its Application to Mapping
Brain Activity

It has been known for a long time that neural
activation is accompanied by changes in brain mi-
crocirculation. In 1896, Roy and Sherrington report-
ed local increases in blood flow associated with
changes in brain activity. Following this pioneering
work, many studies have shown that an increase in
neuronal electrical activity elicits a complex re-
sponse, including changes in regional cerebral blood
flow, blood volume, and metabolic rate. The net re-
sult of this complex response is a time-dependent
change in blood oxygenation.

In correspondence to a local increase in brain
activity, for instance in response to somatosensory
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stimuli or motor tasks, the T2 and T�
2 in the image

voxel comprising the activated area become lon-
ger, causing an increase in NMR signal intensity.
This phenomenon is known as the ‘‘positive’’ blood
oxygenation level dependent (BOLD) effect. In a
typical experiment, a time-series of brain MR-images
is acquired, and the time-course of signal intensity is
analyzed for each pixel to identify the activated brain
areas. By way of example, Figure 4 shows the pattern
of brain activity in a healthy subject exposed to an
oscillating check-board visual stimulus. More com-
plex paradigms, including cognitive or emotional
tasks, can be designed to investigate higher brain
functions.

It has been seen in the previous section that longer
T2 and T�

2 correspond to higher levels of blood
oxygenation (i.e., to weaker magnetic field gradients
in the surroundings of RBCs and blood vessels).
Therefore, the positive BOLD effect indicates that the
increase in oxygen supply exceeds the increase in
oxygen demand by the activated tissue, and more
oxygen is left in the bloodstream. Consequently, the
level of oxygenation in the venous part of the capil-
lary bed is higher (the arterial blood is already close to
saturation, and is not affected). Whether this implies
an uncoupling of the hemodynamic and the metabolic
responses to changes in brain electrical activity, or
simply reflects less efficient oxygen extraction at
higher flow rates is still the subject of investigation.

Several research groups have reported a transient
decrease in signal intensity immediately following the
onset of activation, and before the larger and longer-
lasting signal overshoot. This ‘‘dip’’ in the signal
intensity time-course is sometimes called the ‘‘nega-
tive’’ BOLD effect, and indicates a transient decrease

in blood oxygenation. The negative BOLD signal is
normally attributed to a transient mismatch between
the rapid increase in oxygen consumption following
the onset of activity, and the slower hemodynamic
response, resulting in a temporary decrease in blood
and tissue oxygenation. While the negative BOLD
effect is in principle more specific to changes in neu-
ronal activity, and is more spatially localized, its
amplitude is smaller than the positive BOLD effect,
and the majority of fMRI studies make use of the
positive contrast.

Despite more than a century of investigation, the
physiological mechanisms underlying the hemody-
namic response to changes in brain activity are not
completely understood. In particular, the apparent
lack of coupling between changes in oxygen con-
sumption and increase in blood flow, ultimately res-
ponsible for the BOLD effect, is the subject of much
debate in the scientific community. Nevertheless, a
decade of fMRI studies has demonstrated the power
of this method, which has contributed enormously to
our understanding of brain function in healthy sub-
jects and in patients.

Conclusion

RBCs are highly unusual compared to other cells, in
so far as their magnetic susceptibility can change
over a wide range of values, depending on oxygena-
tion levels. The molecular mechanism of this pheno-
menon can be attributed to changes in electron-spin
state of the heme groups in hemoglobin, the main
constituent of RBCs. The unusual magnetic pro-
perties of RBC result in a nonuniform field distribu-
tion in blood, and in the vicinity of blood vessels,
that can be calculated within the framework of clas-
sical magnetostatics. These relatively strong magne-
tic field gradients affect the NMR signals in living
tissues and in vitro preparations containing RBCs.
The calculation of the effects of the field distribution
on nuclear spins must take into account the different
length scales of the magnetic field gradients, ranging
from the cellular scale to the macroscopic scale.
Experiments and theoretical calculations show that
changes in the oxygenation level for RBCs affect
several NMR parameters, including the transverse
relaxation times T2 and T�

2. Thus, NMR can be
QJ;applied to measure local variations in blood
oxygenation arising from changes in brain activity.
This effect, known as the BOLD effect, is exploited
in functional MRI, a powerful method to investigate
human brain function. In principle, exogenous
paramagnetic or super-paramagnetic contrast agents
could also be used to manipulate blood susceptibility,
and to measure hemodynamic changes in the brain.

Figure 4 Functional MR image showing the pattern of brain

activity elicited by a visual stimulus. (Courtesy of Dr. Peter Chiar-

elli of the Oxford Centre for Functional Magnetic Resonance

Imaging of the Brain.)
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However, the peculiar magnetic properties of red
blood cells provide an endogenous source of con-
trast, thus allowing for totally noninvasive functional
studies in human subjects.
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P Sodano, Università di Perugia, Perugia, Italy

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

In 1905, a young German physicist, Albert Einstein,
published in ‘‘Annalen der Physik’’ an article titled
‘‘Zur Elektrodynamik Bewegter Körper’’ (On the
electrodynamics of moving bodies), which marked
the birth of ‘‘relativity,’’ a revolutionary view of space,
time, and motion, and one of the highest achievem-
ents of the human mind. The special theory of rela-
tivity (the subject of the 1905 paper) was followed ten
years later by the general theory of relativity.

Broadly speaking, relativity explores the relation-
ship between the descriptions of physical phenomena
carried out by different observers. Special relativity
considers only inertial observers; general relativity
removes this limitation and accounts also for accel-
erated and freely falling observers. The crucial differ-
ence between the two theories resides in the geometry
of space–time: while the space–time of special rela-
tivity (the Minkowski space) is flat, the space–time of
general relativity is a curved manifold (curvature is
indeed the manifestation of gravity).

Special relativity introduces new kinematic and
dynamical laws. The Newtonian theory survives as an
approximation, valid in the low-velocity limit, that is
when the velocities of particles are much smaller than
the velocity of light. Maxwell’s electromagnetic the-
ory, on the other hand, does not need to be modified,
as it is inherently consistent with relativity.

This article is mainly devoted to the special theory
of relativity. The general theory, which deals with
gravitational phenomena and is less relevant for mi-
crophysics and mesophysics, is briefly discussed in
the last section.

The Origins of Relativity

In Einstein’s own words, the main motivation of
special relativity was to eliminate some ‘‘asymme-
tries’’ in the electrodynamics of moving bodies. These
asymmetries emerge when one combines Maxwell’s
electromagnetism with Newtonian mechanics. The
latter is consistent with Galilean relativity, that is
with the invariance of mechanical laws under the
transformation

x0 ¼ x� vt ½1�

between two inertial frames with constant relative
velocity v (an inertial frame is, by definition, a frame
in which free particles have constant speed). A fun-
damental assumption of Newtonian mechanics is
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that time is absolute: quoting the ‘‘Principia,’’ it
‘‘flows equably without relation to anything exter-
nal.’’ Thus, the Galilean transformation [1] is
accompanied by

t0 ¼ t ½2�

From [1] and [2], one obtains the velocity addition
formula

u0 ¼ u� v ½3�

Now, consider the Maxwell equations. They contain a
constant parameter c, which represents the speed of
the electromagnetic waves in vacuum (i.e., the speed
of light). If velocities (including c) change according
to [3], one concludes that Maxwell equations are
valid only in a privileged reference frame, tradition-
ally identified with the ether. To Einstein, the existence
of the ether and the frame-dependence of elect-
romagnetic equations were unacceptable features of
classical physics. He realized that, in order to avoid
these problems, it was necessary to give up eqn [2]
and introduce a new operational definition of time,
based on a fundamental assumption about the velo-
city of signals: the absolute constancy of c.

The Postulates of Special Relativity

Galileo Galilei (in his ‘‘Dialogue concerning the two
chief systems of the world’’) was the first who noticed
that the two frames in uniform relative motion are
physically indistinguishable. Einstein raised this em-
pirical observation to the status of a universally valid
principle, applicable to all physical phenomena (not
only to mechanics). According to the ‘‘principle of
relativity,’’ the laws of physics have the same form in
any inertial frame. In other terms, the inertial frames
are physically equivalent and no experiment can dis-
criminate them. The second pillar of special relativity,
as already mentioned, is the ‘‘postulate of the con-
stancy of the velocity of light’’: the velocity of light in
vacuum, c, has the same value in any inertial frame,
independent of the motion of the source. These
two postulates lead to transformation laws between
inertial frames, which are quite different from the
Galilean transformation [1] and mix time and space
variables.

Lorentz Transformations

Consider two inertial frames Kðx; y; z; tÞ and
K0ðx0; y0; z0; t0Þ, and it is supposed that their origins
O and O0 coincide at t0 ¼ t ¼ 0. The transformation
laws between K and K0 must be linear, so that a
uniform motion in K transforms into a uniform
motion in K0. If a spherical light wave is emitted at

t ¼ t0 ¼ 0 from O � O0, the equation of its front is

x2 þ y2 þ z2 � c2t2 ¼ 0 ½4�

in K, and

x02 þ y02 þ z02 � c2t02 ¼ 0 ½5�

in K0 (recall that the velocity of light is the same).
Thus,

x02 þ y02 þ z02 � c2t02 ¼ lðx2 þ y2 þ z2 � c2t2Þ ½6�

and, due to the symmetry of K and K0 as postulated
by the principle of relativity, lmust be equal to unity:

x02 þ y02 þ z02 � c2t02 ¼ x2 þ y2 þ z2 � c2t2 ½7�

From this invariance condition, one can derive the
coefficients of the transformation, relating K to K0

(the ‘‘Lorentz transformation’’ (LT)). For the con-
figuration of Figure 1 (K0 and K are assumed to
have parallel axes, and K0 is supposed to move re-
lative to K with velocity v along the positive x
direction), the transformation laws are

x0 ¼ gðx� vtÞ
y0 ¼ y

z0 ¼ z

t0 ¼ gðt � vx=c2Þ

½8�

where g is the Lorentz factor

g ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p ½9�

It is to be noted that, for v-c, the g factor goes to N

and hence the LTs become meaningless. Therefore, c
is a limiting speed. In the formal limit c-N, that is
for velocities much smaller than c (the Newtonian
limit), eqns [8] reduces to the Galilean transforma-
tions [1] and [2].

Let u ¼ dx=dt be the velocity of a particle in K
and u0 ¼ dx0=dt its velocity in K0. Differentiating

O
O ′

� �′

	

x, x ′

y ′y

z z ′

Figure 1 Two inertial frames in uniform relative motion along

the x-axis.
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eqn [3], one obtains the relativistic transformation of
velocities:

u0x ¼ ux � v

1� ðuxv=c2Þ
; u0y ¼

uy
gðvÞ½1� ðuxv=c2Þ�

u0z ¼
uz

gðvÞ½1� ðuxv=c2Þ�
½10�

In particular, if ux ¼ c, the first of these relations
gives u0x ¼ c, consistently with the postulate of the
constancy of the velocity of light.

An LT between frames with parallel axes is called a
‘‘boost.’’ Thus, [8] is a boost along x. A boost along
an arbitrary direction is given by

x0 ¼ xþ ½ðg� 1Þv � x=v2 � gt�v
t0 ¼ gðt � v � x=c2Þ

½11�

The most general (homogeneous) LT combines a
boost with a rotation of the axes.

Measurements of Time Intervals and
Lengths

An immediate consequence of LTs is the relativity of
simultaneity: two events A and B which are simul-
taneous in an inertial frame K, tA ¼ tB ¼ t, are not
simultaneous in another frame K0. According to [8],
their time interval in K0 is, in fact,

Dt0 � t0B � t0A ¼ g
v

c2
ðxA � xBÞ

It is supposed that two events occur at the same point
in a given inertial frame K0. Let Dt be their time
interval measured by a clock at rest in K0 (t is called
the ‘‘proper time’’). The time interval Dt in another
inertial frame K moving with velocity v relative to
K0 is given by

Dt ¼ Dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p ½12�

and is larger than Dt. This phenomenon is known as
‘‘time dilatation.’’ It is worth noting that, whereas in
K0 the two events occur at the same point, inK they
occur in two different points, and one needs two
clocks to measure their time interval Dt.

Another important relativistic effect is the ‘‘length
(or Lorentz–Fitzgerald) contraction’’. Consider a
rod at rest in a certain frame K0, and let L0 be its
length in K0 (i.e., its proper length). An observer
in another inertial frame K moving with velocity v
relative to K0 measures a length L which is smaller
than L0:

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

q
L0oL0 ½13�

This phenomenon can be understood by observing
that the measurements of the ends of the rod, which
are simultaneous in one of the two frames, are not
simultaneous in the other. Since the transverse coor-
dinates do not change under a boost, the trans-
formation law of volumes is the same as [13]:
V ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p
V0.

Doppler Effect

Consider a light source S and an observer O in re-
lative motion. The frequency of light measured by
the observer is different from the proper frequency of
light (i.e., the frequency measured in the source rest–
frame). This phenomenon is known as the ‘‘Doppler
effect.’’ Special relativity introduces some important
corrections to the nonrelativistic predictions. Given a
plane wave eið2pvt�k�xÞ, its phase f � 2pnt � k � x
counts the number of wave crests passing by a fixed
point in a time interval t, and therefore is an invar-
iant quantity:

2pn0t0 � k0 � x0 ¼ 2pnt � k � x ½14�

Using the LT of coordinates and the dispersion rela-
tions n ¼ ck=2p and n0 ¼ ck0=2p, one finds

n0 ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p
1þ ðv=cÞcos W0

½15�

where n0 is the frequency measured by the observer
(supposed to be at rest in K0), n is the proper fre-
quency (the frequency in the source rest-frame K),
and W0 is the angle between the direction of light and
the x-axis (which is assumed to be the direction of
the relative motion of S and O). For W0 ¼ 0, one has
the ‘‘longitudinal Doppler effect’’:

n0 ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv=cÞ
1þ ðv=cÞ

s
½16�

If the observer O recedes from the source (v40), then
n0 is smaller than n; if O approaches the source (vo0),
then n0 is larger then n. Equation [16] differs from the
nonrelativistic result

n0 ¼ n
1þ ðv=cÞ ½17�

by terms of second order in v/c. When the light
propagates perpendicularly to the direction of the
relative motion of S and O ðW0 ¼ p=2Þ, one obtains
from [15],

n0 ¼ n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

q
½18�

This is the formula for the ‘‘transverse Doppler ef-
fect’’, which is genuinely a relativistic effect, with no
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Newtonian counterpart. The first measurement of
the Doppler effect to order v2/c2 was performed by
Ives and Stilwell in 1938.

Relativistic Dynamics

The relativistic dynamics of a particle of mass m un-
der the action of a force F is governed by the ‘‘Mink-
owski equation’’

d

dt
ðmgvÞ ¼ F ½19�

which has been experimentally verified for the first
time by Bucherer in 1909. Equation [19] reduces to
Newton’s second law of motion in the low-velocity
limit ðv{c; g-1Þ whose left-hand side denotes the
derivative of the relativistic momentum p,

p ¼ mgv ¼ mvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p ½20�

This expression of p guarantees that the conservation
of momentum,

P
i pi ¼ constant, is preserved by LTs.

If the kinetic energy T is defined as the work needed
to accelerate a particle, initially at rest, to a velocity
v, that is,

dT ¼ F � vdt ½21�

using [19], one obtains

T ¼ mc2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p �mc2 ½22�

where the first term,

E ¼ mc2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðn2=c2Þ

p ½23�

is the total energy, and the second term,

E0 ¼ mc2 ½24�

is the energy possessed by the particle at rest. By
combining [20] and [23], one gets

v ¼ c2p

E
½25�

and the momentum–energy relation

E2 ¼ p2c2 þm2c4 ½26�

which is relativistically invariant. In a classical frame-
work, only the positive-energy solution of [26] makes
sense,

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2c2 þm2c4

p
½27�

since no continuous process can generate a transition
from positive-energy states (with EXmc2) to nega-
tive-energy states (with Ep�mc2). In quantum

physics, the situation is different because discontinu-
ous changes are possible. A problem of stability then
arises. In order to circumvent this difficulty, in 1930,
Dirac suggested that the negative-energy levels (the
so-called ‘‘Dirac sea’’) are completely occupied. A
hole in the Dirac sea would correspond to an oppo-
sitely charged particle with positive energy (an anti-
particle). In the modern quantum field theory, one
does not need to introduce negative-energy states:
particles and antiparticles are described by the same
physical object, a quantum field.

An important peculiarity of relativistic mechanics
is that it allows the existence of massless particles. If
m ¼ 0 in [26], one obtains the energy–momentum
relation

E ¼ pc ½28�

which shows that the energy of a massless particle is
proportional to its momentum. Inserting [28] into
[24], one finds v ¼ c: in any frame, massless particles
travel at the speed of light (it is to be noticed that for
n-c, eqns [20] and [23] diverge, unless m-0). An
important example of massless particles is given by
the photons, which are the quanta of electromagnetic
radiation. Combining [28] with the Planck–Einstein
formula relating the photon energy E to its frequency
n,

E ¼ hn ðh ¼ Planck constantÞ ½29�

one obtains for the photon momentum, the expres-
sion p ¼ hn=c.

Mass–Energy Equivalence

The rest-energy formula E0 ¼ mc2 is of enormous
importance. It implies that mass and energy are, so to
speak, ‘‘equivalent’’: mass can be converted into
energy, and vice versa. Since E0 is a constant, it is
thought to be simply readsorbed in a redefinition of
the zero-level of energy. This is not true, since mass is
not conserved; therefore, the rest-energy has obser-
vable consequences. The law of energy conservation isX

i

Ei ¼
X
f

Ef ½30�

where i(f) labels the initial (final) state of a physical
process. Splitting E into the kinetic energy T and the
rest-energy mc2, one hasX

i

Ti þ
X
i

mic
2 ¼

X
f

Tf þ
X
f

mf c
2 ½31�

Except for elastic scattering, the kinetic and mass
contributions are not separately conserved: one con-
verts into the other. The effect is too small to be
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appreciated in the ordinary experience (and in chem-
istry), but is quite relevant in nuclear and subnuclear
physics. For instance, in the fission of a nucleus of
238U induced by a neutron (n),

nþ238 U-143Baþ93 Krþ 3n

the fractional mass loss is Dm=mB0:8� 10�3 and the
energy produced is DE ¼ ðDMÞc2 ¼ 2:7� 10�11 J ¼
170MeV. An example of a process characterized by
a total conversion of mass into energy is electron–
positron annihilation in two photons: e� þ eþ-2g.

Relativistic Motion of Charged Particles

The equation of motion of a particle of charge e in an
electromagnetic field is (in the Gauss system of units)

d

dt
ðmgvÞ ¼ eEþ e

c
v� B ½32�

where E is the electric field and B the magnetic field.
Two noteworthy cases are considered here.

Constant Electric Field

The electric field E is considered here to be directed
along the x axis. With vx ¼ vy ¼ vz ¼ 0 at t ¼ 0, the
motion is rectilinear, and assuming xð0Þ ¼ 0, one
obtains

xðtÞ ¼ 1

a
ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2ðctÞ2

q
� 1Þ; ða � ejEj=mc2Þ ½33�

Graphically, x(t) is a hyperbola. For this reason, the
one-dimensional motion of a particle acted on by a
constant force is called ‘‘hyperbolic motion.’’ If a{1,
eqn [33] reduces to the nonrelativistic result xðtÞ ¼
1=2aðctÞ2 (a parabola).

Constant Magnetic Field

If the magnetic field is directed along z-axis, the mo-
tion of the particle along this axis is uniform, where-
as in the xy plane, one has

xðtÞ ¼ v>
O
sinðOt � aÞ þ x0 ½34�

yðtÞ ¼ v>
O
cosðOt � aÞ þ y0 ½35�

where v> is the initial transverse velocity and

O ¼ ejBj
mgc

½36�

is the ‘‘cyclotron frequency.’’ The particle follows a
helical path centered at (x0, y0) and of radius R ¼
mgv>c=ejBj. The relativistic expressions of O and R
differ from the nonrelativistic ones by the presence of
the g factor.

Minkowski Space

‘‘Henceforth, space by itself, and time by itself, are
doomed to fade away into mere shadows, and only a
kind of union of the two will preserve an independent
reality.’’ These words, pronounced by HermannMink-
owski in 1908 at the Assembly of German Natural
Scientists, are a perfect synthesis of the implications of
relativity on the physical concepts of space and time.
In the Newtonian view of physical processes, the
evolution of a system is pictured as a succession of
‘‘snapshots’’ of R3 (the three-dimensional Euclidean
space), labeled by time, which is an absolute param-
eter. In relativity, on the contrary, time is a frame-
dependent coordinate, on the same ground as the three
spatial coordinates. The primary elements of the rela-
tivistic description of physical world are the events,
which are specified by four space–time coordinates,
xm ¼ ðx0; x1; x2; x3Þ ¼ ðct; x; y; zÞ (hereafter Greek in-
dices take values 0,1,2, and 3, whereas Latin indices
take values 1,2, and 3). From a mathematical point of
view, events are points of a four-dimensional Rieman-
nian manifold, the Minkowski space M. Given two
infinitesimally close events xm and xm þ dxm, the inter-
val (or separation) ds between them is defined as

ds2 ¼ c2dt2 � dx2 � dy2 � dz2 ¼ gmndx
mdxn ½37�

where Einstein’s summation convention is adopted
(repeated indices are summed), and gmn, the ‘‘metric
tensor,’’ has the form

gmn ¼

þ1 0 0 0

0 �1 0 0

0 0 �1 0

0 0 0 �1

0
BBB@

1
CCCA ½38�

The quadratic differential form [37] is called the met-
ric of M. It is related to the proper-time interval dt by
ds ¼ c dt.

A general definition of LTs is given here. A
homogenous LT is a linear transformation

x0m ¼ Lm
nx

n ½39�

which preserves the metric ds2. The condition ds02 ¼
ds2 implies that the 4� 4 real matrix Lm

n must satisfy

gmnL
m
rL

n
s ¼ grs ½40�

or, in matrix form,

LTgL ¼ g ½41�

The most general transformation preserving ds2 is the
inhomogeneous LT (or ‘‘Poincaré transformation’’)

x0m ¼ Lm
nx

n þ am ½42�
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which includes a space–time translation (am is a set of
four real quantities).

The Lorentz matrices Lm
n have two important prop-

erties: (1) their determinant is 71 and (2) their L0
0

element is either Xþ 1 or p� 1. LTs with det L ¼
þ1 (det L ¼ �1) are called proper (improper). LTs
with L0

0Xþ 1 ðL0
0p� 1Þ are called ‘‘orthochro-

nous’’ (‘‘antichronous’’). Proper orthochronous LTs
are called special, or restricted LTs. Improper and/or
antichronous LTs incorporate space and time invers-
ions. Boosts (i.e., LTs relating two inertial frames with
parallel axes) and rotations are examples of restricted
LTs. For instance, the Lorentz matrix Bx of a boost
along the x-direction is

BxðbÞ ¼

g �bg 0 0

�bg g 0 0

0 0 1 0

0 0 0 1

0
BBB@

1
CCCA ½43�

where b � v=c is the so-called ‘‘rapidity’’ of the boost.
Any restricted LT can be decomposed in the product
of a boost B and a rotation R:

L ¼ BðbÞRðhÞ or L ¼ Rðh0ÞBðb0Þ ½44�

where b, b0 and h; h0 are uniquely fixed, but in gen-
eral bab0 and hah0.

Four-Vectors and Four-Tensors

The most elegant way to implement the principle of
relativity is to write the laws of physics in a man-
ifestly covariant form. To understand this, some
elementary notions of tensor calculus are to be in-
troduced. A ‘‘contravariant four-vector’’ is a set of
four quantities Am ¼ ðA0;A1;A2;A3Þ, which trans-
form, under an LT x0m ¼ Lm

n, as

A0m ¼ Lm
nA

n ½45�

Multiplying Am by the metric tensor gmn, one obtains
the covariant four-vector An,

An ¼ gmnA
m ½46�

which transforms as

Am ¼ Ln
mAn ½47�

where Ln
m � ðL�1Þnm. The scalar product of two four-

vectors Am and Bm is A � B � AmB
m: Am and Bm are

orthogonal, if AmB
m ¼ 0. The (squared) norm of a

four-vector Am is A2 � A � A � AmA
m. If A240, the

four-vector Am is said to be ‘‘timelike’’; if A2o0, it is
said to be ‘‘spacelike’’; if A2 ¼ 0, it is said to be
‘‘lightlike.’’

A ‘‘four-tensor’’ of rank n is a set of 4n quantities
T

m1ymp
n1ynq (with pþ q ¼ n) which transform under an

LT as

T
0m1ymp
n1ynq ¼ Lm1

a1yL
mp
apL

b1
n1yL

bq
nq T

a1yap
b1ybq

½48�

where T
m1ymp
n1ynq is contravariant in the indices m1ymp

and covariant in n1ynq. Note that four-vectors are
four-tensors of rank 1. A four-tensor of rank 0 is a
(Lorentz) scalar, that is a quantity which does not
change under LTs. Contraction of all indices of a
tensor quantity results in a scalar. For instance,
TmnAmBn is a scalar.

The metric tensor gmn ¼ gmn raises or lowers the
indices. For example,

Am ¼ gmnAn; Am ¼ gmvA
n; Tm

n ¼ gnrT
mr ½49�

The raising or lowering of the 1,2,3 indices yields a
change of sign; the raising or lowering of the 0 index
leaves the component unchanged:

A0 ¼ A0; A1 ¼ �A1; A2 ¼ �A2; A3 ¼ �A3

½50�

According to the principle of relativity, physical
laws must be invariant in form under LTs. This
means that they must be of the type

R
m1ymp
n1ynq ¼ T

m1ymp
n1ynq ½51�

By definition, the tensor quantities appearing on the
two sides transform in the same way under an LT:
thus, if [51] holds in a given inertial frame, it holds in
any inertial frame. A tensor law such as [51] is said
to be ‘‘manifestly covariant.’’

In the following, the Levi–Civita completely anti-
symmetric symbol emnrs is used, defined as

emnrs ¼

þ1 for even permutations of

m ¼ 0; n ¼ 1; r ¼ 2; s ¼ 3

�1 for odd permutations of

m ¼ 0; n ¼ 1; r ¼ 2; s ¼ 3

0 otherwise

8>>>>>><
>>>>>>:

½52�

Lorentz Group and Poincaré Group

The homogeneous LTs form a group, the ‘‘Lorentz
group’’ L. The set of restricted LTs is a subgroup of
L, called the ‘‘restricted Lorentz group’’ (denoted by
Lm

þ), and isomorphic to SO(3,1), the group of four-
dimensional pseudo-orthogonal matrices with unit
determinant. The main mathematical properties of
Lm

þ are: (1) Lm
þ is a six-parameter semisimple Lie

group; (2) it is noncompact; and (3) it is doubly
connected (its universal covering being SL(2, C), the
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group of two-dimensional complex matrices with
unit determinant). A generic representation of Lm

þ is
an invertible linear operator of the form

DðLÞ ¼ exp
i

2
omnJ

mn
� �

½53�

where omn ¼ �onm are six real parameters, and Jmn

are the generators of the restricted Lorentz group,
satisfying the commutation rule

½Jmn; Jrs� ¼ �iðgmsJnr þ gnrJms � gmrJns � gnsJmrÞ ½54�

which defines the Lie algebra of Lm
þ. The meaning of

the generators of Lm
þ is better understood if one in-

troduces the vector operators

J ¼ ðJ23; J31; J12Þ; G ¼ ðJ01; J02; J03Þ ½55�

in terms of which the commutator [54] becomes

½Ji; Jj� ¼ i eijkJk ½56�

½Gi;Gj� ¼ �i eijkJk ½57�

½Ji;Gj� ¼ i eijkGk ½58�

An LT is then represented by

Dðh; gÞ ¼ expfiðh � J � g �GÞg ½59�

where J is the generator of rotations (i.e., the ‘‘angular
momentum’’ operator), and G is the generator of
boosts (the so-called ‘‘center-of-mass motion’’ opera-
tor). Considering the linear combinations

Ni � 1
2ðJ

i þ iGiÞ; Mi � 1
2ðJ

i � iGiÞ ½60�

The Lie algebra ([56]–[58]) translates into:

½Ni;Nj� ¼ i eijkNk ½61�

½Mi;Mj� ¼ i eijkMk ½62�

½Ni;Mj� ¼ 0 ½63�

These are two independent SU(2) Lie algebras (in
mathematical terms, this means that the algebra of
Lm

þ is the same as that of SUð2Þ#SUð2Þ).
Physical variables (position, momentum, angular

momentum, etc.) and fields (electromagnetic field,
gravitational field, Dirac field, etc.) transform as
the finite-dimensional representations of Lm

þ (which
are not unitary, since Lm

þ is a noncompact group).
These representations are labeled by the eigen-
values of the Casimir operators N2 and M2 of
the SUð2Þ#SUð2Þ algebra, which are nðnþ 1Þ
and mðmþ 1Þ, respectively, with n and m inte-
gers or half-integers. The representation associated
with the eigenvalues n, m has dimension ð2nþ
1Þð2mþ 1Þ and is denoted by (n,m). The most

important finite-dimensional representations of Lm
þ

are:

1. The scalar representation (0,0), in which all LTs
reduce to the identity.

2. The vector representation (1/2,1/2), in which the
LTs are represented by the matrices Lm

n , and the
generators are ðJrsÞmn ¼ �iðgrmgsn � gsmgrn Þ.

3. The two (inequivalent) spinor representations
(0,1/2) and (1/2,0), in which LTs are represented
by two-dimensional SL(2, C) matrices and the
generators are given by:

ð0; 12Þ : J ¼ r

2
; G ¼ i

r

2
; ð12; 0Þ : J ¼ r

2
;

G ¼ �i
r

2
½64�

where si are the Pauli matrices. The fields trans-
forming in this representation are the two-com-
ponent ‘‘Weyl spinors.’’

4. The four-dimensional reducible ð1=2; 0Þ"ð0; 1=2Þ
representation, whose generators are

J ¼

1

2
r 0

0
1

2
r

0
BB@

1
CCA; G ¼

� i

2
r 0

0
i

2
r

0
BB@

1
CCA ½65�

The fields transforming in this representation are the
four-component ‘‘Dirac spinors.’’

The Poincaré transformations (i.e., [42] form the
Poincaré group P, which is a 10-parameter noncom-
pact Lie group. The generators of P are Jmn and the
momentum operators Pm, which generate space–time
translations. The Lie algebra of P is defined by [54]
and

½Pm; Jrs� ¼ iðgmrPs � gmsPrÞ ½66�

½Pm;Pn� ¼ 0 ½67�

The Pauli–Lubanski operator is introduced as

Wm ¼ 1
2 e

mnrsJnrPs ½68�

The unitary irreducible representations of P (which
are infinite-dimensional, since P is noncompact) are
labeled by the eigenvalues of P2 ¼ PmPm and W2 ¼
WmWm, which are the two Casimir operators of P.
The physical states of particles transform according
to these representations. In particular, for massive
particles one has P2 ¼ M2 and W2 ¼ �M2sðsþ 1Þ,
where M is the mass and s ¼ 0; 1=2; 1; 3=2;y, is the
spin of the particle; for ‘‘massless particles,’’ one has
P2 ¼ W2 ¼ 0 and Wm ¼ lPm, where l ¼ 7s is the
helicity of the particle.
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Covariant Formulation of Dynamics

The trajectory of a particle in the Minkowski space is
represented by a world-line xmðtÞ, where t is the
proper time (recall that dt ¼ ds=c). Since t is an
invariant parameter, the derivative of xm with respect
to t is a four-vector, the four-velocity

um ¼ dxm

dt
¼ ðgðvÞc; gðvÞvÞ ½69�

The norm of um is

umum ¼ c2 ½70�

Multiplying um by m, one obtains the four-momen-
tum pm:

pm ¼ mum ¼ ðmgðvÞc; mgðvÞvÞ ¼ E

c
; p

� �
½71�

It is seen that the time component of pm is the energy
of the particle (apart from a factor 1/c), whereas the
spatial components form the three-momentum p.
From [70], it follows that the norm of the four-mo-
mentum is

pmpm ¼ m2c2 ½72�

This relation (called ‘‘mass-shell relation’’) is equiva-
lent to [26].

The covariant equation of motion of a free particle,

m
dum

dt
¼ 0 ½73�

is obtained by applying Hamilton’s variational prin-
ciple to the action

S0 ¼ �mc2
Z

dt ½74�

It is to be noted that S0 is proportional to the proper
time of the particle. Expressing (noncovariantly) S0
as
R
dt L0 and using dt ¼ dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

p
, the free–

particle Lagrangian L0 is

L0 ¼ �mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

q
½75�

The canonical momentum p ¼ @L0=@v and the Ham-
iltonian H ¼ p � v� L0 coincide with [20] and [27]
respectively.

For an interacting particle, the covariant form of
the Minkowski equation is

m
dum

dt
¼ Fm ½76�

The four-vector on the right-hand side is the four-
force, which is related to the ordinary three-force F
by

Fm ¼ g
c
F � v; gF

� �
½77�

Since Fm is orthogonal to um,

Fmum ¼ 0 ½78�
the four-force must necessarily depend on the velo-
city of the particle (it is seen that the electromagnetic
force acting on a particle is linear in um).

The distributions of energy and momentum of a
continuous system (field, fluid, etc.) are contained in
the ‘‘energy–momentum tensor’’ Tmn, whose compo-
nents have the following meaning: T00 is the energy
density; T0j/c is the momentum density; cTi0 is
the energy flux density in the i direction; Tij (called
stress tensor) is the momentum flux density in the i
direction. Consider, for instance, a perfect (i.e., com-
pletely nonviscous) fluid. In a frame K0 where a
given point P of the fluid is instantaneously at rest,
the energy–momentum tensor of the fluid has the
diagonal form

T 0mn ¼

p 0 0 0

0 p 0 0

0 0 p 0

0 0 0 c2rm

0
BBBB@

1
CCCCA ½79�

where p is the pressure and rm is the proper mass
density at P. By a Lorentz transformation, one ob-
tains the expression of Tmn in an arbitrary frame:

Tmn ¼ rm þ p

c2

� �
umun � gmnp ½80�

where um is the four-velocity of the fluid at P. In the
case of an incoherent fluid, one has p ¼ 0 (no stress),
and hence Tmn ¼ rmu

mmn.

Relativistic Scattering

A scattering process is schematically represented by

1þ 2-3þ 4þ?þN ½81�

where 1 and 2 are the incoming particles and
3; 4;y;N are the outgoing particles. One normally
assumes that the initial and final states are asymp-
totic states, which means that, before and after the
scattering, the particles are free and satisfy the mass-
shell relations

p2a ¼ m2
a ða ¼ 1; 2;y;NÞ ½82�

The energy–momentum (i.e., four-momentum) cons-
ervation law reads

p1 þ p2 ¼ p3 þ p4 þ?þ pN ½83�

Due to [82] and [83] and to the arbitrariness in the
choice of the reference frame, the number of inde-
pendent kinematic variables describing the N-body
process [81] is 3N� 10.
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Elastic scattering is a two-body process of the type
1þ 2-10 þ 20, with the same initial and final parti-
cles. In this case, the total mass and the total kinetic
energy of the particles are separately conserved. An
important example of a relativistic elastic process is
‘‘Compton scattering,’’ wherein a photon collides
elastically with an electron (Figure 2):

gþ e�-gþ e� ½84�

In the electron rest-frame, the four-momenta are
(apices denote final-state variables)

pg ¼
Eg

c
; pg

� �
; pe ¼ ðmec; 0Þ;

p0g ¼
E0
g

c
; p0g

� �
; p0e ¼

E0
e

c
; p0e

� �
½85�

with

Eg ¼ hn; jpgj ¼
hn
c
; E0

g ¼ hn0; jp0gj ¼
hn0

c
½86�

If four-momentum conservation is applied, one obtains

n0 ¼ n
1þ eð1� cos WÞ ðe � hn=mec

2Þ ½87�

where W is the photon scattering angle. In terms of
wavelengths, eqn [87] becomes

l0 � l ¼ lCð1� cos WÞ ½88�

where lC ¼ h=mec
2 is the Compton wavelength of the

electron (its numerical value is 0.024� 10� 10m).
Consider now an inelastic production process,

such as [81]. This reaction is kinematically allowed
only if the initial energy is greater than a threshold
value, determined by the condition

W2 � ðp1 þ p2Þ2Xðm3 þm4 þ?þmNÞ2 ½89�

where W is the so-called ‘‘invariant mass’’ of the sys-
tem. For instance, in the rest-frame of particle 2 (the
laboratory frame), the energy of particle 1 must be

E1X
ðm3 þm4 þ?þmNÞ2 � ðm2

1 þm2
2Þ

2m2
½90�

Covariant Formulation of
Electrodynamics

The most elegant way to show that electromagnetism
is relativistically invariant is to put Maxwell’s equa-
tions in a covariant form. The four-potential

Am ¼ ðj;AÞ ½91�

is introduced, which contains the scalar potential j
and the vector potential A. The electric field E and
the magnetic field B are incorporated into the ‘‘field
strength tensor’’ Fmn, an antisymmetric tensor of rank
2 defined as

Fmn ¼ @mAn � @nAm ½92�

This expression must be equivalent to

E ¼ �=j� 1

c

@A

@t
½93�

B ¼ =� A ½94�

so that the components of Fmn are

Fmn ¼

0 �Ex �Ey �Ez

Ex 0 �Bz By

Ey Bz 0 �Bx

Ez �By Bx 0

0
BBB@

1
CCCA ½95�

In terms of Fmn, the inhomogeneous Maxwell equations

= � E ¼ 4pr; =� B� 1

c

@E

@t
¼ 4p

c
j ½96�

read

@mF
mn ¼ 4p

c
jn ½97�

where @m � ðð1=cÞ@=@t;=Þ and the four-density jm is

jm ¼ ðcr; jÞ ½98�

The operator @n is now applied to eqn [97]. Due to the
antisymmetry of Fmn, one has @n@mF

mn ¼ 0, and, there-
fore,

@nj
n ¼ 0 ½99�

which is equivalent to the equation of continuity of
electric charge,

@r
@t

þ = � j ¼ 0 ½100�

Inserting [92] into [97], and adopting the Lorentz
gauge, @mA

m, one obtains

&An ¼ 4p
c

jn ½101�

where & � @m@
m is the d’Alembertian. The simplest

covariant expression of the homogeneous Maxwell

e

p ′


p


p′e

	

�

Figure 2 Compton scattering.
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equations,

= � B ¼ 0; =� Eþ 1

c

@B

@t
¼ 0 ½102�

is obtained by introducing the ‘‘dual field strength’’ F̃mn,

F̃mn ¼ 1

2
emnrs Frs ¼

0 �Bx �By �Bz

Bx 0 Ez �Ey

By �Ez 0 Ex

Bz Ey �Ex 0

0
BBB@

1
CCCA ½103�

in terms of which eqn [102] becomes

@mF̃
mn ¼ 0 ½104�

The (symmetrized) energy–momentum tensor of the
electromagnetic field is

Tmn ¼ � 1

4p
FmrFn

r þ
1

16p
FrsFrsg

mn ½105�

It contains the energy density o � T00 and the momen-
tum density pi � T0i=c, which are given explicitly by

o ¼ 1

8p
ðE2 þ B2Þ; p ¼ 1

4pc
E� B ½106�

With Fmn and F̃mv, the two invariants are cons-
tructed as

FmvFmv ¼ �2ðE2 � B2Þ; F̃mvFmv ¼ �4E � B ½107�

and it is seen that, if the fields E and B are equal in
magnitude and/or orthogonal in a given inertial
frame, they are equal in magnitude and/or or-
thogonal in any inertial frame. The LTs of E and B
for a boost along a generic direction are ðb ¼ v=cÞ

E0 ¼ gðEþ b� BÞ � g� 1

b2
ðE � bÞb ½108�

B0 ¼ gðB� b� EÞ � g� 1

b2
ðB � bÞb ½109�

A charged particle interacting with the elect-
romagnetic field is now considered. The equation of
motion of the particle is

m
dum

dt
¼ e

c
Fmnun ½110�

and corresponds to [32]. The action leading to [110]
is

S ¼ �mc2
Z

dt� e

c

Z
AmðzÞ dzm ½111�

From this, the noncovariant Lagrangian is extracted as

L ¼ �mc2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

s
� ejþ e

c
v � A ½112�

The canonical momentum P differs from the kinet-
ic momentum p ¼ mgv by a term proportional to
A:

P ¼ @L

@v
¼ mgvþ e

c
A ¼ pþ e

c
A ½113�

The Hamiltonian associated to [112] is

H ¼ P � e

c
A

� �2
c2 þm2c4

� 	1=2
þej ½114�

The relativistic treatment of a system of inter-
acting charged particles is complicated by the fact
that each particle has its own proper time. It is
possible, however, to write an approximate Lagran-
gian, valid to second order in v/c (a, b are particle
indices):

L ¼
X
a

1

2
mav

2
a þ

1

8c2
mav

4
a

� �
� 1

2

X
a

X
baa

eaeb
rab

þ 1

4c2

X
a

X
baa

eaeb
rab

va � vb½ þðva � rabÞðvb � rabÞ
r2ab

#

½115�

This Lagrangian was derived in 1920 by C G Darwin
and leads, in quantum mechanics, to the Breit
equation.

The electromagnetic potentials generated by a point
charge in motion are obtained by solving eqn [101]
with the four-density jm given by

jmðxÞ ¼ ec

Z þN

�N

dt umðtÞd4ðx� zðtÞÞ ½116�

where zm(t) is the world-line of the particle. Assuming
there are no incident fields, one obtains the so-called
‘‘Liénard–Wiechert potentials’’:

jðx; tÞ ¼ e

R� R � v=c

� 	
ret

Aðx; tÞ ¼ eðv=cÞ
R� R � v=c

� 	
ret

½117�

where

RðtÞ ¼ x� zðtÞ ½118�

is the position of the observation point relative to the
charge (located in z), and the subscript ‘‘ret’’ means
that all quantities in the brackets are evaluated at the
retarded time, defined by

tret ¼ t � RðtretÞ
c

½119�
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The fields corresponding to the potentials [117] are
ðb � v=c;n � R=RÞ

Eðx; tÞ ¼ e
ð1� b2Þðn� bÞ
R2ð1� b � nÞ3

( )
ret

þ e

c

n� ½ðn� bÞ � ’b�
Rð1� b � nÞ3

( )
ret

½120�

Bðx; tÞ ¼ ½n� Eðx; tÞ�ret ½121�

At large distances from the source, the dominant
contributions come from the first term of [120] and
the corresponding term in [121], which behave as 1/R
and are the acceleration-dependent radiation fields.

Spin Dynamics

The spin s of a massive particle is incorporated into a
four-vector Sm orthogonal to the four-velocity, given
by

Sm ¼ gb � s; sþ g2

gþ 1
ðb � sÞb

� �
½122�

In the particle rest-frame K0, the spin four-vector
[122] reduces to ð0; sÞ, and the equation of motion of
s in presence of a magnetic field is

ds

dt0
¼ eg

2mc
s� B0 ½123�

where g is the ‘‘gyromagnetic ratio.’’ The covariant
generalization of [123] in an arbitrary inertial frame
K is the so-called ‘‘Bargmann–Michel–Telegdi equa-
tion’’:

dSm

dt
¼ e

mc

g

2
FmnSn þ

g

2
� 1

� �
SrF

rsusu
m

h i
½124�

From this, one can extract the corresponding equa-
tion for the spin vector s, which reads

ds

dt
¼ eg

2mc
s� ðB� b� EÞ � g� 1

gb2
bðb � BÞ

� 	
þ xT � s ½125�

with

xT ¼ �g� 1

b2
b� db

dt
½126�

The term containing xT represents the ‘‘Thomas pre-
cession’’ of spin. Recalling the transformation law
[109] of B, it is seen that eqn [125] is related to the
equation of motion [123] of s in the particle rest-
frame K0 (which is a noninertial frame) by

ds

dt

� �
K

¼ ds

dt

� �
K0

þxT � s ½127�

General Relativity

Special relativity does not describe gravitational phe-
nomena. Newton’s law of gravity is, in fact, incom-
patible with the principle of relativity and all the
attempted covariant generalizations of this law have
led to various inconsistencies and/or to wrong pre-
dictions. A coherent and empirically successful theory
of gravity is provided by general relativity (Einstein,
1916), which extends the co-variance of physical laws
to arbitrary coordinate transformations (‘‘principle
of general covariance’’). One of the starting points
of general relativity is the ‘‘equivalence principle,’’
namely the fact that the inertial mass is equal to the
gravitational mass. As noticed by Einstein, this equal-
ity (which has no explanation in Newtonian physics)
allows one to cancel, or simulate, gravity by an in-
ertial force (i.e., by a transformation to an accelerated
frame), provided the space–time region where this
is done is so small that nonhomogeneities of the
gravitational field can be neglected. In Einstein’s the-
ory, the equivalence principle takes the form of a
postulate which states that for any space–time event,
it is always possible to choose a coordinate system
such that in a sufficiently small neighborhood of the
event at hand, physical laws are written in the same
way as in inertial systems. Unlike the Minkowski
space M, the space–time of general relativity is a
curved Riemannian manifold. Its metric tensor gmnðxÞ
depends on the coordinates and cannot be reduced to
the Minkowskian metric tensor [38]. From a physical
point of view, gmnðxÞ represents the gravitational field.
To be precise, in the weak-field limit, one has

g00 ¼ 1þ 2F
c2

½128�

where F is the Newtonian gravitational potential
(F ¼ �GM=r for a spherical mass M). Thus, general
relativity establishes a fundamental link between
geometry and physics: gravity manifests itself as the
curvature of space–time. This curvature is given by a
tensor of rank 4, the ‘‘Riemann tensor’’ Rmnrs, which
contains first and second derivatives of gmnðxÞ. The
dynamics of the gravitational field is governed by the
Einstein equation

Rmn �
1

2
gmnR ¼ 8pG

c4
Tmn ½129�

where Rns ¼ gmrRmnrs is the ‘‘Ricci tensor,’’ R ¼
gnsRns is the ‘‘curvature scalar,’’ and Tmn is the
symmetrized energy–momentum tensor. An impor-
tant point to be noticed is that gravity is generated not
only by matter, but by any distribution of energy and
momentum. In particular, since the gravitational field
carries energy and momentum, it acts as a source of
itself (this is signaled by the fact that the Einstein
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equation is a nonlinear equation). Qualitatively, eqn
[129] shows that the curvature is proportional to the
mass density rmBT00=c

2,

curvatureB
Grm
c2

½130�

Here, the constant coefficient is G=c2 ¼ 7:4� 10�30

kg m�1. The low value of this quantity indicates that
only very high densities of energy and mass produce
an appreciable curvature of space–time. When
Gr=c2{1, the space–time is approximately flat and
special relativity applies.

See also: Electrodynamics: Continuous Media; Electro-
dynamics: Quantum Electrodynamics; Group Theory; Nu-
clear Fission and Fusion.

PACS: 03.30.þp; 03.50.De; 04.20.Cv
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Introduction

Rhodopsin is a membrane-bound photoreceptor pro-
tein that is responsible for dim light vision in humans
and animals with image resolving eyes. This protein is
a member of a special class of membrane bound pro-
teins known as G-protein coupled receptors (GPCRs),
but it is the only GPCR for which an atomic level
structure has been obtained. The primary event of
rhodopsin involves the photochemical conversion of a
bound chromophore, 1l-cis retinal, to the all-trans
form. Evolution has optimized both the thermody-
namics and kinetics of this process to be highly ef-
ficient, and the photochemistry is complete in roughly
200 fs while storing 134 kJmol� 1 of energy. The
process is facilitated by the interaction of a lowest
energy, strongly allowed excited state, which absorbs
the photon, and a nearby forbidden state, which in-
teracts with the lower state to produce a barrierless
excited state potential energy surface. In this article,
one can examine the photophysical properties of rho-
dopsin and the cone pigments that are responsible for
color vision. The discussion not only emphasizes the
photophysical aspects of rhodopsin photochemistry,
but also includes an overview of the biochemistry of
vision and the potential relevance of rhodopsin struc-
ture and function to other GPCR proteins. Where
possible, one can refer to review articles rather than

the primary literature in order to obtain relevant
background information and perspective.

G-Protein Coupled Receptors

Life would not be possible without communication
between the cells and the external environment. This
critical capability allows cells to monitor the status
of the organs and tissues and to respond to environ-
mental threats and opportunities. Intercellular and
interspecies communication is mediated by a group
of membrane-bound proteins known as G-protein
coupled receptors (GPCRs). Each GPCR monitors
a specific compound or group of compounds and
becomes activated when the target ligand (agonist)
occupies the active site. The activated GPCR signals
the presence of the ligand through interaction with
a separate protein known as a G-protein. G-proteins
are so named because they bind guanine nucleotides
GDP and GTP, and the G-protein that is utilized by
rhodopsin is called transducin. When rhodopsin be-
comes activated by light, the GDP on transducin is
replaced with GTP which activates the signaling
cascade responsible for the nerve impulse. The G-
protein based activation process provides reliable
signaling and, in the case of the vision, significant
amplification. There are at least 700 GPCRs encoded
in the human genome. Despite significant biological
importance, the structure and function of most
GPCRs are poorly understood and a high-resolution
crystal structure of only one GPCR, that is, the visual
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pigment rhodopsin, has been reported. The three-di-
mensional structure of rhodopsin protein is shown in
Figure 1.

The Visual Pigments

The rhodopsins ðlmaxE500 nmÞ are members of the
visual pigment family, which are divided into groups
based on similarities in primary structure (the se-
quence of amino acids in the protein) and wavelength
of absorption (see Figure 2). The rhodopsins are
found in group RH1 and are responsible for scotopic

(low light level) vision. The cone pigments are found
in RH2, SWS1, SWS2 or M/LWS groups and are res-
ponsible for photopic (high light level) color vision.
All of these visual pigments are seven transmembrane
alpha helical proteins that bind 11-cis retinal and
initiate the light transduction signaling pathway in
retinal photoreceptors. While other GPCRs interact
with their ligands noncovalently, the visual pigments
consist of 11-cis retinal covalently attached to the

NH2
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H5

H4

H4

H6

H6

H7

H7

H8

H3

H3

H2

H2

H1

H1
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Cytoplasmic
side

COOH

RET

Extracellular side

Figure 1 A ribbon picture of rhodopsin based on the crystal

structure. The transmembrane helices are labeled H1–H7. A

short helical segment that lies on the cytoplasmic surface of the

membrane is marked H8. The 11-cis retinal chromophore (RET)

is attached to the protein via a protonated Schiff base linkage to

lysine 296 (K296). The two nearby glutamic acid residues E113

and E181 are also shown. (Adapted from Palczewski K, Kumas-

aka T, Hori T, Behnke CA, et al. (2000) Crystal structure of

rhodopsin: a G protein-coupled receptor. Science 289 (5480):

739–745; and Okada, Ernst O, Palczewski K, and Hofmann K

(2001) Activation of rhodopsin: new insights from structural

and biochemical studies. Trends in Biochemical Science 26:

318–324.)
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Figure 2 A dendogram showing selected vertebrate visual op-

sins grouped as suggested by Shozo Yokoyama. The rhodopsin

pigments are responsible for scotopic (low-light) vision and are in

group RH1. The cone pigments responsible for photopic (high

flux, color) vision are found in the other groups. The absorption

maxima, known, are listed in nanometers in parentheses. (Adap-

ted from Ebrey T and Koutalos Y (2001) Vertebrate photorecep-

tors. Progress in Retinal and Eye Research 20: 49–94.)
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apoprotein through a Schiff base linkage to a cons-
erved lysine residue in the seventh transmembrane
helix (H7, see Figure 1). Following absorption of
light, the retinal chromophore isomerizes to the all-
trans conformation and triggers a series of confor-
mational changes that lead to the formation of the
active state, R� or meta II. All-trans retinal is eventu-
ally released from the vertebrate protein and visual
pigments, can be regenerated from 11-cis retinal
spontaneously. Although some consider a photon of
light to represent the agonist, a more logical choice is
all-trans retinal, which is photochemically generated
from the 11-cis retinal cofactor. Thus, the visual
pigments have a covalently attached agonist but
one that starts out in an inactive form. The fact
that the agonist is covalently attached allows studies
of the activation process at a level not possible with
the vast majority of the other GPCRs, where the
mode and location of interaction of the agonist re-
mains obscure.

The Primary Event of Vision

The primary photochemical event that follows the
absorption of light by rhodopsin is localized within
the light-absorbing chromophore, the 11-cis retinal.
This chromophore is attached to the protein via a
protonated Schiff base linkage as shown in Figure 3.
Upon the absorption of light, the 11-cis chromoph-
ore isomerizes rapidly to form an 11-trans photo-
product that is schematically shown in Figure 3.
Although experimental studies show that this chro-
mophore is 11-trans, it is possible that rotations
about single bonds have taken place to accommodate
the change in geometry. The remarkable feature of
the primary event is that it is complete in 200 fs.
Detailed vibronic analyses indicate that the process
is vibrationally coherent, which indicates that there
is a direct path that the 11-cis excited state species
will follow in carrying out the isomerization to the
11-trans ground-state photoproduct. This observat-
ion, coupled with the observation that photoiso-
merization also occurs with high efficiency at 4K,
indicates that the photochemistry takes place along a
barrierless excited state surface. A simplified diagram
presenting some of the important aspects of the pho-
toisomerization surface is shown in Figure 4. In
addition to having a fast photochemical conversion,
rhodopsin must store enough energy in the primary
event to drive the subsequent thermal reactions that
activate the protein. The primary event stores
B134 kJmol�1, which is B57% of the energy avail-
able from light absorption. The quantum efficiency
of the primary event is 0.65 which means that 65%
of the photons absorbed yield activated protein.

Thus, the net efficiency of the protein in carrying out
its photoreceptor function is 36%. The efficiency is
all the more remarkable when one considers that the
probability that a rhodopsin molecule will sponta-
neously activate to produce a false signal is extremely
small, B10�11 false (thermal) events per rhodopsin
molecule per second. There is no human-made device
that approaches this level of speed, efficiency, and
reliability. The question arises, however, why nature
would optimize the visual pigment to have a primary
event that is so fast. The neural signal is separated
from the original photon absorption by tens of
milliseconds, and one might conclude from this
observation that there would be no evolutionary
rationale for selection of a coherent, femtosecond
isomerization process. The answer to this conun-
drum is simple. Natural selection optimized the
kinetics of the primary event so that the significant
energy storage required could be accommodated
while simultaneously eliminating possible side reac-
tions. It is noted that the primary photochemical
event of bacteriorhodopsin, which stores roughly
one-third as much energy in the primary event, is
approximately three times slower despite having a
nearly identical quantum efficiency. The interesting
question is why both light-transducing proteins have
converged on nearly identical quantum efficiencies,
an interesting and important mechanistic observation
that is not yet understood.

What remains to be examined here is the mecha-
nistic origin of the barrierless excited state potential
energy surface. As background, it is noted that the
protonated Schiff base chromophore of 11-cis retinal
does not undergo comparable photochemistry in
solution. Although the quantum efficiency is only
slightly lower in solution, the photoisomerization
takes nanoseconds, not femtoseconds, which is many
orders of magnitude slower. Clearly the protein bin-
ding site has a significant impact on the excited state
potential surface.

The mechanism relies on the electronic properties
of polyenes. In the late 1970s, a new excited singlet
state was experimentally identified by Bryan Kohler
and his graduate student, Bruce Hudson, who were
both at Harvard at that time. The state is the lowest-
lying excited singlet state in long-chain linear poly-
enes and has the same symmetry as the ground state,
which under the C2h point group is 1Ag. One-photon
selection rules prohibit 1A�

g’
1Ag transitions (the as-

terisk indicates an excited state), and hence the 1A�
g

state is spectroscopically forbidden which explains
why nearly 50 years of polyene spectroscopy had
failed to observe it. Of note is the fact that this for-
bidden state is responsible for the fluorescence from
long-chain polyenes, and that in all-trans retinal, this
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state lies below the strongly allowed 1B�
u state res-

ponsible for the strong absorption band characteris-
tic of the visual chromophores. Experimental and
theoretical studies indicate that the 1A�

g state is

characterized by significant bond order reversal,
which lowers the barrier to dihedral distortion around
the (ground state) double bonds in the excited state.
Two-photon studies indicate that in protonated Schiff
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bases and in the protein bound chromophore, the 1A�
g

state lies above the allowed 1B�
u state. This level

inversion is responsible for the barrierless excited state
potential surface because as the amount of torsional
distortion increases, the amount of repulsion between
the two states increases. This repulsion causes the
lowest-lying excited state to have lower energy as
torsion increases and is responsible, at least in part,
for the barrierless surface. The situation is shown
graphically in Figure 4. It is parenthetically noted
that, the level ordering shown in Figure 4 also applies
to the unprotonated Schiff base chromophores in the
UV cone pigments. Protonation, conformation, and
external charges are each capable of inducing level
order inversion in the visual chromophores.

The protein matrix enhances the photoisomerization
process by placing the primary negatively charged
glutamic acid counterion, E113, near the Schiff base
group. In the ground state, this group stabilizes the
positive charge which is primarily localized in the
imine region. The absorption of light creates a hyper-
polarized charge shift that transfers electron density
down the polyene chain toward the imine linkage as
shown in Figure 5. The primary counterion, E113, is
now a source of destabilization due to electrostatic re-
pulsion between the chromophore excited state charge
distribution and the nearby glutamic acid residue. This
repulsion alters the excited state potential surface to
have a larger initial slope toward product formation
and enhances the kinetics of photoisomerization.

The Photobleaching Process

The primary event initiates a series of thermal reac-
tions that ultimately produce meta II, the active form
of rhodopsin. The early intermediates of this process
are called bathorhodopsin (the primary photoprod-
uct), lumirhodopsin, and metarhodopsin I (meta I).
Recent site-directed mutagenesis and spectroscopic
studies indicate that there is a counterion shift during
the lumi to meta I transition, as shown in Figure 3.
This counterion shift is also found in the UV cone
pigment of the mouse (MUV), which is important be-
cause the chromophore is unprotonated in the MUV-
rho and MUV-batho states. The MUV chromophore is
ultimately protonated in the lumi intermediate via do-
nation of a proton from the nearby (neutral) E113
residue. The remaining portion of the photobleaching
sequence essentially duplicates that found in rhodop-
sin. This observation provides support for the impor-
tance of the counterion switch to the activation of
visual pigments in general. Otherwise, why would
such a convoluted sequence of events evolve if it were
not a key contributor to function? From another per-
spective, the counterion switch mechanism makes it
possible for ultraviolet vision, which uses an unpro-
tonated chromophore to achieve short wavelength ab-
sorption. The counterion switch mechanism provides
a comprehensive activation strategy that will work for
both protonated and unprotonated chromophores.

See also: Elementary Excitations in Biological Systems.
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Introduction

The properties of ruthenium oxides are mainly gov-
erned by the ability of Ru to adopt, preferentially, the
tetravalent state and the octahedral coordination. For
this reason, in the system Ru–O, RuO2 is the only
stable oxide. The latter exhibits the rutile structure
with a large axial ratio c/a42/3, so that the p� orbi-
tals in this system are half-filled. As a consequence,
RuO2 exhibits a metallic conductivity (rE10�5 O cm
at room temperature) and its magnetic susceptibility
is small, nearly temperature independent, character-
istic of Pauli paramagnetism.

The rather low reactivity of RuO2 with other oxi-
des suggests that the number of ruthenates that have
been synthesized to date is rather limited. They are of
two types, Ru(IV) and Ru(V) ruthenates. The first
ones tend to exhibit a metal-like behavior, whereas
the second ones are generally insulators or semicon-
ductors. In a general way, the magnetic properties of
these materials are governed by the low-spin con-
figuration of the d4 Ru(IV) and d3 Ru(V) species. The
ruthenates can be classified, according to their struc-
ture, in five categories: perovskites, Ruddlesden and
Popper (RP), hexagonal perovskites, pyrochlores,
and 1D Ln3RuO7. It must also be emphasized that
ruthenium can substitute for various transition metal
species of oxides modifying their physical properties
in a spectacular way.

Ruthenate Perovskites

The ruthenates CaRuO3 and SrRuO3 and their solid
solution constitute the basis of our knowledge for the
understanding of magnetism in ruthenium oxides.
Both of them have an orthorhombically distorted
perovskite structure (Pnma with aBcBac and

cB2ac), but SrRuO3 is much less distorted and of-
ten described as pseudocubic. Their transport prop-
erties also exhibit a similarity: they both exhibit a
metal-like behavior, so that they are often described
as bad metals (Figure 1), with comparable re-
sistivities at room temperature. The latter properties
have been explained very early by Goodenough by
the strong covalent coupling between the Ru-4d and
O-2p orbitals, leading to a narrow band model.
Nevertheless, the magnetic properties of these oxides
are very different: SrRuO3 is ferromagnetic with a Tc

of 165K, whereas CaRuO3 has been described for a
long time as a paramagnetic metal involving antifer-
romagnetic interactions and is now believed by
several authors to be nearly ferromagnetic, as sup-
ported by NMR observations. The different behavior
of SrRuO3 compared to CaRuO3 is also observed on
its r(T) curve (Figure 1), which shows a Fischer–
Langer type anomaly at Tc. The highly correlated
nature of the 4d-electron band in these perovskites is
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Figure 1 Resistivity vs. temperature for Sr1� xCaxMnO3 per-

ovskites (x ¼ 0, 0.53, 1). (Reprinted with permission from Cao G,

McCall S, Shepard M, Crow JE, and Guertin RP (1997) Thermal,
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also confirmed by the recent studies of their solid
solution Sr1� xCaxRuO3. The peculiar magnetic
behavior of CaRuO3, and the fact that it sits on the
verge of a ferromagnetic instability is also supported
by recent studies, which show that the substitution of
Ti(IV) for Ru(IV) in this phase induces ferromagnet-
ism for low Ti level (2%).

Besides, the Ru(IV) perovskites, a series of Ru-based
perovskites with the generic formulation A2LnRuO6,
have been reported for A ¼ Ca, Sr, or Ba and Ln ¼ La,
Nd, Y, Ho, Lu, or Er. In all these oxides, ruthenium is
pentavalent in contrast to CaRuO3 and SrRuO3. The
crystal symmetry of these phases is often monoclinic
(P21=n aBbBac

ffiffiffi
2

p
, cB2ac bB90:2) and more rare-

ly cubic (Fm3m aB2ac).
All these oxides exhibit a 1 : 1 ordering between

Ru(V) and Ln(III) or Ca(II) on the octahedral sites.
Thus, in this structural type (Figure 2), one RuO6

octahedron alternates with one LnO6 or CaO6 octa-
hedron along the three crystallographic directions. In
all these compounds, the Ru(V) lattice is antifer-
romagnetic at low temperature with TN values
ranging from 26 to 40K. Most of them exhibit an
A-type antiferromagnetic structure at low tempera-
ture (Figure 3a), except Ba2LaRuO6 which belongs
to the third type (Figure 3b). Moreover, the lantha-
nide cations may be involved in the long-range
antiferromagnetic order depending on their nature,

as illustrated, for example, for Sr2ErRuO6 (Figure
3c) which consists of two interpenetrating A-type
antiferromagnetic sublattices on Ru5þ and Er3þ

sites, respectively. Though no transport measure-
ments have been carried out, no metallic conduction
should be expected for these materials at least at
low temperature, due to the isolated character of
the RuO6 octahedra. Nevertheless, high-temperature
magnetic susceptibility measurements, carried out on
Ba2YRuO6, Ba2LuRuO6, and Sr2LuRuO6 suggest
that Ru5þ d-electrons should be itinerant rather than
localized. Such a feature may result from a direct
overlap of the neighboring Ru-t2g orbitals. Double
perovskites involving a disorder of ruthenium and of
a transition element M over the same octahedral sites
have been synthesized for M ¼ Ni, Co, Fe, Cu. This
is indeed the case for the compounds Sr2MRuO6

(M ¼ Fe, Co), BaLaMRuO6 (M ¼ Ni, Co), and
SrLaCoRuO6, all of which exhibit a monoclinic sym-
metry, either I2/c or I2/m or P21/n, with aB bBac

ffiffiffi
2

p
,

cB2ac, and bB90.11, except BaLaNiRuO6 which
is triclinic. These oxides exhibit a complex magnetic
behavior, due to the fact that two alioelectronic
cations are distributed at random over the sites of a
nonfrustrated lattice. It often results in a spin-glass
behavior as shown from the magnetic susceptibility
curves of BaLaCoRuO6 (Figure 4a) and of Sr2Fe-
RuO6 (Figure 4b) which exhibit a cusp around 50
and 40K, respectively. This behavior is significantly
different from that of the double perovskites, Ba-
LaZnRuO6 and BaLaMgRuO6, which exhibit an

A

O(1) O(2)

O (3)

Ln

Ru

z

yx

Figure 2 Crystal structure of the ordered perovskites

A2LnRuO6. (After Battle PD, Jones CW, and Studer F (1991)

Journal of Solid State Chemistry 90: 302–312.)

(a)

(b)(c)

Figure 3 Antiferromagnetic structures of: (a) A-type A2LnRuO6

(Ln ¼ Pr2Ln), (b) third-type Ba2LaRuO6, and (c) of Sr2ErRuO6

with two sublattices, Ru5þ (small circles) and Er3þ (large cir-

cles). (After Battle PD, Jones CW, and Studer F (1991) Journal of

Solid State Chemistry 90: 302–312.)
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A-type antiferromagnetic ordering at low tempera-
ture. This difference may be explained by the fact
that the Ru5þ and Zn2þ (or Mg2þ ) species, which
are distorted according to a 1 : 1 ordering, do not

interact magnetically, due to the d10 (Zn2þ ) or d0

(Mg2þ ) configurations.

Ruddlesden and Popper Ruthenates

Ca2RuO4 and Sr2RuO4 represent the first member of
the RP series Anþ 1RunO3nþ 1 (A ¼ Ca, Sr), that is,
their structure (Figure 5a) consists of single perovs-
kite layers ‘‘SrRuO3’’ or ‘‘CaRuO3’’ intergrown with
single rock-salt layers ‘‘SrO’’ or ‘‘CaO.’’ These quasi-
two-dimensional ruthenates exhibit very different
physical properties due to the different distortions of
their structure. Ca2MnO4 exhibits a metal–insulator
(MI) transition at TMI ¼ 357 K (Figure 6a). This
Mott insulator is antiferromagnetic below TN ¼
110 K. In contrast, Sr2RuO4 is a superconductor be-
low Tc ¼ 1:5 K and is paramagnetic above this tem-
perature with a tendency toward ferromagnetism.
The study of the system Ca2� xSrxMnO3 shows that
the system changes successively with decreasing x,
from x ¼ 2 where it is a nonmagnetic Fermi liquid, to
a ferromagnetic metal for x ¼ 0:5, to an antifer-
romagnetically correlated metal for 0.2oxo0.5, and
to an antiferromagnetic insulator for xo0.2. Neu-
tron powder diffraction studies clearly demonstrate
that the magnetic state changes are associated to
structural transitions as shown from the phase
diagram in Figure 7. Based on structural distortions,
a magnetic phase diagram can be calculated which
demonstrates that the rotation and the tilting of the
RuO6 octahedra are responsible for the ferro- and
antiferromagnetism respectively, whereas the flatten-
ing of the RuO6 octahedra controls the stability of
these magnetic states. The substitution of La3þ for
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Ca2þ in Ca2RuO4 shows that the doping with very
small amounts of lanthanum lowers the MI transi-
tion dramatically down to 100K and simultaneously
the resistivity at low temperature can be decreased by
several orders of magnitude (Figure 6a). Concomi-
tantly, ferromagnetism is induced in the material
(Figure 6b). The Curie temperature can reach up to
100K, and remains lower than TMI, suggesting that
the metal–insulator transition is not driven by the
magnetic instability. These results emphasize the
competition of ferromagnetism and antiferromagnet-
ism in these ruthenates.

The n ¼ 2 members of the RP series, Ca3Ru2O7

and Sr3Ru2O7 consist of double perovskite layers
‘‘A2Ru2O6’’ intergrown with single rock-salt ‘‘SrO’’
layers (Figure 5b). Ca3Ru2O7 exhibits, like Ca2RuO4,
a metal-to-insulator transition as T decreases, with
TMI ¼ 48 K. Its magnetic phase diagram (Figure 8)
shows that it is an antiferromagnetic Mott insulator
below 48K, and becomes a metallic ferromagnet be-
tween TMI ¼ 48 K and TN ¼ 56 K. Above TN, this
phase becomes paramagnetic and remains metallic.
Remarkably, the phase becomes metallic as the mag-
netic field is increased beyond 6T, suggesting that the
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system becomes ferromagnetic (FMM). Note that the
confluence of the limits at T ¼ 48 K and H ¼ 4:1 T
lead to a multicritical point. Similar to Ca2� xLax-
RuO4, the doping of Ca3Ru2O7 at Ca sites changes
the magnetism and transport of this oxide rapidly.
The resistivity is decreased as x increases up to 0.04
in Ca3�xLaxRu2O7 (Figure 9): finally, a fully metal-
lic state is obtained for x ¼ 0:05. In contrast to
Ca2� xLaxRuO4, no ferromagnetism is induced by
doping, that is, the antiferromagnetic metallic
state characteristic of Ca3Ru2O7 persists. However,
remarkably, the application of a magnetic field, even
modest, induces substantial ferromagnetism. The
M(H) curves (Figure 10) show that Msat decreases

rapidly as x increases and disappears for x ¼ 0:04.
They demonstrate that the metamagnetic transition
is associated with the insulator-to-metal transition.
Thus, La-doped or not, Ca3Ru2O7 exhibits a negative
magnetoresistance which can reach as high as 88%,
depending on the temperature and magnetic field.

In contrast to Ca3Ru2O7, Sr3Ru2O7 is an itinerant
ferromagnet at low temperature. Single crystals of
this compound are grown. The zero field cooled
(ZFC) and field cooled (FC) M(T) curves (Figure 11)
of this oxide registered at low field show a large
magnetic anisotropy below Tc ¼ 104 K, the easy axis
being near [0 0 1]. It also evidences a broad maxi-
mum below Tc at H > (0 0 1) (inset Figure 11)
suggesting the presence of noncollinear spin structure
in the ferromagnetic matrix. The M(H) curves regis-
tered atH> (0 0 1) for low temperature ranges show
that the spin system undergoes a transition to a par-
allel spin configuration for a critical value of the
magnetic field smaller than 3T. This reorientation
transition disappears at about 66K in agreement
with additional transition observed at T� ¼ 66 K on
the M(T) curve (Figure 11). All these observations
are explained by a possible canting of the spins away
from the [0 0 1] directions for ToT�. The resistivity
also exhibits a very large anisotropy as shown from
the r(T) curves (Figure 12). rc/rab is indeed close to 3
at room temperature in accordance with the bidi-
mensional character of the structure which favors the
delocalization of the carriers within the basal plane of
the RuO6 octahedra. Note that besides the anomalies
at T� and Tc on the r(T) curve, there exists a third
anomaly B250K whose origin is unknown. Like
SrRuO3, this oxide exhibits negative magnetoresist-
ance, as shown from the MR(T) curve (Figure 13)

"T
ilted"-phase

L-P
bca

S
-P

bca

I4/mmm

Superconductivity

I4I/acd

Paramagnetic metal 

TS
TN
TP

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Sr content, x

0

50

100

150

200

250

300

350

400
T

 (
K

) 

Figure 7 Phase diagram of Ca2� xSrxRuO4. (Reprinted with

permission from Friedt O, Braden M, André G, Adelmann P,
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with MR ¼ ðrð0TÞ � rð10TÞÞ=rð0TÞ. One indeed
observes a peak of magnetoresistance of B15% be-
low T�, suggesting that the effect originates mainly
from the spin reorientation under the magnetic field. In

contrast, the effect of Tc is small compared to SrRuO3

which exhibits a maximum MR of B10% at Tc.
The third member of the RP series, Sr4Ru3O10 con-

sists of triple octahedral layers ‘‘Ru3O9’’ intergrown
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with single rock salt ‘‘SrO’’ layers. The single-crystal
study of this compound shows that like Sr3Ru2O7,
this oxide is ferromagnetic, with a Tc of 148K, in-
termediate between that of SrRuO3 and Sr3Ru2O7.
The M(T) curves (Figure 14a) show that, in contrast
to Sr3Ru2O7, the easy axis lies in the ab-plane. Also
differently from the latter phase, there is no clear
evidence for spin reorientation at low temperature.
The saturation value of the magnetization, of 1.75mb,
is in agreement with the low spin configuration gene-
rally observed for Ru(IV) d4. The r(T) curve (Figure
14b) of this phase is similar to that observed for
SrRuO3 with a Fisher–Langer anomaly at Tc ¼
148 K. Like for SrRuO3, one observes a small

magnetoresistance, maximum at Tc (B6% under
10T) due to the disappearance of the Fisher–Langer
anomaly under a magnetic field.

Comparing the magnetic properties of the different
members of the RP series, and taking into consider-
ation the properties of the perovskite (n ¼ p), it
clearly appears that in the Sr-RP series, ferromagnetic
strength and consequently Tc increases as n increas-
es, that is, as the dimensionality of the structure in-
creases. In the same way, in the Ca-RP series, it is
remarkable that the tendency to ferromagnetism,
that is, TN decreases as n increases, that is, as the
dimensionality of the structure increases.

Hexagonal Ruthenates and Relatives

For large A-site cations, as, for instance, in BaRuO3,
the perovskite structure is no more stable and trans-
forms into a ‘‘hexagonal perovskite’’ by sharing part-
ly the faces of the RuO6 octahedra. In this way, three
forms of BaRuO3 are actually known, called 9L, 6L,
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and 4L due to the number of layers L characterizing
the periodicity.

Two forms 9L and 4L, have been studied as single
crystals. Their structures (Figure 15) consist of two-
face sharing octahedra and three-face sharing octa-
hedra for the 4L and 9L, respectively. These units
are then connected along c through the apices of
their octahedra like in the perovskite structure. It
results in two sorts of overlapping of the d orbitals
of Ru(IV): direct Ru–Ru d-interactions for the face-
sharing octahedra and superexchange Ru–O–Ru–p
interactions forming 1801 angles for the corner-
shared octahedra. Both oxides exhibit an almost tem-
perature-independent magnetic susceptibility so that
no local moment is detected on ruthenium, and can
be interpreted as Pauli paramagnetism of conduction
electrons. BaRuO3 4L exhibits indeed a metal-like
behavior in the range 300–4K, in both in-plane and
out-of-plane directions (Figure 16). In contrast, BaR-
uO3 9L exhibits a very unusual behavior: the con-
ductivity is first metal-like from 300 to B100K, but
then an upturn of the resistivity is observed below
100K (Figure 16). Moreover, the resistivity of these
materials is sensitive to annealing under different
temperatures.

The ruthenates Ba3MRu2O9, with M ¼ Fe, Co,
Ni, Cu, In, all exhibit a 6H structure built up of units
of two-face shared octahedra occupied by Ru, inter-
connected by single MO6 octahedra (Figure 15c). In
these phases, ruthenium is either pentavalent or

mixed valent Ru(IV)–Ru(V). In contrast to BaRuO3,
all these oxides are semiconductors, due to the
isolation of the Ru dimers by the M atoms. Magne-
tic susceptibility measurements show that the M-3d
species have local moments below 400K and that
compounds with M ¼ Co, Ni, Cu exhibit a magnetic
transition near 100K. The magnetic structure
of these oxides varies with the nature of the M
element. The oxides Ba3MRu3O9 with M ¼ Mg,
Ca, Cd, Sr also exhibit the same 6H structure with
a similar ordering of the ruthenium ions in the
face-shared bioctahedra and of the M cations in
the isolated corner-shared octahedra. These oxides
are also semiconductors as expected for pure Ru(V)
phases. The magnetic susceptibility behavior sug-
gests that the d-electrons of Ru(V) are deloca-
lized between the two sites of the bioctahedra in
agreement with the Heisenberg–Dirac–Van Vleck
model.

Pyrochlore Ruthenates

Ruthenates with the pyrochlore structure (Figure 17),
built up of corner-sharing octahedra were extensively
studied, mainly for their transport properties, which
are closely related to their oxygen nonstoichiome-
try. For instance, Bi2Ru2O7 and Pb2Ru2O6.5 were
found to exhibit a metal-like behavior, with resis-
tivity of B10� 3O cm at room temperature and a
Pauli paramagnetism. Based on XPS, UPS, and EELS

b

(a) (b) (c )

a

c

Figure 15 Structures of (a) 9L BaRuO3, (b) 9L BaRuO3, and (c) 6H Ba3MRu2O9 where blue circles represent Ru and red circles M

elements.
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studies, it was shown that the 6p states of Bi and
Pb which are close to the Fermi level can participate
in the conductivity by mixing with Ru-4d-orbitals
via the 2p-oxygen-orbitals. In contrast, rare-earth
ruthenates Ln2Ru2O7 Ln ¼ Pr2Lu, Y were found
to be semiconductors with low activation energies.
The difference in conductivity between Ln2Ru2O7

and Bi2Ru2O7 has been attributed to the bending
of Ru–O–Ru band which is larger for Ln2Ru2O7

(Ru–O–Ru angleE1281) than for Bi2Ru2O7 (Ru–O–
Ru angle E1381). This viewpoint is supported by the
study of the solid solution La2�xCdxRu2O7, which
also exhibits metallic conductivity, for Ru–O–Ru
band angles similar to Bi2Ru2O7, but is characteri-
zed by large paramagnetic susceptibilities. Similarly,
the studies of the solid solutions Bi2� xLnxRu2O7

and Pb2� xLnxRu2O7 with Ln ¼ Y, Pr–Lu, clearly
show that the metal–insulator crossover observed
for these oxides at temperatures ranging from 40
to 80K, is correlated to the bending of the Ru–O–Ru
band and to the distortion of the RuO6 octahedra.
Finally, the pyrochlore Tl2�xRu2O7� d, which was
synthesized under high pressure, is a good example
of the great influence of cationic and oxygen non-
stoichiometry upon the transport properties of this
structural family, prepared under high pressure. In
reducing conditions, these phases exhibit a metal-
lic behavior (Figure 18a) whereas in neutral atmos-
phere (Figure 18b) or under high oxygen pressure
(Figure 18c), they show a metal-to-insulator transi-
tion at about 40 and 120K respectively. The latter
transitions are correlated to structural changes versus
temperature. The magnetic properties of these oxides
are so far not completely elucidated showing spin-
glass-like behavior and magnetic anomalies at dif-
ferent temperatures (40 and 120K), depending on
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the conditions of synthesis, that is, of the chemical
composition of the so-studied pyrochlore.

The Quasi-One-Dimensional Ruthenates
Ln3RuO7

The lanthanide ruthenates Ln3RuO7 (Ln ¼ La2Sm)
exhibit, from the viewpoint of Ru arrangement, a
1D-type structure built up of chains of corner-sharing
RuO6 octahedra. The magnetic and transport prop-
erties of La3RuO7 reflect its 1D geometry. One in-
deed observes that this phase is a semiconductor even
along the chain, though the Ru–O–Ru angles of 1451
are very similar to those observed for 3D pyrochlore
ruthenates. The magnetic data show that this Ru(V)
oxide exhibits a Curie–Weiss behavior above 50K
and an antiferromagnetic order below this tempera-
ture. In fact, a short-range antiferromagnetic order is
observed in the range 20–50K which becomes long
range below 20K.

Ruthenium as a Substituting Element in
Oxides

The ability of ruthenium to adopt an octahedral
coordination makes it possible to be substituted for
transition elements in many oxides. As a consequence,
its electronic configuration either as d4 Ru(IV) or as
d3 Ru(V), and the broad extension of its d orbitals,
suggests that such an element is susceptible to induce
new physical properties in already known materials.

Two examples of this promising role of Ru to induce
exciting properties are described.

The first example deals with the introduction of
Ru in the 1212 structure of cuprates. It has been
discovered that the 1212 ruthenocuprate RuSr2Gd-
Cu2O8 is both a superconductor with a Tc ¼ 15–
40K, and a ferromagnet with a Tc ¼ 1332136 K
(Figure 19). The coexistence of superconductivity
and ferromagnetism below 15–40K appears most
surprising, since, according to Ginzburg investigat-
ions, such a feature should not be possible at a micro-
scopic scale. The particular layered structure of this
compound (Figure 20), which consists of super-
conducting pyramidal copper layers stacked with
octahedral ruthenium layers, is certainly the key to
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the understanding of this behavior, since this struc-
tural separation should decrease the interactions
between ferromagnetism and superconductivity dra-
matically. In any case, this extraordinary behavior
suggests that numerous investigations are still in
progress to help understand the physics of these
materials.

The second example deals with the doping of
perovskite manganites with ruthenium at the Mn
site. It was shown that the partial substitution of ru-
thenium for manganese in charge-ordered mangan-
ites such as Sm0.5Ca0.5MnO3, which are insulator
ferromagnets, induces ferromagnetism and a metal–
insulator transition, and consequently, colossal
magnetoresistance (CMR) effects. Thus, very high
Tc up to 220K can be reached by Mn-site doping,
changing completely the magnetic-phase diagram of
the manganites. This is illustrated for Sm1�xCaxM-
nO3 (Figure 21a) doped with 12% Ru (Figure 21b).
It can be seen that the Tc of the ferromagnetic insu-
lating region is increased by Ru substitution, but,
more importantly, that the broad charge-ordered
antiferromagnetic domain (Figure 21a) is suppressed

and replaced by a ferromagnetic metallic region
with a Tc up to 200K. This great ability of Ru to
induce ferromagnetism and metal-like behavior can
be explained by both, its ability to couple ferro-
magnetically with manganese neighbors, and the
large extension of its d-orbitals allowing conduction
paths to be enhanced.

See also: Ferromagnetism; Magnetic Materials and Appli-
cations; Magnetism, History of; Superconductivity: Gen-
eral Aspects.

PACS: 71.30.þh; 72.80.� r; 72.80.Ga; 74.70.Pq;
74.72.Jt; 75.47.Pq; 75.50.Cc; 75.50.Dd; 75.50.Ee;
75.50.Lk
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Introduction

Historical Background

At the beginning of the twentieth century, a method
was proposed to overcome the resolution limits of
classical optical microscopy. The idea was based on
raster-scanning an aperture much smaller than the
wavelength in close proximity to the sample. Fur-
thermore, in order to obtain a subwavelength reso-
lution, such a scan should be performed at very small
distances from the sample. This proposal was dem-
onstrated to be very far ahead of its time, but due to
the necessity of performing the scan at less than
10 nm from the sample, it could not be verified ex-
perimentally. The first proof of this idea came in the
microwave region half a century later. Subsequently,
after the invention of the scanning tunneling micro-
scope (STM) in 1982, it became possible to rely on
the introduction of experimental techniques able to
maintain a strongly localized tip at distances
o10 nm from the surface, whereas the tip–sample
distance control was realized by monitoring a well-
determined physical parameter in the interaction
region (in the case of the STM, this parameter is the
tunneling current between tip and surface). In 1984
scanning near-field optical microscopy (SNOM) was
reinvented on the basis of the proposed method and
opened the doors to a new kind of spectroscopy.

Basic Principle of SNOM

SNOM is based on the detection of the evanescent
waves that are directly connected to the sub-
wavelength features of the object: such waves do
not propagate and are confined in the near-field
region, decaying on distances of the order of fractions
of the wavelength l. They are revealed and trans-
formed into propagating waves, in air or inside an
optical fiber, by a nanodetector (tapered optical fiber)
located few nanometers from the surface. In this way,
it is possible to overcome the l/2 limit imposed
by diffraction and to obtain information on sample

details absolutely not accessible to conventional
microscopy. In order to try to understand this phe-
nomenon, some very simple arguments in the theory
of the electromagnetic field are first summarized.

Far Field and Near Field

What is the electromagnetic field generated by an
electrical dipole placed at a given point O with the
moment-vector parallel to the z-axis?

The electromagnetic field generated by an electri-
cal dipole in a point Pðr; y;fÞ (see Figure 1), placed
at a distance r from the origin O, and with the con-
dition that the dipole axis d{r, can be calculated
by using the Maxwell equations, starting from the
potential vector Az and the scalar potential V(r, t),
assuming an oscillating retarded function of time p ¼
p0 sinoðt � r=cÞ for the emitted light with p0 and p00

as its first and second derivative, respectively, and
p0 ¼ constant:

Az ¼
m0
4p

p0

r

Vðr; tÞ ¼ 1

4pe0
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Figure 1 Diagram of the electromagnetic field generated by a

dipole oscillating along z-axis.



Using spherical coordinates,

Ar ¼
m0
4p

p0

r
cos y; Ay ¼

�m0
4p

p0

r
sin y; Af ¼ 0

V ¼ 1

4pe0

p0
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Note that the electric field is perpendicular to the
magnetic field and that there are terms depending on
1=r, 1=r2, and 1=r3; different components have a
different meaning. The energy associated with the
electromagnetic field traveling in a certain direction
with velocity c is due only to the terms containing
1=r. In fact, for rcl, i.e., for large distances,

Br ¼ 0; By ¼ 0; Bf ¼ m0
4p

p00

rc

� �
sin y

Er ¼ 0; Ey ¼
1

4pe0

p00

rc2

� �
sin y; Ef ¼ 0

The Poynting vector and its flux are given by

S ¼ E�H ¼ m0
16pe0c3

p00

r

� �2

sin2 y

FðSÞ ¼
Z

Sr2 sin y dy ¼ constant

The flux does not depend on the radius of the sphere.
There is no decrease or accumulation of energy
when the wave is passing and the wave has an in-
dependent identity. If the condition of near-field,
r{l, is satisfied, the terms 1/r2 and 1/r3 present in
the electromagnetic field must also be taken into ac-
count. In the calculation of the Poynting vector, new
terms with higher-order dependence in r ðr�3; r�4;
and r�5Þ are present and correspond to nonradiating
field components. By time average, one obtains

S0 ¼ S and FðSÞ ¼ FðS0Þ

The terms 1/r2 and 1/r3 do not contribute to the
traveling wave: they describe the near field that is
important only for r{l.

Experimental Setup

SNOM Configurations

There are many configurations in which SNOM can
work, both in reflection and in transmission. Some of
the most used ones are:

1. Transmission collection mode. The tip collects the
light transmitted by the sample illuminated by a
conventional source;

2. Transmission illumination mode. The tip plays the
role of a nanosource and the light transmitted is
collected by a conventional detector;

3. External reflection collection mode. The sample is
illuminated by a laser beam and the tip collects the
light scattered locally and drives it into the detec-
tor;

4. Internal reflection collection mode. The illumina-
tion beam is totally reflected inside a piece of glass
and the tip collects the resulting evanescent waves
lying on the sample surface;

5. External illumination collection mode. It is a
combination of (1) and (2);

6. Internal reflection illumination mode. It is the
inversion of (4) so that the light is detected beyond
the critical angle (where the conditions of total
reflection are realized); and

7. Internal reflection perturbation mode. A com-
pletely opaque tip perturbs the evanescent field on
the object surface generated as in (4).

Photocurrent measurements can also be performed
by directly illuminating the sample by the optical
fiber. In this case the back contact of the specimen is
directly fed into an I–V converter preamplifier with a
fixed gain to reveal the electron current induced by
the incoming photons.

Besides these configurations, the SNOM can work
in two different modes of operation: constant-height
mode (the tip raster-scans the surface at fixed height),
and constant-distance mode (the tip raster-scans the
surface maintaining the same gap from the sample).

For any of the SNOM arrangements, in order to
monitor the tip position, a shear-force control mech-
anism is operating: in this configuration the tapered
tip is forced to oscillate laterally (see Figure 2) by a
piezoceramic at its resonance frequency. When the
fiber is approaching the surface, the vibration am-
plitude begins to decrease progressively with distance
due to the tip–sample interaction. By monitoring the
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shear-force signal it is possible to maintain the tip at
nanometric distance from the sample and to obtain a
topographic image of the sample area over which the
scan is realized. The electronic apparatus allows one
to collect one or more optical images simultaneously,
so that information concerning the local sample
optical properties, the dielectric constant, etc., are
obtained with a resolution well below l/2.

The possibility to change the wavelength l of the
external laser beam allows the observation of the
presence of topographic, chemical, or electronic de-
fects in the optical image with a lateral resolution
limited by the size of the fiber-tip aperture (B50nm),
and a vertical resolution that depends both on the
light penetration depth and on the matrix element
that governs the interaction between the light and the
sample. Considering a penetration depth proportion-
al to l, we can suppose that the observed defect in
the optical image is at a distance less than l from the
sample surface. This kind of investigation turns out
to be very important in characterization of defects in
layers below transparent films not accessible to a
topographic analysis and in the observation of toxic
compounds inside biological samples.

Instrument Description

As already stated, in order to bypass the diffraction
limit, it is necessary to have a subwavelength aper-
ture of the tapered fiber and small structures in the
sample so that features smaller than l/2 can be
observable in the optical image. How do we create a
subwavelength aperture at an optical fiber? SNOM
probes for visible and near-infrared light can be fab-
ricated starting from single-mode silica fibers (range
of transmission, 450–2000 nm), whereas infrared
SNOM (range of transmission, 2000–10 000 nm)
probes can be made from single-mode chalcogenide
(arsenic sulphide) fibers (Figure 3).

One end of the fiber is interfaced to the detector
while the other end is reduced to a small aperture
using a standard micropipette puller or chemically
etched using a protective layer etching system. The
tips so obtained are then coated with a metal, al-
uminum, or gold, using a thermal evaporation dep-
osition system at a pressure of 10� 6mbar. In order to
leave an aperture, the tips are put at an angle of 25–
301 above the evaporation point source and rotated
to achieve a fairly uniform coating with an approx-
imate coating thickness of 100–125 nm. With this
procedure, tips with an aperture ranging between 20
and 100 nm are easily obtained.

The main components of an SNOM unit are a
sample movement and a detection system combined
in a way that, apart from the requirements of reli-
ability and mechanical stability, would allow anal-
yzing a sample with all available geometries for
input/output of photons, in order to get as much in-
formation as possible on the sample. This instrument
is shown in Figure 4 and in the picture in Figure 5
and is essentially shaped like a two-piece cylinder, the
lower part containing the sample holder with its
movements and the upper part hosting the fiber and
the detection system. The two halves are held
together by means of a screwlock that is used both
to fit samples of several millimeters height and for a
rough approach between fiber and sample.

The fiber tip fits tightly into a small tube, attached
to a piezoceramic, used to vibrate the fiber for a few
nanometers, thus allowing a shear-force signal, and
mechanically attached to the top half of the cylinder.
The lower half of the cylinder contains the sample

Figure 3 Scanning electron micrograph of a chalcogenide fiber

SNOM tip.

Lateral vibration
of the optical fiber

Laser

Sample Photodiode

Shear-force detection

Figure 2 External reflection collection mode and shear-force

control.
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holder, a piezoelectric scanner and x–y–z motor-con-
trolled translators. The piezoscanner consists of two
piezoceramic hollow cylinders glued together, with
the upper one used for z-motion and a magnetic piece
for holding samples attached to a magnetic support.
The front and back contacts of the sample holder are
used to feed a signal into an I–V converter in order to
measure the electron current induced by the incident
photons on the sample. The lower piezo is divided
into four perpendicular sectors for x–y motion with
an available z-motion of B8.0 mm and an x–y scan-
ning motion of B40.0 mm for each axis. The piezo-
scanner is fixed onto a motorized x–y–z translator
that can be moved several millimeters along the three
axes. A video camera is usually mounted onto the top
cylinder in order to control the rough approach be-
tween tip and sample and to position different
regions of the sample below the probe.

The instrument allows measuring the local re-
flectivity when the sample is illuminated by an ex-
ternal source either directly or through the fiber: in
both cases the optical fiber picks up the light reflected
by the surface. Several detectors, positioned at the
other end of the optical fiber, can be used to detect
light depending on the photon wavelength. The de-
tected signal is revealed by a lock-in amplifier whose
analog output is converted by an analog-to-digital
converter (ADC) module and read by the computer

through a digital I/O card. The fiber can also detect
the evanescent wave when the sample is illuminated
in the back.

Figure 6 shows the layout of an SNOM experi-
ment. The shear force is detected through a 670 nm
single-mode diode laser that is focused onto the ex-
ternal body of the oscillating fiber and the resulting
shadow is revealed by a two-sector position-sensitive
detector and fed into the electronic feedback loop to
keep a constant shear-force signal between fiber and
sample while scanning the sample. Shear-force
images are taken with a signal that is 70% of the
initial amplitude value of free oscillation. A feedback
circuit operates in such a way that as the sample
approaches the fiber and a change in the shear-force
amplitude is detected, the feedback circuit becomes
active and the stepping is stopped: this method
avoids fiber crashing onto the specimen.

A major requirement of any SNOM apparatus is
a suitable photon source which must be both in-
tense and tunable. Tunability is required to cover
the relevant absorption bands that are present on the
sample. Intensity is a critical point because of the
inefficient light transmission of the narrow fiber tip.
Laser modules and free electron laser (FEL) sources
are ideal for this problem because of their uni-
que combination of extreme intensity and broad
tunability.

Figure 5 Diagram of the SNOM described in Figure 4.
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Figure 4 Schematic diagram of the mechanical part of the

SNOM head (upper cylinder) and the sample holder (lower cyl-
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Experimental Results

Some results on representative samples will now be
presented to give an overview of possible applica-
tions in materials science and biology and the great
potential of the SNOM technique when used in a
spectroscopy mode with an appropriate tunable
source.

Diamond on Silicon

The first results concern a polycrystalline diamond
film prepared by vapor-phase deposition on a silicon
substrate. In principle, these should be hydrogen-
free specimens after annealing to remove residual
hydrogen and water. This point was tested by loo-
king with Fourier transform infrared spectroscopy
(FTIR) for absorption near 3.5 mm, due to the C–H

vibrational stretch mode. In fact, the observed
presence of such a band in the FTIR spectrum indi-
cates that some hydrogen is left in the sample after
annealing.

Figure 7 shows a 10� 10 mm shear-force image
together with the corrugation along the AA0 line.
Small features on the individual diamond grains are
quite well resolved: from reproducible structures in
several consecutively acquired images, the best later-
al resolution of the probe is estimated to be between
50 and 80nm. Since irregularities in the probe are
expected to be a large detriment to lateral resolution
on rough specimens, these topographical images in-
dicate that the probe tip itself is smoothly rounded.

Figure 8 shows a 10� 10 mm reflectivity image of
the same zone as in Figure 7, with the FEL operating
at 3.5 mm, together with the corrugation along the
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Figure 7 Shear-force topography image (10�10mm) of diamond grains on a silicon substrate together with the corrugation along the

AA0 line.
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AA0 line. The correlation between optical data and
certain features in the topographical image can be
seen clearly. When the FEL is tuned outside the C–H
absorption band (to 3.2 or 3.7 mm), the topograp-
hical image is reproduced, whereas the optical image
becomes featureless, indicating that the dark regions
in the optical image of Figure 8 correspond to regions
where the absorption was stronger, or where there
was residual hydrogen in the film. Although the re-
lative intensity noise in the FEL (which could not be
normalized out in the apparatus used for this exper-
iment) is evident in Figure 8, several small features
and edges are still resolved. From these, the optical
lateral resolution was estimated to be 100 nm, well
below the classical limit of l/2.

Boron-Doped Silicon

Bþ ion implantation in silicon is the most useful p-
type doping process and it is crucial to determine as-
implanted and postanneal impurity distributions
with the highest possible accuracy. Since implanta-
tion of energetic ions into silicon induces a large
amount of crystal damage in the semiconductor con-
sisting of high concentrations of interstitials and
vacancies much higher than the implant dose, rapid
thermal annealing is used to restore lattice order and
to achieve dopant activation. Any annealing step is a
highly nonequilibrium process and involves the for-
mation/dissolution of extended defects, metastable
phases and precipitates. As a result, both point de-
fects and dopant atoms experience a high mobility
characterized by anomalous diffusion, namely, tran-
sient enhanced diffusion. Dopant atoms may also
form inactive immobile clusters and may deactivate
much below their solid solubility. Since the solid
solubility of B in Si is limited to 2� 1020 atoms per
cm3, for increasingly high implant doses there is an
increasing tendency for impurity atoms to cluster
within the Si lattice after annealing.

In this case, a combination of internal photoemis-
sion (IPE) and SNOM has been used to investigate
the electronic properties of silicon after boron im-
plantation and annealing. Three different wave-
lengths have been used (633 nm (not shown),
1330 nm, and 1550 nm (not shown)) to locally illu-
minate the sample. Shear-force, reflectivity, and pho-
tocurrent images were collected simultaneously and
compared in order to discriminate between true
structures and artifacts. For the acquisition of R
images the tapered optical fiber locally illuminates
the sample and collects the light normally reflected at
the surface by means of a fiber coupler while the
photocurrent signal is measured by an I–V converter
preamplifier with a gain of 108VA� 1.

Depending on the level of boron concentration, the
photocurrent shows intensity variations within two
orders of magnitude. Boron clusters behave as metal
clusters embedded into the silicon matrix and intro-
duce gap states, which give rise to the observed photo-
current. The images reported here are for an Si(1 0 0)
sample with the mean boron concentration values, in
the first micron of depth, of B5� 1019 cm� 3.

Figure 9 shows a 10� 10 mm image of the shear-
force (a), photocurrent (b), and reflectivity (c) taken
with a photon wavelength of 1330 nm, that is below
the indirect bandgap of silicon: as visible, there is no
correspondence between the shear-force and photo-
current images acquired on the same silicon sample
scanned area. As evidenced by the white traces (AA0)
in both the images, there is a reflectivity enhance-
ment with no correspondence in the shear-force
image and that might be due to a subsurface defect.
The shear-force and reflectivity images show surface-
related structures not related to boron and give rise
to local minima in the photocurrent image due,
probably, to scattering of the impinging light. The
photocurrent image shows the presence of a buried
boron cluster, which has no correspondence in the
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Figure 8 Reflectivity image, taken simultaneously with the topography of Figure 7, of diamond grains on a silicon substrate taken with

a photon wavelength of 3.5 mm, together with the corrugation along the AA0 line.
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shear-force and reflectivity images and is character-
ized by lateral dimensions of several hundred nano-
meters. A resolution less than 100 nm (i.e., Bl /13) is
observable in both the reflectivity and the photocur-
rent images that have been collected in many differ-
ent areas of the sample. However, it has to be
mentioned that these results are certainly affected by
the convolution of the tip aperture with the penetra-
tion depth, a ¼ l=4pk, of the light and by the sub-
sequent diffusion of the excited carriers from the
excitation volume, which should deteriorate the ul-
timate resolution.

Biological Growth Medium

An important first step in the SNOM evaluation of
biological structures is the IR characterization of the
biological growth medium. The growth medium is
composed of several products, primarily sulfur and

nitrogen oxide compounds, whose vibrational stretch
mode absorption bands occur in the infrared B7mm.
The SNOM images presented here were taken by
tuning the FEL to l ¼ 6:95 mm, that is, at such ab-
sorption band, and at 6.6 mm, which is outside the
absorption band, in order to estimate the noise-
background contributions. Also in this case, the tun-
ability is required to cover the relevant absorption
bands, and intensity is a critical point because of the
inefficient light transmission of the narrow fiber tip.
FEL sources are ideal for this problem because of
their unique combination of extreme intensity and
broad tunability. The FEL photons are sent to
the sample surface and detected after reflection by
the narrow-point optical fiber tip mounted on the
SNOM module.

Figure 10 shows two 20� 20mm SNOM reflection
images obtained with l¼ 6.95 mm photons (image
(c)) and with the adjacent wavelength, l¼ 6.6 mm
(image (a)). In the reflection images, darker areas
correspond to stronger absorption. The contrast be-
tween the featureless image off-absorption and the
microstructures of the on-absorption image is stri-
king. Are these microstructures really related to the
growth medium constituents or are they just arti-
facts? To answer this question, it is important to
compare the corresponding shear-force (topological)
image of (b). First, the same topological image is
observed at the two different wavelengths (image
(b)). The topological images show the presence of
several biological growth medium grains with width
and height of a few micrometers. Furthermore, for
artifacts, one would expect a similar optical image
when collecting data at 6.6 mm (image (c)) and
6.95 mm (image (a)): absolutely no one-to-one corre-
lation is observed between the two SNOM images,
ruling out artifacts. This proves, in fact, that the dark
regions in the on-absorption SNOM image of (c)
correspond to regions with strong growth medium
component concentrations related absorption.

It is quite instructive to analyze the lateral resolu-
tion of the topographic and spectroscopic-SNOM
images obtained in this work. For the topographic
images, line scans yield a lateral resolution of 50–
80 nm, demonstrating the high quality of the fiber
tips. On the other hand, similar line scans for the
spectroscopic SNOM images (see the slope in the
profile AA0) demonstrate a lateral resolution of
200 nm, which is well below the classical-micro-
scopy limit (l /2).

Fluorescence SNOM on Biological Cells

Another particularly exciting application of SNOM
is in the observation of fluorophore agents inside a
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biological cell. The effect of a 50Hz electromagnetic
field (EMF) on morphological and biochemical
properties of human keratinocytes (HaCaT) is being
shown here. Control and exposed cells were immu-
nolabeled with a fluorescent antibody to test the
cells for the presence of b4 integrin, a molecule
marker for cell adhesion and differentiation. In this
case the tapered metal-coated optical fiber is illumi-
nating the sample through its small aperture, acting
as a subwavelength light source, exciting the fluoro-
phore locally, at a wavelength of 488 nm. Thus, only
a small volume of the sample is optically illuminated,
minimizing the fluorophore bleaching and the bio-
logical damage normally occurring in the optical
fluorescence microscopy. The fluorescence signal is
detected at 514 nm after blocking the excitation
wavelength.

Figure 11a is a 20� 20 mm topographic image of
exposed cells showing that, after exposure to an
electromagnetic field, cells become much closer to
each other. The corresponding SNOM fluorescence
image is reported in Figure 11b, showing strong fluo-
rescence signal at all cell structures, demonstrating
the presence in the cell membrane of the adhesion

molecule b4 integrin (a protein implicated in cell–cell
adhesion, binding cytoplasmic domain of cadherin,
and in signal transduction). It is worth observing
that, at the border of the cells, fluorescence is
accumulating in filamentous structures that can be
defined as gap junctions between cells. On the con-
trary, no fluorescence was observed in control cells.

Perspectives

SNOM is becoming more and more important in cur-
rent research in materials science and biology. The
examples shown here indicate that one is far away
from the limits in resolution of the technique, and the
use of tunable infrared FEL radiation together with
near-field optical collection opens the way to realize a
nondestructive tool able to measure unknown pro-
perties of solid samples as well as of biological
samples. The tunability of the source as well as the
variation in the angle of incidence will allow a three-
dimensional reconstruction of the shape and position
of features and local inhomogeneities deeply located
in the sample with the ‘‘finger-print region’’ between
2 and 10mm of particular interest in view of its
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Figure 10 Left: 20� 20mm SNOM reflection images obtained with l¼6.95mm photons (c), corresponding to the vibrational stretch

mode absorption bands of sulfur and nitrogen oxide compounds, and with an adjacent wavelength outside the absorption band, l¼6.6mm
(a). Darker areas correspond to stronger absorption. Right: corresponding shear-force (topographic) image (b), brighter areas correspond

to higher topography values, and a corrugation (d) taken along the AA0 line on the reflectivity image taken with l¼ 6.95mm in (c).
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spectroscopic selectivity. Particularly interesting are
the efforts to reliably develop the technique to realize
photochemical processing on the nanometer scale, the
characterization of cellular and subcellular structures,
and also the in vivo monitoring of external agent up-
take. New setups are currently very promising in the
so-called SNOM ‘‘apertureless’’ approach that com-
bines the high resolution obtained in STM with op-
tical spectroscopy, and once the method is reliably
established, it will overcome any limitations imposed
by the limited transmission of the optical fiber.

See also: Confocal Optical Microscopy; Optical Micro-
scopy; Scanning Probe Microscopy.

PACS: 78.20.� e; 78.40.�q; 07.79.Fc
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Nomenclature

B magnetic intensity (Am� 1)
c velocity of light in free space (m s� 1)
d length (m)
E electric intensity (Vm� 1)
F(S) flux of Poynting vector
I/V current to voltage (AV� 1)
k wave vector (mm� 1)
p0 first derivative of p
p00 second derivative of p
r distance (m)
S Poynting vector
t time (s)
e0 permittivity of free space (Fm� 1)
l wavelength (mm)
m0 permeability of free space (Hm� 1)
o angular frequency (Hz)
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Figure 11 Shear-force (a) and fluorescence (b) SNOM image

(28�28mm) of HaCaT cells exposed for 24 h to a 50Hz magnetic

field.
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Introduction

The scanning probe microscope (SPM) is an ex-
tremely versatile instrument that has steadily evolved
from its invention in the early 1980s. SPMs are now
routinely available in many research labs throughout
the world and are widely acknowledged for ushering
in the study of matter at the nanoscale range.

The underlying principles of an SPM are quite
simple but yet completely different in many signifi-
cant ways from traditional microscopes. Essentially,
the SPM works by positioning a sharp tip (often
called a proximal probe) B1 nm above a substrate.
The highly local information provided by the micro-
scope is achieved by a combination of the sharpness
of the tip, as well as the small separation between the
tip and substrate. The critical feature of any SPM is
the ability to maintain a constant tip–substrate dis-
tance (with a precision approaching a few picome-
ters), while the tip is rastered across the substrate in a
highly controlled way. To achieve this precision, a
signal must be acquired that is very sensitive to the
tip–substrate separation. The exact physical origin of
this signal then determines the property of the subst-
rate that is mapped by the SPM. A key discovery
during the development of the SPM was the realiza-
tion that with a sufficiently sharp tip, a quantitative
three-dimensional image of surfaces can be obtained,
often with atomic resolution.

The worldwide interest in scanning probe instru-
ments was ignited by the research accomplishments
of G Binnig and H Rohrer, at the IBM Zurich
Research labs in Switzerland. These two individuals
shared the Nobel prize in physics in 1986 for their
seminal work in scanning probe microscopy. A rea-
ding of the published literature reveals relevant prior
art that resembles the implementation of SPMs in the
early 1980s. As examples, work on surface profilers
(using optical deflection techniques similar to those
used in current scanning force microscopes) can be
found in the published work of G Shmalz in 1929. In
1972, R Young, J Ward, and F Scire developed an
instrument (called a topografiner) designed to meas-
ure the surface microtopography of a substrate. This
latter work used a controllable metal–vacuum–metal
separation to maintain a fixed tip–substrate distance,

in some sense foreshadowing by some 10 years the
tunnel gap approach developed independently by
Binnig and Rohrer.

In what follows, the general principles underlying
all SPMs are discussed first. Then the two widely
used families of SPMs are discussed – the scanning
tunneling microscope (STM) for studying the surface
topography of ‘‘electronically conducting’’ substrates
and the scanning force microscope (SFM), also
known as the atomic force microscope (AFM),
developed to investigate the surface topography of
‘‘electronically insulating’’ substrates. The prolifera-
tion and development of seminal SPM technology
has produced a wide variety of dual-probe imple-
mentations of SPMs (often called SxMs; where x
stands for some physical variable of interest), which
have led to simultaneous measurements with high
lateral and vertical resolution, not only of surface
topography but also of other local properties of
substrates.

Generic SPM Components

Virtually all SPMs share a number of common fea-
tures that are schematically illustrated in Figure 1.
This figure shows a sharp tip placed in proximity to a
substrate. A vibrationless coarse approach mecha-
nism (not illustrated) is required to initially position
the tip close to the substrate without damage. After
this approach, the substrate is scanned (rastered) in
a controlled way under the tip by a computer pro-
gram which oversees the operation of the instrument.
A specially designed signal transducer forms a central
part of the microscope as it measures (with high gain)
a particular physical property related to the tip–
substrate interaction, producing a measurable vol-
tage that can be monitored by the computer.

The key feature of the microscope is a feedback
loop, which acts to keep the output of the signal
transducer constant during the scanning procedure.
This is usually accomplished with a controller, based
on the general principle of a proportional–integral–
differential (PID) controller. By recording the z-
motion of the substrate necessary to keep the signal
transducer output constant, a point by point ‘‘image’’
of the substrate’s surface can be generated. The
image consists of N�N ordered values of (x, y, z)
coordinates where N is usually of the order of a few
hundred points. A one-dimensional ordered array of
N points is usually referred to as one scan. An SPM
image is therefore made up of N individual scans.
Typically, the microscope can complete from B1
to B10 scans in one second; the speed is largely
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determined by the substrate roughness and the time
constant of the feedback loop, which in turn, is re-
lated to the internal mechanical resonances of the
SPM frame. Once the digital image is acquired, it can
be displayed in a wide variety of two- or three-
dimensional formats and further analyzed using a
wide variety of sophisticated processing software.

Because of the close proximity between the tip and
substrate (typically B1nm), the SPM head must be
carefully isolated from uncontrolled wall and floor
vibrations. Adequate vibration isolation is an abso-
lute must and is often achieved by the use of a spring
system designed to isolate the SPM from surrounding
environmental vibrations. Immunity to vibration is
also achieved by designing the SPM frame to be
small, compact, and rigid thereby ensuring that
the instrument’s resonant vibrational frequencies lie
in the kHz range, far removed from building vibra-
tions which tend to occur in the 1–20Hz regime.
Very often, acoustic shielding surrounds the micro-
scope to prevent the interaction of unwanted sound
waves (audible noise) with the microscope. Care
must be taken to minimize temperature gradients,
since a small gradient between different pieces of
the instrument can cause uncontrolled expansion or
contraction of B50–100nm. If the substrate reacts
spontaneously and uncontrollably with ambient
environmental conditions, then further precautions
must be taken to slow down or eliminate these un-
controlled surface modifications before a faithful
image of the substrate’s surface can be obtained. Very
often, this requirement dictates either an ultrahigh
vacuum environment or the submersion of the subst-
rate under a protective liquid.

The controlled and vibrationless rastering of the
substrate under the tip is critical to the operation of
any SPM. This is often achieved through the use of
piezoelectric ceramics which bend, contract, and ex-
pand in an appropriate manner by applying voltages

in the 100–500V range. Piezoelectric ceramics, that
are fashioned in the shape of tubes, seem to be the
current choice because of their high performance-to-
cost ratio. Piezotubes (see Figure 2) are hollow pie-
zoceramic cylinders (typically having a length
LD224 cm, an outside diameter DD0:5 cm, and a
wall thickness wD0:1 cm), electroplated with thin
metal films to form continuous inner and outer elec-
trodes spanning the entire length of the tube. The
inner electrode is continuous while the outer elec-
trode is often segmented into four orthogonal quad-
rants or sectors to enable motion in an xy plane.

When a voltage is applied between the inner elec-
trode and all four outer electrodes, the piezotube
expands or contracts, depending on the polarity of
the applied voltage. A bending motion closely re-
sembling a pure lateral translation is achieved by
applying a voltage between the inner electrode and
one quadrant of the outer electrode. In order to
achieve maximum translations, the applied voltage
is often inverted and simultaneously applied to the
opposing quadrant of the piezotube. In this way, or-
thogonal translations in an x–y plane can be achieved

SPM frame

Signal
transducer

Substrate

Tip

Signal
conditioning

Computer
control;
image

processing

Set
point

Tip
signals

Scan 
signals

Tip
control

z
Feedback

X,Y scan
control

Scanner
X

X

Y
Y

Z

Z

Figure 1 A schematic of a generic SPM in which a sharp tip interacts with a substrate. The design of the signal transducer allows
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producing an image of the substrate as it is rastered in a controlled way beneath the tip.
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Figure 2 A schematic diagram of a segmented piezotube often

used in SPMs to perform a controlled rastering in the x, y, and z

directions.
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by utilizing all four segmented sectors along the outer
wall of the piezotube.

The displacements achieved by this action can be
calculated from a knowledge of the d31 piezoelectric
constant of the piezoceramic material comprising the
piezotubes. Typical values of d31 (at room tempera-
ture) lie between � 100 and � 300� 10� 12mV� 1.
For an applied voltage V, the elongation (or contrac-
tion) of the piezotube along its axis is given by
Dz ¼ LðV=wÞd31. The displacement of the scanner in
the x–y plane can be estimated from Dx ¼ Dy ¼
ð2

ffiffiffi
2

p
=pDÞ ðV=wÞL2d31. In practice, intrinsic nonlin-

earities, hysteresis, aging, and creep all conspire to
limit the performance of piezoceramics, which in
practice often require constant calibration against
established standards if high-fidelity metrology is a
requirement.

The Scanning Tunneling Microscope

The STM was historically the first scanning probe
microscope, and was introduced in 1982 by G Binnig
and H Rohrer with the demonstration that a con-
trollable vacuum tunneling gap could be achieved
between a sharp metallic tip and a conducting subst-
rate. The vertical resolution of the microscope is a
few picometers while the lateral resolution is
B0.1 nm. STM images typically span an area ranging
from a few nanometers to few hundred nanometers.

To understand tunneling through a vacuum gap, it
is useful to consider what happens when an electron
wave with incident energy E encounters a barrier
with a characteristic width d and a characteristic
height Vo (Figure 3a). Such a barrier is present in the

region of space formed by the physical gap between
the tip and substrate, in which case Vo ¼ jþ mt
where j is the work function of the tip and mt is the
characteristic Fermi energy of the tip. The presence
of this gap prevents the transit of a classical electron,
but within the context of quantum mechanics, the
electron has a finite probability of penetrating the
barrier.

The basic physics required to understand how an
STM operates, begins by considering electrons inci-
dent upon a barrier at an energy EoVo. Such elec-
trons can quantum mechanically tunnel through the
barrier with a transmission probability T that can be
obtained from a time-independent solution to the
Schrödinger equation. For a square barrier, the trans-
mission probability is given by

T ¼ 4EðVo � EÞ
4EðVo � EÞ þ V2

o sinh
2ðkdÞ

½1�

valid when EoVo, where

k � 2p
h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðVo � EÞ

p
m is the electron mass, and h is Planck’s constant.
When kdc1, an approximation appropriate for
STM experiments, eqn [1] reduces to the well-known
result that

TE
16EðVo � EÞ

V2
o

e�2kd ½2�

If EDmt, as is the case for low applied bias, then
Vo � EDj. Since j is B5 eV (typical values of the
work function in metals and semiconductors), the
coefficient 2k in eqn [2] is B23 nm�1.

To pass an electrical current It between the tip and
substrate, a bias voltage Vt must be applied between
the tip and the substrate (Figure 3b). This bias
voltage distorts the shape of the square barrier, which
is also rounded and lowered in height by many-body
electron correlation effects not illustrated here. The
electric current between tip and substrate is propor-
tional to the transmission probability displayed in
eqn [2]. After integrating over the appropriate range
of energies, the tunnel current It is given by an ex-
pression of the general form

ItEf ðVt;jÞe�2kd ½3�

where f ðVt;jÞ is a function that depends on the ap-
plied voltage and the exact details of the barrier un-
der consideration. For applied voltage differences of
1V, typical tunnel currents encountered in STM ex-
periments lie between 0.01 and 1 nA.

Substrate

Substrate

Tip

Tip

d d

z

It

eVt

� t �s

�
�

Vt

E

U(z)

(a) (b)

Figure 3 (a) A schematic of a potential barrier of width d be-

tween a metallic tip and metallic substrate. In equilibrium, the

electrochemical potential of the tip (mt) and that of the substrate

(ms) are aligned. The height of the potential barrier is Vo ¼ jþ mt,
(b) The situation that develops when a bias (Vt) is applied be-

tween tip and substrate.
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The strong exponential dependence of It with dis-
tance d is the important conclusion drawn from this
calculation. Rough estimates using eqn [2] indicate
that a change in the barrier width d by 0.1 nm causes
a change in It by roughly a factor of 10. This large
amplification implies that small tip motions can be
easily detected, measured, and hence controlled.

The exquisite sensitivity of It to tip–substrate sep-
aration can be used as the signal transducer referred
to in Figure 1 to control the vertical tip position
above a substrate. Two modes of imaging can be
contemplated: (1) constant-height imaging in which
the tip is moved at a fixed height above the substrate
and where variations in the tunnel current due to
height variations are recorded and (2) constant-
current imaging in which the tip position is contin-
ually adjusted by the z-feedback loop to produce
a constant tunnel current. These two modes of imag-
ing in STM are illustrated in Figures 4a and 4b,
respectively.

The constant-height mode (Figure 4a) is of limited
use, since it is only appropriate for substrates that are
essentially flat at the atomic length scale. Further-
more, since variations in the tunnel current measured
in the constant-height mode depend exponentially on
the distance, they cannot be directly interpreted as
height profiles. The three-dimensional imaging proc-
ess in STM is most easily understood by considering
the constant-current imaging mode (Figure 4b). The
STM image is formed by recording the relative mo-
tion of the substrate to maintain a constant tunnel
current as the tip is swept across a preselected area of
the substrate. To achieve this, a high-gain current

amplifier (typical gain is B108 to B109VA�1) is
required.

Sharp tips are necessary to produce images with
high lateral resolution. Common ways of producing
STM tips from metal wires (such as W or Pt) with
diameters of B1� 10�4m rely on electrochemical
etching or physical cutting. The reliable formation of
sharp tips may seem like a daunting venture, but ul-
timately every tip formed must end with one or pos-
sibly a few atoms which ever so slightly protrude
from the apex, forming a small mini-tip at the tip’s
apex. The presence of such mini-tips, along with the
strong exponential drop-off of current with distance,
provides a reasonable way to understand why the
total tunnel current between tip and substrate may be
dominated by an atomically small protrusion from
an otherwise large tip.

More complete theories of STM clearly have
shown that the tunnel current can be related to the
wave function overlap between electron states in the
tip with electron states in the substrate. This implies
that the images obtained from an STM not only
contain surface topographic information, but also
information about the variation of the local density
of electronic states. This complication provides a
caveat against the direct translation of relative tip–
substrate separation into surface topographic fea-
tures. With this caution in mind, a few representative
STM images from a variety of different surfaces are
given in Figure 5. STM images are notable for the
amazing detail they reveal about the atomic perio-
dicity and surface morphology of clean, electroni-
cally conducting substrates.

The Scanning Force Microscope

While STMs provide a quantitative map of surface
topography with atomic resolution, they suffer from
a fundamental limitation that the substrate studied
must be sufficiently conducting to support a tunnel
current. In order to overcome this difficulty, an AFM
was first demonstrated in 1986 by Binnig, Quate,
and Gerber. The operation of this microscope relied
on the surface forces acting on a sharp tip in close
proximity to a nonconducting surface. For sufficient-
ly small tip–substrate separations, these interaction
forces can range from tens of pN (10� 12N) to tens
of mN (10� 6N), with typical values of a few nN
(10� 9N). An understanding of these interaction
forces is central to understanding how an AFM
(also called an SFM) functions. Most importantly,
these forces are not predicated on the fact that either
the tip or substrate is electrically conducting. Because
of the long-range nature of the interaction forces,
the vertical resolution of an SFM is typically a few

d d
d

d + h

h h

Tunnel
current

Tunnel
current

Tip
motion

Tip
motion

Scan direction Scan direction

(a) Constant height (b) Constant current

Figure 4 A schematic illustrating two modes of imaging em-

ployed in STMs. (a) The tip–substrate separation is held constant

and the variations in tunnel current are measured; (b) the tunnel

current is held constant by a feedback loop and the relative

tip–substrate separation is varied to maintain a constant tunnel

current.
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picometers (comparable to an STM) while the lateral
resolution is B10–20 nm, somewhat larger than for
STMs. SFM images typically span an area ranging
from B100 nm to around tens of micrometers.

In practice, the operation of an SFM relies on a
sharp tip which is usually supported on the end of a
microcantilever whose minute deflections can be
carefully monitored. As shown in Figure 6, a micro-
cantilever with spring constant kc, when positioned
at a distance zset from a substrate, will deflect toward
the substrate by an amount dc due to interaction
forces that exist between the tip and substrate. In
addition, it is possible that the surface will distort by
an amount ds due to the action of the same forces.
In general, it is difficult to determine the exact tip–
substrate separation z due to a lack of knowledge
about the distortion ds as well as the inability to
accurately determine the initial tip–substrate separa-
tion zset. For sufficiently small deflections, the can-
tilever motion can be well approximated in terms of
Hook’s law, which predicts a restoring force F given
by F ¼ �kcdc.

Table 1 provides some dimensions and relevant
properties of typical microcantilevers that are com-
mercially available. An uncertainty in cantilever
thickness causes a considerable spread in the result-
ing spring constants. Sharp tips, with effective radius
R (typically, R is between 5 and 30nm), are routinely
formed onto these cantilevers using lithographic tech-
niques developed by the semiconductor industry. The
widespread availability of microcantilevers means
that interaction forcesB1nN between the tip and the
substrate can be monitored and that cantilever de-
flections B1nm or less can be readily detected.

(a)

(b)

(c)

Figure 5 Typical STM images. Different color schemes are

employed in each image to better render the z-height informa-

tion. (a) An image of step edges in a Si(1 1 1) substrate showing

atomic periodicity. The atoms on the surface undergo a 7�7

reconstruction, creating a new unit cell different from that

observed in the bulk. The field of view is 31� 31 nm. (b) An

image of a Au(1 1 1) surface showing atomically flat plateaus

terminated by abrupt steps that are one atom in height. The

small corrugation (B0.01 nm in height) observed on each flat

terrace is a manifestation of the 22�
ffiffiffi
3

p
surface reconstruction

on this facet of Au. The field of view is 100� 100 nm. (c) An

atomically resolved image of Au(1 1 0) surface viewed from the

top in false color format (bright is high, dark is deep). Rows of

individual Au atoms forming a (2� 2) reconstruction on different

terraces of the substrate are clearly visible. The field of view is

9� 9 nm. (Courtesy Gómez-Rodrı́guez JM and Mendez J,

Departmento Fı́sica de la Materia Condensada, Universidad

Autonoma de Madrid.)

Substrate
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�s

z

Microcantilever, kc

Figure 6 A schematic illustrating the sequence of events when

a tip on a microcantilever is brought into close proximity to a

substrate. Initially, the tip is located a distance zset from the

substrate. Attractive interaction forces between the tip and subst-

rate bend the tip toward the substrate until a deflection dc of the
cantilever brings the system into equilibrium. If the interaction

forces are sufficiently strong, the substrate may also experience

a distortion ds, which may be appreciable if the substrate is soft.

The final tip–substrate separation is indicated by the parameter z.
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To measure cantilever motion while scanning, a
high-gain transducer of cantilever deflection (the
signal transducer referred to in Figure 1) plus a feed-
back mechanism is required. A variety of techniques –
capacitance, optical interferometry, piezoelectric
microcantilevers, and optical beam deflection – have
been successfully implemented to accurately detect
cantilever deflection. Each technique seems to have
its own advantages. Currently, the technique most
often implemented is an optical deflection scheme
shown schematically in Figure 7.

Using this approach, a focused laser beam is de-
flected from a microcantilever and the reflected light
is directed onto a segmented photodiode. Fine posi-
tioning of the reflected spot allows for a null condi-
tion characterized when the voltages from the
appropriate photodiode segments are made to sum
to zero by an external operational amplifier (not
shown). A small cantilever deflection disrupts this
null condition, giving rise to a voltage proportional
to beam deflection. The origin of the high amplifi-
cation for this particular system follows from simple
geometrical considerations. For a cantilever displace-
ment Dz, the reflected laser spot moves a distance

Ds ¼ Dzðd=lÞ, where d is the distance of the can-
tilever from the photodiode and l is the cantilever’s
length. Typically, the ratio of d=l for a microcan-
tilever can easily be a factor of 100–500.

When discussing the nature of the interaction force
between tip and substrate, it is often convenient to
approximate the tip as a sphere with radius R. This
sphere then interacts with the substrate via a number
of possible forces, which can cause the cantilever to
deflect as shown in Figure 6.

The exact details of the relevant interaction forces,
as well as their variations on z, depend to a large
extent on the composition of the tip and substrate.
For the ideal case of a clean, electrically neutral tip
positioned above an electrically neutral, clean subst-
rate in ultrahigh vacuum, the interaction forces
might be well-approximated by a superposition of a
short-range, hard-wall repulsion (effective when the
tip–substrate separation is less than B0.3 nm) plus a
longer range surface interaction due to the van der
Waals (vdW) force acting between dipoles induced
on the individual atoms comprising the tip and
substrate. The z-dependence of this vdW force is
related to the detailed shape of the substrate and
tip. If the substrate/tip are studied under ambient
conditions, hydration forces due to adsorbed water,
as well as long-range electrostatic forces due to un-
controllable charging of the tip or substrate, may
well dominate.

Without a detailed knowledge of the system under
study, it is difficult to accurately specify a force
versus distance relationship. In general, such a
curve would have the approximate shape shown in
Figure 8. This figure qualitatively illustrates (1) the
attractive regime ðFo0Þ in which the interaction
forces cause the tip (and microcantilever) to bend
toward the substrate and (2) the repulsive regime
ðF40Þ that causes the microcantilever to bend away
from the substrate when the tip comes into contact
with it.

A qualitative appreciation of the important fea-
tures of this force curve is critical to understanding
how an SFM obtains an image of a substrate. By
rastering the substrate beneath the tip, all the while
maintaining a constant force between the tip and the

Table 1 A few representative silicon cantilevers commercially available with their characteristics

Length ðmmÞ Width ðmmÞ Thickness ðmmÞ kc ðNm�1Þ (min, typical, max) fo ðkHzÞ (min, typical, max)

12575 3573 4.070.5 20, 40, 75 265, 325, 400

23075 4073 7.070.5 25, 40, 60 150, 170, 190

9075 3573 2.070.3 6.5, 14, 28 240, 315, 405

12575 3573 2.070.5 1.8, 5.0, 12.5 110, 160, 220

9075 3573 1.070.3 0.45, 1.75, 5.0 95, 155, 230

30075 3573 1.070.3 0.01, 0.05, 0.1 9.5, 14, 19

Photodiode

Vout=VA−VB

Vout= 0

Vout > 0

Focused
laser

Figure 7 A common method employed to measure the deflec-

tion of a cantilever is a beam bounce technique in which a diode

laser beam is reflected from a microcantilever onto a segmented

photodiode. By monitoring the voltage from each segment of the

photodiode, the relative motion of the reflected laser spot can be

monitored and information about sub-nanometer motion of the

cantilever can be inferred.
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substrate, an image closely resembling the surface
topography of the substrate’s surface can be ob-
tained. There are a variety of methods that have been
developed to achieve this task. The exact method
employed depends on the distance between the tip
and substrate.

If the tip is in region A in Figure 8, then imaging is
performed in a ‘‘contact mode’’; the tip exerts a force
directly on the sample as it is scanned across it. In
contact mode imaging, the direct up and down mo-
tion of the cantilever is measured while scanning.
This motion can be used to produce a three-dimen-
sional image of the substrate in much the same way
as a conventional profilometer, except that now the
applied force lies in the nN range and the radius of
the stylus is in the 5–30 nm range. This mode of op-
eration can be damaging, especially for soft subst-
rates and stiff microcantilevers since significant
lateral forces develop during the scanning process.

If the tip is in region C of Figure 8, the interaction
forces are sufficiently weak so that very small deflec-
tions of the cantilever result. Since the substrate–
tip separation is large, imaging in this region is
often referred to as the ‘‘noncontact mode.’’ Under
these circumstances, indirect detection schemes are
usually employed. As an example in noncontact
mode imaging, the tip is often driven sinusoidally at
a frequency near its mechanical resonance. Small
position-dependent shifts in the resonance fre-
quency occur when the substrate is rastered beneath
the tip. These frequency shifts can then be used as
a sensitive measure of tip–substrate separation,
thereby providing the transducer signal for the feed-
back controller. Because of the noncontact feature
of this mode, it is preferred when studying soft
substrates.

If the tip is placed in region B of Figure 8, the
interaction forces become comparable to the rest-
oring force of the microcantilever, implying that

static tip displacements, although measurable, can-
not be reliably measured because of resulting insta-
bilities. In simple terms, the instabilities arise because
of the double-valued nature of the interaction force
as illustrated by the horizontal dotted line in Figure 8
which indicates that for the same value of the inter-
action force, there are two possible tip–sample sep-
arations. These instabilities are often referred to as
jump-to-contact because the tip spontaneously snaps
into contact with the substrate no matter how care-
fully the procedure is employed. To scan in region B,
the tip must assume a time-dependent behavior
which is carefully controlled by the SFM computer.
During the tip’s motion, it is possible that the tip
might periodically come into contact with the sub-
strate, giving rise to what is known as ‘‘intermittent-
contact’’ or ‘‘tapping mode’’ imaging.

The boundaries between the different regions in
Figure 8 are not necessarily well defined, so a precise
distinction between the different imaging regimes
is difficult to provide. When operating an SFM in
either region B or C, the SFM is often referred to as a
dynamic force microscope (DFM) and the imaging
process is often referred to as dynamic mode
imaging.

To better appreciate the information contained in
an SFM image obtained in regions B and C of Figure
8, it is useful to discuss in more detail the appropriate
imaging modes. If the tip hovers at some distance
above the substrate, then a sinusoidal modulation of
the cantilever’s position is usually required to monitor
the interaction forces. This is often accomplished by
mounting the cantilever assembly directly onto a
small piezoelectric slab, which is driven at a preset
angular frequency o. During the oscillatory motion of
the cantilever, the tip feels two forces: a restoring
force due to the cantilever and an interaction force
due to the forces acting between the tip and substrate.

Under these circumstances, the tip motion can be
visualized by considering the two spring systems
shown in Figure 9. One spring, with spring constant
kc, accounts for the restoring force of the cantilever,
while the other spring, with effective spring constant
kinter, accounts for the interaction forces. Effectively,
the tip is acted on by a single spring with effective
spring constant keff ¼ kc � kinter. If the interaction
force curve is accurately known (rarely the case),
kinter could be estimated according to kinter ¼
dFinter=dz, where it is understood that the derivative
must be evaluated at the equilibrium separation be-
tween the cantilever and substrate.

When the tip is far from the sample, kinterD0 and
the equation of motion of a tip with mass m can be
analyzed using the equations for a damped oscillator
(with damping coefficient b), driven by a sinusoidal

Interaction
force

Repulsive
regime

Attractive
regime

A

B C

Tip−sample 
separation

Figure 8 A schematic illustrating how the interaction force be-

tween tip and substrate varies as a function of separation. Three

regions (A, B, C) are indicated. Different modes of imaging are

achieved when the tip is positioned in each region.
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force Fo cosðotÞ:

mz̈þ b’zþ kcz ¼ Fo cosðotÞ ½4�

The steady-state tip motion zðtÞ ¼ Reðzoe�iaeiotÞ is
specified by

zo ¼ Foffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2ðo2

o � o2Þ2 þ b2o2

q
tan a ¼ ob

mðo2
o � o2Þ

½5�

where the resonance frequency oo ¼ 2pfo �
ffiffiffiffiffiffiffiffiffiffiffi
kc=m

p
.

Clearly, the amplitude of the oscillating cantilever is
maximu‘m when the driving frequency equals the
resonance frequency (i.e., when o ¼ oo).

As the tip moves closer to the substrate, the inter-
action force Finter shown schematically in Figure 8
comes into play and the equation of motion becomes

mz̈þ b’zþ kcz ¼ Fo cosðotÞ þ Finter ½6�

The details of the tip motion now depend on Finter.
A general analysis of this problem usually starts

by expanding Finter in a Taylor series about the
equilibrium tip–substrate separation. This analysis
shows that the resonance frequency (which can
be accurately measured) becomes a function of the

tip–substrate separation. The effective resonant fre-
quency oe is given approximately by

oeDoo 1� dFinter
dz

����
z¼zeq

 �1=2

½7�

As a consequence, the amplitude of the cantilever’s
oscillation, driven at a frequency o slightly off-res-
onance, will vary with position as the substrate is
rastered beneath the oscillating microcantilever. The
amplitude change resulting from variations in oe can
be measured using a conventional phase-sensitive
detection of the signal from the microcantilever/pho-
todiode assembly. The substrate–tip separation can
be continuously adjusted by a feedback loop to
maintain either a constant resonance frequency or a
constant amplitude of oscillation. By measuring the
required motion of the substrate in the z-direction
required to achieve this condition, it is possible
to render an ‘‘image’’ of the surface of the substrate.
Such an SFM image reflects relative changes in the
tip–substrate separation required to maintain a con-
stant resonant frequency, or equivalently a constant
amplitude of the tip’s oscillation.

As the equilibrium separation between the can-
tilever and substrate decreases and the tip passes
from region C to region B, the intermittent mode of
operation comes into play. The situation becomes
considerably more complicated. The interaction forc-
es are now comparable to the restoring forces of the
cantilever. If kc ¼ kinter at some zset, instabilities will
result. If the amplitude of the tip oscillation drives
the tip from region B to region A, the tip will inter-
mittently ‘‘tap’’ the surface. This could produce a
substrate damage, especially if the cantilever has a
high spring constant. Also, nonlinearities and insta-
bilities in the tip motion can produce a chaotic rather
than a periodic motion of the cantilever. Consider-
able operator skill and insight is often required to
produce artifact-free images under these conditions.

Another way of implementing intermittent contact
mode imaging is to use an alternative approach often
referred to as the ‘‘jumping mode.’’ In this procedure,
the cantilever does not undergo sinusoidal motion
but instead follows a motion determined by the soft-
ware controlling the SFM. In practice, the software is
programmed to retract the tip, position it at the
beginning of a selected scan range, and then drive
the substrate toward the tip under feedback control
until the cantilever bending reaches a preset loading
force. At this point, the z-displacement of the subst-
rate required to meet this condition is measured and
the tip is withdrawn, moved to a nearby adjacent
location above the substrate where the process is
again repeated. After completing a scan, the relative

Cantilever
support

kc

k inter

Tip

Substrate

Figure 9 A simple way to understand the different forces acting

on a tip when it is positioned in close proximity to a substrate. The

tip is acted upon by two springs, one due to the restoring force of

the cantilever, the other due to the interaction force between tip

and substrate.
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z-motion of the substrate at each point in the scan is
plotted for further analysis. The advantage of this
technique is that the force applied to the substrate
can be carefully monitored during the imaging pro-
cess. Furthermore, the lateral force imparted to the
substrate while scanning is eliminated. The di-
sadvantage is that the scan proceeds at a somewhat
slower rate than when the cantilever is sinusoidally
driven. Figure 10 provides a schematic diagram of
these different imaging modes.

Table 2 summarizes the above discussion by listing
a few very general guidelines for cantilever selection
during each mode of SFM operation.

By way of summary, in SFM, no matter which
mode of imaging is employed, the motion of the
z-piezo is used to form an image to keep a required
signal constant. In contact mode imaging, the static
deflection of the cantilever is used. In noncontact

mode imaging, the amplitude of the cantilever oscil-
lation is employed. The SFM is characterized by a
lateral resolution of B10–20 nm, somewhat higher
than that for STM since the tip radius R plays a
central role. Atomically resolved images in SFM have
been demonstrated, but usually this requires an SFM
operating under ultrahigh vacuum conditions. The
vertical resolution (typically better than 0.1 nm)
rivals that of STM, while a force sensitivity of the
order of 1 pN can be achieved.

A few typical SFM images taken in noncontact
mode are given in Figure 11.

The SxM Family of Microscopes

The basic techniques described above have been ex-
tended in a number of very clever ways, producing a
large family of SPMs, often referred to as SxMs, each
designed to detect the local variation in some quantity
of interest. This extension of SPM is often referred to
as dual-probe microscopy because the tip not only
measures topography but also some other physical
parameter of interest with high lateral resolution. A
few examples include an electrostatic force micro-
scope (EFM or scanning Kelvin probe), a magnetic
force microscope (MFM), a photon scanning tunnel-
ing microscope (PSTM), a scanning electrochemical
microscope (SECM), a scanning near-field optical mi-
croscope (SNOM), a scanning capacitance micro-
scope (SCM), scanning tunneling spectroscopy (STS),
and a frictional force microscope (FFM).

Summary

The rapid evolution of SPMs since their first dem-
onstration in the early 1980s has truly been remark-
able. Largely because they are versatile and relatively
inexpensive, SPMs have ushered in a worldwide in-
terest in nanotechnology. With precise engineering,
SPMs are capable of very high resolution (subatomic
scale) metrology. Also, it is now clear that SPM tips
can be used as tools capable of nanometer manipu-
lation and fabrication. Active research in nano-
lithography is underway to controllably use the

Table 2 A qualitative comparison between the three commonly used modes in scanning force microscopy

Scanning mode kc ðNm�1Þ fo, Resonance

frequency ðkHzÞ
Approx. tip–substrate

separation ðnmÞ
Comments

Contact o1 – 0 Tip wear, contact mechanics

Intermittent contact 10–100 100–300 B3 Stable

1–5 10–70 B3 Unstable

Noncontact 10–100 100–300 45 Stable

1–5 10–70 45 Stable

(a) Contact

Common scanning modes

(b) Noncontact

(c) Intermittent contact (d) Jumping

Figure 10 A schematic illustrating the different scanning

modes commonly employed in SFM. (a) The contact mode of

imaging where the tip is in constant contact with the substrate; (b)

the noncontact mode of imaging, where the tip oscillates sinus-

oidally while maintaining a fixed difference between tip and

substrate; (c) the intermittent contact mode where the tip ‘‘taps’’

the substrate during the scanning process (Note that the fre-

quency of tip oscillation in (b) and (c) is much greater than the

scanning frequency of the microscope.); (d) the jumping mode

where the tip is moved into contact with the substrate, then lifted

and moved to another location before contact with the substrate

is re-established.
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SFM tip to locally modify a substrate in a very pre-
cise way at the nanometer length scale. SPM oper-
ation has been extended to scanning under liquids,
allowing a window into the biological world. Linear
parallel arrays of cantilevers have been designed and
fabricated to work in a massively parallel fashion,
and efforts to independently control individual can-
tilevers in the array have also been reported. Current
indicators are that technology underlying these prox-
imal probe microscopes will continue to improve,
and the SPM class of instruments will continue to

become ever more commonplace as a tool of choice
to probe the properties of nanoscale objects.

See also: Biomolecules, Scanning Probe Microscopy of;
Confocal Optical Microscopy; Fermi Surface Measure-
ments; Low-Energy Electron Microscopy; Metals and Al-
loys, Electronic States of (Including Fermi Surface
Calculations); Optical Microscopy; Photoelectron Spec-
tromicroscopy; Scanning Near-Field Optical Microscopy;
Superconductivity: Tunneling; Surfaces and Interfaces,
Electronic Structure of; Surfaces, Optical Properties of;

(a)

(b) (c)

2×2 µm 6×6 µm

100 nm 100 nm

Figure 11 Representative examples of SFM images. Different color schemes are employed in each image to better render the z-height

information. (a) An image of l-DNA deposited on a mica substrate. The left edge of this image shows a gold contact pad deposited on top

of the DNA molecule. After manipulation, the DNA molecule has been cut by the tip, at the position shown by the arrows. The size of the

image is indicated by the scale bar. (b) An image of three gold contact pads deposited onto a multiwalled carbon nanotube and then

imaged with an SFM in the noncontact mode. The field of view is 15� 15mm. (c) An example of nanolithography performed by a scanning

force tip viewed in false color (bright is high, dark is low). A periodic array of silicon oxide nanostructures has been created by applying a

voltage between the tip and a Si substrate under ambient conditions. Local electrochemistry between the tip and substrate produces the

protrusions which are then imaged using the same tip that created them. (Courtesy DNA image – J Gomez-Herrero, Departmento Fı́sica de

la Materia Condensada, Universidad Autonoma de Madrid; Carbon nanotube – Reifenberger R, Department of Physics, Purdue University;

Nanolithography – C Martin and F Perez-Murano, Instituto de Microelectronica de Barcelona; Centro Nacional de Microelectronica.)
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Transmission Electron Microscopy; Treated Surfaces,
Optical Properties of; van der Waals Bonding and Inert
Gases.

PACS: 07.79.� v; 68.37.Ef
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Introduction

‘‘Compton scattering’’ refers to a collision between a
photon and a charged particle, often an electron, in
which the photon loses a substantial fraction of its
energy. The use of words ‘‘photon’’ and ‘‘collision’’
suggests a corpuscular nature of light, that is, that
light may be viewed as a stream of particles with
well-defined energies and momenta. The first indica-
tions that light can lose a part of its energy when
scattered in this manner appeared at the beginning of
the twentieth century. Convincing evidence was
provided by the pioneering experiments in the
1920s by Arthur Compton after whom the effect
has been named.

This was not the first time the suggestion had
been made that light may behave as a particle. The
photoelectric effect, in which a material irradiated
by light can be seen to emit electrons, was earlier
explained by Einstein by postulating that light of
frequency n consists of particles called light quanta
(and later photons), each with energy hn, where h
is Planck’s constant. For a given material, the

photoemitted electrons possess energies, which de-
pend on the frequency (or equivalently the wave-
length, l ¼ c=n, where c is the speed of light), but not
on the intensity of the incident light. Above a certain
wavelength no electron emission is possible, as is
observed to be the case, because a photon does not
carry enough energy to overcome the binding energy
of the electron to the material. Compton scattering,
which views the photon–electron scattering to
behave rather like billiard balls colliding with other
billiard balls, thus reinforces Einstein’s explanation
of the photoelectric effect.

An outline of this chapter is as follows. The fol-
lowing section gives an overview of the theory of
Compton scattering. The equations for energy and
momentum transfer and the cross section for the
Compton scattering process are given. Various forms
of Compton scattering are discussed: (1) Compton
scattering from the charge distribution of electrons in
a material; (2) magnetic Compton scattering; and
(3) ðg; egÞ scattering, in which additional information
is obtained by measuring the properties of the recoil
electron in addition to those of the scattered photon.
The third section addresses issues of instrumentation.
In keeping with current trends, the emphasis is on
experiments using synchrotron radiation facilities
around the world, which provide bright sources of
X-rays. The forth section touches upon the effect of
multiple scattering of a Compton scattered photon
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within the sample, which complicates the interpreta-
tion of data. The fifth section turns to methods of
analyzing Compton scattering data. In those cases
where an adequate data set is available, one can in
principle obtain the three-dimensional momentum
density of the many-body electronic ground state of
the material. Much insight has been gained into the
electronic structure and bonding properties in wide
classes of materials via comparisons of measured Co-
mpton scattering data with corresponding ab initio
computations. The last section concludes with a pres-
entation of a few illustrative examples of such com-
parisons.

Theory

Consider first a collision between a photon and a
stationary electron in free space. The incident photon
has momentum k0 and energy E0 ¼ jk0jc. As a result
of the collision, the electron recoils with momentum
p1 and relativistic energy e1¼ [(p1c)

2þm2c4]1/2,
while the momentum and energy of the scattered
photon are k1 and E1 ¼ jk1jc, respectively. Energy
and momentum conservation laws then yield

e1 þ E1 ¼ E0 þmc2 ½1�

p1 þ k1 ¼ k0 ½2�

Equation [2] shows that the momentum gained by the
recoiling electron, p1 ¼ k0 � k1 � _q, is the same as
the momentum lost by the photon, which, after divis-
ion by _, is called the scattering vector q (Figure 1).
Eliminating the electron momentum p1 from eqns [1]
and [2] gives

E0 � E1 ¼
E0E1

mc2
ð1� cos fÞ ½3�

Recalling the relation l ¼ hc=E for photons, this can
be written as

l1 � l0 ¼ h

mc
ð1� cos fÞ ½4�

The quantity h/mcB0.00 243 nm, called the Comp-
ton wavelength of the electron, is the natural unit of
length in quantum electrodynamics. The shift in
wavelength is seen from eqn [4] to be independent of
the energy of the incident photon. Therefore, this
shift can be more easily detected by using high-
energy radiation since the percentage change in
wavelength is then larger. Equation [3] can also be
rewritten as

E1 ¼ E0

1þ ðE0=mc2Þð1� cos fÞ ½5�

This equation shows that for X- or g-rays of energy
E0 comparable to mc2B511 keV, the energy loss at
large scattering angles f is a substantial fraction of
the initial energy E0.

It is important to note that the energy conservation
(eqn [1]) neglects changes in the potential energy of
the system, that is, the potential energy of the elec-
tron is assumed to be the same before and after the
collision. In scattering from atoms, molecules, and
solids, this approximation is valid only if the energy
transferred in the scattering process is much larger
than relevant binding energies involved. Moreover,
for high energy transfers, the scattering process is a
fast one in that the duration of the interaction is too
short for the system to rearrange itself. This is called
the ‘‘impulse approximation,’’ and it is at the heart of
much of the interpretation of the Compton scattering
spectra from materials. In the deeply inelastic regime,
where the ‘‘impulse approximation’’ is valid, Comp-
ton scattering provides a direct probe of the many-
body ground state of the electronic system.

In the more realistic case of a moving electron with
initial momentum p0 and energy e0 ¼ ½ðp0cÞ2þ
m2c4�1=2, the energy and momentum conservation
conditions are

e1 þ E1 ¼ e0 þ E0 ½6�

p1 þ k1 ¼ p0 þ k0 ½7�

The scattering vector (Figure 2) once again is _q� k0�
k1 ¼ p1 � p0. Here, e0 and e1 cannot be eliminated

k0k0

k1

�q

�

Figure 1 Momentum conservation diagram for Compton scat-

tering of an incident photon of momentum k 0 from a free electron

at rest. k 1 is the momentum of the scattered photon, q the scat-

tering vector, and f the scattering angle.

k0

k1

p1

p0
k0

�q
�

Figure 2 Momentum conservation diagram for Compton scat-

tering of an incident photon of momentum k 0 from an electron with

momentum p0. Upon recoiling, the electron has a momentum p1.

The initial momentum p0 is typically much smaller than p1.

Scattering Techniques, Compton 183



simultaneously from eqns [6] and [7] to obtain an
equation involving just the photon kinematics. How-
ever, elimination of p1 leads to the expression

ðE0 � E1Þðe0 þ e1Þ ¼ ð_2q2 þ 2_p0 � qÞc2 ½8�

Substituting e0 ¼ e1 ¼ mc2 in eqn [8], one obtains the
useful nonrelativistic relation

E0 � E1 ¼
_2q2

2m
þ _p0 � q

m
½9�

The term _2q2=2m is called the Compton shift, while
the term _p0 � q=m has the character of a Doppler
shift in that this term is proportional to the velocity
component of the electron along the direction of q.
It is customary to choose pz as the component of
the initial electron momentum along the scattering
vector so that pz ¼ p0 � q=q. If pz¼ 0, then eqn [9]
becomes

E0 � EC ¼ _2q2

2m
½10�

where EC is the energy corresponding to the top of
the Compton profile.

In the relativistic case eqn [8] immediately yields

pz ¼
ðE0 � E1Þðe0 þ e1Þ � _2q2c2

2_qc2
½11�

The scattering vector squared is

_2q2 ¼ k20 þ k21 � 2k0k1 cos f

¼ðE2
0 þ E2

1 � 2E0E1 cos fÞ=c2 ½12�

Substituting [12] into [11], one obtains

pz ¼
ðE0 � E1Þe0 � E0E1ð1� cos fÞ

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
0 þ E2

1 � 2E0E1 cos f
q ½13�

The width of the Compton profile is very narrow
compared with EC so that ECEE1, and one can use
the leading order nonrelativistic approximation e0 ¼
mc2 to obtain the following equation:

pz
mc

E
E0 � E1 � ðE0E1=mc2Þð1� cos fÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2
0 þ E2

1 � 2E0E1 cos f
q ½14�

This expression allows one to convert the energy
scale of the Compton profile to a momentum scale.
Conventionally, a minus sign is added to the left-
hand side of [13] and [14], so that positive values of
pz correspond to the high-energy side of the profile.
Notice also that the energy and momentum of

the electron do not occur on the right-hand side
of eqn [14]. In a typical Compton scattering exper-
iment the kinematics of the recoil electron is not
measured, so that the data are in effect integrated
over the px- and py-components and pz is the only
electron momentum component measured.

The double differential scattering cross section for
spin-dependent Compton scattering from a material
containing a collection of moving electrons is

d2s
dO dE1

¼ðe2=mc2Þ2ðm=2_qÞðE1=E0Þ

� ff JðpzÞ þ ðcos f� 1ÞPc #r

� ½ðk0 cos fþ k1Þ=mc�JmagðpzÞg ½15�

where

f ¼ 1þ cos2 fþ ½ðE0 � E1Þ=mc2�ð1� cos fÞ
þ Pl sin

2 f ½16�

and Pc and Pl denote the Stokes parameters which
give the degree of circular and linear polariza-
tion, respectively, of the incident beam, #r is a unit
vector along the direction of magnetization, and
e2/mc2 is the classical electron radius r0. Equation
[15] is valid at low energies, but at high energies the
factor m=2_q should be replaced by the more accu-
rate expression

m=2_q½1þ E0=mc2ð1� cos fÞ�

Due to the presence of the factor ðk0 cos fþ k1Þ=mc,
the magnetic part of the cross section increases with
the photon energy.

The first term in the cross section of eqn [15] is
proportional to the so-called Compton scattering
profile J(pz) due to charge scattering, which is defined
as the projection of the total ground-state momen-
tum density rðpÞ ¼ rmðpÞ þ rkðpÞ onto the scattering
vector q which was chosen as the z-axis, or, in other
words,

JðpzÞ ¼
Z Z

½rmðpÞ þ rkðpÞ� dpx dpy ½17�

Here, rmðkÞðpÞ denotes the momentum density of elec-
trons with spin up (down) in a magnetic material. In a
nonmagnetic material, of course rmðpÞ ¼ rkðpÞ. The
momentum density, which is the probability distribu-
tion of electrons in momentum space, is given as

rðpÞ ¼
X
i

nijwiðpÞj2 ½18�
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where

wiðpÞ ¼ ð2p_Þ�3=2

Z
ciðrÞe�ip�r=_ dr ½19�

is the Fourier transform of the wave function ciðrÞ
and the summation runs over all (spin-dependent)
states i. A property of the Fourier transform is that
ciðrÞ and wiðpÞ weight inverse regions of configura-
tion space: the valence electrons, which tend to lie
farther away from the nuclei contribute to wiðpÞ at
low momenta, whereas the tightly bound core elec-
trons contribute at higher momenta. Also, since wiðpÞ
is the Fourier transform of ciðrÞ, it contains the same
fundamental information as ciðrÞ. Thus, the momen-
tum density describes the electronic system as well as
the more familiar charge density. The occupation
number ni gives the number of electrons populating
the ith state. In the absence of correlations between
the electrons, ni¼ 1 for an occupied state and ni¼ 0
when the state is empty. Integrating the Compton
profile J(pz) over pz is equivalent to integrating the
momentum density rðpÞ over the entire p-space,
which from the properties of the Fourier transform is
the same as the integral of the real-space charge den-
sity. But the integral of the charge density (appropri-
ately normalized) obviously is the number of
electrons Z per formula unit. This observation makes
it possible to normalize the Compton profile on an
absolute scale. However, it is emphasized that the
simple relationship [17] between the Compton profile
and the electron momentum density (EMD) only ex-
ists by the grace of the impulse approximation.

The second term in formula [15], which can be
measured due to the circular polarization Pc of the
incident radiation, contains the magnetic Compton
scattering profile:

JmagðpzÞ ¼
Z Z

½rmðpÞ � rkðpÞ� dpx dpy ½20�

which, like the J(pz) of eqn [17], is a projection along
pz, except that Jmag(pz) involves the difference (rather
than the sum) of the up- and down-spin momentum
densities. Jmag(pz) is thus related to the ground-state
momentum distribution of the electrons with un-
paired spin. The magnetic term in the cross section
[15] is typically smaller than the charge scattering
term proportional to J(pz) by a few orders of magnit-
ude. This is due firstly to the factor of
ðk0 cos fþ k1Þ=mcEE=mc2, since the photon en-
ergy is usually only a fraction of mc2, and secondly
because the integral of the magnetic Compton profileR
JmagðpzÞ dpz equals the number of electrons with

unpaired spin, which is much less than the total
number of electrons Z. The magnetic effect, however,

increases with photon energy. It is to be noted that,
in contrast to the scattering of polarized neutrons,
magnetic Compton scattering only involves the
electron spin, and does not depend on the orbital
moment.

It is helpful to consider the momentum density of
the noninteracting free-electron gas at 0K. In this
case, electrons occupy all available energy levels up
to the Fermi energy EF. Since E ¼ p2=2m, the occu-
pied states fill a sphere in momentum space, the Fer-
mi sphere, of radius pF ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEF

p
, which is called the

Fermi momentum. Thus, ni ¼ 1 and ni ¼ 0 inside
and outside the Fermi sphere, respectively. It is then
easily shown from eqn [17] that the Compton profile
is given by the area of the slice of the Fermi sphere at
p ¼ pz (Figure 3):

JðpzÞ ¼ 2pðp2F � p2z Þ pzppF

JðpzÞ ¼ 0 pz4pF
½21�

which has the shape of an inverted parabola. The
factor of 2 in JðpzÞ here accounts for the spin degene-
racy of free-electron states. Equation [21] describes
the basic shape of JðpzÞ associated with the loosely
bound conduction electrons in metals. The contribu-
tion of the more tightly bound core electrons varies
smoothly and extends to much higher momenta, so
that the total Compton profile possesses the shape of
an inverted parabola sitting on top of the broader
core contribution (Figure 3). The positions of the two
kinks in J(pz) at pz¼7pF mark the Fermi momen-
tum pF. In a measured Compton profile these kinks

−pF pF pz0

J (pz)

Conduction electrons

Core electrons

pz
pF

z

x

y

Figure 3 Schematic Compton profile J(pz) for a hypothetical

metal with two core electrons and one free conduction electron

per atom. The parabolic contribution of the free electron is given

by the area of the slice (for different pz values) through the Fermi

sphere of radius pF as shown in the inset.
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will only appear as rapid changes in slope around the
Fermi momentum due to the effect of finite experi-
mental resolution. The width of the rapidly varying
portion of the Compton profile is a direct result of
the spreading of the electrons throughout the Fermi
sphere due to Pauli’s exclusion principle and the as-
sociated Fermi–Dirac statistics of electrons, which
forbids more than one electron (of a given spin) to
occupy any energy level.

In a real electron gas, electrons interact through
Coulomb forces, so that electronic motions become
correlated in the sense that an individual electron
no longer moves independently of the positions of
other electrons. The Coulomb interaction kicks
some electrons out of the Fermi sphere, even at
zero temperature, and in the process free-electron
(noninteracting) states above the Fermi momentum
become partially occupied at the expense of states
inside the Fermi sphere. The occupation numbers
thus become o1 below EF and nonzero above EF,
and the momentum distribution becomes more
spread out. This effect of electron correlations can
be identified in experimental Compton scattering
profiles.

In a crystal, electrons experience a periodic poten-
tial due to the presence of the underlying lattice. The
energy spectrum of the crystal can be shown to con-
sist of groups of levels or bands, where eigenstates
within each band are characterized by the wave vec-
tor k, which is restricted to lie within the first Brill-
ouin zone. The crystal wave function fiðkÞ for the ith
band for wave vector k contains momentum contri-
butions not only at p ¼ _k, but also at momenta
p ¼ _ðkþ KÞ, where K is any one of the group of
reciprocal lattice vectors associated with the real-
space crystal lattice (there should be no confusion
with the photon momenta k0 and k1 introduced ear-
lier). The periodic potential thus has the effect of
broadening the valence electron momentum distri-
bution somewhat like the effect of electron correla-
tions. Moreover, the Fermi surface breaks in the
momentum density of the crystal will generally occur
not only at the momenta pF, but also at all the Umk-
lapp images of the Fermi surface at momenta pF þ
_K with appropriate weights.

The twofold integration of rðpÞ in eqn [17] reflects
the fact that in a standard Compton experiment, only
the characteristics of the incoming and outgoing
photons are measured and those of the recoiling
electrons are ignored. It is obviously attractive to
devise a way of measuring the three-dimensional
momentum density rðpÞ. This is possible if the kin-
ematics of the recoil electron is measured in coinci-
dence with that of the Compton scattered photon.
This is referred to as a ðg; egÞ experiment since here

one measures the cross section for the process in
which a g-ray photon scatters into a photon and an
electron. Figure 4 clarifies the various momenta
involved. The recoil electron is emitted at an angle a
(this angle does not necessarily lie in the plane de-
fined by k0, k1, and _q) with respect to the primary
beam direction. The angle a0 for an electron initially
at rest is given by

cot a0 ¼ ð1þ E0=mc2Þ tanðf=2Þ ½22�

The components px and py of the initial electron
momentum p0 cause the recoil electron to end up in
solid angles closely around the direction a0, where it
can be detected with the aid of a position-sensitive
detector. As before, pz can be determined from the
Doppler broadening formula [13]. Alternatively, one
may measure the energy of the recoil electron by a
time-of-flight method in coincidence with that of the
photon. It should be emphasized that if the coinci-
dence condition is not imposed, the energy distribu-
tion of the scattered photons as well as that of the
recoil electrons is each proportional to the Compton
profile. Only by observing the photon and the
electron in coincidence does one obtain rðpÞ. Since
electrons interact strongly with matter, ðg; egÞ exper-
iments require very thin samples in order to minimize
the scattering of the recoil electrons.

A technique closely related to ðg; egÞ scattering is
ðe; 2eÞ scattering in which an incoming electron
generates two outgoing electrons, the scattered and
the recoiling one, and the kinematics of the two
outgoing electrons is measured in coincidence. Elec-
tron scattering is even more of a problem in such an
experiment. Finally, inverse Compton scattering in
which a photon takes up energy by collision with an
energetic electron plays a role in astrophysics.

Instrumentation

In its simplest form, a Compton scattering expe-
riment involves a source of X- or g-rays of a

� �0

k0k0

k1

k1p1

p0

�

�q

Figure 4 Momentum conservation diagram for ðg; egÞ scatter-
ing, where various momenta have been defined previously in

Figures 1 and 2. a0 refers to the limiting case where the electron

is initially at rest.
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well-defined energy (or at least with a strong mono-
chromatic component in its energy spectrum), a sam-
ple, an energy analyzer, and a detector to register the
scattered radiation (Figure 5). Along its path the ra-
diation is narrowly collimated by systems of parallel
Soller slits in order to achieve an accurate definition of
the various angles and thus of the energy of the scat-
tered radiation. The scattered photons are energy-
analyzed by Bragg reflection from an analyzing crystal
(usually LiF or Si) and detected with the aid of a
scintillation detector. In such a setup, the Compton
profile is obtained via a step-by-step energy scan,
and the experiment therefore suffers from long data
collection times and possible instabilities due to
temperature variations, electronic drift, and other
effects. Improvement is achieved by replacing the
analyzer–detector combination with a high-resolution
high-purity or lithium-drifted germanium solid-state
detector, which registers the entire spectrum simulta-
neously, at the expense, however, of resolution.

When an X-ray tube is used, the energy of the
incoming radiation is limited to several tens of keV
(Mo or Ag anode) or at most toB60 keV for the Ka1
line of a tungsten anode. The flux from X-ray tubes is
often too low to allow the use of a primary mon-
ochromator, and the scattered spectrum therefore

consists of contributions from the Ka1 and Ka2 lines,
in addition to other parts of the spectrum, which
complicates the interpretation of the measured pro-
files. Over the years, the count rates have improved
with the development of more powerful X-ray tubes,
sometimes with rotating anodes, and the use of large
samples in combination with bent analyzing crystals,
which focus the broad scattered beam onto the
detector, thereby allowing radiation with a larger
divergence angle to be used. Momentum resolutions
for this type of setup vary between 0.15 and 0.5 a.u.
full-width-at-half-maximum (1 a.u. of momentum
equals 1.9929� 10� 24 kgm s� 1), depending on the
details of the instrumental design.

The relatively low energy of the radiation provided
by X-ray tubes limits Compton experiments to
materials with low Z values, since at these energies
Compton scattering increases as Z while the compe-
ting photoelectric absorption increases as Z5. Also,
at low photon energies, the impulse approximation,
which requires the energy transferred in the scatter-
ing process to be large compared to the binding
energies involved, ceases to be valid for high Z at-
oms. Higher-energy radiation is needed to circum-
vent these limitations. g-ray sources using radioactive
isotopes offer the advantage of providing radiation of
a high, single energy, and often possess a long half-
life t1=2. Examples include 241Am (60 keV, t1/2¼
425 years), 198Au (412 keV, 2.7 days), and 137Cs
(667 keV, 30 years). In combination with a solid-
state detector, these sources allow the simultaneous
detection of the entire Compton scattered spectrum
in an apparatus without moving parts. Shielding is a
serious problem at these high energies and limits the
maximum scattering angle that can be used. An an-
nular shape of the source with the scattered beam
passing through the center of the ring can offer a
solution. Scattering in the source itself should be kept
low since it produces a tail at the low-energy side of
the Compton line, which must be corrected for in
data handling procedures. For this purpose, a source
material with a high specific activity should be used.
The best momentum resolution of B0.40 a.u. that
can be achieved with g-ray sources is substantially
worse than that of a high-resolution X-ray setup
using an analyzing crystal. This is an important con-
sideration in some investigations since a high mo-
mentum resolution of B0.1 a.u. or better is generally
needed for observing Fermi surface signatures in the
Compton spectra.

The most versatile source of X-rays is synchrotron
radiation, which is produced by the acceleration of
charged particles, most commonly electrons, going
around a circular orbit. The synchrotron radiation
beam has a small angular divergence, and is emitted

Soller slits

Analyzing crystalMonitor

X-ray tube

Sample
�

Detector

�

2�

Figure 5 Schematic setup of an X-ray Compton scattering

experiment.
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in the forward direction by the orbiting particles,
rather like the searchlight beam in a lighthouse. Pho-
tons emitted in the orbital plane are linearly polar-
ized, while those emitted above and below this plane
are circularly polarized. The energy range over which
an intense flux of linearly or circularly polarized
photons is produced can be extended by increasing
the acceleration of the orbiting particles over a small
portion of their trajectory. This can be achieved with
the aid of a suitably designed insertion device, an
‘‘undulator’’ or ‘‘wiggler,’’ which introduces a small
wiggle in the particle orbit. In a symmetric wiggler
the two directions of circular polarization cancel, so
the insertion device should contain a certain degree
of asymmetry. Since the energy spectrum of synchro-
tron radiation is ‘‘white,’’ a monochromator must be
used to ‘‘cut’’ a monochromatic slice from this spec-
trum. Perfect Si or Ge single crystals with a rocking
curve of a width comparable to the beam divergence
are often used as monochromators. These have to be
cooled to maintain stability in the presence of an
intense heat load of several 100W to a few kW to
which they are exposed. The scattered beam is analy-
zed using a curved analyzing crystal and focused on-
to a detector. The high intensity of radiation may in
some cases cause overloading of the detector elec-
tronics. Figure 6 shows the Compton setup in use at
ESRF in Grenoble, France.

Typical synchrotron fluxes at the sources used for
Compton scattering vary between 1010 and a few
times 1013 photons s� 1, while initial photon energies
range from 10 keV to 4250 keV. Such fluxes are
sufficiently high for carrying out a number of differ-
ent types of experiments. For example, using unpo-
larized or linearly polarized light, conventional
Compton profiles for electronic structure studies

may be measured with a resolution of 0.10–0.15 a.u.
or better. If the initial radiation is circularly polar-
ized, the presence of the spin-dependent term in
the scattering cross section [15] enables one to meas-
ure the magnetic momentum density of electrons
with unpaired spin in ferromagnetic or ferrimagnetic
media (since Compton scattering is an incoherent
process, no magnetic effect is observed in antifer-
romagnetics). Since the synchrotron beam decays
exponentially in time, the magnetization of the sam-
ple or the circular polarization (helicity) of the pho-
tons should be reversed every 10 s or so in the pattern
ðþ � �þÞ. A high circular polarization is achieved at
the expense of a high flux. In view of the smallness of
the magnetic effect and the importance of good sta-
tistics, resolution has therefore to be traded against
intensity and much of the currently existing magnetic
Compton scattering work is limited to a resolution of
B0.4 a.u. or worse.

Finally, the way is open to ðg; egÞ spectroscopy. As
discussed in the second section, by measuring the
recoiling electron in coincidence with the scattered
photon it is possible to determine the three-dimen-
sional momentum density rðpÞ of the electrons in a
material. ðg; egÞ measurements are only feasible with
an intense flux of high-energy (100–150 keV) pho-
tons. Measurements of rðpÞ on very thin (17–25 nm
thick) graphite samples have been performed in this
way with a momentum resolution of 0.60 (0.85) a.u.
in the pzðpxÞ-direction. A better resolution has been
obtained with a time-of-flight spectrometer. In cases
where the extremely low cross section of the process
makes it necessary to integrate over the energy dis-
tributions of the recoil electron as well as the scat-
tered photon, one is left with information only on the
perpendicular components px and py of the initial
electron momentum. The quantity measured is then a
once-integrated, two-dimensional distribution of the
EMD similar to a two-dimensional angular correla-
tion distribution of photons from positrons annihi-
lating in a solid.

Multiple Scattering

Multiple scattering refers to events in which the
Compton scattered photon is further scattered one or
more times within the sample before it escapes to the
detector. The presence of multiple scattering events in
the measured Compton profile complicates the anal-
ysis of the data. Generally, the multiple scattering
contribution tends to broaden the profile somewhat,
but its detailed energy dependence on sample geo-
metry and thickness is complex. The effect can be
reduced by choosing a thin sample, but that also re-
sults in a reduction in the intensity of the primary

Si-d
S

M

SSDD

A

Figure 6 Drawing of the scanning spectrometer at ESRF, Gre-

noble, France. The beam reflected by the monochromator (M) is

collimated by the entrance slit, and the beam scattered by the

sample (S) is collimated by the aperture slit. The sample, anal-

yzer crystal (A), and the detector slit lie on the dashed circle. The

detector (D) is an NaI scintillation counter. A Si-diode (Si-d) and a

Ge detector (SSD) are used for monitoring. The arrows indicate

translations and rotations of the analyzer and detector. The mon-

ochromator part of the figure is scaled down by a factor of 10.

(Courtesy of V Honkimaki.)

188 Scattering Techniques, Compton



Compton scattering events of interest. Attempts to
measure a Compton profile for various thicknesses
followed by extrapolation to zero thickness suffer
from the nonlinear dependence of multiple scattering
on sample thickness. The most reliable results are
obtained using an iterative Monte Carlo approach to
simulate the effect of multiple scattering under the
specific experimental conditions.

Data Analysis

Although all electrons contribute equally to the
Compton profile, one is usually interested in the
properties of the smaller group of valence electrons,
which are mainly responsible for bonding as they
undergo substantial changes when the material is
formed by bringing the atoms together. The tightly
bound core electrons are relatively unaffected and
their contribution to the Compton profile is isotro-
pic. One way to highlight the contribution of valence
electrons in analyzing Compton data is to consider
differences DJðpzÞ between the Compton profiles
measured along various pairs of directions of the
scattering vector from an oriented monocrystalline
specimen, for example, DJðpzÞ � ½J100ðpzÞ� J110ðpzÞ�,
for the directional difference between the [1 0 0] and
[1 1 0] profiles. The advantage is that the contribu-
tions from core electrons, background, and correla-
tion effects (to the extent these are isotropic) cancel
in DJ(pz) and the anisotropies related to the valence
electrons become clearer.

As seen in the second section, the Compton pro-
file in a crystal generally contains kinks (with
appropriate weights) at the Fermi momentum pF as
well as at the images of the Fermi surface at higher
momenta induced by the periodic crystalline poten-
tial. These kinks originate from breaks in the under-
lying three-dimensional momentum density rðpÞ.
They can be made more clearly visible by consider-
ing the first or even the second derivative of the
Compton spectrum.

Relation [17], which defines the Compton profile
JðpzÞ as a two-dimensional integral of the momen-
tum density rðpÞ, may alternatively be viewed as an
integral equation for determining the three-dimen-
sional function rðpÞ. The problem can then be for-
mulated as one of ‘‘inverting’’ relation [17] or
‘‘reconstructing’’ rðpÞ from a given set JbðpzÞ of pro-
files corresponding to different orientations (scatter-
ing vectors) b of a monocrystalline sample. For this
purpose, two approaches are commonly used. One is
to expand rðpÞ into a series of appropriately chosen
directional harmonics. These can be the spherical
harmonics, but often the crystal lattice possesses an

inherent point symmetry, in which case harmonics of
a higher symmetry (called lattice harmonics) are
advantageous to use since one needs a smaller
number of such harmonics. The expansion coeffi-
cients in this series can be expressed as Hankel or
Bessel transforms of linear combinations of the set
of profiles JbðpzÞ. This method is particularly useful
if the momentum density rðpÞ and the Fermi sur-
face are not too far from being spherical. Methods of
the second category disregard the point symmetry
and solve the problem by Fourier transform tech-
niques. The reconstruction itself can be performed in
either the p- or the r-space. In the latter case one
considers the reciprocal form factor BðrÞ by taking
the Fourier transform of rðpÞ:

BðrÞ ¼
Z

rðpÞ expðip � r=_Þ dp ½23�

from which it is easily shown that

BðzÞ ¼
Z

N

�N

JðpzÞ expðipzz=_Þ dpz ½24�

Thus, the one-dimensional Fourier transform of a
Compton profile with the scattering vector along a
given direction b equals BbðrÞ along a ray in that
same direction in r-space through the origin. BbðrÞ
can thus be obtained along different rays in r-space
from the set of Compton profiles JbðpzÞ. It is then a
simple matter to find the three-dimensional function
BðrÞ via interpolation, followed by an inverse Fourier
transformation of BðrÞ,

rðpÞ ¼ ð2p_Þ�3

Z
BðrÞ expð�ip � r=_Þ dr ½25�

to find the momentum density rðpÞ.
A useful theorem (the ‘‘Lock-Crisp-West’’ (LCW)

theorem) connects the momentum density rðpÞ with
the occupation density n(k), which represents the
number of filled electron states at wave vector k:

nðkÞ ¼
X
K

rð_kþ _KÞ ½26�

where the summation is over the reciprocal lattice
vectors K. The occupation density n(k) is a periodic
function of k, that is, nðkÞ ¼ nðkþGÞ for any recip-
rocal vector G. The theorem states that the occupa-
tion density at wave vector k is obtained by folding
the momentum density at all corresponding points
p ¼ _ðkþ KÞ in the higher Brillouin zones back into
the first zone.
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Comparison with Theory

The methods discussed in the preceding section have
all been used extensively in analyzing Compton data.
Insight into wide classes of materials has been gained
via comparisons between experimental Compton
spectra and corresponding first-principles electronic
structure computations. In this connection, many re-
liable techniques based on the local (spin) density
approximation of density-functional theory have

been developed for treating crystalline systems
during the last few decades such as the (linearized)
augmented plane wave (LAPW) method, the lineari-
zed muffin-tin orbital (LMTO) method, and the
Korringa–Kohn–Rostoker (KKR) method. The KKR
method is based on the use of multiple scattering
theory and possesses the advantage that it can be
generalized straightforwardly to treat the electronic
structure and momentum densities in substitutionally
disordered (random solid solution) phases of alloys
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within the KKR–CPA scheme. A few illustrative
examples of comparison between theory and exper-
iment are presented now. These results will also serve
to highlight some of the general features of the
Compton spectra that have been discussed through-
out this chapter.

Figure 7 shows the Compton profiles for lithium
(Li). The measured and computed Compton profiles
for the scattering vector lying along three high-sym-
metry directions are shown in Figure 7a. All profiles
have been normalized so that the area under each of
the profiles equals the number of electrons (three) in
Li. The first derivatives of the profiles in Figure 7b
show that unbroadened theory curves (long dashes)
contain breaks at Fermi radii (a1–a3) and one set of
associated images at pF þ _K (b1–b3). The resolution
broadening of 0.12 a.u. (full-width-at-half-maxi-
mum) washes out the breaks b1–b3 as seen from
the solid lines. The first derivative for the free-elec-
tron profile of eqn [21], shown for reference only
along the [1 1 1]-direction by the dot-dashed line,
makes it clear that the momentum density in even a
relatively simple system such as Li is modified signi-
ficantly from the free-electron behavior due to solid-
state effects. In addition, note how differences in the
results for the three directions, that is, the anisotropy
of the profile, are more evident in Figure 7b com-
pared to Figure 7a. The actual Fermi surface radii
a1–a3 are more easily determined from the second
derivatives of Figure 7c and are denoted in the theory
curves by arrows. The Fermi surface of lithium is
a distorted sphere, somewhat elongated along the
/110S directions. The agreement between theory
and experiment is good overall, although the theore-
tical distribution and particularly the Fermi surface
breaks are broader in the experiment. This discrepancy
reflects the residual electron correlation effects that are
not treated accurately in the conventional band theory
picture underlying the computations of Figure 7.

Figure 8 considers directional anisotropies with
the example of an alloy. The results here are for a
solid solution of Ni75Cu25. The maximum value of
the anisotropy DJðpzÞ is typically one to two orders
of magnitude smaller than the Compton peak inten-
sity. The experimental data in Figure 8 were taken
using a g-ray source with a momentum resolution of
0.4 a.u. (FWHM), under which all Fermi surface
signatures in the data are essentially washed out.
Despite some differences in detail, the undulations in
DJðpzÞ are similar in theory and experiment. The
presence of oscillations in DJðpzÞ extending to rather
high momenta is indicative of interactions in the
solid state.

Figure 9 takes up an example where a reconstruc-
tion technique has been applied to obtain the Fermi

surface of the alloy Al–3at.%Li. Here nine Compton
profiles with scattering vectors in the (1 1 0) plane
were measured and Fourier-transformed to obtain a
projection of the momentum density rðpÞ onto the
(1 1 0) plane. Using the LCW folding procedure of
[26] over a selected set of K’s then yields the pro-
jected image of the Fermi surface shown in Figure 9.
The presence of the Fermi surface outside the indi-
cated geometrical boundaries of the first Brillouin
zone is clearly seen. The theoretical maps in the
figure have been obtained from nine corresponding
computed profiles following procedures which were
identical to those used to treat the experimental data.

Figure 10 presents the magnetic momentum den-
sity of the electrons with unpaired spin in iron. In this
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study Compton profiles were measured for 14
orientations of an iron single crystal. By reversing
the magnetization, two profiles were obtained for
each of the 14 orientations; their differences yielded
14 magnetic Compton profiles. The Fourier trans-
forms of these 14 profiles were used to map the re-
ciprocal magnetic form factor Bmag(r) along the lines
of eqn [24]. The inverse transform of [23] was then
performed to obtain the magnetic momentum den-
sity rmagðpÞ of Figure 10a, which is seen to display a
large negative momentum density at low momenta.
Figure 10b depicts the corresponding theoretical re-
sults and shows a similar general behavior of the
computed momentum density.

Finally, a recent example of a complex material is
given in Figure 11. The magnetic Compton profile
from the double layer manganite La1.2Sr1.8Mn2O7

for the scattering vector along the [1 1 0] direction is
shown. The measurements were carried out at a
temperature of 5K under an external magnetic field
of 7T along [1 1 0]. The theoretical profile computed
within the standard band theory picture is seen after
resolution broadening (thick line) to be in good
accord with experiments. Studies such as those
shown in Figure 11 indicate the potential of magne-
tic Compton scattering as an emerging spectroscopic
tool for investigating properties of magnetic elec-
trons in complex materials.
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Nomenclature

B(r) reciprocal form factor (–)
c speed of light (m s� 1)
e charge of the electron (C)
E0 energy of incident photon (kgm2 s� 2)
E1 energy of scattered photon (kgm2 s� 2)
EC energy at top of Compton profile

(kgm2 s� 2)
EF Fermi energy (kgm2 s� 2)
h Planck’s constant (kgm2 s� 1)
_ Planck’s constant/2p (kgm2 s� 1)
J Compton profile (kg� 1m� 1s)
k wave vector (m� 1)
k0 momentum of incident photon

(kgm s� 1)
k1 momentum of scattered photon

(kgm s� 1)
K reciprocal lattice vector (m� 1)
m electronic rest mass (kg)
n occupation function (–)
p0 initial momentum of electron (kgm s� 1)
p1 momentum of recoil electron (kgm s� 1)
px, py, pz components of electron momentum

(kgm s� 1)
pF Fermi momentum (kgm s� 1)
Pc,Pl Stokes parameters (–)
q scattering vector (m� 1)
r0 classical electron radius (m)
t1/2 radioactive half-life (s)
Z total number of electrons (–)
a, a0 emission angle of recoil electron (rad)
b sample orientation (rad)
l wavelength (m)
n frequency (s� 1)
r momentum density (kg� 3m� 3 s3)
s cross section (m2)
f scattering angle (rad), crystal wave func-

tion (m� 3/2)
w momentum wave function (kg� 3/2

m� 3/2 s3/2)
c wave function (m� 3/2)
O solid angle (sterrad)
e0 initial energy of electron (kgm2 s� 2)
e1 energy of recoil electron (kgm2 s� 2)
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Introduction

X-rays were discovered in 1895 by the German sci-
entist W C Röntgen, who immediately realized the

enormous field of applications resulting from their
deep penetration in solid substances. This was dra-
matically demonstrated by the early photographs of
human bones and small metallic objects, such as the
wedding ring of Mrs. W C Röntgen. It took several
years, however, before their physical nature could
be really understood. Since their trajectories were
not modified by a magnetic field, the only possible
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Figure 11 Experimental (�) and theoretical magnetic Compton

profile along [1 1 0] in the double layer manganite La1.2Sr1.8
Mn2O7. Measurements were carried out at 5K under a magnetic

field of 7 T. The theoretical profile is shown with ( ) and without

(—) resolution broadening of 0.4 a.u. All profiles are normalized

such that the area gives the measured magnetic moment of

3.4mB/Mn atom. (Reprinted figure with permission from Li

Yinwan, Montano PA, Mitchell JF, Barbiellini B, Mijnarends PE,

et al. (2004) Physical Review Letters 93: 207206; & American

Physical Society.)
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alternative choice was some form of electromagnetic
(e.m.) radiation. The problem was that none of the
typical features of e.m. radiation – such as reflection
by mirrors, refraction, polarization, and diffraction
from a grating – could be reproduced. Refraction, for
example, was not considered to take place because
no change of angle was observed when a collimated
beam of X-rays was observed to penetrate a slab of a
solid substance. It was later understood that X-rays
are indeed e.m. waves, of extremely short wave-
length, B0.1–0.2 nm. Using an oversimplified theory
for the index of refraction, based on a model in
which atoms are treated as harmonic oscillators,
with resonant frequencies much smaller than the X-
ray frequency, it is easy to show that the index of
refraction is less than 1, and can be written as
n¼ 1� d, with d B10� 5. Now it becomes clear why
X-rays cannot be reflected by mirrors. In effect, they
are reflected, provided the angle of incidence is very
small, less than a critical value yc ¼

ffiffiffiffiffiffi
2d

p
B10–30

arcmin. The small value of d also explains why re-
fraction was not observed. It was just too small to be
observed with standard techniques borrowed from
optics in the visible range. When the precision of the
observations was improved, it could be observed and
measured. If X-rays are e.m. radiation, one would
expect to see polarization effects. These were indeed
observed by the English scientist Ch G Barkla, who
showed that X-rays scattered at 901 by a carbon
block are polarized, which is what one would expect
from a transverse e.m. radiation. The decisive event
which proved the wave nature of X-rays un-
ambiguously was the discovery in 1912, by the
German scientist M von Laue, that X-rays are dif-
fracted by a crystal. In this experiment, a zinc sulfide
crystal was used, in which the interatomic distances
are B0.2–0.3 nm, supposedly of the same order of
magnitude as the X-rays. It became clear that all slits
normally used in optical experiments were several
thousand times greater than the X-ray wavelength,
and therefore no visible diffraction effects could be
produced by slits. Diffraction of X-rays by crystals is
a milestone in the development of condensed matter
physics. In fact, von Laue’s experiment not only clar-
ified the wave nature of X-rays, but also gave the key
for determining crystal structures, the internal ar-
rangements of atoms in a periodic medium. A new
chapter in the development of solid-state physics was
started by the English scientist W L Bragg, who
showed, in collaboration with his father W H Bragg,
how the cell parameters of a crystal could be deter-
mined by comparing the intensities of the various
diffracted beams in Laue’s experiment. They also
found, more importantly, that the atomic posi-
tions within each crystal cell could be determined.

W L Bragg can certainly be considered the founder of
modern crystallography.

The big question is: how can a crystal behave the
same way as a ruled grating? Laue’s equations are
derived under the assumption that each atom acts as
a source of spherical waves, which are capable of
producing mutual interference. These equations
show that the interference is generally negative (de-
structive), except for certain special directions in
space. The analysis is considerably simplified if
Bragg’s viewpoint is adopted. Bragg’s scheme is
based on the notion of ‘‘atomic plane,’’ plane sur-
faces populated by atoms. Each atomic plane is con-
sidered to behave like a weakly reflecting mirror.
When the distance d between parallel atomic planes,
the angle of incidence y, and the wavelength l are
related so that the beams reflected by each plane are
all in phase, a strong reflection is produced (Figure 1).
Since there are many possible choices of atomic
planes in a point lattice, many diffracted beams are
produced in several different directions (Figure 2).
For example, in a cubic point lattice the most pop-
ulated atomic planes are defined by the faces of the
cube. But one can also visualize atomic planes con-
taining the body diagonals of the cube. Different
atomic planes are identified by means of sets of three
integer numbers, called ‘‘Miller indices.’’ They are
the reciprocals of the intercepts that a given atomic
plane, closest to the origin, cuts through the three
axes used to define the point lattice of the crystal. So,
for example, the faces of the cube in Figure 3 are the
{1 0 0} planes, the planes through the body diagonals
are the {1 1 0} planes, etc.

In the Laue method, the incident X-ray beam is
‘‘polychromatic.’’ In this way, every set of atomic
planes {hk l} will utilize appropriate X-ray energy,
present in the incident beam, to produce a spot on
the film. So, in principle, every spot of the diffrac-
tion pattern corresponds to a given set of Miller in-
dices. The Laue technique, the oldest experimental
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Bragg's law: n
=2d sin �

d

dsin �

�

�

Figure 1 Reflection of waves from two adjacent parallel Bragg

planes.
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technique for X-ray diffraction, is still used for fin-
ding the orientation of single crystals. It has been
resurrected as a research experimental tool for the
crystal structure determination of proteins and other
biological crystals. It is used at synchrotron sites, in a
time-resolved mode, to study time-dependent phe-
nomena, with resolution times B10� 9 s or less.

Temperature Effects

It is already discussed in the previous section that a
three-dimensional ordered array of pointlike scatter-
ing centers can produce positive interference along
certain directions in space, giving rise to diffracted
beams. The assumption was that these scattering
centers are fixed. In reality, it is known that atoms in
a solid are not stationary; they vibrate around their
equilibrium positions. These thermal vibrations are
the origin of thermal energy. Two identical bodies at
different temperatures correspond to two identical
atomic arrays with different amplitudes of thermal
vibrations. If the atoms are at rest, exactly located at
their lattice positions, no X-rays are scattered outside
of the Bragg beams. Thermal vibrations produce at-
tenuation of the Bragg beams, and diffuse scattering
outside of the Bragg beams. Thermal vibrations are
present at all temperatures, even at absolute zero. It

is a phenomenon called ‘‘zero-point energy,’’ an effect
predicted by the quantum theory and amply verified
by experiment. Typical frequencies of thermal vibra-
tions are in the range of 1012–1013Hz. Thermal
amplitudes are normally a large fraction of the in-
teratomic distances. They can be easily B10% of the
distance between atoms. The time a photon takes to
go through a crystal and be channeled into one of the
diffracted beams is comparable with the period of
thermal vibrations. So, the crystal appears to be to-
tally disordered to an incoming photon. This fact
was well recognized by the early pioneers of X-ray
physics, to the point that it was believed that X-ray
diffraction could not be possible as a consequence of
thermal disorder. Fortunately, Laue decided to try
anyway, and the experiment was a great success.

It was later understood that the process of X-ray
scattering from a vibrating atom is equivalent, apart
from inelastic effects, to scattering from an electronic
‘‘cloud,’’ which represents the time average of the
electronic charge. So, a thin two-dimensional sheet of
atoms acquires a certain ‘‘thickness,’’ as a result of
thermal vibrations. Clearly, interfering effects over
the electronic clouds decrease the scattering ampli-
tude by a factor e�M called ‘‘Debye–Waller factor.’’
It should be emphasized that thermal disorder is not
equivalent to the kind of structural randomness
present in a glass or a liquid. The diffraction spots
are sharp and well-defined; only they become weaker
as temperature is increased. What counts is the time
average of the charge density, which still preserves
the same kind of long-range order present in a
nonvibrating crystal.

The Debye theory gives for a monoatomic crystal

M ¼ sin y
l

� �2 6h2T

MkBY2
jðxÞ þ x

4

� �
½1�

d

d ′

d ′′

l1

I2

Film

Crystal

I0 h2k2l2

h1k1l1

(a) (b)

Figure 2 (a) Three sets of parallel Bragg planes with different grating spacings. (b) Principle of the Laue method. The incident beam is

polychromatic. Two sets of lattice planes h1 k1 l1 and h2 k2 l2 reflect two monochromatic beams I1 and I2, with different wavelengths,

according to Bragg’s law.

d100

(a) (b)

Figure 3 Lattice planes corresponding to the (a) {1 0 0} and

(b) {1 1 0} Miller indices in a simple cubic lattice.
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where y is half of the scattering angle, l the X-ray
wavelength, h is the Planck constant, M the atomic
mass, T the absolute temperature, kB the Boltzmann
constant, Y the Debye temperature, and j(x) is the
Debye function

jðxÞ ¼ 1

x

Z x

0

y dy

ey � 1
with x ¼ Y

T
½2�

Note that eqn [1] shows that M is never zero, not
even at T¼ 0.

One important point which has been clarified only
recently (say, after 1960) is that the diffraction spots
of a vibrating crystal are due to purely elastic scat-
tering events. The inelastic events produce scattering
outside of the Bragg reflections. This is surprising
because every scattering event involves a substantial
transfer of energy from the X-ray photons to the
scattering centers (the energy transfer can be positive
or negative). For a large number of scattering events,
the energy is transferred to the whole crystal, not just
to a single atom. This important point is the physical
origin of the Mössbauer effect. It turns out that the
ratio of recoilless events is just given by e�M, typ-
ically between 0.9 and 1.

Dynamical Diffraction

The amplitude of X-rays scattered by the unit cell in
a crystal is given by

AðHÞ ¼
X
i

fi expðir i �HÞ ½3�

where fi are the individual scattering form factors for
individual atoms, ri are the atomic sites, and H is the
momentum exchanged in the scattering process. It is
also called ‘‘scattering vector,’’ and it has components
h, k, l, the Miller indices of the diffracting planes.
Equation [3] simply states that each atom becomes a
source of radiation, with an appropriate phase factor.
It is assumed in eqn [3] that each X-ray photon is
scattered ‘‘only once,’’ within each cell. This is the
essence of the first Born approximation in the scat-
tering theory. When many unit cells are considered,
this assumption is not always verified. Typical crystal
size dimensions are in the range of 10 mm or more.
Each atom acts as an oscillator, capable of absorbing
and emitting radiation. A balance between emission
and absorption is established, which is consistent
with the notion of multiple scattering. A condition of
self-consistency is set up for all plane waves existing
in the crystal. This was the doctoral thesis assigned in
1912 by A Sommerfeld to P P Ewald before the dis-
covery of X-rays by W C Röntgen: to investigate
what happens when electromagnetic radiation of

short wavelength (0.1–0.5 nm) interacts with a crys-
tal. For X-rays, the appropriate set of equations suit-
able for this problem are Maxwell equations; for
electrons and neutrons – the Schrödinger equation.
In either case, the crystal is described as a medium
which is periodic in three dimensions. More specif-
ically, the index of refraction is supposed to be pe-
riodic in three dimensions, and can therefore be
Fourier analyzed. In principle, an infinite number of
plane waves is considered, one for every reciprocal
lattice node, and an infinite number of homogeneous
linear equations is obtained for the amplitudes of
the plane waves. In practice, a finite number n
of plane waves is considered, where n is the number
of sets of atomic planes for which Bragg’s law is close
to be satisfied. The number n is typically 2, which
means that only one Bragg reflection is excited. It
turns out that solutions can be found for two distinct
values of the index of refraction (eigenvalues); in
other words, the crystal becomes ‘‘birefringent’’
when Bragg’s law is close to being satisfied for a
particular set of atomic planes. An incident beam
with wave vector ko generates in the crystal two re-
fracted beams with the same tangential components
bo1, bo2, which in turn, by virtue of Bragg’s law,
generate two diffracted beams with wave vectors
bH1, bH2, (H stands for h, k, l) . The two wave vec-
tors bo1, bo2 only differ by a small amount along the
normal to the surface. The same holds for bH1, bH2.
It is expected that waves with almost identical wave
vectors will generate beating effects. Such effects can
only be seen in highly perfect crystals. These beating
effects were predicted by M von Laue in the 1930s
and named by him as ‘‘Pendellösung,’’ but they could
only be observed in the late 1950s, when the sem-
iconductor industry was able to produce highly per-
fect crystals of germanium and silicon, which were
needed for the production of transistors. It was also
realized that the two eigenvalues for the index of
refraction, corresponding to two different modes of
propagation called ‘‘wave fields,’’ acquire different
absorption coefficients when Bragg’s law is satisfied.
One mode (can be called a) propagates through the
crystal very easily, even when the average photoelec-
tric absorption is very strong (the value in operation
when Bragg’s law is far from being satisfied). The a
mode corresponds to a situation called ‘anomalous
transmission.’’ The other mode (can be called b) cor-
responds to a very high absorption, higher than the
average value. The physical reason for this diffe-
rence in absorption coefficients is that at the Bragg
condition a system of standing waves is set up in
the crystal for both branches, a and b. The a branch
has maxima between atomic planes; therefore,
absorption is weak because there are no electrons
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where the electric field has maxima. The b branch
has maxima on the atomic planes; therefore, it is
heavily absorbed. The standing waves maxima and
minima can be shifted in a controlled fashion be-
tween the atomic planes. By looking at the X-ray
fluorescence emitted by particular impurities (such as
arsenic in silicon), it has been possible to confirm that
the arsenic atoms lie on substitutional sites. The X-
ray standing waves technique (XRSW) is also used
quite often to characterize the structure of epitaxial
layers deposited on a perfect crystal, such as silicon
or germanium.

A perfect crystal is characterized by a high level of
coherence between distant regions, which favors
multiple scattering and consequently a marked re-
duction in scattered intensity. A strained region
therefore diffracts more intensely. This is the basis
of ‘‘X-ray topography,’’ a technique in which the
contrast of X-ray images is used to learn about the
structural defects present in the crystal.

X-Ray Interferometry

Interference between coherent beams requires precise
machining of the optical elements (lenses and mirrors)
to an accuracy of the order of the wavelength of light
or less. For visible light, this means an accuracy of
B5000 Å, which is feasible. For X-rays a typical
wavelength is 1 Å, which is comparable to the size of
an atom. So, it would seem that X-ray interferometry
is out of the question. In 1965 a report by Ulrich
Bonse and Michael Hart appeared in print in which
coherent interference effects were observed between
spatially separated X-ray beams. Use was made of
‘‘Laue diffraction,’’ namely, diffraction through crys-
tal slabs, in transmission geometry, from lattice planes
perpendicular to the surface. Typically, in Laue dif-
fraction, two beams emerge from the backside
of the slab, which are coherently related (Figure 4).
By combining three silicon slabs in sequence, U Bonse
and M Hart were able to observe interference fringes
when a plastic wedge was inserted in one of the in-
terfering beams. The thickness gradient was perpen-
dicular to the plane of Figure 5. To guarantee a
perfect alignment of the three slabs with atomic pre-
cision, they were carved out from a monolithic silicon
block (Figure 6). A plastic wedge was introduced on
one of the interfering beams in order to produce a
variable phase shift, which gave rise to a number of
interference fringes on the beams T and H emerging
from the backside of the right slab in Figure 5. Since it
is impossible to polish a surface to angstrom accuracy,
one may wonder how X-ray interferometry can be
observed in the angstrom region. The question to be
asked, both for X-ray and optical interferometry, is

how much is the phase of a beam going to be affected
by a step Dt. In the case of visible light, the dephasing
effect amounts to 2p Dt/l, which is a big effect. In
the case of X-rays, the situation is different, because
X-rays are scattered by ‘‘atoms,’’ not by the surface
itself. The dephasing amounts to 2pDt(n� 1)/l, which
is quite small, because (n� 1) is B10� 5, in magnit-
ude. So, for X-rays, relatively large values of Dt can
be tolerated. To enable coherent photons to meet on
the third slab on the right (Figure 5), the distances
between the slabs should be ‘‘exactly’’ equal. How
exactly? Within the longitudinal and transverse co-
herence lengths of the X-ray photons, typically in the
range of 5–20mm, which is not too hard to achieve in
most cases.

H

T

Place for
wedge

Figure 5 The three crystals are combined in one single unit.

They are carved out from the same monolithic block. A plastic

wedge is inserted along one of the interfering beams. The upper

optical path is different from that of the lower beam. Interference

fringes are expected to become visible.

Figure 6 Side view of the Bonse–Hart interferometer. A plastic

wedge is inserted to intercept one of the interfering beams. The

optical path in the upper ray is smaller than that in the lower ray.

Interference fringes are produced and made visible on a pho-

tographic film placed on the backside of the interferometer.

KT

KHK0

�b

Figure 4 Geometry of Laue case diffraction. The diffracted

beam propagates in a half-space which is the backside of the

crystal, different from the one in which the incident beam is

propagating.
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A question may be asked about the requirement of
monochromaticity for the incident X-ray beam. The
trajectories of the X-ray photons are determined by
the Bragg diffraction angles. Since the peak widths of
the Bragg diffracted beams are quite narrow (seconds
of arc), photons with even slightly different energies
follow distinctly different paths. Since every photon
can only interfere with itself, it is realized that Dl
does not depend on the monochromator upstream,
but only on the peak width Dy. So, monochromatic-
ity is not an issue.

X-ray interferometers have been used by Deslattes
and Henins in 1973 to calibrate X-ray wavelengths
against optical standards. The same X-ray interfer-
ometers have been successfully used with thermal
neutrons giving rise to a whole new field of ‘‘neutron
interferometry.’’ Many quantum effects have been
observed for the first time by means of neutron in-
terferometry and have been described in the book by
Rauch and Werner. The list includes the following:

1. The observation of gravitationally induced quan-
tum interference.

2. The observation of the phase shift of a neutron
due to precession in a magnetic field.

3. The effect of the Earth’s rotation on the quan-
tum mechanical phase of the neutron, and many
others.

Multiple Beam Diffraction

An X-ray diffraction experiment yields the mag-
nitudes of the various Fourier components of the
scattering object. The phases, however, are lost. This
is a severe limitation in the ability to determine
structures by means of diffraction experiments. This
is the essence of the so-called ‘‘phase problem’’ in
crystallography. One technique that provides exper-
imental determination of phases is based on the
principle of multiple Bragg scattering, a situation in
which two or more Bragg reflections are excited at
the same time. Suppose that a weak Bragg reflection
P is excited, and that the crystal is rotated around P
in such a way that the incident X-ray beam always
forms the same angle with the lattice planes associ-
ated with the P reflection. A plot of the intensity of P
versus the rotation angle c is called ‘‘azimuthal plot.’’
When another reflection H is excited simultaneously
for a particular value of c, a strong perturbation in
the P intensity is observed, typically a sharp peak. A
careful analysis of the azimuthal plot reveals that in
most cases a pronounced asymmetry is present at the
base of the peak. This is called ‘‘the asymmetry ef-
fect.’’ It can be shown that the asymmetry effect is
due to interference between Bragg beams, and that it

carries phase information. Specifically, a three-beam
experiment (which involves two Bragg reflections
plus the incident beam) provides a value for the so-
called ‘‘triplet invariant’’:

d ¼ jH þ jP�H � jP

This definition of d makes it independent of the
origin chosen for calculating structure factors. For a
centrosymmetric structure, d is restricted to two pos-
sible values, 01 or 1801. These ideas have been fruit-
fully applied to improve the understanding of the
structure of quasicrystals. This is the name given to
solid substances which are not periodic, yet they are
capable of producing sharp diffraction peaks, similar
to those produced by regular crystals. In structural
analysis of new substances, the first question to be
asked is whether the structure is centrosymmetric or
not. It was generally assumed, without a strong jus-
tification, that most quasicrystals, with very few ex-
ceptions, are centrosymmetric. However, when there
is no periodicity, it is difficult to understand what
centrosymmetry really means. A number of three-
beam diffraction experiments have been done to
clarify this issue. Figure 7 shows the azimuthal plot
of Al–Pd–Mn quasicrystal, a very high-quality mate-
rial, generally considered to be centrosymmetric. It is
noted that the scattering vectors for quasicrystals are
defined in a six-dimensional space, and therefore
they have six components. It is a mathematical
convenience which allows one to treat quasicrystals
as periodic objects in a six-dimensional space. The
asymmetry effect is clearly visible, and it is consistent

92.5 92.6 92.7 92.8 92.9

P = 2 4 4 2 0 4

H3 = 2 4 0 2 4 0

217.5 arcsec

10 000

0

20 000

30 000

40 000

C
ou

nt
s

�(degrees)

Figure 7 Azimuthal plot of the ð2 4 4 %2 0 4Þ reflection, a three-
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with a triple invariant d¼ 112.51, a clear indication
of lack of centrosymmetry. While the deviations from
centrosymmetry are probably very small, it is found
that multibeam diffraction tends to overemphasize
even a small amount of centrosymmetry.

Another area in which three-beam diffraction is
finding useful applications is that of resonant scat-
tering. In germanium crystal, the 600 reflection is
space-group forbidden. This means that the 600 can-
not be turned on even for the most general charge
density consistent with the symmetry properties of
the Fd3m space group. This means that if an electron
is put in a general position (x, y, z) within the unit

cell, and then one electron is placed in all other 47
equivalent positions, as dictated by the symmetry
properties of the space group, the 600 structure fac-
tor for these electrons is always zero. Surprisingly
enough, the 600 can be turned on again if resonant
scattering is used. It is found that the 600 exhibits a
beautiful asymmetry effect around a three-beam sit-
uation, and that interesting phase effects can be
observed, which should provide a much more de-
tailed description of the valence charge density in Ge.
Figure 8 is an example of a three-beam experiment in
Ge-600 at resonance. Again, the asymmetry effect is
clearly visible, and phases can be reliably extracted
from the azimuthal profiles.

See also: Crystal Structure Determination; Mössbauer
Spectroscopy; X-Ray Topography.

PACS: 61.10.Nz; 61.10.Dp; 61.44.Br
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Introduction

Brillouin light scattering (BLS), in its historical sense,
is the inelastic scattering of light by acoustic phon-
ons. It thus provides information on the elastic prop-
erties of the scattering medium and it has been used
to study gases, liquids, crystals, polymers, glasses,
semiconductors, nontransparent thin layers, and su-
perlattices. BLS yields information similar to that
obtained using ultrasonic techniques but it has

certain advantages when dealing with small samples,
reactive samples, or in cases where contact with a
transducer poses experimental difficulties (e.g., high
temperatures and pressures). The Fabry–Perot inter-
ferometer (FP) is, par excellence, the instrument of
choice to achieve the 1–100GHz resolution required
in typical BLS experiments. Because of this, BLS has
become synonymous for all experiments performed
with an FP independent of whether the scattering is
produced by acoustic phonons, by magnons, or by
electronic states. Here BLS is used in this broader
context.

This article provides a brief historical review and
a condensed description of the origin of the effect.
Also, some key experimental aspects are briefly de-
scribed. The emphasis of this article is to illustrate,
via specific examples, the range of problems that can
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be investigated using BLS. This will include the de-
termination of elastic constants with emphasis on its
application under adverse experimental conditions
(temperature, size, and pressure), as well as its ap-
plication to magnetic systems and electronic levels.

Brief History of BLS

The term Brillouin light scattering (BLS) was derived
from the theoretical prediction made by L Brillouin
in 1914 of a possible inelastic interaction between
light and sound. The description of light-scattering
experiments was published in his PhD dissertation. A
similar prediction was made independently in 1926
by L I Mandelstam. The first experiment was per-
formed by E Gross in 1930. BLS spectroscopy
developed rapidly in the early 1960s as lasers be-
came available. The first light-scattering experiments
in pure liquids were done by G B Benedek et al. in
1964. The technique remained almost an academic
curiosity until the multipassed and later the tandem
FP, both introduced by J Sandercock, enabled the
weak Brillouin signals to be observed in the presence
of the usually overwhelming intensity of the elasti-
cally scattered light. At that point, BLS became a
powerful and versatile tool for material characteri-
zation. This article describes how it has made signi-
ficant contributions to a wide range of problems in
condensed matter physics.

Origin of BLS

Any excitation that produces a time-varying change
in the polarizability of a medium (for a longitudinal
sound wave this is related to the change in refractive
index caused by the densification and rarefaction
produced by the wave) interacts with electromagne-
tic radiation via the polarizability a. The polarization
of the medium induced by the electromagnetic wave
becomes

Pðr; tÞ ¼ ½/aSþ daðr; tÞ�E0e
iðki�r�o0tÞ

and it can be shown that this leads to the re-radiation
of electromagnetic waves with frequencies
o07ophon. The origin of the polarizability changes
(da) is different for different excitations: bulk phon-
ons modulate the polarizability via elastooptic effects
(strain-induced changes in the refractive index), sur-
face phonons produce polarizability changes as the
interface moves into and out of the vacuum (known
as the ripple mechanism), and magnons interact via
magnetooptic contributions.

Interference between the radiation emanating from
throughout the sample leads to the condition that

only excitations with wave vector q that satisfy

q ¼ k0 � k

where k and k0 are the wave vectors of the incident
and scattered radiation, respectively, will produce
scattered radiation. Since k and k0 are determined by
the directions of the incident and scattered radiation,
it is clear from the above equation that in a given
experiment only excitations with a fixed wave vector
will be probed. This also makes it clear that the
geometry chosen for the experiment is crucial for
analyzing the resulting data.

Scattering Geometries and Frequency
Analysis

There are a number of scattering geometries that are
often used in Brillouin experiments; these are shown
schematically in Figure 1. Not only does each scat-
tering geometry select different q values but it is clear
that geometries (a), (b), and (c) are only suitable for
transparent materials while geometries (d) and (e)
can be used even if the sample is not transparent. The
(e) geometry is a variant of the back-scattering
geometry (d). The magnitude of the wave vector
probed in each geometry, calculated from the
q ¼ k0 � k equation, is also indicated in Figure 1. In
these expressions, jkj ¼ 2p=l (with l the wavelength
of the incident radiation, and the refractive index of
the medium). In opaque materials, only the compo-
nent of q parallel to the surface is conserved so that
the q ¼ k0 � k equation yields only the value of q in
the surface plane qs. Typically, the choice of scatter-
ing geometry depends on the nature of the sample
and the constraints of the experiment being per-
formed; for example, cryostat, magnet, and furnace.
In the laboratory, the incident radiation depicted in
Figure 1 is usually delivered by a laser. Since the fre-
quency shifts are small, it normally requires a laser
operating in a single longitudinal cavity mode. The
scattered radiation is typically collected by a high-
quality lens (often a camera lens). Frequency analysis
of the scattered light is accomplished using an FP
interferometer. In all but a few cases, experiments
rely on the high contrast provided by multipassed
and/or tandem instruments. These very delicate in-
struments are technically complex. Excellent reviews
on their operation and fabrication exist in the liter-
ature (see the ‘‘Further reading’’ section).

Examples

To highlight BLS, a selection of examples are dis-
cussed. First, the classical application is described: the
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Figure 1 Scattering geometries: (a) a bulk-type analysis of excitations inside a transparent material using 901 geometry, (b) a thin

transparent layer – this geometry is sensitive to excitations propagating in the plane of the sample, (c) a transparent layer with near-

normal incidence – this geometry is sensitive to wave vectors perpendicular to a sample surface, (d) a back-scattering geometry in an

opaque material which is sensitive to in-plane, surface wave vectors, and (e) a variant of geometry (d), where k 0 is not along the direction

of the incident light, is also used for studying surface excitations. For geometries (a) and (c), the material refractive index n is required for

data analysis.
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determination of elastic constants in a bulk transpar-
ent material. In this subsection, references to examples
are provided where the determination of cij has been
done at high temperatures and high pressures. Then
examples of BLS applied to liquids, glasses, opaque
materials (surface wave BLS), magnetic materials
(magnons), and electronic levels are given.

Determination of Elastic Constants of
a Bulk Crystal

Figure 2 shows a Brillouin spectrum obtained from
a diamond crystal in the backscattering geometry
shown in Figure 1c. Since the diamond surface
was (1 1 1) and since the phonons probed in the
experiment propagate along the surface normal,
the peaks observed in Figure 2 correspond to pho-
nons along the [1 1 1] direction. Along this direc-
tion the longitudinal sound velocity is vL ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðc11 þ 2c12 þ 4c44Þ=3r
p

and the velocity of the
(degenerate) transverse phonons is vT ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðc11 � c12 þ c44Þ=3r
p

. The peaks in Figure 2 have
therefore been labeled as L and T, respectively.

Since diamond crystals are large enough to be cut
and polished with any desired orientation, it is clear
that from a combination of measurements in differ-
ent scattering geometries and/or crystal orientations
the whole set of elastic constants can be determined.
In Table 1, the cij of diamond determined by both
Brillouin scattering and by ultrasonic techniques are

listed. The results of both techniques are in very good
agreement but it is interesting to note that while the
BLS measurements were performed on crystals of
around 1/3 carat, the ultrasonic measurements used a
22-carat diamond.

In cases where large, transparent crystals are avail-
able, it is clear from Table 1 that BLS has no
particular advantage over ultrasonic techniques.
However, when only small samples are available
the BLS technique becomes the technique of choice.
Single crystals of cubic boron nitride (BN), for ex-
ample, cannot be grown as single crystals larger than
E500 mm. In this case, BLS becomes the technique of
choice and yields the cij also included in Table 1.

The preceding section outlines how BLS can be
used to determine cij. At ambient conditions, cij can
often be determined more accurately using ultrasonic
techniques. In some cases, however, BLS becomes a
much more versatile tool than ultrasonics. Such cases
usually involve samples where transducer bonding is
difficult, as was mentioned above, in small or thin
samples, high-pressure and/or high-temperature
experiments, or cases where chemical reactivity
becomes severe. For example, the temperature de-
pendence of the c11 and c44 elastic constants of
Ba1–xLaxF2þ x over the range 300–1600K was deter-
mined by P E Ngoepe and J D Comins who found a
linear decrease that they attributed to anharmonicity.
A case involving high pressures is represented by
measurements of liquid and solid argon in a diamond
anvil cell up to 70GPa.

Measurements of Spectral Features in Liquids

BLS can also be used to determine the elastic response
of liquids. In contrast to solids, however, where the
unshifted peak is dominated by the effects of impu-
rities and surface scattering, in pure liquids the cen-
tral peak is due to entropy fluctuations. The intensity
of the unshifted component is related to that of the
shifted BLS peaks via the Landau–Placzek ratio, Cp/
Cv–1, where Cp and Cv are the specific heats at con-
stant pressure and volume, respectively. In pure liq-
uids, therefore, BLS can be used to study the intensity
and shape of the central peak. Frequency broadening
of this peak can be caused by fluctuations in the ori-
entation of anisotropically polarizable molecules or
by diffusive processes governed by the equations of
hydrodynamics. In liquids, it is also possible to
investigate relaxation and damping effects via the
phonon lifetime that translates into changes in the
shape and line width of the phonon peaks. The same
approach cannot usually be applied to most bulk
crystals, because of a very low damping that results
in line widths below the experimental resolution.
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Figure 2 Brillouin spectrum from a diamond crystal in the

geometry from Figure 1c. The longitudinal (L) and transverse (T)

phonons propagate along the [1 1 1] direction.

Table 1 Elastic constants of diamond and boron nitride

Material and method c11 ðGPaÞ c12 ðGPaÞ c44 ðGPaÞ

Diamond, BLS 1076 125 577

Diamond, ultras 1079 124 578

Boron nitride, BLS 820 190 480
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However, in temperature regions where structural
phase transitions occur, damping processes influ-
ence Brillouin line widths enough so that the changes
are detectable, for example, in molten and crystal-
line alkali halides, during order–disorder transitions
in mixed crystals, or during ferroelastic phase tran-
sitions in some crystals.

Glasses

BLS has been extensively used to investigate the
transition of liquid to solid in materials that do not
crystallize: for example, silica, Rb1–x(NH4)x/H2PO4

(10–300K), Rbx(NH4)y/H2PO4 (20–80K), and
Ca(NO3)/KNO3 (320–640K). Across the transition
region, the phonons in these materials become highly
damped and the resulting line shapes can be inter-
preted in terms of the underlying mechanism of the
glass transition. These types of investigations are also
of practical importance, because these materials are
often used in fiber optics technology and in opto-
electronic devices.

Gases

BLS in gases detects local fluctuations that lead to
frequency shifts in the 0.1–1GHz range. These shifts
can also be viewed as a Doppler shift from the mo-
tion of individual atoms. In this context, BLS has also
been used to investigate how the phonon spectrum
evolves as a gas is pressurized to become a fluid. This
evolution reflects the hydrodynamic transformation
as the thermal mean free path for atomic motion
becomes comparable and then shorter than the
wavelength at which the medium is being probed
by the scattering of visible light. These experiments
can also be interpreted in terms of the hydrodynamic
equations of motion. Investigations of CO2 up to
8 atm pressure, and Xe over the range 0.022–
0.66 atm are two instances where this phenomenon
has been investigated.

Surface Acoustic Modes in Thin Layers

Light scattering from acoustic excitations in opaque
materials results from a purely surface-induced
mechanism, viz. phonon-induced thermal ripples. In
these cases, the scattering geometries (d) and (e) in
Figure 1 must be employed. In a semi-infinite medi-
um, the strongest coupling is to Rayleigh waves
(reminiscent of waves in the ocean) with some weak-
er features induced by bulk waves reflecting from the
free surface. In thin films and layered structures,
however, it is also possible to couple to modes that
are localized within the layers or at the interfaces;
these modes are generally referred to as Sezawa

modes. If the medium is not completely opaque, it is
possible to couple to the phonons via both the ripple
and elastooptic mechanisms. In these cases, unusual
interference effects are possible.

Figure 3 shows a BLS spectrum from a Co/Cu su-
perlattice built from 60 bilayers of 1 nm Co/0.8 nm
Cu in which the Rayleigh and Sezawa modes are
observed. The experiment was carried out using a
Sandercock-type tandem 3-pass interferometer. From
these results, the effective elastic properties of the
superlattice can be extracted.

In cases where the surface layers become much
thinner than the wavelength of light, the medium
again becomes equivalent to a homogeneous solid.
In these cases, Brillouin scattering has been a very
efficient and reliable tool for determining the effective
elastic constants of the heterogeneous solid. For ex-
ample, R Danner et al. in the Ni/V superlattice, for
different layer thicknesses from the range of 1.85–
63.3nm, proved that this b.c.c./f.c.c. system reveals
softening of elastic parameters. J A Bell and co-work-
ers measured effective elastic constants in the Mo/Ta
superlattice (c11, c13, c33, c44) with an elementary spa-
tial bilayer thickness ranging from 0.7 to 20nm.

Observation of Bulk and Surface Spin Waves in
Metallic Superlattices

Brillouin scattering can also be used to investigate the
magnetic properties of materials via their magnetic
excitations – magnons. In this sense, the information
it yields is similar to that obtained in ferromagnetic
resonance (FMR) experiments. However, contrary to
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Figure 3 BLS from surface acoustic phonons in the Co/Cu su-

perlattice. Descriptions: R – the Rayleigh surface mode, S – Se-

zawa or higher-order Rayleigh modes. The measurement was

carried out for (s–s) polarizations of the incident and scattered

light.
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FMR that probes the infinite wavelength excitations,
Brillouin scattering probes excitations with wave-
lengths comparable to the wavelength of light. As for
phonons, magnons can be subdivided into surface-
like and bulk-like excitations. Expressions relating
the magnon frequencies to the magnetic properties of
the material – magnetization, anisotropies, applied
field, and gyromagnetic ratio – can be quite complex
and often cannot be rendered in analytical form.

The Brillouin scattering technique has also been
used to investigate the nature of magnetic excitations
in nonconventional materials. In the case of the
Co/Cu superlattice described in the previous para-
graph, which is built from alternating magnetic and
nonmagnetic materials, bulk-like collective excita-
tions resulting from coupling between spin waves
across the nonmagnetic spacer are detected (Figure 4).
Additionally, a surface-like mode propagating on
the surface of the sample was also found. The exper-
iment was carried out with a tandem 3-pass spectro-
meter, with (s–p) polarization of the incident and
scattered light, and a constant magnetic field lying in
the sample plane. Figure 5 provides results for differ-
ent magnetic field intensities, from which the
gyromagnetic ratio and saturation magnetization
can be determined.

Scatterings from Electronics Levels

More recently, BLS has been used to probe the low-
lying excitations of B impurity atoms in a diamond
host . In this case, since the excitations are local and

are not described by a wave vector, the results do not
depend on the scattering geometry. Figure 6 shows a
spectrum recorded at low temperature and with an
applied field of 4T; apart from the expected longit-
udinal (L) and transverse (T) phonon peaks, the ad-
ditional peaks labeled B can be traced to electronic
transitions between the hydrogen-like states sur-
rounding the B atoms. Under the effect of an ap-
plied field these modes split and from the measured
splittings, the degeneracy and nature of the transi-
tions is extracted. This, in turn, provides information
on how B impurities in diamond lead to its semi-
conducting properties.
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Introduction

Inelastic electron-scattering phenomena are used to
obtain information on the electronic properties and
atomic structure of materials. An interaction event
between an electron and a target material is called
inelastic if the electron loses some or all of its energy;
otherwise, the event is called elastic. Any energy loss
by the electron is equal to the energy gained by the
material and is characteristic of the type of scattering
event. The measurement of an inelastic event deter-
mines the energy transferred and the rate at which
this transfer occurs, which provides physical infor-
mation about the elementary excitations of the
material.

Inelastic interactions can be grouped according to
different energy-transfer regimes that form the basis

of the principal experimental techniques. Histori-
cally, inelastic electron scattering was developed
prior to the availability of continuous-energy pho-
ton sources from dedicated storage rings. In fact,
under certain circumstances, electronic excitations
are equivalent to photon excitations in that they can
be described within a common conceptual and the-
oretical framework.

An electron is an elementary particle with a mass
m and, owing to its wave nature, has a wave number
k ¼ p=_, where p ¼ mv is the momentum, v is its
velocity, and _ is Planck’s constant. The kinetic
energy is expressed classically by E ¼ ð1=2Þmv2,
where v ¼ jvj. Electrons have a negative charge e
and a nonclassical angular momentum (spin). These
properties play a central role in the interactions be-
tween electrons and their environment and constitute
the basis of a wide range of spectroscopic techniques.
Owing to their unique properties, there are both
advantages and disadvantages in using electrons as a
probe in analytical applications. Spin-polarized or
spin-averaged beams of electrons are readily created,
electrons can be accelerated to any energy, and
focused on a target at will. After they interact with
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the target material, electrons can be analyzed ac-
cording to their intensity, momentum, energy, and
spin polarization. In the final state, there are, even in
an idealized single-scattering event, two electrons
which arbitrarily share the initial energy. These elec-
trons are indistinguishable, which makes the inter-
pretation of the results especially challenging.

The Cross Section for Inelastic Scattering

Electron–atom scattering is the cradle of today’s
quantum mechanical understanding of many solid-
state interactions. Electron–solid interactions, how-
ever, not only present a wealth of phenomena to aid
the development of modern physics, but have also
made spectroscopies based on electronic excitations
one of the major sources of information on atomic
and electronic structure and on elemental composi-
tion of materials. In order to account for all elec-
tronic interactions, a first-principles theory should be
developed, though a semiclassical approach often
suffices.

The strength of the electronic interaction depends
on the electron energy and the material, which en-
dows the energy dependence of a type of event with
dynamical information about the interaction. If the
interaction is weak, the energy _o lost by the elec-
tron and the associated momentum transfer q involve
the creation of a single excitation with an energy _o
and momentum q. In this case, the Born approxima-
tion is valid, so the initial (i) and final (f) states of the
electron are given by plane waves:

ci ¼ eiki�r and cf ¼ f ðkiÞeikf �r ½1�

where f(ki) is the scattering amplitude. The interac-
tion between the electron and the environment is
described by a Hamiltonian containing the energy
of the unperturbed sample, the energy of the elec-
tron, and the Coulomb potential V(r) between the
sample and the electron. During the interaction,
energy and momentum are conserved: Ei � Ef ¼ _o
and kf � ki ¼ q. Using Fermi’s golden rule, the scat-
tering cross section can be expressed as

do ¼ 2p
_
jMEi;ki

Ef ;kf
j2dðEi � EfÞd3k ½2�

where the matrix element M ¼ /ffcfjVðrÞjcifiS,
and fi and ff are the wave functions of the target
before and after the scattering.

When an electron scatters from an atom, the in-
teraction only with the other electrons can be ine-
lastic because no energy is transferred to the nucleus
via Coulomb scattering. The most general type of

energy transfer in electronic excitations produces a
transition from an occupied to an unoccupied state
separated by an energy equal to the energy loss of the
primary electron. The differential cross section of
such a transition is obtained by integrating eqn [2]
over o:

d2s
dE dq

¼ 8p
e2m2

_2

� �2
1

q3k2i
j/ffje�iq�r jfiSj2 ½3�

where q ¼ jqj00. The cross section NðEÞpds=dE is
dominated by processes for which the momentum
transfer is small. If q � r{1, one can write
e�iq�rE1� iq � r, and the dipole approximation used
in optics becomes applicable to inelastic electron
scattering:

d2s
dE dq

¼ 8p
e2

_2vi

� �2
1

q
j/ffjn � rjfiSj2 ½4�

where vi ¼ _ki=m; q ¼ nq, and n is the unit vector
along q.

Interband Transitions

The validity of the dipole approximation means that
the scattering cross section can be related to the di-
electric properties of the target material. The dielec-
tric response eðq;oÞ ¼ e1ðq;oÞ þ ie2ðq;oÞ depends
on the energy transfer _o and momentum transfer q.
Electrons interacting with the target produce a
longitudinal perturbation over the long-range dipole
fields. These fields attenuate the electron intensity
through the absorptive part e2 of the dielectric con-
stant. Since the field is screened by 1=e, the electron-
loss function can be written as the sum of surface and
bulk contributions:

NðEÞp� Im
S

1þ eðo; qÞ þ
B

eðo; qÞ

� �

R� Im
1

*eðo; qÞ

� �
½5�

where S and B are weighting factors for the surface
and the bulk, respectively. The cross section N(E),
therefore, contains fundamental information on the
dielectric behavior of the bulk and the surface of the
sample. A direct link between electron energy losses
and the effective dielectric function *eðq;oÞ is
provided by the Kramers–Kronig relation,

Re
1

*eðo; qÞ

� �
¼ 1� 2

p

Z
N

0

Im½ � 1=*eðo; qÞ�
o02 � o2

o0 do0 ½6�
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which gives

*eðo; qÞ ¼ Re½1=*eðo; qÞ� � i Im½1=*eðo; qÞ�
½1=*eðo; qÞ�2

½7�

The practical advantage of energy-loss measure-
ments over optics lies in the fact that they cover a
larger energy range than experiments with photons,
which facilitates a more complete evaluation of eqn
[6]. The electron energy-loss function, in fact, de-
pends on the joint density of states (DOS), defined as
the convolution of the occupied initial states and the
unoccupied final states that are separated by the
energy loss and are coupled by the matrix element.
The optical dielectric function contains the transverse
properties of the solid, which may be different from
the longitudinal properties accessible to electron-
energy loss spectroscopy. The differences between the
transverse and the longitudinal responses are negli-
gible for a small momentum transfer q and become
equal for q¼ 0 (the random phase approximation).
For higher values of q, multipole transitions are well
resolved in electron-induced transitions, but are
strictly forbidden in optics.

Inelastic interactions are responsible for the inten-
sity attenuation of electrons within a bulk material.
The characteristic quantity for the penetration depth
of the electrons is called the mean free path L, the
value of which depends on the available excitations
at a particular energy. For the range of energies
B30–100 eV, L has values comparable to interatom-
ic distances. Thus, the experiments contain informa-
tion mainly on the surface properties (small B in eqn
[5]). In optics, on the other hand, photons penetrate
deep into the target material, so the information is
dominated by the bulk DOS (small S in eqn [5]).
Transitions that are characteristic of the surface
(e.g., surface states, adsorbates) help to distinguish
between bulk and surface excitations.

Plasmon Excitations

The cross section N(E) in eqn [5] attains peak values
for e1 ¼ 0 or � 1 and e2 ¼ 0. This condition corre-
sponds to charge-density fluctuations caused by the
incident electrons. A longitudinal plasma wave along
the crystal produces long-range Coulomb forces be-
tween positive and negative charges and excites col-
lective oscillations. These are called plasmons in the
case of a quasi-free electron gas. The plasmon energy
is obtained from the Fourier modes of the electron
density,

rðrÞ ¼
X
k

rke
�ik�r ½8�

The rk are amplitudes of harmonic density fluctua-
tions obeying

.rk þ o2
prk ¼ 0 ½9�

in which op is the Langmuir frequency

op ¼

ffiffiffiffiffiffiffiffiffi
nee

2

e0m

s
½10�

ne is the bulk charge density, e0 is the permittivity of
free space, and the energy loss due to plasmon cre-
ation is _op. Plasmons are quantized excitations, so
the energy loss is n_op, where n is an integer.

Plasmon energies can be used to extract changes in
the electron density that accompany changes of the
electronic properties or the volume of a solid. For
example, the alloy Al–3 at.%Ag shows a transition
from a high-temperature phase, where Al and Ag
form a homogeneous solid solution, to a regime
B4001C where Ag atoms precipitate as Ag2Al clus-
ters. The formation of these precipitates can be mon-
itored by observing the plasmon energies of Al across
the transition. With Ag atoms homogeneously dis-
tributed in the bulk, more volume is available to Al
atoms, resulting in a lower effective electron density,
thus shifting the plasmon energy to lower values. The
spectra in Figure 1 show that, at 4801C, the plasmon
energy is reduced from 15.8 to 15.5 eV, signaling
a 3.8% volume reduction. At temperatures below
4401C, Ag2Al precipitates form that are largely de-
coupled from the aluminum matrix, thus leaving the
volume and electron density unaltered from their
values in pure Al. Thus, there is no change in the
plasmon energy.

There are detailed investigations of the dependence
of plasmon excitations on the momentum transfer.
For increasing values of q, the peak in the loss func-
tion moves to higher energies until the excitation
decays into electron–hole pairs. In semiconductors,
electron–hole pairs form a hydrogenic bound state
called excitons which, for a material with an indirect
bandgap, such as Si, have very long lifetimes because
the recombination process requires the emission of a
phonon to conserve momentum.

Surfaces have different charge distributions from
those in the bulk. This moves the plasmon frequency
to os, where

o2
s ð1þ eÞ ¼ o2

p ½11�

which, with e ¼ 1, yields

os ¼
1ffiffiffi
2

p op ½12�
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Surface plasmons are generated by the resonant
interaction between the surface-charge oscillations
and the electric field of the electrons. In electron
energy-loss spectra, these plasmons reflect transitions
associated with surface charges. In optics, they have
potential uses in magnetooptic data storage. Figure 2a
shows a corrugated metal surface with a period of a.
If a corresponds to a surface-plasmon wavelength,
there are two standing-wave solutions that have the
same wavelength, but different energy, giving rise to a
photonic bandgap (Figure 2b). At this point, surface
plasmons cannot propagate, producing a significant
increase in the electromagnetic field.

Vibrations at Surfaces

Electrons moving near the surface of a solid can ex-
cite localized and collective vibrations. The major

experimental achievement in the measurement of

these vibrations has been the development of near-

monochromatic primary-electron beams and, addi-

tionally, the detection of reflected electrons with a

resolution of the order of vibrational energies (a

few meV). On Sið111Þ, one of the most intensively

studied surfaces, the local arrangement of atoms

at and near the surface, including the stretching of

Si–Si bonds, has been obtained from surface phonon
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Figure 1 Energy losses in pure Al and Al–3 at.%Ag with (a) Ag2Al precipitates, and (b) Ag atoms homogeneously distributed at 4801C.

To accurately determine the plasmon energy, the measurements are extended up to the tenth plasmon loss. (Reprinted figure with

permission from Wetli E, Erbudak M, and Schulthess T (1994) Segregation and dissolution of Ag-rich clusters at the (1 00) surface of
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Figure 2 (a) Periodic textures on the metal surface that (b) lead to the formation of a photonic bandgap of surface plasmons. (Adapted

from Barnes WL, Dereux A, and Ebbesen TW (2003) Surface plasmon subwavelength optics. Nature 424: 824–830.)
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measurements and found to be consistent with the
dimer-adatom-stacking-fault model.

Adsorbates are foreign atoms that are bound to
sites with a particular point-group symmetry of the
surface structure. If the dipole image charge of the
adsorbate has a component normal to the surface,
the adsorbate can be excited into vibrational states,
while modes with their dipole moment parallel to the
surface are screened by a factor 1=ðeþ 1Þ2. These
selection rules are similar to those governing infrared
transitions. One can determine the local symmetry by
observing the number of vibrational modes. The lo-
cal geometry is modeled by a rigid substrate against
which the adsorbates vibrate. Figure 3 shows some
fundamental types of bonding arrangements. In (a),
an adsorbate atom is placed at a top position. This
site would produce a single low-energy vibrational
mode. In (b), the same atom is shown in a bridge
position. Energy loss would be observed at an even
lower value than (a), corresponding to the normal
vibrational component. If the chemical bonding were
not symmetrical, then one would observe two peaks
at similar energy losses. Generally, a lowering of the
adsorption symmetry, such as uneven bonding, in-
creases the number of vibrational modes. For mo-
lecular adsorbates (Figures 3c and 3d), a high-energy
loss would be due to the stretching mode of the at-
oms in the molecule, while a low-energy loss would
be observed, due either to the vibration of each
atom against the substrate, or the entire molecule.
Hence, for molecular adsorption one always expects
at least two modes. Observation of a single mode is,

therefore, evidence for the dissociative adsorption
of a molecule. Apart from the number of observed
modes, the vibrational energy contains information
about the chemical nature of the bond. An adsorp-
tion site on top of a substrate atom results in a higher
force constant compared to an adsorbate at a bridge
or hollow site, where the bond strength is shared by
several surface atoms.

Excitation of Core Electrons

A special case of interband transitions is the excita-
tion of core electrons with a binding energy, EB. The
primary electron can transfer any amount of energy
ELpEi to the core electron. By measuring the energy
loss of the primary electron, one knows the kinetic
energy of the core electron after scattering, that is,
how far above EF the core electron has been excited.
The excitation into states at EF corresponds to zero
kinetic energy, and hence, EL ¼ EB. This is called the
absorption edge. It is characteristic of a particular
element and its chemical state, and can thereby be
used as a tool for chemical analysis.

Nanotubes provide a topical illustration of such
measurements. Their chemical and physical proper-
ties can be manipulated by incorporating atoms
or molecules within the tubes. Figure 4 shows a
high-resolution electron micrograph of an isolated
single-wall nanotube containing C82 fullerenes and a
schematic representation of the structure. The image
reveals single Gd atoms encapsulated in the fullerene
cages. Figure 5 displays a spatially resolved electron-
energy-loss spectrum of C K-edge (1s initial state) and
GdN-edge (4d initial state) absorption edges. Thus, it
is possible to detect and identify single Gd atoms
encaged in a complex C environment. Core-electron
binding energies may show a chemical shift depen-
ding on the chemical state of the element because,

(a)

(c) (d)

(b)

Figure 3 A schematic description of four typical adsorption

states. The springs represent chemical bonds of different

strengths.

Figure 4 Electron micrograph of an isolated nanotube incorpo-

rated with a chain of Gd-metallofullerenes and a schematic rep-

resentation of the structure. Horizontal bars represent a length of

3 nm. (Reprinted figure with permission from Suenaga K, Tencé

M, Mory C, Colliex C, Kato H, et al. (2000) Element-selective

single atom imaging. Science 290: 2280–2282; & AAAS.)
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through chemical binding, the electronic charge
density is redistributed, thereby shifting the binding
energy. The core-electron binding energy of Gd shows
a downward shift compared to the neutral Gd metal,
which suggests a charge transfer from the Gd to a C
atom.

Core states have almost no overlap between
neighboring atoms, leading to extremely narrow
bandwidths. Therefore, the energy-loss spectrum at
and above the absorption edge is indicative of the
unoccupied DOS at the site of the excited atom with
an orbital angular momentum determined by the
symmetry of the final state. If the final states are far
above EF, the modulations in the spectra can be
described within a single-scattering framework and
used to extract structural information about the local
environment of the excited atom. This is known as
extended energy-loss fine structure (EELFS); the op-
tical analog is extended X-ray-absorption fine struc-
ture (EXAFS). Closer to the absorption edge, the
interpretation of the spectra requires a multiple-scat-
tering treatment, as in near-edge X-ray-absorption
fine-structure (NEXAFS) in optics.

e�2e� Scattering

A general, yet simple, case of electron–atom or elec-
tron–solid interactions is considered. The target has
electrons of initial energy E

ð2Þ
i and momentum k

ð2Þ
i ,

while the primary-electron energy has E
ð1Þ
i and

momentum k
ð1Þ
i . In the final state, there are two

electrons: one with an energy E
ð1Þ
f and momentum

k
ð1Þ
f , and the initially bound electron, now with

energy E
ð2Þ
f and momentum k

ð2Þ
f . In the limit of large

energy and momentum transfer, the E
ð1Þ
f and E

ð2Þ
f are

well above the band structure regime, so the unoc-
cupied DOS is parabolic and does not impose addi-
tional structure upon the measurement. This
interaction regime is the basis of (e–, 2e–) spectros-
copy for solids. For atomic or molecular targets,
(e–, 2e–) spectroscopy provides information about the
wave function density in momentum space by me-
asuring the momentum distribution of the bound
electron as a function of the momentum transfer. For
crystalline targets, both the momentum density and
the energy dispersion of valence electrons can be
determined. Since the momentum of any ejected
electron can be measured, the results are not confined
to the first Brillouin zone.

In a binary collision between a high-energy elec-
tron and a band electron, the conservation of energy
requires that E

ð1Þ
i ¼ E

ð1Þ
f þ E

ð2Þ
f þ E

ð2Þ
i and the cons-

ervation of momentum is given by k
ð1Þ
i ¼ k

ð1Þ
f þ k

ð2Þ
f þ

k
ð2Þ
i . There is, however, a continuous spectrum of

single- and multiple-scattering events that leads to
E
ð1Þ
f þ E

ð2Þ
f . To single out the event for which both

equations hold, the particles must be recorded in
coincidence.

Figure 6a shows the geometry of primary electrons
impinging upon a solid sample. A binary collision
event is depicted in which a target electron acquires
energy and is ejected from the back of the sample
together with the primary electron. For simplicity,
the scattering event is shown with coplanar initial
and final wave vectors. In general, the 2p azimuthal
distribution relative to the primary-electron inci-
dence is measured to access the details of the initial
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Figure 6 A schematic drawing illustrating the energy cons-

ervation in an ðe�; 2e�Þ experiment. (Adapted from Cai YQ, Vos
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state, as shown in Figure 6b. Energy conservation
requires that the binary-collision event takes place as
close to the surface as possible, so inelastic interac-
tions after the indicated principal collision are not
considered. Consequently, the spectroscopic results
are characteristic of the near-surface region of the
target material.

Figure 7 shows an energy-band dispersion in
amorphous C and Si and polycrystalline SiC ob-
tained in an ðe�; 2e�Þ experiment. The results com-
pare favorably with the computational band
structure spherically averaged over the cubic Brill-
ouin zone. Thus, momentum densities determined in
ðe�; 2e�Þ spectroscopy are associated with local or-
der and energy-band dispersion exists in disordered
and amorphous systems.

See also: Dielectric Function; Electron Gas (Theory);
Electron–Phonon Interactions and the Response of Po-
larons; Excitons: Theory; Lattice Dynamics: Vibrational
Modes; Metals and Alloys, Electronic States of (Including
Fermi Surface Calculations); Metals and Metallic Alloys,
Optical Properties of; Optical Absorption and Reflectance;
Optical Properties of Materials; Optical Sum Rules and
Kramers–Kronig Relations; Plasmons; Surfaces, Optical
Properties of; X-Ray Absorption Spectroscopy.

PACS: 79.20.Uv; 77.22.�d; 71.45.Gm; 73.20.Mf;
03.65.Nk
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Introduction

A light scattering experiment is sketched in Figure 1a.
Monochromatic light with frequency oI, polarization
eI, and the external electric field EIðo; rÞ is incident
on the medium and induces a polarization Pðo; rÞ.
The medium scatters light of spectral density rðq;oÞ
with frequency oS and polarization eS. This dipole-
like radiation scales in intensity Ipo4

S. The Raman or
combination scattering effect was discovered in 1928
independently by C V Raman, G S Landsberg, and L I
Mandel’shtam. Raman scattering (RS) is analyzed as
a function of the frequency difference or Raman shift
o ¼ oI � oS with respect to the incident light and
registered using a sensitive detector. Only 10�7–
10� 9 of the incident photons are scattered inelasti-
cally. If the Raman shift is negligible, oSEoI, the
process is elastic and called Rayleigh scattering, while
for oSooI or oS4oI, it is denoted as Stokes scatter-
ing or anti-Stokes scattering, respectively. The ratio of
anti-Stokes to Stokes intensities is strongly tempera-
ture dependent:

IAS=ISTðDo;TÞ ¼
oI þ o
oI � o

� �4

exp � _o
kBT

� �
½1�

The induced polarization P is related to the elec-
tronic susceptibility tensor wðoÞ, a material specific
quantity, using the response relation Pðo; rÞ ¼
e0wðoÞEðo; rÞ. In a homogeneous medium, w is con-
stant in space and time. Secondary waves from dif-
ferent points inside the incident beam cancel each
other out according to the Huygens–Fresnel principle
(see Figure 1b). The scattering process is therefore a
result of spatial and temporal fluctuations of w in the
medium. The spectral density of light scattering is
given by a correlation function of the fluctuations:

rðq;oÞB
Z

/dw�ðq; tÞdwðq; 0ÞSeiot dt ½2�

with q ¼ kI � kS and o ¼ oI � oS, the change of
wave vector and wave number according to their
conservation in the scattering process. The fluctua-
tion spectrum wðoÞ in solids originates either from
density fluctuations or from internal degrees of
freedom, as phonons. The former leads to a weak
scattering continuum that quickly decreases in inten-
sity as a function of the Raman shift. The corre-
sponding energy transfer from the electromagnetic
field to low-energy electronic states has no well-de-
fined eigenfrequency and this response is usually
screened. The latter fluctuation contribution leads to
peaks in rðoÞ at frequencies corresponding to the
energy of excitations.

Typical Raman shifts of phonons in solids range
from 50 to 1000 cm� 1, while molecular vibrations
may range up to 3500 cm� 1. The unit wave number
(cm�1) corresponds to the difference of the inverse
of the corresponding wavelengths l in centimeters
and can be converted using 1 ðcm�1ÞE1:44 ðKÞE
1=8 ðmeVÞE33 ðGHzÞ to other units used in solid-
state spectroscopy.

Phonon wave vectors over a major part of the
Brillouin zone are two to three orders of magnitude
larger than the wave vectors of electromagnetic
radiation in the visible range. Therefore, the kine-
matics of the scattering process restricts phonons
scattering to small wave vectors close to the origin of
the Brillouin zone. Acoustic modes with small wave
vectors and corresponding to very small energies can
only be detected in Brillouin scattering setups based
on interferometers. The conservation of momentum
may be lifted at surfaces, defects, in the case of mul-
tiparticle scattering, and if nonadiabatic scattering is
involved. In metals, the very small penetration depth
of light may lead to the observation of excitations
with a broad range of momenta.

(a)

(b)

Medium

Detectore I

Laser

Scattered light

Incident light

eS

I,kI

s,ks

R
�χ(r,t )

�χ(r+R,t +�)

Figure 1 (a) Schematic description of light scattering geometry.

(b) Interference of secondary waves from different points inside

the incident beam.
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Classical Theory

RS originates from radiating dipole moments induced
by an incident electric field. In a crystal, the electric
field of a plane, monochromatic wave with angular
frequency oI is given by EIðo; rÞ ¼ EI cos oIt. In
general, the polarization of the crystal is a function of
the instantaneous positions of the atoms in the lattice.
Thus, the susceptibility can be expanded in terms of
normal coordinates of the crystal:

w ¼ w0 þ
X
a

@w
@Qa

� �
0

Qa

þ 1

2

X
a;a0

@2w
@Qa@Qa0

� �
0

QaQa0 þ? ½3�

The linear term in Qa leads to first-order scattering,
while the quadratic and higher terms are responsible
for second- and higher–order effects. The laser power
used in Raman experiments is small and the induced
atomic displacements do not exceed 10�10m. There-
fore, higher-order derivatives that, for example, lead
to hyper-RS at multiples of oI can be neglected. Since
the lattice waves are described by Qa ¼ Q0 cos opt
for each normal coordinate, the induced polarization
becomes

P ¼ e0 w0 þ
X
a

@w
@Qa

� �
0

Q0 cos opt

" #

� EI cos oIt ½4�

where e0w0EI cos oIt corresponds to elastic scatter-
ing. The inelastic terms of the polarization can be
transformed to

Pi ¼A cos opt cos oIt

¼A

2
½cosðoI þ opÞt þ cosðoI � opÞt�

with A ¼ e0
X
a

@w
@Qa

� �
0

Q0EI

½5�

The frequency shift of oI þ op and oI � op corre-
sponds to anti-Stokes and Stokes scattering, re-
spectively. The former (latter) process can be
interpreted as the destruction (creation) of elementa-
ry excitations in the solid. The intensity of the in-
elastically scattered light is given by the amplitude
factor A and especially by the derivativeP

a @w=@Qað Þ0. It follows that a phonon is Raman
active only if the first derivative of the polarizability
with respect to the phonon displacement is nonzero.
This derivative depends on crystal symmetry and
scattering configuration. The latter is given by the

polarization of the incident and scattered light, eI and
eS, with respect to the crystal structure.

In crystals where the corresponding point group
has an inversion center, a phonon mode can be either
IR or Raman active. The Raman active modes are
‘‘gerade’’ with respect to an inversion. Furthermore,
using the group theory, the number of Raman-active
phonons and their selection rules (measurement
geometry) can be derived. This scheme consists of
determining the site symmetry of each atom in the
unit cell of the investigated compound, finding the
corresponding irreducible representations (phonons),
and subtracting from the sum of these representations
the acoustic-, silent-, and infrared-active modes.
These steps and the needed tables are documented
in literature. A calculation or estimation of the optical
phonon frequencies can be performed using shell lat-
tice models or a comparison with known compounds.

The modes are classified with respect to the di-
mensionality of their representations as 1D (A1g or
B1g), 2D (E2g), 3D (T1g or F1g). A and B distinguish a
positive/negative value of w with respect to rotation
about the principal axis. The possible indices are g
for gerade, u for ungerade with respect to the invers-
ion center, and the numbers 2 and 3 are used to de-
note a symmetry with respect to other rotations or
with respect to reflections, respectively. An irreduc-
ible representation of Raman-active modes may then
look like the following:

GRaman ¼ A1g þ E1g þ 3B1g ½6�

This means that, in total, five phonon modes
would be expected. Experimentally, the phonon
modes can be differentiated using the symmetry
properties of their Raman tensor. For example,
modes with A1g observed with ðeI; eSÞ both parallel
to one of the crystallographic directions, while, for
example, B1g are observed with eI perpendicular to eS
and both polarizations turned by 451 within a cry-
stallographic plane. These scattering geometries are
abbreviated as z(xx)-z and z(x0y0)-z, with x, y, z par-
allel to the crystallographic axes and x0 turned by 451
within the xy-plane. In this experiment the wave
vectors kI; kS are parallel to the z-axis. As an exam-
ple, the matrix representations of a tetragonal group,
D4h, is used:

A1g :

a 0 0

0 a 0

0 0 b

0
B@

1
CA; B1g :

c 0 0

0 �c 0

0 0 0

0
B@

1
CA; and

Eg :

0 0 d

0 0 e

d e 0

0
B@

1
CA

½7�
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Application of Raman Scattering and
Experimental Setup

Application of Raman Scattering

The most fruitful application of RS is certainly the
investigation of phonons in semiconductors or insu-
lators. The penetration depth of light in the visible
range is large and the phonon scattering cross section
is also normally high. Figure 2 shows a measurement
in Si with a phonon at 520 cm� 1, and two-phonon
scattering at 950 cm� 1. Due to surface defects, a
phonon density of states (DOS) is observed with a
very small intensity for Doo1000 cm�1.

RS may furthermore be used for the characteriza-
tion of strain, interface properties, and the control of
epitaxy and growth processes of thin films. Frequent-
ly, RS is applied to determine the chemical compo-
sition and doping profiles with a topographical
resolution using scanning stages. This makes use of
the fact that phonon modes of the respective mate-
rials sensitively depend on composition. The spacial
resolution of such investigations is limited by the
focus diameter, which is of the order of the light
wavelength. An improvement can be gained if optical
near-field techniques are used.

The strong dependence of light penetration depth
on the frequency of the incident light can be used to
determine depth profiles. Furthermore, the RS cross
section can be enhanced using electronic resonances
in the bulk (resonance scattering) or on the surface
(surface-enhanced RS) of the medium. Sensitivity of
single molecules can be achieved.

Experimental Setup

Setups for inelastic light scattering experiments can
be optimized either for high-resolution and quasi-
elastic light rejection (Figure 3), or for small sample
and surface characterization with a microscope.
They contain the following functional elements:

Monochromatic light source and beam tailoring
Noble gases (helium/neon, argon, krypton) ion lasers
or frequency-doubled laser diodes are used as a light
source. Spurious contributions at frequency different
from the desired one (plasma lines) are filtered by a
prism double monochromator or a notch filter. The
polarization and ellipticity of the laser beam are ad-
justed by transmitting through l/4 and l/2 wave
plates. The beam is then focused on the sample. A
typical light power level on the sample is 4–20mWon
a focus diameter of 50–100mm or a smaller power, if
a Raman microscope with a focus of 1–5mm is used.

Sample and scattering configuration A backscat-
tering configuration is frequently used as solids are
usually opaque or semi-opaque. A small canting of the
sample with respect to the incoming laser beam sup-
presses quasi-elastic light. RS allows one to change the
sample environment or temperature easily using a
cryostat, pressure cell, or glass fibers, as the Raman
shift of the scattered light is small with respect to the
used excitation frequency, Do=oIE10�2. Therefore,
only one set of window material (fused silica) is need-
ed. The scattered light is collected with a lens, for
example, a photographic camera lens, and filtered
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with respect to polarization. The light is then focus-
ed on the entrance slit of a monochromator. It is
convenient to use an eyepiece or a camera with a view
on the sample from behind the open entrance slit as an
aid for the optical alignment. The definition of the
focus can be improved using confocal entrance optics
(spacial filtering).

Monochromator and detection Quasi-elastic light
due to surface roughness or Raleigh scattering is
suppressed by an interference filter or by a sub-
tractive double monochromator used as a bandpass.
The transmitted light is then dispersed on the detec-
tor with a single monochromator stage with blazed,
holographic gratings used as dispersing elements.
The detection of light is usually performed by a
charge coupled device (CCD). This array detector
allows the simultaneous detection of a broad fre-
quency band with single-photon sensitivity. Sensors
with quantum efficiencies of 80% are available. Typ-
ical accumulation times may range from 10 s to
5min. Several of these measurements are averaged to
further reduce noise and to eliminate spikes induced
by cosmic muons in the detector.

Scattering Cross Section and Quantum
Mechanics

The inelastic scattering process by a crystal involves
incident photons of energy _oI and momentum _kI
leading to photons of energy _oS and momentum
_kS. At the same time, an initial state of the crystal, i,
with energy Ei transits into a final state, f, with
energy Ef. The probability of scattering, Pif, can be
formulated with the help of Fermi’s golden rule of the

second-order perturbation theory as

Pif ¼
2p
_

rdosðoSÞjHðkI; i : kS; f Þj2

� dð_oI þ Ei � _oS � Ef Þ ½8�

where rdosðoSÞ is the DOS of photons, which is given
by rðoSÞ doS dO ¼ ð1=2pcÞ3o2

S doS dO=_. Here, dO
is a solid angle. The main difficulty is to determine
the Hamiltonian, HðkI; i : kS; f Þ, which describes the
interaction between the electromagnetic radiation
and the crystal. Taking into account that the
wavelength of the incident/scattered light is much
larger than the sizes of atoms, the effective Hamil-
tonian can be written in terms of the polarizations as

HðkI; i : kS; f Þ ¼
X
r;a;b

Ea
I wðrÞ

abEb
S ½9�

Here, a and b denote Cartesian coordinates. The
electric field is described in terms of the photon cre-
ation (annihilation) operator, bwðkÞ ½bðkÞ�:

EI ¼ i
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p_oI

p
EIeI½bðkIÞ � bwð�kIÞ� ½10�

where eI is the polarization vector of the photon.
Using these results, one can obtain the total RS inten-
sity

IRBoIo3
S

Z
{wðkIkS; tÞwwðkIkS; 0Þceiot dt ½11�

The brackets {?c denote a thermodynamic
average, and o ¼ oI � oS. Since oIEoS, the intensi-
ty has an approximate form of the dipole radiation as
mentioned above. It is important to note that the RS
involves a pair correlation functions of the fluctuating
polarization. This microscopic derivation confirms
the classical picture discussed in the section ‘‘Classical
theory.’’ Note that an explicit form of the suscepti-
bility can be provided by the dipole matrix elements
/f jMbjiS with the moments Ma ¼ era between the
initial and final states with ofi ¼ ½Ef � Ei�=_:

wabðoÞ ¼ 2
X
i;f

Z
/ijMajfS/f jMbjiS

� 1

ofi � o
þ 1

ofi þ o

� �
d3k

ð2pÞ3
½12�

The factor 2 is due to the spin.

Phonon Scattering

The RS intensity of solids is usually dominated by
phonon modes. In an adiabatic approximation, an
optical phonon nð¼ 1;y; 3NcÞ, with Nc the number
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of ions per unit cell, consists of atomic displacements
with the eigenvector Qn that can be treated as a very
slow ionic displacement leading to a static potential
within the unit cell dUnðrÞ. This slow varying poten-
tial will (1) shift the energy of the initial state by
dEi;n ¼ /ijdUnðrÞjiS and (2) change the band wave
function as

djiS ¼
X
fai

/ijdUnðrÞjiS
Ef � Ei

jfS

Thus, the susceptibility tensor in [12] will be changed:

dwabn ¼
XNc

a¼1

Qa;n
@wabðoÞ
@Qa

½13�

This leads to the scattering intensity at the phonon
frequency Ov:

rðoÞ ¼ 1

p
IR

gn
ðo� OnÞ2 þ g2n

½14�

where gn is the phonon line width and IR is given by
eqn [11]. By inserting [12] into [13], one sees that the
integrated intensity of phonons is determined by two
contributions. The first one is due to the dependence
of the band energy on the ion configuration,
@ofi=@Qa. The second one can be ascribed to the po-
larization of band wave functions and the change in
the interionic distances @/f jMajiS=@Qa. Note here
that phonon RS is not the result of a direct light–
phonon interaction because of the large difference of
the photon energy ð_oIE1:522:5 eVÞ and the pho-
non energy ðo100 meVÞ. Rather, one-phonon RS
arises from the third-order time-dependent perturba-
tion theory as depicted by a diagram in Figure 4.

The RS process includes three virtual electronic
transitions, which can be understood as three steps:

1. The incident photon excites a virtual electron–
hole pair state via the electron–radiation coupling.

2. The electron–phonon interaction causes a transi-
tion of the electron (Stokes process) or hole (anti-
Stokes one) to a different state.

3. The transition to the electronic ground state oc-
curs via a recombination of the electron–hole pair
emitting the scattered photon.

The relevant Hamiltonian involving a phonon ex-
citation may be written as

HR ¼ � e

mc
p � Aþ

X
ijk

gijðkÞðbw þ bÞcwikcjk ½15�

where gij(k) is the electron–phonon coupling bet-
ween the band i and j, while bwðbÞ and cwikðcjkÞ are
the phonon and electron creation (annihilation)

operators, respectively. The first term in [15] is the
electron–radiation interaction involving steps 1 and
3. It describes a scattering process via an intermedi-
ate state resulting in an interband transition. The
second term in [15] is a contribution, which is linear
in terms of the electron–phonon interaction. This
term involves step 2 by coupling phonons to elec-
trons states in two ways: (1) the phonon couples
electron states with the same occupancy (both are
empty or occupied) and (2) the phonon couples
occupied and unoccupied states.

Often, higher-order phonon RS shows a substan-
tial scattering cross section. This signal may deliver
valuable information about the electronic states of
semiconductors and insulators. Figure 2 gives an ex-
ample of such an observation in the semiconductor
Si. The microscopic origin of the two-phonon proc-
ess is considered by expanding the electron–phonon
interaction up to the quadratic term:

He�p ¼
X
q

g1ðqÞðbw�q þ bqÞcwkþqck

þ
X
q

g2ðqÞðbwq1b
w
q2 þ bwq1bq2

þ bq1bq2Þcwkþqck ½16�
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Figure 4 (a) Illustration of a first-order phonon scattering proc-

ess. (b) Schematic electronic energy bands of a crystal showing

the electronic transitions of the third-order light-scattering proc-

ess for Stokes scattering. The pair state that is created in the first

transition step transforms in the second step within the conduc-

tion band before recombining again during final transition step.
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Here, g2 is the anharmonic interaction constant. The
second term of the Hamiltonian [16] accounts for a
simultaneous emission of two phonons due to the
lattice anharmonicity. In contrast, the first term in
the Hamiltonian [16] shows that two phonons are
created separately in a pair of first-order electron–
lattice interactions. This process contains an addi-
tional virtual electron state besides the emission of
two phonons. This state can be in resonance when
the energy of the incident light is suitably selected. In
this case, the intensity of two-phonon scattering as a
function of the incident light energy can determine
interband energies.

When the two phonons are created, the energy and
momentum conservation gives

osq þ os0q0 ¼ oI � oS

qþ q0 ¼ kI � kS
½17�

Here s and s0 denote the branch of phonons. Thus,
one can see that only the total momentum of a pair
of emitted phonons qþ q0 ¼ 0 should vanish. This is
because phonon scattering is restricted to a regime
near the G-point of the Brillouin zone. Then, the
frequencies are the same at wave vectors q and �q,
and the energy conservation can be written as
osq þ os0q ¼ oI � oS. To the first approximation,
the second-order light-scattering spectrum of the
phonons is provided by the combined DOS of pairs
of phonons:

r2ðoÞ ¼
X
s;s0

X
q

dðo� osq � os0qÞ ½18�

In contrast to one-phonon scattering, this implies
that higher-order scattering can provide indirect in-
formation about the whole Brillouin zone.

Until now, it has been assumed that electronic
states of the ground and excited state do not change
in the RS process by phonons. For solids and large
molecules, this is largely true as Figure 4b depicts.
For small molecules, however, the positions of vib-
rational functions are substantially shifted from the
initial to the intermediate state. A sketch of such a
situation is shown in the inset of Figure 5. As a result,
the overlap between the vibrational wave functions
of the two states is nonvanishing. This can lead to a
multiphonon process near resonance via the so-called
Frank–Condon mechanism. A representative exam-
ple of multiphonon RS for the molecular system
(C5H12N)2CuBr2 is given in Figure 5. Higher-order
scattering appears exactly at the integer multiples
of the one-phonon frequency. Furthermore, higher-
phonon peaks are sharp. This behavior, arising
from a local mechanism, should be contrasted with

the observations in Si. For the latter, the main con-
tribution to an n-phonon scattering comes from
regions of the Brillouin zone where the phonon DOS
is the largest. Moreover, on going to a higher order,
the respective maxima shift to lower energy due
to anharmonic phonon–phonon interactions. Note
that the Frank–Condon mechanism is not restricted
to small molecules. Even in solids and semiconduc-
tors, a local mechanism, such as self-trapped exci-
tons, can lead to similar features of multiphonon
scattering.

Electronic Raman Scattering

Electronic systems can also contribute to the RS re-
sponse. The scattering mechanism is related to fluc-
tuations of effective charge density. If the incident
energy of the photons is smaller than a bandgap, the
effective charge density is expressed in terms of the
curvature of the bands. This means that fluctuations
of the effective mass tensor give a dominant contri-
bution to electronic RS. Here, the effective charge
density is not a conserved quantity in contrast to real
charge. Thus, RS has no sum rule of spectral weights
in contrast to IR absorption. In a clean metal,
however, electronic RS is suppressed by screening.
This is demonstrated taking the Lindhard expression
in the limit of a small wave vector. For strongly cor-
related electron systems, the electronic Raman re-
sponse contains valuable information about the
lifetime or scattering rate of quasiparticles. Com-
pounds with a metal–insulator transition show a
strong spectral rearrangement of electronic RS with a
characteristic frequency (the so-called isosbestic
point) where RS is independent of temperature. This
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behavior is common for Kondo systems, mixed-val-
ence materials, and underdoped high-temperature
superconductors. In superconductors with an ani-
sotropic gap, this anisotropy can be determined
using the polarization dependence of the electronic
scattering and the respective depletion of spectral
weights.

Magnetic Raman Scattering

For many materials, light scattering through magne-
tic excitations is relevant. Magnons induce a spatially
periodic modulation of the susceptibility tensor. In
this case, the modulation of wabðrÞ can be expressed
in the Taylor series in terms of spin operators:

wabðrÞ ¼ wab0 ðrÞ þ
X
m

Kab
m ðrÞSmr

þ
X
m;n

Gab
mnðrÞSmr Snr

þ
X
d

X
m;n

Hab
mn ðr; dÞSmr Snrþd þ? ½19�

Here, the coefficient tensors K, G, and H denote
the strength of the coupling between light and the
magnetic system. The constant term wab0 corresponds
to an elastic scattering contribution. The linear term
in Smr can be written as a combination of the terms Sþr
and S�r which describe one-magnon creation and an-
nihilation, respectively. The quadratic term in spin
operators at a single ionic site r also gives rise to one-
magnon scattering because this term can be rewritten
in terms of a linear, transverse spin operator as Sþr S

z
r ,

SzrS
þ
r , S�r S

z
r , and SzrS

�
r . The quadratic spin term at

different sites also has a contribution to the one-
magnon scattering due to the terms proportional to
Sþr S

z
rþd, S

z
rS

þ
rþd, S

�
r S

z
rþd, and SzrS

�
rþd.

This phenomenological description of one-magnon
scattering can be derived from a microscopic mech-
anism of spin–orbit coupling. For simplicity, the
ground state consisting of zero-orbital angular mo-
mentum and spin S, as displayed in Figure 6a, is
considered. The effective magnetic field will split
this state into ð2Sþ 1Þ components. An excited
orbital state with L ¼ 1 and the same S as the
ground state is assumed. This will be split into three
components corresponding to J ¼ Sþ 1, S, and S� 1
by spin–orbit interaction lL � S, where l is the
spin–orbit coupling constant. Each excited state
jJ; JzS is expressed as a linear combination of the
unperturbed jLz; SzS states. Then, the transition
from Sz ¼ S ground state to Sz ¼ S� 1 takes place
by a successive electric dipole transition via the L ¼ 1
virtual intermediate state. In this way, the coupling
constant K can be calculated in terms of the spin–
orbit coupling l.

Two-magnon scattering arises from a fundamen-
tally different process. Although it is a higher-order
scattering process, it has generally a larger scattering
cross section compared to one-magnon scattering.
Two-magnon scattering is based on a double spin-flip
caused by the matrix elements of the Coulomb in-
teraction conserving the total z-component of spins.
The so-called exchange scattering mechanism is il-
lustrated in Figure 6b. The ground state of ion m has
an electron r1 with Sz ¼ 1=2 (denoted by m) in an
orbital jmS, while ion n has an electron r2 with Sz ¼
�1=2 (denoted by k) in an orbital jnS. The simul-
taneous change of the spin components of ions m and
n occurs through the second order in the electric di-
pole interaction, and the first order in the exchange
interaction between two electrons via Coulomb in-
teraction. As a result, the effective spin Hamiltonian
is given by

H2�magp

X
ij

Ei
SE

j
IS

�
m S

þ
n ½20�

Note that the two-magnon Hamiltonian has the
same form as the Heisenberg Hamiltonian, as the
same exchange mechanism involving the Coulomb
interaction is relevant. Two-magnon scattering is
effective for nearest-neighbor spins of an antiferro-
magnetic system, and even short-range correlations
of exchange coupling can be detected. It allows one
to determine exchange constants and magnon–
magnon interactions. As an example, a two-magnon
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Figure 6 (a) One-magnon scattering and (b) two-magnon

exchange scattering.
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scattering on the antiferromagnet LaSrMnO4 with
layers of Mn3þ and localized S ¼ 2, as sketched in
the inset of Figure 7, is shown. Each spin pair
involved in a two-magnon process has six neighbors.
A rough estimation of the energy of such a process
would be E2�mag ¼ 6S � J. The broad maximum at
Do ¼ 360 cm�1 shown in Figure 7 is attributed to
the two-magnon scattering. It leads to an exchange
coupling constant J ¼ 43 K, in good agreement with
neutron scattering experiments. At elevated temper-
atures, the maximum is broadened but still visible for
T4TN ¼ 126 K. With even higher temperatures, it is
superimposed by a quasi-elastic tail of scattering that
is induced by energy fluctuations.

Quasi-Elastic Scattering

In many magnetic systems, the energy of a magnetic
system is not constant, but fluctuates about its mean
value. This leads to quasi-elastic scattering as shown
in the RS data on LaSrMnO4 at T ¼ 295 K. This tail
of scattering around DoE0 on the Stokes and anti-
Stokes side of the spectrum increases strongly with
increasing temperature. The scattering intensity is
described as a pair correlation function of the spin
energy:

IðoÞp
Z

N

�N

{Eðk; tÞE�ð�k; 0Þce�iot dt ½21�

where Eðk; tÞ is magnetic energy density given by
the Fourier transform of EðrÞ ¼ �/

P
i4j JijSi � Sjd

ðr� riÞS with the position of the ith spin ri. Under

hydrodynamic conditions and for high temperatures,
the scattering intensity is simplified as a Lorentzian
lineshape

IðoÞpCmT
2 DTk

2

o2 þ ðDTq2Þ2
½22�

This equation implies that the integrated intensity and
the half-width at half maximum of the quasi-elastic
scattering is determined by the magnetic specific heat
Cm and thermal diffusion constant DT, thus enabling
one to determine thermodynamic quantities of the
magnetic system by a spectroscopic experiment.

See also: Group Theory in Materials Science, Applica-
tions; Interaction of Light and Matter; Scattering, Inelastic:
Brillouin; Spin Density Waves and Magnons; Strongly
Correlated Electron Systems.

PACS: 78.30.� j
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Introduction

Inelastic X-ray scattering (IXS) experiments, inclu-
ding both energy and direction (momentum) analysis
of the scattered photons, provide an important spec-
troscopic tool in the study of dynamical properties of
matter. The different methods can be roughly clas-
sified according to the size of the energy (and mo-
mentum) transfer. This is schematically illustrated in
Figure 1. IXS from collective ion excitations aims at
the study of phonons and phonon-like excitations. It
is complementary to inelastic neutron scattering
(INS), and has proven to be particularly powerful
in cases where INS techniques cannot be applied.
Electron dynamics and electronic excitations are
studied in various regimes. Compton scattering
(which will not be further discussed in detail, see
contribution by A Bansil) allows one to determine
the electron momentum distribution. IXS from val-
ence and core electrons bears a very close resem-
blance to electron-energy-loss spectroscopy, X-ray
absorption, and photoemission techniques, and gives
access to single-particle or collective electron (plasm-
on) excitations.

Despite the fact that most of the IXS techniques
were developed several decades ago, they gained
their full maturity only after the outstanding pro-
perties of storage ring-based X-ray sources, in terms
of source brilliance and energy tunability, became

apparent. IXS experiments are performed over a very
large spectral range – from the vacuum-ultraviolet
over the soft X-ray range into the hard X-ray regime.
Consequently, the associated instrumentation is very
diversified, and is based on diffraction gratings for
the low energy range, whereas perfect Bragg crystal
optics are utilized in the X-ray range.

Theoretical Aspects

The basic kinematics of the inelastic scattering process
are depicted in Figure 2. The incident photon of
energy _o1 and momentum _k1 is scattered from the
sample into a photon of energy _o2 and momentum
_k2. The process is therefore characterized by the
energy transfer E ¼ _o1 � _o2 and the momentum
transfer _Q ¼ _k1 � _k2. Here, the polarization trans-
fer is not considered. In cases where the energy
transfer is much smaller than the incident photon
energy, Q is solely controlled by the scattering angle
Ys, and is given by the following expression:

Q ¼ 2k1 sinðYs=2Þ

The Hamiltonian, describing the electron–photon
interaction in the scattering process, is composed, in
the weak relativistic limit, of four terms. Neglecting
the much weaker magnetic couplings, only two terms
have to be retained:

Hint ¼
X
j

e

2mc2
A2
j þ

X
j

e

mc
Ajpj

where r0 ¼ e2=mc2 is the classical electron radius, A
the vector potential of the electromagnetic field, and
p the momentum operator of the scattering electrons.
The sum extends over all the electrons in the system.
Treating the scattering process in the lowest-order
perturbation theory, representing the vector potential
A in terms of photon creation and annihilation op-
erators, and assuming that both the initial and the
final photon states can be represented by plane
waves, one obtains, for the double differential cross
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section (DDCS),

d2s
dO do2

¼ r20
o2

o1

� �X
F

Fj
X
j

eiðk2�k1Þr j jI
* +

ðe1 � e2Þ
�����

� 1

m

X
N

Fje2 �
P

j pje
�ik2r j jN

D E
Nje1 �

P
j pje

ik1r j jI
D E

EN � EI � _o1 � 0:5iGN

8<
:

þ
Fje1 �

P
j pje

ik1r j jN
D E

Nje2 �
P

j pje
�ik2r j jI

D E
EN � EI þ _o2

9=
;
������
2

� dðEF � EI � _oÞ

where e1 and e2 are the polarization vector of the
incident and the scattered photon, respectively, and
GN is the lifetime broadening of the intermediate
state. The d-function ensures energy conservation.
The DDCS is proportional to the number of incident
probe particles scattered within an energy range
DEðD_w2Þ and wave vector transfer variation DQ
into a solid angle DO. If the interference terms are
neglected, the cross section is composed of three
contributions. The first term, derived from the A2-
term in first-order perturbation, describes nonreso-
nant IXS. The second and the third term are derived
from the p �A-term in second-order perturbation.
The second term describes an absorption process
followed by an emission process, coupled via a res-
onant intermediate state jNS, leading to an increase
of the cross section, whenever the energy of the in-
cident photon is close to an absorption edge of the
element under study. The third term can be neglected
in practical cases.

From the first term of the DDCS, which implicitly
contains the correlation function of the electron
density, one arrives at the correlation function of
the atomic density, on the basis of the following
considerations:

(1) Validity of the adiabatic approximation. This
allows one to separate the system quantum state jSS
into the product of an electronic part, jSeS, which
depends only parametrically on the nuclear coordi-
nates, and a nuclear part, jSnS : jSS ¼ jSeSjSnS:
This approximation is particularly good for ex-
changed energies that are small with respect to the
excitation energies of electrons in bound core states:
this is indeed the case in basically any atomic species
when considering phonon energies. In this approx-
imation, one neglects the portion of the total electron
density contributing to the delocalized bonding states
in the valence band region.

(2) Limitation to the case for which the electronic
part of the total wave function is not changed by the

scattering process, and therefore the difference be-
tween the initial state jIS ¼ jIeSjInS and the final
state jFS ¼ jIeSjFnS is due only to excitations asso-
ciated with the atomic density fluctuations.

IXS from Electronic Excitations

In the following, the various IXS processes which
arise from electronic excitations (with the exception
of Compton scattering) are discussed. These can be
roughly divided into two main fields according to the
corresponding piece of the DDCS: (1) nonresonant
IXS and (2) resonant IXS. In contrast to spectro-
scopies utilizing electron detection, IXS experi-
ments are bulk sensitive and, if performed in the
hard X-ray regime, allow one to study systems under
extreme conditions such as very high temperatures
and pressures.

Nonresonant Inelastic X-Ray Scattering from
Electrons

The cross section for nonresonant IXS is derived
from the A2-term of the interaction Hamiltonian,
and constitutes the first term in the expression of the
DDCS. The DDCS can be factorized into two parts,
the first describes the coupling of the scattering probe
to the system, and the second contains the properties
of the system in the absence of the perturbing probe:

d2s
dO do2

¼ r20ðe1 � e2Þ
2 o2

o1

� �
SðQ;oÞ

¼ ds
dO

� �
Th

SðQ;oÞ

where (ds/dO)Th is the Thomson cross section. The
dynamical structure factor contains the information
about electronic excitations via the imaginary part of
the dielectric response function 1=eðQ;oÞ:

SðQ;oÞ ¼ � _Q2

4p2e2n

� �
Im

1

eðQ;oÞ

� �

where n is the electron density of the system. The
dielectric response function in turn is directly related
to the polarization function wðQ;oÞ:

1

eðQ;oÞ ¼ 1þ 4pe2

Q2
wðQ;oÞ

where wðQ;oÞ connects the Fourier-transformed in-
duced charge nindðQ;oÞ with the Fourier transform
of the external potential FextðQ;oÞ:

nindðQ;oÞ ¼ �ewðQ;oÞFextðQ;oÞ
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The basic ingredient of the polarization function is
the so-called Lindhard polarization function, which
describes the polarization of a homogeneous electron
system by taking into account all single-particle ex-
citation processes (particle–hole excitations) mediat-
ed by the momentum transfer, assuming that they are
allowed by Pauli’s principle, but neglecting the in-
teraction of the particle and the hole with the sur-
rounding electron fluid as well as any interaction
between the particle and the hole left behind. A first
step of approximating the Lindhard polarization
function is the so-called random phase approxima-
tion (RPA) where, in addition to the external poten-
tial, the potential due to the induced polarization
also acts on the system.

IXS from valence electrons Figure 3 shows three
characteristic SðQ;oÞ spectra along with the real and
imaginary parts of the dielectric function eðQ;oÞ:
The evolution of the spectra can be understood by
inspection of eðQ;oÞ and Im½eðQ;oÞ�1� for three
different regimes of the momentum transfer Q.
Within the RPA formalism, a sharp structure in the
SðQ;oÞ appears at a frequency o ¼ op, the plasma
frequency of the system, when Re½eðQ;oÞ� has a zero
passage and simultaneously Im½eðQ;oÞ� is close to
zero. This behavior persists up to the so-called crit-
ical momentum transfer Qc, for which the zero
passage of Re½eðQ;oÞ� coincides with the high-energy
cutoff of Im½eðQ;oÞ�: In the above regime of QoQc,
the plasmon dispersion can be determined. For
Q4Qc, the plasmons can decay into particle–hole
excitations, and a much larger spectral range yields a
significant contribution to the SðQ;oÞ: A comparison
of the experimental spectra with relevant calcula-
tions gives an insight into electron correlation and
band-structure effects. Moreover, IXS allows one to

determine the bandgap of semiconductors or insula-
tors, and – in the case of an indirect gap – its relative
momentum. Furthermore, IXS spectra recorded in
the particle–hole excitations regime provide infor-
mation about the combined electron density of
states. Finally, one gains access to the off-diagonal
response of the dynamical structure factor by per-
forming the IXS experiment in the presence of a
standing-wave field, generated by the coherent su-
perposition of an incident and diffracted wave vector
when the sample is positioned in Bragg reflection
conditions.

IXS from core electrons (X-ray Raman scattering)
Here, the final state |FS of the electron system is
characterized by a hole in a core level and an electron
in a continuum state above the Fermi level. Within
the RPA, the dynamical structure factor takes the
following form:

SðQ;oÞ ¼ _Q2

4pe2n

� �X
k0;n0

j/k0njexpðiQrÞjcSj2

� dð_oþ Ec � Eðk0; nÞÞ

where |cS is a core state with energy Ec and E(k0,n) is
the energy of a one-electron Bloch state with reduced
wave vector k0 and band index n. The characteristics
of the electronic transition are controlled by the
transition operator. XRS from core electrons of low
Z materials is analogous to soft X-ray absorption
spectroscopy (XAS), as long as the momentum trans-
fer Q is small compared with the radial extent of the
wave function of the core electron, involved in the
inelastic scattering process. While in XAS the inci-
dent photon energy has to be tuned to the absorption
edge energy under consideration, in XRS this role is
taken by the energy transfer, thus leaving a certain

Re(�) Re(�) Re(�)
Q <Qc Q =Qc Q >Qc
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Figure 3 Upper panel: real and imaginary part of the RPA dielectric function eRPA(Q, o) for QoQc, Q ¼ Qc, and Q4Qc. Lower panel:

corresponding imaginary part of �e�1
RPAðQ;oÞ. (Adapted from Schülke with permission.)
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freedom in the choice of the incident photon energy.
This is schematically illustrated in Figure 4. XRS
therefore allows one to perform soft X-ray absorp-
tion studies in the hard X-ray regime, with the
advantage of probing truly bulk properties and study
systems which are not compatible with an ultrahigh
vacuum environment, necessary in the soft X-ray
regime. Moreover, by varying the momentum trans-
fer _Q, the electric dipole selection rule, defining the
final state symmetry which can be reached in an ab-
sorption process, is relaxed and the full multipolar
expansion of the transition operator has to be taken
into account: in particular, electric monopole transi-
tions become possible.

Resonant IXS

The cross section for resonant inelastic X-ray scat-
tering (RIXS) is derived from the p �A-term in the
interaction Hamiltonian, and constitutes the second
term of the DDCS. It is a second-order optical proc-
ess in which a core electron is excited by an incident
X-ray photon of energy _o1 into empty states above
the Fermi level. This excited state then decays, and
the deep core hole is filled by an electron from a
shallower core level or the valence band under emis-
sion of a photon of energy _o2 (see Figure 5). In the
most common case, both the excitation and de-
excitation step involve electric dipolar transitions. If
the intermediate core excited states are closely locat-
ed in energy, interference between the absorption and
emission process is possible. Dynamics in the time
domain can be assessed if the intermediate state un-
dergoes a transition (emission or absorption of a
phonon) in the time interval between the excitation
and the emission step. The rate for this transition can
then be directly compared to the core hole decay
rate, and information about the time development in
the range of the core hole lifetime can be obtained.
Well above the absorption threshold, the IXS process
can be regarded as a decoupled two-step process, and

is commonly dubbed X-ray fluorescence. In general,
a simple one-electron picture is not sufficient to ac-
count for all the observed phenomena. Especially for
open shell systems, such as transition metals or rare
earths, a many-body description has to be invoked.
Despite these complexities RIXS is a very powerful
spectroscopic tool, thanks to its high degree of
selectivity. It is element and angular momentum
selective (via its resonant intermediate state and the
transition selection rules, respectively). Site selectiv-
ity with respect to identical atomic species in differ-
ent chemical environments can be obtained by
choosing an excitation energy so that a core elec-
tron is promoted to an unoccupied state which has a
strong localization on that particular site. Detecting
the scattered X-rays with angular selectivity adds
further information: in solids band-structure infor-
mation can be obtained, whereas for molecules the
symmetry of molecular states can be studied. Fur-
thermore, exploiting the unique polarization proper-
ties of synchrotron-based X-ray sources, linear and
circular dichroism phenomena can be studied. As in
the case of nonresonant IXS, the various applications
can be roughly classified according to the transferred
energy.

RIXS from valence electrons These experiments
aim to detect low-lying electronic excitations such as
interband, d–d, and charge-transfer excitations. To
perform these experiments resonant with a charac-
teristic absorption edge bears several advantages:
(1) the resonant enhancement of the cross section of
typically two orders of magnitude allows one to
study essentially all compounds of interest while
nonresonant IXS is practically limited to low Z ma-
terials; (2) the presence of (an) intermediate state(s)
and eventual interference effects between them make
the RIXS process highly selective in terms of angular
momentum selection rules and geometrical consider-
ations when the experiment is performed on single
crystals. For example, the shape of resonantly excited
valence fluorescence spectra from single crystals de-
pends strongly on the energy of the incident photon
and the momentum transfer Q (both direction and

XAS
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Ec

Ec + ek = Ec + ek = �1 − �1 = �

Ec

EF

XRS

�1

�1 �1 �2

Figure 4 Schematic representation of the X-ray absorption

(left) and X-ray Raman scattering (right) process. Ec denotes the

binding energy of a core level, ek the kinetic energy of the pho-

toelectron, and EF the Fermi energy.

EF
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�1 �2

Figure 5 Schematic representation of the resonant inelastic X-

ray scattering process. EV denotes the binding energy of a (shal-

low) core level or the filled part of the valence band.
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size) which is a direct consequence of momentum
conservation, stating that Q must be equal to the
vector difference ke � kh between the Bloch vectors
of the excited electron and those of the hole left be-
hind, modulo a reciprocal lattice vector G. This
Bloch k-selective RIXS allows, in principle, one to
obtain band-structure information although atten-
tion has to be paid to the relaxation processes in the
intermediate state.

RIXS from core electrons Since the final state of the
RIXS process is characterized by a hole in a shallow
core level (or the valence band), spectral features
narrower than the intermediate state lifetime width
can be observed. The ultimate resolution is limited by
the final-state lifetime width. If these final state RIXS
features are associated with different excitation
channels (located at different energies in the inter-
mediate state), they will resonate at different incident
photon energies. RIXS, therefore, can reveal different
excitation channels that are completely obscured in
the corresponding X-ray absorption spectrum due to
the large core hole lifetime width. This allows, for
example, one to determine the energy position and
the relative strength of weak quadrupolar ð2p-4f Þ
transitions in rare-earth compounds.

Spin-selective RIXS The shape of X-ray fluores-
cence spectra of elements which contain an open
electronic shell (e.g., transition metals or rare earths)
shows characteristic shoulders or satellites which re-
flect the energies of the different electronic con-
figurations of the excited atom. Besides the Coulomb
interactions between the electrons occupying differ-
ent orbital configurations, there are some interac-
tions that have a magnetic origin, in particular in
cases where the excited atom has valence electrons
with unpaired spin giving rise to a magnetic moment.
These exchange interactions between the magnetic
electrons of the valence shell and the core electrons in
the orbital where the photon emission process has
left a core hole lead to features in the emission spec-
trum of dominant spin character. The energy sepa-
ration is related to the strength of these interactions,
which are largest when the hole is in an orbital with
the same principal quantum number n of the magne-
tic electrons. In a simple picture, the X-ray emission
is separated into high- and low-spin states whose
energy separation is proportional to the exchange
integral J and (2Sþ 1), where S is the total spin mo-
ment of the magnetic shell, and whose intensity ratio
is given by S/(Sþ 1). Changes in the magnetic state
(induced, for example, by pressure, temperature, or
doping) can therefore be witnessed by changes in the
X-ray emission lineshape. By its nature, this method

does not need a long-range magnetic order, and it is
sensitive to the local (atomic) magnetic spin moment
of a specific valence orbital. As a consequence,
however, the method cannot discriminate between
ferro-, antiferro-, ferri-, and paramagnetism.

Dichroism effects in RIXS Resonant IXS and fluo-
rescence spectral shapes are sensitive to both the po-
larization of incident and scattered photons. In
ferromagnetically aligned samples, the emission spec-
tra therefore display dichroic effects, in close analogy
to X-ray absorption spectroscopy utilizing circular or
linear polarized X-rays. RIXS from valence electrons,
excited with circular polarized X-rays, provides in-
formation on the occupied spin density, whereas
RIXS from core electrons allows one to reveal the
magnetic character of the predominant features co-
mposing the emission line. The X-ray emission linear
magnetic dichroism effect represents the angular de-
pendence of the X-ray emission cross section with
respect to the magnetization axis. For a given con-
figuration, the sizes of these dichroic effects are pro-
portional to the magnetic moment of the involved
magnetic shell.

IXS from Phonons

The study of atomic dynamics in condensed matter at
momentum transfersQ and energies E, characteristic
of collective motions, is traditionally the domain of
neutron spectroscopy. There are, however, situations
where the use of photons has important advantages
over neutrons. The most significant is that there are
no kinematic limitations: for IXS, any energy transfer
can be reached for a given momentum transfer,
whereas for INS, due to the neutron mass and typical
neutron energies, the small-Q range is not accessible.
This is depicted in Figure 6 for different scattering
angles Ys. Another advantage of IXS arises from the
fact that very small beam sizes, in the order of a few
tens of micrometers or less, can presently be obtained
at third generation synchrotron sources (in contrast
to centimeter-sized neutron beam sizes).

In its most general form, the DDCS can be written as

d2s
do2 dO

¼ r20ðe1 � e2Þ
2o2

o1

X
In;Fn

PIn

� Fn

�����
X
j

fjðQÞeiQRj

�����In
* +�����

�����
2

� dð_oþ _o2 � _o1Þ

where jInS ðjFnSÞ are the initial (final) nuclear states,
PIn represents the thermal population of the initial
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states, and fj(Q) is the atomic form factor of the jth
particle whose center-of-mass position is Rj.

With respect to the INS cross section, the follow-
ing aspects are noteworthy.

1. X-rays couple to the electrons of the system with a
cross section proportional to the square of the
classical electron radius, r0¼ 2:82� 10�15 m, that
is with a strength comparable to the neutron-nu-
cleus scattering cross section b2.

2. The IXS cross section is proportional to f 2j ðQÞ: In
the limit Q-0; the form factor is equal to the
number of electrons in the scattering atom, Z; for
increasing values of Q, the form factor decays
with decay constants of the order of the inverse of
the atomic wave function dimensions of the elec-
trons in the atom.

3. For elements with Z44 and typical X-ray energies
of 10–30 keV, photoelectric absorption is the main
attenuation process. Far away from any absorp-
tion resonances, it is roughly proportional to Z4,
leading therefore to a reduction of the cross sec-
tion for heavier elements.

4. The cross section for X-rays is highly coherent;
therefore, only static or quasistatic structural and/
or chemical disorder contributions have to be
considered. Finally, it is noted that the instrument
resolution function for IXS is independent of the
energy and momentum transfer.

Phonons in Crystalline Materials

The capability of providing micrometer-sized X-ray
beams opens up the possibility of studying systems
available only in small quantities down to a few
10� 6mm3. These comprise novel or advanced ma-
terials such as superconductors for which sufficient

crystalline quality and homogeneous doping can only
be obtained for tiny crystals, by far too small to be
studied by INS. Moreover, materials can be studied
under very high pressures (4100GPa) using dia-
mond anvil cells thus allowing an important insight
into the dynamics close to structural phase transi-
tions and the pressure evolution of elastic properties.

IXS from phonons in single crystalline materials
provides the same information as coherent INS, and
all aspects of lattice dynamics in terms of symmetry
considerations, phonon eigenvectors, and selection
rules are identical. One exception, however, concerns
the relative intensity of the phonons in a multi-spe-
cies system (with j different atom species in the unit
cell), which can be very different due to the different
weight of the atomic form factor fj(Q) with respect to
the neutron scattering length bj.

For polycrystalline materials, only the modulus of
Q is well defined, and in general the SðQ;oÞ spec-
trum will contain contributions from all the phonon
branches. The density-of-states limit is reached, if a
fine sampling of a sufficiently large Q-space is per-
formed. On the other hand, if Q is confined within
the first Brillouin zone, Q ¼ q (q is the momentum of
the phonon), only phonon modes which have a
longitudinal symmetry component are excited, allo-
wing the determination of an orientation-averaged
acoustic phonon dispersion.

High-Frequency Dynamics in Liquids and Glasses

The absence of kinematic limitations for IXS has al-
lowed one to access a previously unexploited region
in Q–o space, the so-called mesoscopic region, in
which the momentum transfer _Q approaches the
inverse of the interparticle separation a. This Q-
range is particularly important, because here the
collective dynamics undergoes a transition from a
hydrodynamic behavior to a microscopic single-
particle one.

Numerous IXS studies in glasses have identified –
despite qualitative differences – several common fea-
tures in the high-frequency dynamics.

1. Propagating acoustic-like excitations exist up to a
maximum Q-value Qm(QmaE1–3), depending on
the fragility of the system).

2. The excitations are well defined and display a lin-
ear dispersion _oðQÞ: An extrapolation toward
the Q-0 limit yields the macroscopic sound
velocity.

3. The width G(Q) of the inelastic peaks follows a
power law, G ¼ DQa with a¼ 2 within the current
experimental accuracy.

4. The value of D does not depend significantly on
temperature, indicating that this broadening in the
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high-frequency region does not have a dynamic
origin, but is instead due to static disorder.

For liquids, the dynamical structure factor is
strongly affected, if the probed distances (l ¼ 2p=Q)
are comparable to those that characterize structural
correlations among particles (over typical correlation
lengths x), and times (t ¼ 1=o) comparable to the
lifetime t of these correlations. In this case, one
observes a positive sound dispersion c(Q) from its
low-frequency ðo ¼ 2pn{1=tÞ adiabatic value c0 to
the high-frequency ðoc1=tÞ elastic value cN: A
quantitative analysis of the S(Q,o) can be performed
within the framework of a generalized Langevin
equation formalism using the memory function ap-
proach. This allows the reliable extraction of cN, re-
laxation times, and relaxation strengths.

Deep Inelastic X-Ray Scattering

Quantitative information on the atomic momen-
tum distribution can be obtained at sufficiently large
momentum transfers, where the core electrons of
the system under study recoil almost freely with an
effective mass equal to the atomic mass. These con-
ditions are met, if the electron dynamics is instanta-
neous compared to the atomic one and if the atoms
have an appropriate quantity of electronic charge on
a length scale smaller than 1/Q. Deep IXS provides a
complementary technique to deep INS, and is par-
ticularly valuable for polyatomic or polyisotopic sys-
tems, for which the relative contrast between the
different atomic/isotopic species in the sample is dif-
ferent for INS and IXS.

See also: Scattering Techniques, Compton; Scattering,
Resonant.

PACS: 61.10.Dp; 61.10.Eq; 61.20.Lc; 61.43.Fs;
62.20.Dc; 62.50.þp; 63.20.� e; 71.10.�w; 78.70.�g;
78.70.Ck; 78.70.En
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Nomenclature

a inter-particle separation (m)
A vector potential of the electromagnetic

field (kgm2C� 1 s� 2)
c speed of light (m s� 1)
c sound velocity (m s� 1)
e electron charge magnitude (C)
e photon polarization vector
ek kinetic energy of the photoelectron (eV)
Ec core level binding energy (eV)
EF Fermi energy (eV)
EV valence band binding energy (eV)
f(Q) atomic form factor
G reciprocal lattice vector (m� 1)
_ reduced Planck’s constant (J s)
J exchange integral (eV)
k wave vector (m� 1)
m electron mass (kg)
n electron density (m� 3)
p momentum operator of scattered elec-

trons (kgm s� 1)
Q wave vector transfer (m� 1)
r position operator of the electron (m)
r0 classical electron radius (m)
R position operator of the ion (m)
S total spin moment (mB)
S(Q,o) dynamical structure factor (eV� 1)
Z number of electrons in an atom
G lifetime broadening width (eV)
e(Q,o) dielectric function
ys scattering angle (deg)
x structural correlation length (m)
s cross section (m2)
t structural relaxation time (s)
w polarization function (C� 2m� 2)
o angular frequency of radiation (s� 1)
O solid angle (rad2)
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Introduction

Nuclear resonant scattering (NRS) is a set of exper-
imental techniques that use synchrotron radiation
(SR) and well-defined resonances in atomic nuclei.
Dynamics of the neutrons and protons cause a spec-
trum of these resonances for every nucleus except
hydrogen. A nucleus can be created in an excited
state by radioactive decay of a parent nucleus, or it
can be brought into an excited state by collision with
energetic particles (electrons, protons, neutrons, etc.)
or the absorption of a photon. The latter process, a
resonant excitation, becomes important if the energy
of the photon is very close to the energy difference
between the nuclear ground state and a nuclear ex-
cited state (see Figure 1.) Studies using NRS require
isotopes with large nuclear resonant cross sections
and transition energies that can be produced with
high intensity by SR sources. NRS methods use
timing techniques, and the observation of NRS from
isotopes with very short lifetimes is technically dif-
ficult. Therefore, energy widths of the excited state
B10� 8 eV are favorable. Large values potentially
result in higher counting rates in scattering experi-
ments but also lead to shorter natural lifetimes.

Spectroscopic techniques with nuclear resonances
are based on either the use of radioactive sources or
parent nuclei, for example, Mössbauer spectroscopy
and time-perturbed angular correlation (TPAC), or
the direct excitation with photons, for example, nu-
clear magnetic resonance (NMR) or the SR-based
NRS described here. Nuclear resonant inelastic

X-ray scattering (NRIXS) for the study of lattice dy-
namics and synchrotron Mössbauer spectroscopy
(SMS) for the study of hyperfine interactions as-
sumed practical importance during the past decade at
highly brilliant SR facilities.

SMS includes scattering processes that occur with-
out recoil, that is, without participation of lattice
vibrations, and provides information about the elec-
tronic environment of the resonant nuclei analogous
to conventional Mössbauer spectroscopy. The use of
very collimated SR permits focusing to micrometer
levels and easy manipulation of X-ray polarization.
SMS has been applied very successfully to problems
in high-pressure and biophysics research. In the study
of magnetism, the strategic use of the isotopes 57Fe
(resonant) and 56Fe (nonresonant) opened unique
possibilities for analysis of thin films and nano-
structures.

NRIXS is used for the study of lattice vibrations
and provides one with a spectrum of the phonons
experienced by the resonant isotope. Most impor-
tantly, one determines the phonon density of states
(DOS) In contrast to other experimental techniques,
NRIXS gives direct access to the partial and project-
ed DOS of the resonant isotope only. This complete
isotope selectivity is truly unique in the area of lattice
dynamics research. For example, materials surround-
ing the sample that do not contain resonant nuclei do
not produce a background, and this feature permit-
ted high-pressure experiments in the Mbar regime
that were impossible earlier. Many proteins contain
only a few iron atoms at their biologically active
sites; NRIXS studies using 57Fe were conducted on
several model compounds for such proteins, as well
as on the proteins themselves. Among the thousands
of atoms, NRIXS selects only the iron vibrations and
thus permits detailed studies of protein dynamics re-
lated to these active sites. The same reasoning applies
to studies of thin films and buried interfaces. Also,
for nanoparticles and disordered alloys, the NRIXS
method has been applied very successfullly. In those
cases, as well as for amorphous materials, phonon
dispersions are difficult or impossible to measure, but
the DOS still gives valuable information.

Properties of Nuclear Resonances

X-ray scattering is generally treated solely with the
electronic charge and spin. A justification is provided
by classical electrodynamics in terms of the Thom-
son-scattering cross section, which is a factor of (Zm/
M)2E10� 7 smaller for the nucleus than for the elec-
tron shell. Here, m and M are the masses of electron

X-ray photon

Nuclear ground state

Nuclear excited state

Energy

Figure 1 Resonant excitation of a nucleus. The energy width of

the excited state is typically 12 orders of magnitude smaller than

the energy of the photon. Nuclei show the most narrow reso-

nances in the X-ray regime.
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and nucleus respectively, and Z is the atomic number.
Based on this, it seems appropriate to ignore the
scattering contributions from the nucleus. However,
the above argument fails if the timescale of internal
nuclear dynamics matches the energy of the X-ray
photon, that is, the nucleus experiences a resonant
excitation. Then the nuclear resonant cross section is
calculated as

sN ¼ l2

2p
1

1þ a
2I0 þ 1

2I þ 1
½1�

where l is the wavelength of the resonant X-rays, a is
the internal conversion coefficient, and I,I0 are the
spins of nuclear, ground, and excited states. Values of
a for relevant nuclear transitions range from 1 to
1000. The nuclear resonant cross section can become
very large, for example, the 14.4 keV nuclear tran-
sition of 57Fe gives (with l¼ 86 pm a¼ 8.6, I¼ 1/2,
I0 ¼ 3/2) a value of sN¼ 2.56Mbarn and a ration of
sN/speE450, where spe is the photoelectric cross
section. Figure 2 displays nuclear resonant cross sec-
tions and nuclear-level widths for isotopes with res-
onances below 150keV. Higher transition energies
are less favorable because the intensity of SR sources
decreases, and X-ray optics, as well as detectors, be-
come less efficient. Even though the nuclear resonant
cross section is very large, the extraordinarily narrow
energy width of these resonances leads to a small
energy-integrated cross section. For example, the
best energy resolutions of X-ray optics are of the

order dEE100 meV, and a resonant enhancement
over a neV scale would remain unresolved and un-
noticed because sNG{spedE. Therefore, NRS exper-
iments require special observation techniques.

A sample containing resonant nuclei responds to
an SR pulse on a timescale defined by the lifetime of
the nuclear state t. The value of t is inversely related
to the nuclear-level width via tG ¼ _. Whereas values
for t are in the ns–ms range, the duration of an SR
pulse is typically less than 100 ps. All electronic scat-
tering of X-rays occurs typically on the timescale of
femtoseconds, virtually instantaneous compared to
nuclear resonant contributions. A ‘‘time-discrimina-
tion trick,’’ which is illustrated in Figure 3, can
cleanly separate nuclear resonant signals from other
scattering contributions. The use of this time-dis-
crimination trick makes NRS techniques possible.

Scattering Processes

A schematic of the excitation process of a nuclear
resonance is shown in Figure 1. For a description of
NRS, the de-excitation pathways must also be con-
sidered. The classification of elastic–inelastic and co-
herent–incoherent scattering processes is based on an
analysis of the initial and final quantum state of the
scatterer symbolized by

FiSj jgiS-jFnS- FfS
�� ��gfS ½2�

States of the X-ray field and the scatterer are
described by jgS and jFS, respectively. The interme-
diate state exists without X-ray photons. An inelas-
tic scattering process is characterized by different
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energies of the initial and final photon states, which
implies an energy transfer to the scatterer. A mean-
ingful definition of coherent and incoherent scatter-
ing can only be given for a collection of atoms, for
which

jFiS ¼ jwiS
Y
j

jfðjÞ
i S ½3�

Here, jfðjÞS symbolizes a core state, that is, the
state of the nucleus and inner electron shell, of atom
j. The collective state of itinerant electrons and lattice
vibrations is written as jwS.

A classification of scattering processes using this
nomenclature is presented in Figure 4. Coherent
processes leave all core states jfðjÞS unchanged. The
scattering atom, in principle, cannot be identified,
and the situation is analogous to a quantum me-
chanical multislit experiment. The change of the state
of just one atom serves as an indicator, and the
process will be incoherent. In particular, SMS is
based on the coherent elastic process, whereas
NRIXS originates from incoherent processes. Coher-
ent inelastic scattering by resonant nuclei is of
negligible strength. The almost purely incoherent
character of inelastic NRS simplifies the interpreta-
tion of NRIXS data and presents a clear distinction
to inelastic neutron scattering where incoherent and
coherent processes often occur with similar strength.

Nuclear Resonant Inelastic X-Ray
Scattering

The resonant absorption of an X-ray photon can lead
to a simultaneous change of nuclear state and vib-
rational quantum state of the solid as illustrated in

Figure 5. Three energy scales determine the properties
of this process: the transition energy of several keV;
the phonon energies of the order of meV; the nuclear-
level width of less than meV. The energies are different
by a many orders of magnitude, and energy eigen-
states are very well described by a simple combina-
tion of nuclear states and phonon states, for example,
jgSj1S is a quantum state with the nucleus in the
ground state and one phonon present. If one investi-
gates the vibrating nucleus with monochromatic
X-rays, one would observe transitions with nuclear
transition energy E0 described by jgSjnS -jeSjnS
andm-phonon creation of the type jgSjnS-jeSjnþ
mS leading to upshifted transition energies E0þme,
where e is the energy of the phonon. Also, m-phonon
annihilation of the type jgSjnS -jeSjn�mS with
nXm leads to downshifted transition energies
E0�me. The absorption behavior is quantitatively
described by the excitation probability density S(E).
The value of S(E)dE gives the probability that the
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Figure 4 Classification scheme for scattering processes. Inco-

herent scattering implies energy transfer unless some core states

are degenerate. Coherent inelastic NRS is of negligible strength.
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nucleus can be excited by X-rays in the energy range
[E,Eþ dE]. The phonon-creation/annihilation side
bands of S(E) are analogous to the Stokes and anti-
Stokes lines observed by optical spectroscopies. The
ratio S(�E)/S(E) is universally given by the Boltz-
mann factor, that is, Sð�EÞ ¼ exp½�bE�SðEÞ, with
b ¼ 1=ðkBTÞ, temperature T, and Boltzmann’s con-
stant kB. This relationship is known as ‘‘detailed bal-
ance’’ and is an intrinsic feature of all NRIXS spectra.
The partial DOS is extracted by a mathematical
inversion procedure from S(E). Here, ‘‘partial’’ refers
to the selection that has taken place by observing only
vibrations of the resonant isotope.

Cross Section

Excitation probabilities can be calculated with Fer-
mi’s golden rule, which gives the transition rate Lni

for changes from the initial state jFiS ¼ jwiSjfiS to
an intermediate state jFnS ¼ jwnSjfnS under the in-
fluence of a monochromatic X-ray field of energy %E,
amplitude a, and wave vector k

Lni ¼
2p
_

j/FnjĤintjFiSj2dðEni � %EÞ ½4�

The energy difference of the states is given by Eni,
and the interaction Hamiltonian can be expressed by

Ĥint ¼ eik�r̂a � Ĵð�kÞ ½5�

where Ĵ is the spatial Fourier transform of the nuclear
current operator in the center of mass frame, and the
position of the center of mass is given by r. One
obtains for the cross section

sðE; kÞ ¼ 1

jaj2
X
n

/LniSi ¼
p
2
sNGSðE; kÞ ½6�

where E ¼ %E� E0 is the energy of the incident
X-rays relative to the nuclear transition energy. The
angle brackets indicate an average over all initial
states that may be present, for example, in a thermal
distribution. The last term is defined by

SðE; kÞ ¼
Z

dt

2p_
eiEt=_/eik�r̂ðtÞeik�r̂ð0ÞS ½7�

This is the excitation probability density men-
tioned earlier, and here it is expressed as a self-cor-
relation function of the position of a resonant
isotope. For solid materials, SðE; kÞ shows a sharp
peak with width G around the nuclear transition
energy E0, that is, around E¼ 0. The existence of this
peak is tantamount to recoilless absorption of X-rays
by the nucleus, the Mössbauer effect. In fact,

GSð0Þ ¼ f , the Lamb–Mössbauer factor or probabil-
ity for recoilless absorption. The value of f varies
approximately between 0.05 and 0.9 for solids at
room temperature but vanishes for liquids and gases.
The estimate for absorption ‘‘on resonance’’ is then

sð0ÞEp
2
sNf ½8�

With the exception of the elastic peak, S(E) is ex-
pected to be a smooth function in energy, extending
over an energy range that may be estimated by
the Debye energy Y. From eqn [7] one obtainsR
SðEÞdE ¼ 1, and with this normalization, one can

estimate for the ‘‘off resonance’’ regionYSðEÞE1� f
providing

sðEa0ÞEp
2
sNð1� f ÞG

Y
½9�

A quantitative estimate for 57Fe in metallic form
gives in units of the photoelectric cross section

sð0ÞE560 spe sðEa0ÞE0:0002 spe ½10�

The change of cross section by six orders of magnit-
ude when moving away from the transition energy is
dramatic. The large ‘‘on resonance’’ value permits
conventional energy-resolved Mössbauer spectros-
copy. The observation of the phonon sidebands via
the small ‘‘off resonance’’ value requires the use of
time discrimination.

Observation

Imagine a resonant nucleus that was somehow ex-
cited. The nucleus will decay into the ground state
either by emission of an X-ray photon or by trans-
ferring the excitation energy to the electron shell. In
the latter case, an electron is expelled, and the hole is
quickly filled by other electrons with the emission of
fluorescence X-rays. All these decay products are
emitted with some delay relative to the time of ex-
citation of the nucleus, and the average delay time is
given by the natural lifetime. Figure 3 illustrates the
time evolution of the scattered intensity of a material
containing resonant nuclei after excitation with an
SR pulse. If the energy of the incident X-ray is close
to the nuclear transition energy, nuclei are excited,
and delayed emission of X-rays can be observed. If
only the delayed photons are counted while tuning
the energy of the incident X-ray pulses, an event rate
that is proportional to s(E) is expected to be meas-
ured. The normalized data then provide S(E). An
example of data collected from a metallic foil of 57Fe
is shown in Figure 6. The low background shows
that the time-discrimination trick removes all non-
nuclear scattering of the X-rays very effectively.
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Phonon Density of States

In many cases, an expansion of the interatomic po-
tential around the equilibrium positions of the atoms
in a solid is quite accurately described by a quadratic
dependence on the atomic displacements. In this
quasiharmonic approximation, the equation of mo-
tion for the atomic motions can be integrated. The
excitation probability can then be rewritten in a
physically meaningful way as

SðEÞ ¼ fdðEÞ þ
X
n¼1

SnðEÞ

S1ðEÞ ¼
fER

Eð1� expð�bEÞÞ gðjEjÞ ½11�

SnðEÞ ¼
1

nf

Z
Sn�1ðE0ÞS1ðE� E0Þ dE0

where the individual terms Sn correspond to n-pho-
non contributions. The delta-distribution term de-
scribes elastic scattering. The probability for this
process is described in terms of the Lamb–Mössbauer
factor f. The probability dP1 to create (E40) or an-
nihilate (Eo0) one phonon of energy E is given by
the first-order term, that is, dP1¼ S1(E) dE. The sec-
ond-order term incorporates the participation of two
phonons with energies that add to E. For a given
inverse temperature b, all terms in eqn [11] are gene-
rated from the partial DOS g(E). The measurement
provides S(E), and an inversion of eqn [11] gives
g(E). Figure 7 shows the DOS of iron metal.

Synchrotron Mössbauer Spectroscopy

In solids, the probability that NRS occurs without
change in the vibrational state is often appreciable
and was introduced previously as the Lamb–Möss-
bauer factor f. In terms of the phonon excitation
probability density of eqn [7], f ¼ GSð0Þ with corre-
sponding transitions indicated in Figure 5. Now that
vibrational transitions are excluded, slight energy
differences of the nuclear levels become visible and
measurable. The nuclear-level splitting is caused by
the electronic environment and is known as hyperfine
interaction. The exclusion of phonon excitations re-
sults in elastic coherent scattering. This process is
described by a differential scattering cross section
that is strongly peaked in certain directions and,
in particular, the direction of the incident X-rays
(nuclear forward scattering).

Level Splitting

Figure 8 shows transitions of a 57Fe nucleus under
the influence of an electric field gradient (EFG) or a
magnetic field. The energy levels of the isolated
nucleus are twofold and fourfold degenerate, re-
spectively. The presence of an EFG, which is created
by the electronic environment and couples to the
quadrupole moment of the nucleus, partly removes
the degeneracy. In the case of an axially symmetric
EFG, the energy splitting for spin quantum numbers
I41/2 and m ¼ �I;y; I is given by

Em ¼ D
3m2 � IðI þ 1Þ
2Ið2I � 1Þ ½12�
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The curves show 3g calculated from the data shown in Figure 6

using eqn [11].
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where D is called the electric quadrupole splitting.
For the 57Fe case, one obtains a characteristic two-
line pattern with E73/2�E71/2¼D.

The presence of the magnetic field imprints unidi-
rectional symmetry, which removes the degeneracy
completely. The energy splittings are given by

Em ¼ �mB
m

I
; m ¼ �I;y; I ½13�

where m and I are the magnetic moment, and spin of
the nuclear state respectively, B is the magnetic field
at the nucleus, and m is the spin-projection quantum
number. The 14.4125 keV transition of 57Fe has M1
multipolarity, and the individual transitions shown in
Figure 8 follow dipole selection rules, that is,
jme �mgjp1. This results in a characteristic six-line
pattern.

In addition to the interactions discussed above,
one expects a renormalization of the energy of

nuclear levels due to the presence of s-electrons in
the nuclear volume. The observable result is a slight
shift of the transition energy that is proportional to
the density of the s-electrons in the nuclear volume.
This so-called isomer shift can only be measured by
comparison of different materials, for example, for
57Fe the isomer shift is normally given relative to 57Fe
nuclei in iron metal at ambient conditions.

Index of Refraction

SMS is an elastic coherent process, and all possible
nuclear sublevels can be excited simultaneously by a
short X-ray pulse with sufficient bandwidth. The
different nuclear transitions are then analogous to a
set of oscillators with slightly different energies that
are excited in phase at a given instant. Shortly, after
the X-ray pulse has passed, the de-excitation begins,
also in phase, but soon the increasing phase differ-
ence leads to destructive interference and then again
to a constructive interference. This process leads to
oscillations in the emission of the scattered radiation
that depend directly on the nuclear-level splitting and
thus on the hyperfine interactions. In a transmission
geometry, SMS is usually described by an energy-de-
pendent contribution to the index of refraction

nðEÞ ¼ _
%
c

2E
rsNf

X
l

Wl

zlðEÞ � i
½14�

where r is the number density of resonant nuclei, sN
is the nuclear resonant cross section, and f is the
Lamb–Mössbauer factor. The sum is over all sub-
levels of nuclear ground and excited states. The
function zl ¼ 2ðEl � EÞ=G depends on the energy
difference between excited and ground states El and
the nuclear level width G. The weight of each reso-
nance is given by Wl with the normalizationP

l Wl ¼ 1. The weights depend on the directions
of the hyperfine fields relative to the direction and the
polarization of the SR. For simplicity, their tensor
character is ignored here. Then, the transmission of
monochromatic X-rays of energy E through a sample
of thickness D is given by

TðEÞ ¼ T0 exp �Z
X
l

Wl

z2l ðEÞ þ 1

" #
½15�

where Z ¼ rsNfD is called ‘‘effective thickness’’ of
the platelet. The factor T0 accounts for electronic
absorption. The time response to an SR pulse is ex-
pressed by

dI

dt
¼ T0t F exp i

2pD
l

nðEÞ
� �

� 1

� �����
����
2

½16�
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Figure 8 Nuclear level splitting of 57Fe by interactions with

electrons. The presence of an EFG or a magnetic field leads to

several nuclear transitions separated by up to several meV. The
ground and excited state have spin quantum numbers of 1/2 and

3/2, respectively.
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where l is the X-ray wavelength and F symbolizes a
Fourier transformation. The primary application of
SMS is the determination of hyperfine interaction
parameters. The transmission spectra are easier to
interpret if the effective thickness is small. Large val-
ues of Z lead to a self-absorption effect, that is, a
broadening of the absorption lines in the energy
spectra and a faster decay in the time spectra ac-
companied by aperiodic oscillations. The influence of
the effective thickness is demonstrated in Figure 9 by
calculations using eqns [15] and [16].

Experimental Procedure

A schematic of the typical experimental setup that
can be found at third-generation SR facilities is
shown in Figure 10. The X-ray source consists of
electron bunches that are orbiting in the storage
ring and periodically pass through an undulator. The

X-rays are monochromatized in two steps using a
premonochromator and a high-resolution mono-
chromator.

For NRIXS measurements, the energy bandwidth
determines the resolution of the phonon spectra of
the samples. The high-resolution monochromator is
tuned around the nuclear transition energy, and the
X-rays excite the nuclei in the sample. The re-emitted
radiation is observed with an avalanche photodiode

1

0

1

0

1

0
−50 500 0 1 2 3

Time (τ)

lo
g(

in
te

ns
ity

)

Energy (Γ)

Tr
an

sm
is

si
on

(a)

(b)

(c)

Figure 9 SMS spectra in energy and time. Calculations used eqns [15] and [16] with small (Z¼1, solid lines) and large (Z¼50, dashed

lines) effective thicknesses. Panel (a) displays the case without hyperfine fields; panels (b) and (c) show spectra characteristic for an

EFG and a magnetic field, respectively. Time spectra (right side) were normalized to identical area.
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SR source Monochromator Sample Detector

Figure 10 Experimental setup for NRIXS and SMS.
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detector that is placed as close as possible to the
sample but away from any strong coherent scattering
directions. The integrated delayed counting rate is
recorded.

For SMS measurements, the energy bandwidth
should be as small as practicably achievable with
reasonable efficiency. The high-resolution mono-
chromator is tuned to the nuclear transition energy
and kept as stable as possible. X-rays that are trans-
mitted through the sample excite the resonant nuclei
coherently and are observed with an avalanche
photodiode detector that is placed far enough, away
from the sample to avoid contamination from
incoherent scattering. The delayed events are map-
ped as a function of elapsed time between arrival
of an SR pulse and detection of transmitted X-ray
photon – this constitutes the time spectrum of the
nuclei in the sample.
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Introduction

Rayleigh scattering (RS) is the elastic spreading of
electromagnetic radiation from bound electrons, after
they have been excited to virtual states far from res-
onances. Therefore, it differs from resonant fluores-
cence, molecular Raman scattering, and Brillouin
scattering in condensed media, which are discussed
elsewhere in this encyclopedia. Thomson scattering
can be seen as a particular case of RS from free
electrons, but is not further discussed in this article
(neither is its relativistic Compton counterpart).
Molecular RS plays a primary role in atmospheric
optics accounting for the blue color of the sky and a
large number of optical phenomena ranging from
rainbows to fogbows, glories, halos, coronae, blue sun
and moon, and the white color of clouds and snow, to
cite only a few. A comprehensive discussion of atmos-
pheric scattering has been made by M J GMinnaert in
1954 and D K Lynch and W Livingston in 1995.

Yet, probably, the most interesting applications of
RS concern scattering from mesoscopic objects, either
in the form of aerosols or suspensions of colloidal
particles with a size ranging from a few nanometers
to a few micrometers. Scattering from pollutant air-
borne particles has, for instance, crucial consequences

on re-irradiation of solar energy from the lower at-
mosphere. Measurements of the scattering properties
of dispersed particles yield primary information on
colloid size, morphology, and interactions. Chances
of obtaining photonic bandgap crystals often rely on
the peculiar scattering properties of metal-coated col-
loids. Finally, by exploiting radiation forces associat-
ed to scattering, particles can be easily manipulated
using noninvasive ‘‘optical tweezers,’’ allowing one to
design template surfaces of interest in photonics. Al-
though, fluid systems are primarily dealt with, it is
also important to point out that the attenuation due
to RS sets severe limits to the useful wavelength range
for light propagation in optical fibers.

This article is organized as follows. After a basic
analysis of elastic molecular scattering, the key role
of fluctuations in RS from condensed media is point-
ed out, and a fluctuation approach to shortly derive
RS from simple fluids and mixtures is applied. The
final and largest part is devoted to particle RS and its
exploitation. Besides specific applications, however,
the main message of which an attempt is made to
convey is the following: ‘‘every deviation of light
from rectilinear propagation, including diffraction
and even geometrical refraction, can be ultimately
seen as a consequence of Rayleigh scattering.’’ As
will be seen, the optical theorem, linking the refr-
active index to scattering properties, and the large-
particle limit of Mie scattering, yielding classical
diffraction and eventually geometric optics, justify
this strong statement.
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Molecular Rayleigh Scattering

First, recall the basic geometry of a scattering exper-
iment. As incident field, what will always be taken is
a plane wave having a wave vector ki, with jkij ¼
k ¼ 2p=l (where l is the wavelength in the medium),
linearly polarized along n̂i. Measurements consist in
detecting the light scattered along the direction set by
the wave vector ks that, together with ki, fixes the
scattering plane. Since Rayleigh scattering is elastic,
one must have jksj ¼ k, and therefore the scattering
vector q � ki � ks has magnitude q ¼ 4p=l sin W=2,
where W is the angle in the scattering plane between
ki and ks (the azimuth angle with respect to the
normal to the scattering plane will conversely be de-
noted by j). In some measurements, a specific po-
larization component of the scattered field along n̂s

may be selected with a polarizer.
Probably, the simplest way to estimate elastic scat-

tering from molecules is the elegant dimensional
argument originally devised by Rayleigh in 1871
that, restated in modern terms, goes as follows:
‘‘Provided that the molecular dimensions are much
smaller than l, so that the scatterer essentially ‘‘sees’’
a spatially uniform, time-varying field, the scattered
and incident fields will be proportional.’’ Their di-
mensionless ratio Es=Ei may, in principle, depend on
l, the velocity of light c, the volume V of the scat-
terer, the dielectric constants eP; eM of the materials
constituting the particle and the surrounding medi-
um, and the distance r of the observation point from
the scattering volume. Since c is the only quantity
that contains time, it should not appear in Es=Ei.
Similarly, eP and eM must appear only as a homo-
geneous function f of the ratio eP=eM. Since molec-
ular polarizability a is linearly proportional to V, so
must be Es. Finally, in the radiation zone the scat-
tered field will be a spherical wave, so that Espr�1.
Therefore, the simplest dimensionless combination is
Es=Ei ¼ Vr�1l�2f ðeP=eMÞ, and for the scattered in-
tensity one must have

Is ¼
V2

r2l4
f 2

eP
eM

� �
I0 ½1�

where I0 is the incident intensity, giving both a strong
preferential scattering of short wavelengths (account-
ing for the hue of the sky and for the sun reddening at
dawn and setting) and the remarkable dependence
on molecular volume (yielding, for spheroidal mol-
ecules, a sixth power dependence on the radius).

For a molecular scatterer of size d{l, a formal
analysis can be performed by solving the Helmoltz
equation for the vector potential in a far-field (ra-
diation) zone rclcd, expanding the solution in

multipoles, and retaining only the lowest (electric
dipole) order. Within this approximation, the inci-
dent field induces a dipole p ¼ aEi, where in general,
the molecular polarizability a ¼ aij is a tensor (so
that p and Ei are not necessarily parallel). The in-
duced dipole irradiates a spherical wave at the same
frequency and with amplitude given by

EsðrÞ ¼
k2

4pe0
ðr̂� p� r̂Þ expðikrÞ

r
½2�

If, for simplicity, one assumes that the molecule has
a scalar polarizability a, so that p � jpj ¼ aEi, the
scattered intensity (irradiance) is given by

Is ¼
e0c
2

E�
i Ei ¼

p2a2 sin2g

e20l
4r2

I0 ½3�

where g is the angle between p and the direction of
propagation of the scattered field. Equation [3] is
consistent with the general prediction of eqn [1],
since a is proportional to the scattering volume and,
as later discussed in the text, depends only on the
particle and solvent dielectric constants.

The simple classical analysis that was made is fully
adequate for treating most of the problems involving
molecular RS. For what concerns quantum effects,
what is first noticed is that RS is a two-photon proc-
ess requiring full quantization of the radiation field.
A simple quantum analysis of RS can be made star-
ting from the two-level Bloch equations, or from a
more general multilevel perturbation theory leading
to the Kramers–Heisenberg (KH) formula, which has
the advantage of treating on the same footing as
Rayleigh, Thomson, and inelastic Raman scattering,
allowing explicit evaluation of the scattering cross
sections from the matrix elements (while phenomen-
ological coefficients are needed in the classical ap-
proach). The KH formula also yields quantum
corrections to classical RS cross sections: however,
far from resonances the latter are negligible, so that a
fully classical approach is used in what follows.

Scattering and Fluctuations

The former single-scatterer approach to RS may
however be misleading, missing a fundamental point:
indeed, a uniform distribution of molecules will not
scatter light at all, since the phases of the scattered
fields are uniformly distributed in ½0; 2p�. Therefore,
the total scattered field vanishes for all except the
forward direction where, adding to the incident
beam, leads to a phase delay of the transmitted beam,
modifying (as shall be better seen below) the refr-
active index of the medium. Exceptions are ordered
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arrays of the scatterers, where Bragg peaks appear
due to breaking of continuous translational symme-
try. Scattering therefore always requires fluctuations.
A very general approach to the problem can be made
by treating the scattering medium as a continuum
where, in order to account also for optical anisotropy
effects, local dielectric (and therefore, refractive in-
dex) fluctuations are introduced by means of a tensor
deðr; tÞ, and deriving a wave-propagation equation in
weakly inhomogeneous media. By assuming that the
scattered field is much smaller than the incident field,
and decomposing the dielectric fluctuations in spatial
Fourier components as

deðq; tÞ ¼
Z

dVdeðr; tÞ expðiq � rÞ ½4�

where r gives the position of the scattering element
with respect to an arbitrary origin O in the scattering
volume. The instantaneous scattered field amplitude
reaching a detector placed at a distance R fromO the
scattering volume, after passing through a polarizer
with transmitting axis set along n̂f, is given by

Eif
s ðR; tÞ ¼ � k2E0

4pe0R
deif ðq; tÞ exp½iðksR� otÞ� ½5�

where dei;f � n̂i � deðq; tÞ � n̂f. The time-averaged de-
tected intensity is

Iifs ðqÞ ¼
k4I0

16p2e20R
2
/jdeif j2S ½6�

and is therefore proportional to the mean square
fluctuation of the dielectric constant with the same
spatial frequency.

In order to find a connection with the molecular
approach, which is particularly useful when dealing
with scattering from dispersed particles, it can simply
be assumed that the local dielectric constant depends
explicitly only on the local molecular number density
rðr; tÞ (see the next section for a discussion) writing
deðr; tÞ ¼ aðtÞrðrÞ, where aðtÞ is the molecular polar-
izability tensor, depending on time because of molec-
ular rotations. Expressing the local density fluctuations
as a sum of delta functions over the molecular posi-
tions r iðtÞ as drðr; tÞ ¼

P
i dðr � r iÞ � %r, where %r is

the average number density, and with aif ðtÞ �
n̂f � aðq; tÞ � n̂f , one can immediately see that

deif ðq; tÞ ¼ aif ðtÞ
X
i

exp½iq � r iðtÞ� �NdðqÞ
( )

½7�

where the second term (coming from %r) is simply the
q ¼ 0 contribution from the N molecules. Provided

that molecular orientations and translations are un-
correlated (so that the amplitude and phase averages
factorize), from eqn [6], one therefore obtains

Iifs ðqÞ ¼
k4NI0

16p2e20R
2
/jaif j2SSðqÞ ½8�

where

SðqÞ ¼ N�1
X
i;j

/exp½iq � ðr i � r jÞ�S ½9�

is the static structure factor. To make things clearer,
an ideal gas where particle positions are uncorrelated
is considered. Then /exp½iq � ðr i � r jÞ�S ¼ di;j, so
that SðqÞ ¼ 1 and I is proportional to N. It is no-
ticed that this apparently ‘‘trivial’’ scaling with N,
holds true only because (Poisson) density fluctuations
in an ideal gas are proportional to

ffiffiffiffiffi
N

p
: for interact-

ing systems, it is no longer so. It is important to recall
that the typical q-range over which structural fea-
tures of simple fluids develop is much larger than the
range probed by light scattering, which therefore es-
sentially measures only Sð0Þ ¼ VkBTr2wT, where wT
is the isothermal compressibility (the situation is
however very different for suspensions of mesoscopic
particles, where the structural spatial scales are often
of the order l).

Rayleigh Scattering from Pure Fluids and
Fluid Mixtures

In liquids, fluctuations of the local dielectric constant
can be expanded in terms of any two thermodynamic
variables whose fluctuations are uncorrelated, for
instance, temperature T and density r. Since exper-
imentally, for most simple liquids, ð@e=@TÞrE0, RS
is in fact mostly due to density fluctuations. In order
to derive RS effects in simple fluids, it is however
more convenient taking pressure p and entropy S as
independent variables, and using a fluctuating hy-
drodynamics approach. This amounts to linearizing
the continuity for small fluctuations, Navier–Stokes,
and heat equations and finding their normal modes.
Since in the continuity equation r is coupled to the
fluid velocity v only through r � v, density fluctua-
tions are uncoupled to transverse velocity modes,
which, therefore, cannot be detected by light scat-
tering. In addition to two propagating pressure
modes (corresponding to absorption or excitation
of sound waves, giving rise to Brillouin scattering),
the solution of linearized mode equations yields a
thermal diffusive mode, corresponding to the fre-
quency-unshifted Rayleigh peak having a width
Do ¼ DTq

2, where DT is the thermal diffusivity,
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and an amplitude proportional to the difference
cp� cv of the specific heats at constant pressure and
volume. For many liquids, and in particular for
water, cp� cv is rather small, and therefore RS is
fairly weak (at variance to a widespread belief, the
bluish appearance of thick water layers on ice
blocks is not due primarily to scattering, but to a
much stronger absorption effect due to an overtone
vibrational peak close to the red edge of the visible
spectrum; D2O, for which the absorption shifts
to higher l due to isotope effects, indeed is much
more transparent).

In binary liquid mixtures new modes appear due to
the presence of an additional conserved variable,
namely the concentration c of one of the two species,
adding a hydrodynamic mass diffusion equation. The
analysis is much simpler as discussed by B J Berne
and R Pecora in 1976 if pressure fluctuation, and
therefore effects on Brillouin peaks, are neglected, so
that the problems amount to solving by Laplace
transforming the linearized form of the coupled
equations for the fluctuations dc, dT

@ðdcÞ
@t

¼ D r2ðdcÞ þ kT
T

r2ðdTÞ
� �

@ðdTÞ
@t

� 1

cp
kT

@m
@c

� �
@ðdcÞ
@t

¼ DTr2ðdTÞ
½10�

where D is the mass diffusion coefficient, m is the
chemical potential of the mixture, and kT is the
thermal diffusion ratio, quantifying coupling of
mass and heat transport through the so-called Soret
effect. Solution of eqn [10] yields two diffusive
modes where thermal and concentration fluctua-
tions are, in general, mixed: in practice, however,
since D{DT (for most liquids DTC10�3 cm2 s�1,
while D varies between 10�5 cm2 s�1 for simple
mixtures and 10�6 � 10�8 cm2 s�1 for macromolec-
ular solutes) the two modes are almost decoupled.
The peak due to concentration fluctuation has an
extremely narrow width Do ¼ Dq2 and an ampli-
tude proportional to ð@m=@cÞ�1 (for dilute solutions,
this means that RS is proportional to the osmotic
compressibility).

Scattering from Dispersed Particles

Statement of the Problem

The important case of elastic scattering from dis-
persed particles is discussed here. Only particles
made of an optically isotropic material, that is with a
scalar polarizability are considered first. In a far field,
the scattered field Esðr; tÞ is an amplitude-modulated

spherical wave, which can be written as

Esðr; tÞ ¼ SðW;jÞ exp½iðkr� otÞ�
ikr

E0 ½11�

where a term i has been factorized out, just for
convenience, and the dimensionless scattering func-
tion SðW;jÞ has been introduced, which is, in general,
a complex quantity: S � FðW;jÞ exp½ifðW;jÞ�. The
scattered intensity can, therefore, be written in terms
of the incident intensity I0 as

I ¼ FðW;jÞ2

k2r2
I0 ½12�

By integrating r2Is over the solid angle O, the scat-
tering cross section is therefore found to be

ss ¼
1

k2

Z
dOFðW;jÞ2 ½13�

If, besides scattering, the particle absorbs part of the
radiation with an absorption cross section sA, the
total extinction cross section will be given by
sext ¼ ss þ sA.

The previous definition can be generalized to ac-
count for scattering from optically anisotropic par-
ticles by writing

E>
s

E
jj
s

" #
¼ exp½ikðr� zÞ�

ikr

S1 S2

S3 S4

" #
E>
i

E
jj
i

" #
½14�

where z is the particle coordinate along the direction
of the incident beam with respect to an arbitrary
origin.

Specific forms for the scattering matrix (S) are
dictated by particle symmetry as discussed by H C
van de Hulst in 1981: for instance, it is diagonal for
spherical particles made of an optically isotropic
material and symmetric for nonchiral particles.

The Optical Theorem (OT)

A simple, but extremely useful relation connects the
total scattering cross section to the scattering ampli-
tude in the forward direction (the direction of the
incident beam, once again taken as z). Forward scat-
tering is rather peculiar. At any finite angle, the total
scattering from N spatially uncorrelated particles is a
vector sum of random components, and therefore a
Gaussian complex random variable. In full analogy
with what has been seen for RS from ideal gas, the
total scattered field is then proportional to

ffiffiffiffiffi
N

p
and

the scattered intensity to N. This means that the
individual particle cross sections add, ss ¼

P
sðiÞs .

However, it is easy to show that all scattering con-
tributions in the forward direction add in phase, so
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that one must sum field amplitudes, not intensities,
with Sð0Þ ¼

P
SðiÞð0Þ. van de Hulst, in 1981, has

shown that the forward scattering contribution for a
thin slab of thickness d containing r particles per unit
volume is given by dEs ¼ �½2prdS0=k2�Eiðz; tÞ,
where S0 is the value of the scattering function in
the forward direction. The propagation equation
for the spatial part of the total field E ¼ Ei þ Es is
therefore

dEðzÞ
dz

¼ ikþ 2pr
k2

S0

� �
EðzÞ ½15�

yielding

EðzÞ ¼ E0 exp½ikzð1þ i2prS0=k3Þ� ½16�

Identifying eqn [16] with the general expression
EðzÞ ¼ E0 expðiñkzÞ, where ñ ¼ nþ in0 is the com-
plex refractive index, one has

n ¼ 1þ ð2pr=k3Þ ImðS0Þ
n0 ¼ �ð2pr=k3Þ ReðS0Þ

½17�

connecting the refractive index of the medium to the
presence of scattering. Provided that the particles are
nonabsorbing, the transmitted intensity is given by
IðzÞ ¼ I0 exp½�2k ImðñÞ�, so that the extinction co-
efficient (power loss) per unit volume is g ¼ 2kn0.
The extinction cross section is finally given by
sext ¼ g=r, one finally has

sext ¼
g
r
¼ �4p

k2
ReðS0Þ ½18�

which is the usual form of the OT. Apparently, this
rather curious result, summing up scattering in all
directions only in terms of zero-angle scattering, has
been independently ‘‘rediscovered’’ and extended by
many authors, totally unaware of previous results,
both for classical electromagnetic scattering and in
quantum electrodynamics.

Scattering Regimes

The full solution of the electromagnetic scattering for
particles of arbitrary size and composition is very
elaborate, even for the simplest case of homogeneous
spheres. It is however useful considering some spe-
cific approximation yielding simple explicit expres-
sions for the scattering function. Both the external
incident field and the internal field within the particle
are required. The refractive indices of the particle
and of the surrounding medium (‘‘solvent’’) shall be
denoted by nP and ns, the wavelength of the incident
radiation in vacuum by l0 (so the wave vector is

kext ¼ 2pns=l0 for the external field, and kint ¼
2pnP=l0 within the particle), and a characteristic
particle size by a.

Particles small compared to the wavelength This is
what is called the Rayleigh regime in the strict sense.
Both the external and the internal fields are required
to be essentially uniform over the particle size. This
means that the phase shifts kexta and kinta have to be
small, or a{l0=2pns; a{l0=2pnP (the second con-
dition is generally more restrictive-it is to be noted in
particular that it excludes strongly absorbing parti-
cles, whatever their size). The situation is then com-
pletely analogous to molecular Rayleigh scattering. If
the particle is made by an optically isotropic material
so that its polarizability is scalar, the amplitude of the
scattered field is given by eqn [3] while, by integra-
ting eqn [3] and dividing by the incident intensity, the
scattering cross section is found as

ss ¼ k4a2=6pe20 ½19�

A note of caution however concerns particle polar-
izability, which has to be interpreted as the excess
optical polarizability with respect to an equal solvent
volume. Noticing that, when the incident field is ver-
tically polarized (perpendicular to the scattering
plane), g � p=2, while if it is horizontally polarized
g � p=2� W, the full scattering matrix is found to be

S ¼ ik3a
4pe0

1 0

0 cos W

" #
½20�

Specific expressions for polarizability can be found
by solving the electrostatic problem for a uniform
field. For instance, for dielectric spheres of radius a,
made of a material with dielectric constant eP,

a ¼ 4pe0
eP=es � 1

eP=es þ 2
a3 ¼ 4pes

n2P � n2s
n2P þ 2n2s

a3 ½21�

Since Sð0Þ ¼ S1;2 ¼ ik3a=4pe0, from the OT one has
sext ¼ ðk=e0Þ ImðaÞ, so one should have reduction of
the incident power only for absorbing particles. This
apparent contradiction only means that to evaluate
total cross sections via the OT, one must go beyond
the Rayleigh approximation, so to obtain a nonvani-
shing real part of S(0).

The previous result can be extended to small op-
tically anisotropic particles. For simplicity, it is as-
sumed that the particle is made of a uniaxial
birefringent material. The polarizability tensor, re-
ferred to the particle optical principal axes X;Y;Z,
has only two independent components, that shall be
denoted as ajj � aX and a> � aY ¼ aZ. Assuming for
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convenience x as the direction of the scattered field
and z as the normal to the ðx; yÞ scattering plane, the
two most common experimental configurations are
the VV and VH geometries. In both of them the in-
cident field is vertically polarized, but while in the
VV scheme the vertical component IVV of the scat-
tered intensity is measured, the orthogonal (‘‘depo-
larized’’) IVH component is detected in the VH
scheme. IVV and IVH can be found by evaluating
n̂z � a � n̂z and n̂y � a � n̂z, after the particle polarizabil-
ity tensor has been re-expressed in the laboratory
fixed frame, in terms of the average particle polar-
izability %a ¼ ðajj þ 2a>Þ=3 and of the particle optical
anisotropy b ¼ ajj � a>. Defining %n2P ¼ %a=V þ 1 and
(provided that the optical anisotropy is small)
Dn ¼ b=2 %nV, and assuming that %nPEns, the final
expression, after subtracting the solvent polarizabil-
ity as ¼ ðn2s � 1ÞV, is

IVV ¼ CV %n2P½ð %nP � nsÞ2 þ ð4=45ÞðDnÞ2�
IVH ¼ CV %n2PðDnÞ

2=15
½22�

where C does not depend on particle or solvent op-
tical properties. Notice that both IVH and the second
term on the right-hand side of the expression for IVV
do not depend on ns, so that scattering is present
even in ‘‘best index matching’’ conditions ns ¼ %nP.
These contributions are the direct analogs, in depo-
larized Rayleigh scattering, of the incoherent cross
section for neutron scattering. Figure 1 shows the

experimental results for optically anisotropic par-
ticles in water.

Rayleigh–Gans–Debye scattering Most dispersed
particles do not fulfill the strict requirements of the
‘‘pure’’ Rayleigh regime. A much more useful ap-
proximation can be obtained by letting the incident
field vary, even appreciably, over the particle length
scale, but requiring that ‘‘the internal field does not
appreciably differ from the incident one,’’ both in
amplitude and in phase. Weak amplitude changes
simply imply jnP � nsj{1, while tuning of the phases
requires the optical path with or without the particles
to be comparable, or

2p
l

jnP � nsja{1 ½23�

which, for a4l=2p, is the more restrictive criterion
framing the Rayleigh-Gans-Debye (RGD) regime.
Notice that even particles with size acl may satisfy
eqn [23], provided that they are sufficiently ‘‘faint.’’
Equating the internal and external fields amounts to
neglecting effects on any given volume element dV of
the fields scattered by the surrounding, so that the
RGD regime is the equivalent of the first Born ap-
proximation in quantum scattering. Each dV can,
therefore, be considered as an independent elemen-
tary Rayleigh scatterer, and the total scattered field is
obtained by summing over all volume elements,
taking into account the phase of each scattering con-
tribution (note that the phase shift of a wave scat-
tered by an element placed at r compared to the
contribution from a volume element centered around
an arbitrary origin is Dj ¼ ki � r � ks � r ¼ q � r).
Summing up over all volume elements, and allowing
for nonuniformity of the particle refractive index by
expressing nP ¼ nPðrÞ, one obtains

S1ðWÞ
S2ðWÞ

" #
¼ insk

3V

2p
FðqÞ

1

cos W

" #
½24�

where

FðqÞ ¼ 1

V

Z
V

d3r½nPðrÞ � ns� expðiq � rÞ ½25�

By introducing the ‘‘characteristic function’’ wðrÞ ¼
1 if rAV and zero otherwise, F(q) is seen to be the
spatial Fourier transform of the distribution of the
refractive index mismatch. For the special case of
a particle with uniform refractive index distribu-
tion and vertical incident polarization, the scattered
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Figure 1 Experimental values for IVV (�) and IVH ( ) (normal-

ized to their values for water suspensions) as a function of the

solvent refractive index ns for optically anisotropic colloidal

spheres made of the partially crystalline polymer perfluoro-al-

kylvinylether (PFA). The parabolic fit to IVV yields an average

particle refractive index %nPC1:36 and an optical anisotropy

DnC0:03. As discussed in the text, IVH does not depend on ns.
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intensity is then given by

IðqÞ ¼ I0
V2k4

4p2R2
ðnP � nsÞ2PðqÞ ½26�

where

PðVÞ ¼ 1

V2

Z
V

expðiq � rÞ
����

����
2

½27�

called the particle ‘‘form factor’’ is readily seen to
represent an ‘‘intraparticle’’ structure factor. Scatter-
ing pattern in the RGD approximation can therefore
be evaluated by a straight geometrical integration:
for homogeneous spheres, for instance, F(q) is simply
proportional to the spherical Bessel function J3/2(qa),
and an analytical expression can also be found for
ellipsoids, long rods, and thin disks. RGD scattering
considerably extends the class of particles for which
an easy analysis is feasible. A particularly interesting
situation is colloidal fractal aggregation induced by
the addition of salt. Fractal clusters grow with time,
soon becoming much larger than l, but they also
became more and more ‘‘tenuous.’’ Therefore, their
average refractive index becomes more and more
matched with the solvent, and it can be shown that,
asymptotically, RGD conditions are always fulfilled.

Mie scattering The exact solution for RS from an
arbitrary sphere was obtained in 1908, with a real
mathematical ‘‘tour de force,’’ by Gustav Mie. Here
only the main feature of the results are described,
commenting on some general aspects. First of all, all
solutions are fixed. The general solution is fixed only
by two parameters, namely m ¼ nP=ns and the di-
mensionless size x ¼ ka ¼ 2pnsa=l, and is formally
given by

S1 ¼ �
X
n

2nþ 1

nðnþ 1Þ ðanpn þ bntnÞ

S2 ¼ �
X
n

2nþ 1

nðnþ 1Þ ðantn þ bnpnÞ
½28�

where pnðWÞ ¼ P1
nðcos WÞ=sin W and tnðWÞ ¼

dP1
nðcos WÞ=dW give, in terms of the associate La-

grange functions P1
nðcos WÞ, the angular distribution

of the scattered light. The amplitude coefficients an
and bn are complicated functions ofm and x. What is
important to point out, however, is that their leading
behavior is anBx2nþ1; bnBx2nþ3, so that, for small
particles, taking into account only the first terms is
sufficient. By increasing n, the functions pn and tn
display in a polar diagram an increasing number of
lobes, changing in direction and sign with n. For
large particles, therefore, the sum of many terms

tends to cancel out scattering at most angles. The
only exceptions are the lobes that are present for all
n around W ¼ 0� and W ¼ 180�, the latter however
alternating in sign. As a result, large particles tend to
scatter predominantly forward, with a residual
backscattering cone (so one gets dazzled by back-
lighted drops on a windshield). For very large par-
ticles, the forward lobe has a width DWBl=a,
witnessing the merging of Mie scattering with the
classical diffraction theory. Figure 2 compares the
full Mie and approximate RGD solutions for poly-
styrene latex spheres in water.

The coefficients an and bn are finite for all real
values of x. However, for strongly absorbing parti-
cles, they often present complex poles with very
small values of the imaginary part. These ‘‘quasires-
onances’’ lead to strong enhancement of specific
modes, and are responsible for the beautiful colors
often observed in suspensions of metallic colloids.

By exploiting the OT, the total extinction cross
section can be obtained directly as a sum over the
coefficients an, bn:

sext ¼
2p
k2

X
n

ð2nþ 1Þ Reðan þ bnÞ ½29�

For small particles, sext goes as l� 4 as in the RGD
approximation, but by increasing x it tends to level
off with substantial oscillations. In particular, for a
specific (narrow) particles size range, it may happen
that in the visible region sext increases with l (see
Figure 3). This takes place for instance, when
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Figure 2 Normalized scattering intensity vs. scattering angle W
for polystyrene spheres ðnP ¼ 1:59Þ in water for l0 ¼ 633 nm. For

each value of the ratio a=l, indicated close to the curves, the full

and dotted lines are, respectively, the numerical result from Mie

theory and corresponding RGD analytical solution.
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volcanic bursts eject huge quantities of large particles
in the atmosphere, giving rise to the effect of a blue
sun or moon (as the name suggests, a rare event
indeed).

The strong propensity to forward scattering for
large particles also allows one to explain a puzzling
fact about extinction. As shown in Figure 3, in the
limit x-N, eqn [29] yields a value for sext which is
twice the particle geometric cross section sg ¼ pa2,
that is, the particles subtract twice the expected
power from the incident beam. This is not an artifact,
but a real effect; what happens, however, is that half
of the scattered power is concentrated in the forward
lobe, so that it is collected by any finite-size detector
as the eye. Such an intuitive geometrical optic con-
cept as ‘‘shadow’’ is therefore based on subtle scat-
tering effects.

A final consideration concerns transfer of momen-
tum by radiation pressure, which is of primary im-
portance both for optical levitation and for particle
trapping by laser tweezers. For nonabsorbing parti-
cles, it is easy to show that the radiation pressure
is given by prad ¼ I0ðss=sgÞð1�/cos WSÞ, where
/cos WS is averaged over the scattering pattern dis-
tribution. For a{l, one obtains /cos WSC0, and the
radiation pressure increases approximately as a4.
However, for very large particles ss=sg-2 and
/cos W-1S, so that radiation pressure decreases.
Depending on the size and material composition of
the particle, there is therefore an optimal l for effi-
cient momentum transfer.

The limit of geometrical optics A brilliant result by
van de Hulst in 1981 yields a rigorous link between
scattering and simple ‘‘ray optics’’: in the limit xc1,
a term of order n in the Mie expansion is mapped
into a ray passing at a distance ðnþ 1Þl=2p from the
particle center (the number of ‘‘distinguishable’’ rays
must be finite: a single ‘‘ray,’’ to be meaningful must
be straight over a length lXl, so that, because of
diffraction, it must have a minimum spot area of the
order of l2). The Mie coefficients can then be split
into two equal parts leading, respectively, to diffuse
the refraction–reflection effects and to the forward
diffraction cone. Obviously, classic ray optics is
found to be incorrect near caustics and focal point.

Dynamic Rayleigh Scattering

Rayleigh scattering from dispersed particles is not
exactly elastic. Particles in suspensions undergo a
Brownian motion, so that the phase (and, for opti-
cally anisotropic particles, also the amplitude see [7])
of the scattered field in eqn [2] depends on time. This
slow phase modulation leads to a spectral broaden-
ing Do that is usually ‘‘extremely’’ small, typically
Do=o{10�9. Therefore, Do cannot be resolved
even by sophisticated interferometric methods, since
it is much smaller than the intrinsic spectral broad-
ening on any source. A brilliant solution is looking at
‘‘intensity’’ fluctuations measured by a ‘‘quadratic’’
detector (photodiode, photomultiplier, CCD). Quad-
ratic detection indeed introduced a ‘‘replica’’ of the
spectrum shifted to the base band (as in homodyne
radio systems) that can be easily extracted. Even
more, this scheme does not require an incident light
with strict temporal coherence (lasers are actually
used, but only because of their brilliance). This clever
idea stands at the root of ‘‘intensity correlation spec-
troscopy’’ (ICS, also called ‘‘dynamic light scatter-
ing’’), allowing one to obtain the particle size from
the behavior of the intensity time-correlation func-
tion gðtÞ ¼ /Ið0ÞIðtÞS measured by a digital corre-
lator. A comprehensive analysis of ICS has been
made by B J Berne and R Pecora in 1976.

See also: Electrodynamics: Continuous Media; Interaction
of Light and Matter; Scattering, Elastic (General); Scat-
tering, Inelastic: Brillouin; Scattering, Inelastic: Raman;
Small Particles and Clusters, Optical Properties of.

PACS: 42.25.Fx; 78.35.þ c; 87.64.Cc; 94.10.Gb;
82.70.þ y
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Introduction

In its simplest form, the scattering of X-rays by at-
oms and molecules can be approximated in terms of
the classical scattering of electromagnetic radiation
(X-rays) by a free electric charge which was first
solved by J J Thomson. In this approximation, only
electrons orbiting around the nuclei contribute to the
scattering. Other charges, such as protons which
make up the nuclei, are not considered here.

Electrons are generally located in atomic bound
states when they form atoms. These bound states are
at the origin of the resonant effects. Suppose that
electrons are loosely bound to atoms and that they
are distributed over a volume comparable with
atomic dimensions and the wavelength of the X-ray
radiation. In this case, the amplitude of scattering by
an atom is given by the so-called atomic scattering
factor, which contains information about the spatial
density of the electronic shells around the nucleus.
Atoms arranged in a crystalline array scatter coher-
ently and the amplitudes scattered by different
scattering centers can be added; the constructive in-
terferences lead to diffraction peaks (Bragg scatter-
ing) whose positions and intensities are analyzed to
reconstruct the structure of the scattering medium. If
atoms are distributed at random, the scattered in-
tensities are added; a similar situation occurs in the
case of incoherent or Compton scattering where the
radiation is scattered inelastically.

The following sections deal with the coherent
X-ray scattering only. The general expression for elas-
tic scattering of X-rays from a collection of atoms is

ds
dO

¼ r2e
X
n

eiK
. rn fnðk; k0; _oÞ

�����
�����
2

where k and k0 are the incident and scattered wave
vectors of the photons, K ¼ k� k0 is the photon mo-
mentum transfer or scattering vector, and _o ¼ _cjkj
is the photon energy. re ¼ e2=mc2E2:8� 10�15 m
is the classical electron radius which measures the
magnitude of the scattering. fnðk; k0; _oÞ represents
the scattering amplitude of the nth atom (or atomic
scattering factor) and is expressed in ‘‘electron units.’’
A knowledge of fnðk; k0; _oÞ is a prerequisite to crystal
structure determination when analyzing diffracted in-
tensities. The resonant effects occur when the photon
energy is varied through absorption edges, which cor-
respond to transitions between electronic states. These
transitions alter the fnðk; k0; _oÞ dramatically because
the energy dependence of the atomic scattering factors
fnðk; k0; _oÞ occurs in resonant denominators. The
following sections describe these phenomena and their
consequences for applications.

Coherent X-Ray Scattering

The complete derivation of X-ray scattering ampli-
tudes requires the use of quantum principles. X-rays
are represented by a quantized electromagnetic field.
For an electron of mass m and spin s in a field of
vector-potential A and scalar potential F, the appro-
priate form of the interaction Hamiltonian is

H ¼ 1

2m
p� e

c
A

� �2
� e_

2mc
s � B

� e_

2ðmcÞ2
s � E� p� e

c
A

� �

This Hamiltonian includes the electron kinetic
energy and the interactions with the electromagne-
tic field, Zeeman coupling, and spin–orbit term. In
the Zeeman term B ¼ r� A, while the spin–orbit
term contains E ¼ �rF� ð1=cÞð@A=@tÞ. The vector
potential AðrÞ is linear in the photon creation and
annihilation operators. At r j, the position of the jth
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electron, AðrÞ can be expanded in terms of the pho-
ton creation and annihilation operators, CðksÞ and
CþðksÞ with a quantization volume V:

Aðr jÞ ¼
X
qs

2p_c2

Vok

� �1=2

½esCðksÞeik�r j

þ e�sC
þðksÞe�ik�r j �

where es � eðksÞ denotes the two transverse unit
polarization vectors (label s ¼ 1, 2) associated with
the wave k; _ok is the energy of the wave k. Since a
scattering event conserves the number of photons,
the linear terms in A lead to scattering in the second
order while only quadratic terms in A induce scat-
tering in the first order.

The spin–orbit term in H is of the order of vc;
therefore, the Hamiltonian H can be further reduced
by omitting linear terms in A which contribute to the
scattering in the second order.

Finally, the interaction between an electron and
the electromagnetic field can be written as

H0 ¼ e2

2mc2
A2 � e

mc
p � A� e_

mc
s � r � A

� e2_

2ðmc2Þ2
s � @A

@t
� A

The first term, H
0

1, in the equation above corre-
sponds to the classical Thomson scattering term. The
second,H

0

2, which is linear in A, is at the origin of the
resonant or anomalous X-ray scattering. The last
two terms, H

0

3 and H
0

4, which contain the spin of
electrons lead to magnetic X-ray scattering.

Fermi’s golden rule is used to calculate the scat-
tering cross section or the scattering amplitude
f ðk; k0; _oÞ. It is assumed that the total system pho-
tonþ scattering medium evolves from the initial state
jiS ¼ jaSjksS with photon jksSand the medium in
a state of energy Ea to a final state jfS ¼ jbSjk0s0S
with photon jk0s0S and the medium in a state of
energy Eb. The transition probability p is given by
Fermi’s golden rule up to the second order:

p ¼ 2p
_

/f jH0jiSþ
X
c

/f jH0jcS/cjH0jiS
Ei � Ec

�����
�����
2

� dðEi � Ef Þ;
Ei ¼Ea þ _ok Ef ¼ Eb þ _ok0

As mentioned above, only the terms in H0 that are
quadratic in A contribute to scattering in the first-
order approximation, whereas the terms linear in A
contribute to the second-order perturbation. As a

result, H
0

1 and H
0

4 contribute to the nonresonant
scattering; in contrast, H

0

2 and H
0

3, treated in the
second-order perturbation, lead to scattering terms
containing energy-dependent denominators at the
origin of the resonant effects. In the following, only
coherent elastic scattering in which the final state jbS
of the scattering medium is the same as the initial
state jaS with _ok ¼ _ok0 ¼ _o is considered.

The photon part of the matrix can be calcu-
lated, and by summing over all electrons at posi-
tions j, the scattering amplitude by an atom can be
written as

fs0sðk; k0; _oÞ

¼ �
X
a

pa a
X
j

eiK�r j

�����
�����a

* +
e0�s0 � es

"

� i
_o
mc2

B � a
X
j

sje
iK�r j

�����
�����a

* +

þ 1

m

X
c

/ajOþðk0ÞjcS/cjOðkÞjaS
Ea � Ec þ _o� i Gc=2ð Þ

�

þ/ajOðkÞjcS/cjOþðk0ÞjaS
Ea � Ec � _oþ i Gc=2ð Þ

��

Note that the scattering amplitude is polarization
dependent. It is generally represented by 2� 2 ma-
trices with the two transverse polarization states as
basis vectors. In the following, the polarization index
s is dropped for the sake of simplicity.

The sum is taken over all possible initial states jaS
of the scattering medium with probability pa. The B
polarization factor is expressed in terms of the inci-
dent and scattered unit wave vectors and polariza-
tion vectors:

B ¼ e0� � eþ ðk̂0 � e0�Þðk̂0 � eÞ � ðk̂� eÞðk̂ � e0�Þ
� ðk̂0 � e0�Þ � ðk̂� eÞ;

k̂ ¼ k

jkj k̂0 ¼ k0

jk0j

The intermediate states jcS correspond to an electron
excited into a previously unoccupied state and
leaving a hole in the core level jaS. Such excited
states have a finite lifetime 1/Gc; Gc is the natural
width of the intermediate state jcS, which is deter-
mined by all radiative and nonradiative de-excita-
tions of jcS. The operators OðkÞ are given by:
OðkÞ ¼

P
j e

ik�r jfpj � e� i_e � ðk� sjÞg, where pj and
sj are the momentum and the spin of the jth electron;
these operators depend on the polarization geometry.

Further manipulations of f resn ðk; k0; _oÞ to sepa-
rate the nonresonant from the pure resonant
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scattering lead to

fnðk; k0; _oÞ ¼ f nonresn ðK ¼ k� k0Þ þ f resn ðk; k0; _oÞ

with

f nonresn ðKÞ ¼ �
X
a

pa a
X
j

eiK�r j

�����
�����a

* +
e0� � e

"

� i
_o
mc2

a
X
j

eiK�r j
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Nonresonant Scattering

The first term in f nonresn ðKÞ gives the classical Thom-
son charge scattering from electrons. The polariza-
tion dependence of the charge part is simple, that is,
f nonres charge
n ðKÞ ¼ �rnðKÞe0� � e, where rnðKÞ is the
Fourier transform of the charge density: the atomic
charge scattering is a diagonal tensor which implies
that polarization of X-rays is not rotated by charge
scattering. The quantity rnðKÞ can be estimated from
ab initio calculations based on model electronic wave
functions as discussed below.

The second term in f nonresn ðKÞ corresponds to
magnetic X-ray scattering with two contributions,
one from the electron spin and the other from the
electron momentum. The matrix elements containing
the electron momentum can be rewritten explicitly in
terms of the Fourier transform of the atomic orbital
magnetization density LnðKÞ. This leads to

f nonres magnetic
n ðKÞ

¼ �i
_o
mc2

1

2
LnðKÞ � Aþ SnðKÞ � B

� �

where SnðKÞ is the Fourier transform of the spin
density of the nth atom and A is another polarization
vector:

A ¼ 2ð1� k̂ � k̂0Þðe0� � eÞ � ðk̂� eÞðk̂ � e0�Þ
þ ðk̂0 � e0�Þðk̂0 � eÞ

The nonresonant magnetic scattering is much
weaker than the charge scattering as indicated by
the prefactor _o=mc2; the ratio of the magnetic to
the charge scattering is given by

jf nonres magnetic
n =f nonres charge

n j2

E
_o
mc2

� �2 rmagnetic
n

rn

� �2

where rmagnetic
n is the Fourier transform of the

‘‘magnetic’’ electron density. For typical scattering
experiments performed with X-ray energies around
_oE5–10 keV (compared to mc2E511 keV), this ra-
tio is B1� 10� 6. This makes the observation of
nonresonant magnetic X-ray scattering difficult, even
when using powerful X-ray sources such as synchro-
tron sources. However, it is worth noting that the
charge part, the spin part, and the orbital momentum
part of f nonresn ðKÞ have different polarization depend-
ences through A and B, which not only allows the
discrimination of magnetic and charge scattering but
permits the full separation of the spin and momen-
tum contributions to magnetic moments. There, syn-
chrotron sources play a key role because they
produce highly polarized X-ray beams.

If resonant effects could be ignored, then the atom-
ic scattering factor for X-rays would not vary with the
photon energy and there would not be any absorp-
tion. However, this approximation cannot be justified
in all cases of practical importance: even when using
standard X-ray sources in laboratories, Cu K-a radi-
ation (_oE10keV) is often used to investigate the
structure and properties of materials containing other
3d elements of the periodic table which have absorp-
tion edges in the same energy range.

Resonant X-Ray Scattering

The denominators in f resn ðk; k0; _oÞ which contain the
photon energy _o lead to resonant effects when the
photon energy is tuned near any natural absorption
energy of the scattering atoms, Ec�Ea. A schematic
single-electron energy-level diagram in Figure 1 illus-
trates the resonant scattering process. The incident
photon virtually excites an electron from the ground
state jaS into an unoccupied state above the Fermi
level creating a hole in the core level; the excited
electron then decays by filling the core hole and emit-
ting a photon. The same intermediate electronic states
contribute to the white lines in X-ray spectroscopy.

The different atomic absorption edges are labeled
according to the core level jaS, the final state of
the excited electron being ignored. In a filled atomic
shell (n, l) the total momentum is zero; however, as
soon as a hole is created, it acquires a momentum

244 Scattering, Resonant



j ¼ l7ð1=2Þ. This j value can be used as an index to
label the core level jaS. Table 1 shows the corre-
spondence between the accepted nomenclature and
the core levels.

Further levels with n ¼ 4, 5, 6 are labeled similarly
with letters N, O, and P. All levels with the same n
are grouped together: the core electrons in the inner

shells are hydrogen-like electrons and their energies
are given in a first approximation by

�me4

2_2
Z2

n2
¼ 13:60

Z2

n2

in eV units, and depend on n only. Relativistic
spin–orbit effects induce the separation of j multi-
plets for a given n; for example, L1 and L2 have a
different energy than L3. Terms with different l
values but same n and j are separated due to intra-
atomic electron interactions, which modify the
Coulomb potential from the nucleus. Values for the
absorption edges have been tabulated for elements of
the periodic table in various chemical environments
and valence states. The values of the K edges vary
from 16 eV for hydrogen, 7.1 keV for iron to 115 keV
for uranium, while L3 edges range from 700 eV in
the 3d series to 17.2 keV for uranium. Table 2 gives a
list of absorption edge energies for selected chemical
elements.

Typical values for the energy line width are B1–
10 eV, which leads to a fast scattering process in the
10�16 s range but sufficiently slow so that the excited
states can be considered as quasistationary.

The resonant part of the scattering amplitude has
three fundamental properties:

1. First, there are additional terms in the scattering
amplitude which are known as dispersion correc-
tion terms. Normally, the atomic scattering factor
is written as: f ¼ f0 þ Df 0 þ iDf 00 where f0 is the
nonresonant atomic scattering factor. Df 0 and Df 00

are the real and imaginary parts of the dispersion
correction given by f resn ðk; k0; _oÞ. The imaginary
part of f resn ðk; k0; _oÞ, Df 00 which is positive, leads
to X-ray absorption by the scattering medium.
Similarly, the complex refractive index for X-rays
n ¼ 1� a� ib is related to f ¼ f0 þ Df 0 þ iDf 00:

a ¼ re
l2

2p
Nðf0 þ Df 0Þ and b ¼ re

l2

2p
NDf 00

a〉

EF

a〉

Figure 1 Schematic diagram showing the resonant process:

the incident photon excites an electron in ground state jaSinto an

available state near the Fermi level EF. The intermediate state

jcScontains a hole in jaS and an extra electron near EF. In an

elastic scattering process, the excited electron in jcSdecays back

into jaS, emitting a scattered photon with the same energy as the

incident photon.

Table 1 Nomenclature of absorption edges

1s1=2 2s1=2 2p1=2 2p3=2 3s1=2 3p1=2 3p3=2 3d3=2 3d5=2 y

K L1 L2 L3 M1 M2 M3 M4 M5 y

Table 2 Selected resonances for characteristic chemical species. The transition process for dipolar (E1) and quadrupolar (E2)

transitions are indicated. Resonant energies are given in keV; the corresponding X-ray wavelengths are given in Å

Chemical elements Resonance process Resonant energy (keV) Wavelength (Å)

3d Transition metal Fe E1 p2d L2, L3 0.71 17.5

E1, E2 s2p,d K 7.1 1.5

5d Transition metal Pt E1 p2d L2, L3 11.5–13 1.08–0.95

E1, E2 s2p,d K 78.4 0.16

4f Rare earth Gd E1 d2f M4, M5 1.22–1.19 10.2–10.4

E1, E2 p2d,f L2, L3 7.9–7.2 1.57–1.72

5f Actinides U E1 d2f M4, M5 3.7–3.5 3.35–3.54

E1, E2 p2d,f L2, L3 20.9–17.2 0.59–0.72
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where l is the X-ray wavelength and N is the
atomic density. Resonant effects induce large
changes in the refraction of X-rays.

2. Second, resonant amplitudes depend on the po-
larization geometry and the local site symmetry of
the ‘‘edge’’ atoms in crystals. The anisotropic res-
onant scattering amplitude must be represented by
a second-rank tensor. The anisotropy of the ten-
sorial macroscopic refraction index n gives rise to
X-ray optical effects similar to those observed in
the visible light range. All local symmetry-bre-
aking effects can play a role: the local symmetry of
specific sites, crystal lattice distortions, and even
the onset of magnetic moments.

3. Finally, it should be noted that the resonant proc-
ess is highly selective. Resonant energies charac-
terize chemical elements in well-defined valence
states (Table 2) and the resonances are rather nar-
row; therefore, only ‘‘edge’’ atoms in materials,
that is, those atoms where edges are excited by the
incident X-rays, contribute to these resonant in-
tensities. Furthermore, as shown below, selection
rules specify which electronic shells can contribute
to resonances, hence the electronic shell selectivity.

Resonant Scattering Amplitudes

The magnitude of the resonant scattering is given by
the matrix elements in f resn ðk; k0; _oÞ. The operators
OðkÞ contain electron spin and momentum opera-
tors. However, for photon energy larger than
10–100 eV, the magnetic transitions induced by the
spin operators are much weaker than the electric
transitions induced by the electron momentum oper-
ators. Therefore, the spin operators can be omitted in
f resn ðk; k0; _oÞ and electric transitions only are in-
volved in connecting to the intermediate states. The
resonant contributions to the coherent scattering
amplitude can be written in terms of various approx-
imations following the expansion eik�r jE1þ ik � r j þ
1=2ð Þ k � r j

	 
2
in the operator OðkÞE

P
j e

ik�r j ðpj � eÞ.
Dipole and quadrupole approximations are retained
as the leading terms, bearing in mind that dipolar
matrix elements are normally larger than the quad-
rupolar ones for the transitions that they allow. The
importance of the transition amplitude is determined
by overlap integrals of the occupied orbitals in the
initial state and the new occupied orbitals in presence
of the core hole in the intermediate states: these are
matrix elements /cjrLjaS, where L ¼ 1:2 for dipole
and quadrupole transitions. Selection rules exist
which restrict the possible intermediate states depen-
ding on the nature of the transition: a dipolar electric
transition is associated with a change DL in the or-
bital momentum and no change in spin, whereas a

quadrupolar electric transition involves DL ¼ 2. Re-
turning to Figure 1, if a transition metal of the 3d
series near the K edge is considered, dipolar transi-
tions ðDL ¼ 1Þ will involve electronic excited states in
the 4p bands, whereas quadrupolar ðDL ¼ 2Þ terms
would involve the available 3d states. Similarly, res-
onant effects at the L3 edge of a rare-earth element in
the 4f series will include the 5d electronic bands via
dipolar transitions and the more localized 4f states
via quadrupolar transitions.

The detailed comparisons of dipolar and quadru-
polar contributions to the resonance depend on the
origin of the resonant process.

Sensitivity to Local Symmetry

The outer electronic shells of the intermediate states
are sensitive to the local symmetry of atomic sites,
and the atomic scattering amplitude depends on the
relative orientation of the incident X-ray polarization
with respect to local symmetry axis. Therefore, near a
resonance, the atomic scattering factors contain res-
onant terms which reflect the local symmetry of the
atomic sites; atomic scattering factors are no longer
scalar and diffraction may exhibit birefringence. This
anisotropy of the anomalous scattering leads to spec-
tacular effects, such as the appearance of otherwise
‘‘forbidden’’ reflections as discussed below.

Although the leading resonant terms are due to
multipolar electric transitions, resonant X-ray scat-
tering is sensitive to local magnetic moments. The
spin–orbit coupling, which couples the spin of the
available electronic levels to the orbital momentum,
makes overlap integrals depend on the net magnetic
polarization of the electronic bands. As a result, reso-
nant scattering also provides information on magne-
tic properties.

Dispersion Corrections

The dispersion corrections, that is, the dependence of
the atomic scattering power on the photon energy,
had remained a deep concern for crystallographers
who had viewed these corrections as an annoyance.
Indeed, dispersion effects are strongly dependent on
the electronic structure of atoms and ions in solids;
furthermore, close to the resonances, the local sym-
metry and environment can lead to new and large
effects. Nevertheless, the advent of synchrotron ra-
diation sources has opened new fields of activity in
variable-wavelength methods, and crystallography
experiments offer better understanding and more ac-
curate estimates for these corrections. These
developments have brought renewed interest, both
from the theoretical and the experimental side, to
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tackle the problem of dispersion corrections. Several
attempts had been made to calculate the full atomic
scattering factor using models for atomic electrons,
such as the Thomas–Fermi model or self-consistent-
field methods. The early methods had ignored the
fact that electrons occupy definite energy levels with-
in atoms. The presence of the absorption edges were
reproduced by including damped oscillators to in-
troduce dispersive corrections to the atomic scatter-
ing factors.

The current theoretical approaches for the calcu-
lation of corrections include classical, nonrelativistic,
and relativistic theories. It should be noted that these
calculations assume an isolated neutral atom with
spherical symmetry. Most of these approaches ignore
the changes in X-ray polarization during scattering.
Refined relativistic calculations have provided a de-
tailed understanding of the scattering process and
have assessed the validity of simpler approaches.
Values for Df 0 and Df 00 have been tabulated using
different calculation methods and can be compared
with experimental determinations.

The experimental techniques to determine the cor-
rections rely on the measurements of macroscopic
properties, such as the refractive index and the linear
absorption coefficient. These methods involve dis-
persion corrections at zero photon momentum trans-
fer K ¼ 0.

The imaginary part Df 00 is obtained through meas-
urement of the linear absorption coefficient. The real
part Df 0 can be obtained through the Kramers–
Kronig inversion of the experimental data for Df 00

obtained over a sufficiently broad range of photon
energies. More accurate methods involve the meas-
urement of optical index X-ray interferometry, total
reflection of X-rays, and refraction of X-rays through
prisms.

For isolated absorption edges, Df 0 takes negative
values at low energies reaching a minimum at the
edge (where Df 00 reaches a maximum), and approa-
ching small positive values at higher energies. The
values for Df 0 at absorption edges can be very large:
in the 3d series, Df 0 reaches � 9 re at the edge (the-
ories predict � 13.5 re) to be compared to the 29
electrons in Cu atoms.

Other techniques measure intensities of Bragg re-
flections from crystalline materials as a function of
the photon energy or the variation of intensities
within a diffraction peak due to the interferences
between transmitted and reflected X-ray waves as
predicted by the dynamical theory of X-ray diffrac-
tion. These measurements provide data on the dis-
persion corrections at the finite scattering vector K.
However, the K dependence of the dispersion cor-
rections is not established.

Anisotropy of Resonant Scattering

Away from resonance, the nonresonant scattering
amplitude f nonres charge

n does not depend on the re-
lative orientation of the crystal axis with respect to
the polarization vectors: diffracted intensities are not
sensitive to rotations of the crystal about the scat-
tering vector K (azimuthal scans or Renninger scans).
This property is exploited to detect artifacts (such as
multiple scattering) in collecting diffraction data.
However, this property is no longer valid near ab-
sorption edges. In general, the dispersion corrections
must be taken as second-rank tensors, which are
compatible with the symmetry of the chemical
bonding of the atomic sites in crystals. Consequent-
ly, the scattering cross section ds/dO takes a tensorial
form. In absorption and transmission experiments,
this leads to birefringence and pleochroism effects. In
diffraction experiments at an absorption edge, the
intensity and polarization of diffracted peaks depend
on the rotation of the crystal about the scattering
vector K as shown in Figure 2.

A special consequence of the anisotropy of
f resn ðk; k0; _oÞ is the violation of extinction rules due
to equivalent crystal sites with different orientations
of their local axis. Due to the anisotropy of
f resn ðk; k0; _oÞ, edge atoms, which occupy equivalent
crystal sites related by a screw-axis or glide-planes,
do not have the same scattering power at resonance.
As a result, the usual rules for absent reflec-
tions based on space groups symmetry are no longer
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Figure 2 Rotation of the sample about the scattering vector K

(azimuthal scan) at the K-edge on manganese at the forbidden

reflection (0 0 1) in manganese difluoride, MnF2. Such a reflection

would be forbidden by the crystal symmetry of the MnF2 structure

if the atomic scattering factor of manganese were spherical. At

resonance, atomic factors are not spherical; scattered intensities

with different polarizations vary with the orientation of the crystal

axis with respect to the X-ray polarization vectors (azimuthal

angle).
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rigorous: diffraction peaks which would be forbid-
den away from resonance can be observed when the
photon energy is tuned near the absorption edges.
The ‘‘forbidden’’ Bragg reflections provide informa-
tion on the partial structure of the edge atoms.

Magnetic Resonant Scattering

Magnetooptics phenomena (Faraday rotation and
magnetooptic Kerr effect) with visible light and infra-
red radiation clearly demonstrate that electromagnetic
radiation interacts with magnetic moments. These
phenomena involve the refraction index, which is re-
lated to the K ¼ 0 part of the scattering amplitude.
However, in the X-ray range away from resonances, it
can be seen that the polarization vectors A and B
which enter f nonres magnetic

n ðKÞ vanish at K ¼ 0. The X-
ray refraction index differs strongly from unity only
near absorption edges due to the anomalous part of
the scattering amplitude: this is where polarization
rotation effects and magnetic scattering effects can be
detected.

Resonant magnetic scattering originates from the
dependence of f resn ðk; k0; _oÞ on the magnetization at
site n. This happens if the overlap integrals depend
on the local magnetic moment or if the energies of
intermediate levels cj S are split by exchange inter-
actions. The magnetic sensitivity arises from the
combination of spin–orbit couplings which must be
present in one of the two levels involved at the res-
onance and exchange interactions.

The following example illustrates the effect (Figure
3): if the ground state aj S of the atom has a single
hole in the 4f shell ðl ¼ 3Þ and, therefore, carries a
localized magnetic moment, the direct application of
Hund’s rule shows that the empty electronic orbital is
characterized by ml ¼ �2, ms ¼ �1=2, which is also
a quantum state with j ¼ 7=2, mj ¼ �7=2. At the M5

edge (initial state in the 3 d5/2 band), dipolar tran-
sitions contribute with DL ¼ 1 and DML ¼ �1 only;
this corresponds to a circular left-handed polariza-
tion. The other two transitions, DML ¼ 1 and
DML ¼ 0, are not allowed. If all sites have their
magnetic moments aligned in the same direction, left-
handed circularly polarized photons with proper
energy will excite this transition and will be absorbed
by the assembly of magnetic atoms, whereas the
other polarizations, linear and right-handed circular,
would not interact. This is the origin of X-ray
magnetic dichroism. Similar effects will take place in
the scattering process. Estimations in this idealized
case have shown that the magnetic resonance scat-
tering amplitude could reach 100 in electron units,
giving extremely large effects in X-ray absorption
and diffraction.

If the edge energy Ec�Ea is split by exchange in-
teractions, that is, depending on the spin state of the
intermediate electronic level cj S, then the transition
probabilities also depend on the change in momen-
tum DML induced by the incident radiation. As a
result, X-ray dichroism and magnetic scattering will
also appear.

If the momentum transfer K corresponds to the
magnetic periodicity of the material, the sum over
intermediate states for all atoms is nonzero, which
leads to resonant magnetic Bragg peaks. The reso-
nant scattering is superimposed on nonresonant scat-
tering: the two scattering amplitudes interfere to
produce the total cross section ds/dO.

Large resonant enhancements of magnetic scat-
tered intensities have been observed at the LII, III

edges of rare earths (10- to 100-fold enhancements)
and M4, 5 edges of actinides (several orders of
magnitude enhancements) as illustrated in Figure 4.
A fundamental difference between f nonres magnetic

n ðKÞ
and f resn ðk; k0; _oÞ is that f nonres magnetic

n ðKÞ contains
the spin and the orbital contributions to the magnetic
moment, whereas f resn ðk; k0; _oÞ is sensitive to the
orientation of the local moment only. However, there
exist sum rules for Df 00 which allow one to extract
values for the orbital moment and for the spin.

The largest resonant enhancements observed at
the M4, 5 edges of actinides result from strong dipole
transitions, which couple the d core levels directly

4f7/2, −7/2

∆M = −1 ∆M = +1

3d5/2 3d5/2

Figure 3 Schematic diagram showing magnetic sensitivity

of the resonant process: only the DM ¼ �1 transition is allowed

at the transition leading to X-ray dichroism in absorption

experiments.
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to the unfilled magnetic 5f electronic shell. The size
of the magnetic resonance is a combination of the
overlap integrals discussed above and the magnetic
polarization of the intermediate states. The weaker
enhancements observed at the L2,3 edges of rare earths
are explained by the fact that dipole transitions
couple to 5d bands, which are more spin-polarized
than the 4f shells, which carry the magnetization in
rare earths. In such a case, quadrupolar transitions can
be comparable to dipolar terms because they couple
the core level (2p) directly to the strongly spin-polar-
ized 4f states. Table 2 lists resonant processes which
are of importance for resonant magnetic scattering
experiments.

The properties of resonant magnetic X-ray scatter-
ing lead to important applications. The large size of
the scattering amplitude allows minute samples and
even surfaces to be studied in magnetic scattering ex-
periments. The chemical selectivity of the resonant
process is illustrated in Figure 4: tuning the photon
energy through the absorption edges of different chem-
ical species makes it possible to distinguish the magne-
tic moments that reside in different elements. Similarly,
the electronic sensitivity allows the distinction of the

contributions from the d, f or even itinerant p elec-
tronic states to magnetization.

Corresponding effects can be observed in X-ray
spectroscopy. Restricting the resonance to dipolar
transitions, f res; dipolen ðk; k0; _oÞ can be written as

f res; dipolen ðk; k0; _oÞ ¼ Fð0Þe0� � e� iFð1Þðe0� � eÞzn
þ Fð2Þðe0� � znÞðe � znÞ

where zn is the quantization axis at the site n. The
FðI¼0;1;2Þ are the resonant matrix elements and con-
tain the resonant denominators. The first term in
f res; dipolen ðk; k0;_oÞ is independent of zn and does not
contribute to the magnetic scattering; it is the usual
anomalous X-ray scattering term which contributes
to white lines in the fluorescence signal. The second
term in f res; dipolen ðk; k0; _oÞ leads to X-ray circular
dichroism in X-ray spectroscopy experiments, and
the third term contributes to X-ray linear dichroism.

Future Directions

Resonant scattering processes have opened new di-
mensions to X-ray scattering. The sensitivity to local
symmetries and the selectivity properties of the res-
onant scattering amplitude become new tools to ex-
ploit the potential offered by the properties of
synchrotron radiation: tunability of the energy and
of the polarization of the X-ray beams.

See also: Scattering Techniques, Compton; Scattering,
Elastic (General); Scattering, Nuclear Resonant.

PACS: 61.10.� I; 61.10.Dp; 75.25.þ z; 41.50þh;
32.80.Cy; 33.55.�b
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Figure 4 Photon energy dependence of magnetic diffraction

intensity from a material containing two magnetic elements, ura-

nium and neptunium. Neptunium and uranium are clearly dis-

tinguishable and well separated. Tuning the photon energy to one

edge makes the diffraction sensitive to neptunium or uranium

magnetic properties. The resonant intensities are enhanced by 5

orders of magnitude compared to intensities observed in the

nonresonant regime far above the edges.
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Introduction

The clusters of atoms and molecules are somewhat
intermediate in several aspects (number of constitu-
ent atoms N, size, basic properties, etc.) between
simple atoms and molecules on one side and macro-
scopic aggregates (bulk solids) on the other side. The
advent of clusters as stable or at least reproducible
nanosystems composed of a number of atoms
ranging roughly between 10 and 104 (consequently
with average size up to a few nanometers, so that
quite often the term nanoparticles is used to indicate
them) took place gradually with the parallel
development and refinements of techniques to mas-
ter and study their properties.

When an increasing number of atoms are progre-
ssively aggregated to form clusters, the evolution
from atomic-like to bulk-like behavior is ascertained
to have happened in many different ways, depending
on the kind of atoms, the growth conditions, and the
environment. Useful and general schemes of classifi-
cation have been proposed. Now the question may
arise: are there clear-cut borderlines between single
atoms or molecules and very small clusters on one
side, and also between relatively bigger aggregates
and bulk solids on the other side? While it is gene-
rally accepted that the main properties of more ex-
tended aggregates (NB103–104) gradually tend to
bulk values, the situation appears to be rather more
complex on the former borderline. It can be safely
stated that the molecules are characterized by a def-
inite composition and also a definite structure; clus-
ters on the contrary may contain a variable number
of atoms and for a given N, may exhibit many pos-
sible structures, some of them more stable than the
other ones. If N is progressively increased, it is found
that more stable structures exist in correspondence to
specific numbers, which are called ‘‘magic numbers.’’

On general grounds, it is evident that recent
advances in growth techniques (lithography, film
deposition, molecular beam epitaxy, etc.) have
opened the way to new and rich developments of
physics: this is based on the fact that size and length
scales characterizing the nanosystems described here
are now comparable to or smaller than typical
lengths (such as, electron mean free path and exci-
ton radius) which have been playing an essential role

in the various phenomena taking place in macro-
scopic condensed matter.

Clusters: Size-Related Typical Quantities

The investigation of the structures in the nanometer
domain presents rather challenging aspects in terms
of experimental characterization and theoretical cal-
culations for the prediction and/or interpretation of
their basic properties. To summarize in one sentence,
it can be stated that space confinement plays a key
role in modeling and tuning the physical properties
of nanocrystals. This statement is supported with a
few considerations:

* limitation of the validity of effective-mass approx-
imation below a given size, and of the ab initio
molecular dynamics approach above a certain
number of constituent atoms (N4102);

* strong redistribution of the electronic density of
states, and blue-shift of the main spectral struc-
tures when the size is smaller than the excitonic
radius for semiconductors;

* discretization of the electronic density of states in
metals, and modification of transport properties
when the number of constituent atoms does not
exceed a few tens;

* the breaking of the k ¼ 0 selection rule due to the
uncertainty principle DxDk ¼ 1 (where Dx and Dk
are the uncertainty on position and wave vector,
respectively), and the related possibility of ex-
ploring the o versus k dispersion curve, also away
from k ¼ 0;

* strong modification of the main properties when
Ns/N (where Ns is the number of surface atoms,
and N the overall number of atoms) becomes
relevant;

* strong effects of surface scattering in the ultrafast
electron dynamics, when the size is smaller than
the mean free path with consequences on the ther-
malization times of the electron gas, and

* modification of the surface plasmon energy due to
space confinement.

The appreciation of the relevant length scales (be-
tween 0.1 nm and 0.1mm) over which the phenom-
ena are evidenced is an important prerequisite to a
more detailed understanding of the new physics. The
length scales are set by different aspects:

1. there are those measured on an atomic scale, as-
sociated with the deposition of the constituent
materials;
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2. scales are set by the achievement of lithography
and technology processes in order to stabilize and
integrate nanostructures in application-oriented
configurations;

3. typical lengths are set by physical principles (di-
ameter of excitons, radius of cyclotron orbits) as
cited above, and

4. other lengths are associated with scattering cohe-
rence (mean free path, surface quality, etc.),
and are derived from the optical or electronic
properties.

From Bulk to Nanoregime

Two completely different approaches have been
adopted in the last two decades to prepare three-
dimensionally confined structures or clusters. The first
approach (top-down) is based on patterning and
etching techniques in order to obtain space-limited
systems starting from macroscopic samples. In fact,
originally the fabrication methods of quantum wires
and dots were based on lateral patterning of two-
dimensional heterostructures, by combining fine-line
lithography with wet and chemical etching. However,
lithographic patterning introduces irregularities in the
shape of the nanostructures, and mechanical damage
cannot be avoided. The second one (bottom-up) is re-
lated to the aggregation and self-organization of single
atoms and molecules to form clusters in the nanometer
range via evaporation/condensation processes.

One of the most conspicuous examples of a stable
cluster is certainly represented by the ‘‘buckyball’’
C60 molecule. The forces binding the clusters
together are of different types, depending on the
specific material; for instance, Coulomb forces are
responsible for NaCl clustering, covalent forces for
C60 and Si aggregates, van der Waals forces for rare-
gas agglomeration, and metallic bonds in the case of
metals. This implies, of course, that a wide variety of
approaches must be adopted to grow and study
them. However, instead of trying to give a detailed
picture of the very ample spectrum of possible sys-
tems that can be obtained with their specific features,
one can state the general principles that characterize
the behavior of the clusters.

In general terms, one can summarize the evolution
of the main properties with size as follows:

1. irregular or strongly oscillating size-dependence
of structural, energetic, electronic, and elect-
romagnetic observables, in connection with the
existence of the magic numbers for clusters with
very small N (o102);

2. if the size is increased (N4102), a smooth and
continuous evolution of the properties toward

bulk values is observed. The behavior of a generic
property is shown in Figure 1.

In the N region (2), a qualitative description of the
size-dependence of a property can be expressed by
the relationship

wðNÞ ¼ wðNÞ þ AN�b

where A is a constant and b can vary between 0 and
1. wðNÞ represents the bulk value, which is usually
determined quite easily from experiments or reliable
simulations. Specific examples amenable to this
equation are:

1. the cohesive energy of a metal cluster in a metal-
drop model,

2. the ionization potential of van der Waals clusters
in the case of an impurity state in a rare-gas
cluster,

3. melting temperature of a nanoparticle as com-
pared to the bulk value, and

4. confinement of Wannier excitons where the
energies of the excitonic nth levels are expressed
by the above relationship.

Adequate theoretical studies of these systems re-
quire, in general, rather sophisticated and complex
computational procedures and methods. In principle,
at least in the simplest cases, one uses the same the-
oretical tools generally applied to study molecules;
the quantum mechanical methods range from ab in-
itio variational calculations of the entire electronic
structure to more approximate methods related to
the use of ‘‘effective potentials.’’ However, recent
developments are bringing important new contribu-
tions to the treatment of more complex systems. In

N −�

Bulk
value

"Large" "Small" N ∞

� (N )

Figure 1 Schematic representation of the behavior of a general

property of a cluster vs. size.
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this respect, mention may be made of: (1) the Monte
Carlo method, which allows one to explore, by sta-
tistical sampling, the accessible phase space of
configurations and momenta of particles, and (2)
molecular dynamics for solving, by means of numer-
ical simulation, the simultaneous equation of motion
of all the atoms of a cluster (if one has a reliable
potential).

Basically, the starting approach in studying clusters
and small aggregates consists in selecting a structure,
and then calculating the consequent total energy. By
repeating the calculations for all possible geometries,
one determines the ground state, characterized by the
lowest energy among all configurations. However,
while these results have been quite satisfactorily
obtained in molecular physics for some decades
through the well-known and standard quantum me-
chanical method of calculating the exact wave func-
tions of electrons and ions, nontrivial difficulties
arise when the systems are given by a relatively large
number of atoms; in this case, the number of local
energy minima increases dramatically with size and
the problem tends to be practically insoluble.

Among the several approaches adopted, it is worth
stressing the methods based on a combination of
density functional and molecular dynamics. The next
two sections will be devoted to more specific treat-
ments given separately to semiconductor and metal-
lic clusters/nanosystems.

Semiconductor Clusters

Recently, a lot of emphasis has been given to sem-
iconductor clusters or ‘‘quantum dots’’ (QDs, also
called nanocrystals), and in particular to their quan-
tum behavior deriving from space confinement.
These nanosystems are characterized by sizeable ef-
fects on the electron density of states, with respect
not only to bulk, but also to quantum wells and
quantum wires.

As a matter of fact, in a more general framework
three regimes of quantization can be defined depending
upon whether the charge carriers are confined in one,
two, or three dimensions. Confinement in one dimen-
sion creates structures that have been termed quantum
wells. This is because such structures could be de-
scribed by the elementary quantum mechanics of a
particle in a one-dimensionally confined box. The car-
rier confinement in two dimensions produces quantum
wires, and confinement in three dimensions produces
quantum dots. The dimensionality of confinement
affects many aspects of quantization; for example,
Figure 2 shows the effect on the density of states.

Remarkable developments related to applica-
tions of these type of systems have been reported in

literature, and are being extensively discussed in
state-of-the-art applied research.

To introduce the basic electronic properties of
quantum dots (and their consequent spectroscopic
behavior), it is to be assumed that one deals with a
simple two-band semiconductor with parabolic, iso-
tropic, direct bands (eventually spin degenerate). In
addition, an effective mass approximation (EMA) is
used: as it has been proved, this would imply that one
considers dot sizes larger than a given value, which
is well above 1 nm. Consider the case of spherical
quantum dots with radius R. For spherical potential
wells, the kinetic energy of a quantum mechanical
particle takes discrete values and scales as the square
of the inverse radius

Ee;nl ¼ Eg þ
_2

2m�
e

knl
R

� �2

Eh;nl ¼ Eg þ
_2

2m�
h

knl
R

� �2
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Figure 2 Effect of dimensionality on the electronic density of

states: quantum films, which are confined in one dimension (as

compared to bulk), quantum wires, and quantum dots (confined in

two and three dimensions, respectively).

252 Semiconductor and Metallic Clusters, Electronic Properties of



where Eg is the fundamental energy gap, m� is the
effective mass, and the subscripts e and h refer to
electrons and holes, respectively. It is usual to refer to
the n, l electron or hole eigenstate as ns, np, nd, etc.,
where s, p, d correspond to l ¼ 0, 1, 2, respectively.
The lowest confined state of a single electron–hole
pair has its energy increased with respect to the bulk
gap by

DE ¼ _2

2mr

p
R

� �2
where the reduced mass mr is given by

mr ¼
m�

em
�
h

m�
e þm�

h

To introduce scaled quantities, the exciton Rydberg
energy ER is used:

ER ¼ _2

2mra2B
; with aB ¼ e0_2

mre2

where aB is the exciton Bohr radius, and e0 is the
background dielectric constant. Then,

DE ¼ ER
paB
R

� �2
For small quantum dots, the confinement-induced
energy shift is large in comparison to the exciton
binding energy.

Important new aspects of quantum confinement
can be evidenced by switching from the fundamental
bandgap to higher-energy structures, such as E1 and
E2. For example, a blue-shift effect is obtained in the
optical absorption spectra measured on nanocrystals
of germanium (see Figure 3), a paradigmatic case of
indirect gap semiconductor, with different values of
the radius R.

In general, E2 transitions come from different k
points in the Brillouin zone. Although a blue-shift of
spectral structures is generally observed in confined
systems, the quantitative explanation of the E2 shift
goes beyond the simple effective-mass models. As
calculated by Wang and Zunger for Si quantum
dots, the confinement shift of the spectral structures
does not necessarily grow as 1/R2 but, in any case,
it increases faster than the electron–hole Coulomb
attraction, which behaves as 1/R, so that the exci-
tonic enhancement of absorption is expected to be
less important in the quantum dots compared to
the bulk.

The E1 spectral structure presents a different
behavior, characterized by the interplay of the re-
duction of the joint density of states (k is no more a
good quantum number, the notion of interband tran-
sition between parallel bands becomes meaningless)
and of the excitonic nature. The overall effect
is given by a reduction of the oscillator strength
accompanied by the weakening of the excitonic
structure.

Recent calculations of the electronic structure of
quantum dots display more and more sophisticated
approaches, where the dot is viewed as a new struc-
ture rather than a perturbation on the bulk material.
This is made possible computationally by a series of
innovations rendering a 103–106 atom problem trac-
table within a pseudopotential framework. The ap-
proach starts from the bulk band structure and treats
nanostructures of all dimensionalities on an equal
footing; it captures the correct atomistic structures,
strain and symmetry, including surface effects, and
incorporates Coulomb and exchange effects without
any further approximations. It can be applied to
‘‘free-standing,’’ for example, colloidal dots as well
as to embedded (‘‘self-assembled’’) dots.

Since quantum dots allow one to study the elec-
tronic properties at the extreme limits of zero di-
mension, their behavior appears to be transferable
into novel device concepts.

One of the most investigated aspects obviously
concerns the optical properties of QDs that are
relevant in optoelectronic devices. First, the lumines-
cence line width from excitons in single QDs is ul-
tranarrow up to elevated temperatures, proving that
the density of electronic states is d-function like,
similar to the density of states in an atom. A potential
significant point for applications is the realization of
efficient QD luminescence at 1.3 mm wavelength at
room temperature, and is coupled to favorable prop-
erties for QD lasers: low, temperature-insensitive
threshold current, high gain, and differential gain.
From the first laser presented in 1994 by Bimberg
and Grundmann, which exhibited zero-dimensional
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properties until 120K, significant further progress
has occurred. Laser operation at room temperature
of a single sheet of dots on their ground state can
be prevented by gain saturation in connection with
sufficiently high optical losses – for example, in short
cavities. Such an effect can be circumvented by in-
corporating more QDs into the cavity by vertical
stacking. In vertical-cavity surface emitting lasers
(VCSELs) incorporating QD stacked layers as active
medium, the matching of the cavity passband with
the QD optical density of states exhibits laser oper-
ation at room temperature on their ground state.
When structural anisotropy of self-ordered dots is
exploited, laser emission of polarized light from
VCSELs can occur.

In addition, both quantum confinement and strong
Coulomb interaction have strong effects on trans-
port. The few-electron regime is accessible in vertical
dot devices, which contain a dot located between
source and drain contacts by means of hetero-
structure tunnel barriers. When a dot is coupled to
a reservoir, the addition of an extra electron raises
the electrochemical potential of the dot, and the one-
by-one change of the number of electrons leads to
conductance oscillations (Coulomb oscillations) as a
function of gate voltage. The oscillation period is
usually constant when a dot contains many electrons
and equals e/C, where C is the total capacitance and
e is the elementary electron charge. In a few-electron
dot, the e–e interactions and quantum confinement
effects become so strong as to modify the Coulomb
oscillations remarkably. The absolute value N of the
electrons can be identified by starting from the zero-
current region (Coulomb-blockade region); then the
current shows clear Coulomb oscillations where each
period corresponds to a change of exactly one elec-
tron in the dot. When N becomes smaller than 20, an
increasing irregularity is found and the oscillation
period depends strongly on N.

Metal Clusters

In the case of metals also, new effects are expected
due to space confinement. Already in the 1930s,
Frölich had pointed out that the continuous distri-
bution of the electronic density of states in the con-
duction band tends to break up into discrete states
when the size of the metal becomes sufficiently small.
The problem was quantitatively formulated by Kubo
in the 1960s, and since then, considerable efforts
have been made to get experimental evidence of the
quantum effects.

In general terms, if the particles are so small that
the conduction band breaks up into discrete levels
separated by energies which are large compared to

thermal energies, the Drude expression is no longer
valid. It must be replaced by a more realistic, quan-
tum mechanically derived dielectric function. The
simplest quantum mechanical model that can be used
is that of free electrons in a cubic potential well with
infinite sides. The formal advantages of this model
are clear: analytic expressions can be obtained at
all stages in the calculation. Perhaps, a serious
disadvantage is related to the high degree of symme-
try and therefore of degeneracy in the electronic
states, a degeneracy which probably will not be
found in nature.

The one-electron wave functions of this model are
well known:

clmn ¼ 8

L3

� �1=2

sin
lpx
L

� �
sin

mpy
L

� �
sin

npz
L

� �

where L is the length of one edge of the potential
well, and l, m, n are positive integers. The corre-
sponding energy levels are

Eijk ¼ E0ðl2 þm2 þ n2Þ

where

E0 ¼ p2h2

2mL2

A nontrivial aspect of the discretization of the elec-
tronic energy levels in metals is related to the gap or
energy separation between two consecutive levels:

DE ¼ EF

N1=3

where EF is the Fermi energy, and N the number of
constituent atoms. It is evidently hard to have energy
separation larger than either the thermal energies or
the widths of the levels (as induced by defects, in-
homogeneities, etc.), already when N450–100 at-
oms, that is, when the size becomesB0.5–1 nm. This
makes a remarkable difference with respect to sem-
iconductors, where clearly observable quantum ef-
fects show up when the size becomes smaller than the
excitonic radius a0, that is, already B5–10 nm in
some cases.

The discretization of the electronic energy levels in
the conduction band implies that the Drude model is
no longer valid in very small nanoclusters. A clear
distinction comes out with respect to large clusters
or bulk metals, where plasmon-like excitations are
based on almost elastic processes for the involved
electrons due to field-induced coherent oscillations
superimposed on their k vectors. The individual elec-
trons can gain only small amounts of energy of the
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order of DE ¼ ho=Ne, where Ne is the number of
participating electrons in the cluster. This energy be-
comes important in small clusters (DEB0.1 eV for
NeB100) and hot electrons are produced. The small-
er the cluster, the hotter the electrons and in such a
case, it is preferable to speak of collective electron
excitations rather than of plasmons.

In the case of spherical clusters embedded in a di-
electric matrix (em), if the complex dielectric function
e(o) of the particles is known, the average dielectric
function /eS of the composite medium describes
completely the optical response of the layer. For
small volume fraction of the particles, f, one can
write the imaginary part of /eS as

/eS2 ¼ 9f e2m
e2ðoÞ

e1ðoÞ þ 2emð Þ2þe2ðoÞ2

which is expressed in terms of e and em.
As a consequence, a resonance can be expected at a

frequency os given by e1ðosÞ ¼ �2em. This is the so-
called surface plasma resonance of the effective me-
dium embedding the small spherical particles. For
small particles, scattering of electrons off the surface
gives an appreciable contribution to the total recip-
rocal lifetime:

t�1 ¼ t�1
0 þ nF

Leff

where t0, vF, and Leff are, respectively, the electron
lifetime in the bulk, the Fermi velocity, and a mea-
sure of the size of the particle. Actually, the width of
the observed plasma resonances in clusters has been
generally well explained by this model. The addi-
tional term on the right-hand side accounts for the
behavior of the plasma resonance (at least in terms
of size-related broadening) in a rather wide-size
range (or number of constituent atoms Nc100).
The effects due to the size variation on t are observ-
able also in correspondence to the size domain,
where the electronic energy level distribution is
quasicontinuous.

This has a remarkable effect, for example, on the
ultrafast electron dynamics in metal nanoparticles.
During irradiation with ultrashort laser pulses (from
picoseconds to femtoseconds timescale), a change is
induced in the electron energy distribution due to the
formation of a low-density nonthermalized high-
energetic electron population. The acquired energy is
redistributed by electron–electron (e–e) and electron–
phonon collisions. The electron thermalization usu-
ally occurs on a subpicosecond timescale; therefore, a
hot Fermi distribution with a temperature Te4T0

(where T0 is the initial sample temperature) is

formed. The hot electron system thermalizes with
the lattice through electron–phonon collisions and
other interactions, mainly with the nanoparticle sur-
face, with characteristic decay times.

The evident consequence is represented by a ther-
malization time which is size-dependent: the smaller
the particle, the faster the thermalization (for exam-
ple, the behavior of gallium nanoparticles, Figure 4).
In fact, if R becomes comparable or smaller than the
bulk electron mean free path, the electron oscillates
inside the spherical potential well of the particle with
a frequency n ¼ nF=R. In sufficiently small particles,
this frequency can be larger than the Debye frequen-
cy, so that the bulk electron–phonon interaction
(which is a resonant process) may become ineffective.
In this case, the electrons dissipate the excess energy
through generation of surface vibrational modes
(currently defined ‘‘capillary waves’’). In the case of
gallium, the mean free path at 77K is lB15 nm. For
smaller particles, the electron scattering with the
surface takes place and the corresponding charge
oscillation frequency n¼ 1:82� 1014 s� 1 turns out
to be much larger than the Debye frequency
nD¼ 6:6� 1012 s� 1.

Metallic nanophase systems are also promising for
applications in connection with the ease of growth
combined with the wide flexibility in tuning elec-
tronic/thermodynamic properties. Applications of
these systems include switching elements between
different tunable states driven by an external force
(optical or electrical pulses), and also the effect of
phase transitions (in particular, melting) on their
linear and nonlinear optical response.
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Figure 4 Time-resolved transmittivity changes DT in Ga nano-

particles embedded in a dielectric transparent matrix, as a func-
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of; Semiconductor Nanostructures.
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Like their predecessors, tetravalent elements (Si and
Ge), semiconductor compounds (GaAs, InP, etc.),
and alloys ((Al, Ga)As, (Ga, In) (P, As), etc.) based
on tetrahedrally coordinated structures are the most
studied and best understood materials in condensed
matter physics. Like Si and Ge, they generally share
eight valence electrons per cation/anion pair, and
their formula can be written as ANB8–N. In addition
to these ‘‘octet’’ semiconductors, there are also
compounds and alloys with the formula ANB10–N,
such as PbTe, that have a rock salt (octahedrally
coordinated) structure, as well as many other pre-
dominantly covalent materials with more complex
formulas, such as As2Se3, GeSe2, etc. This article
emphasizes the electronic states in the simplest octet
case, partly because most of the applications are
found there. Similar principles apply to the elec-
tronic states of all these materials, and the results
are most impressive for the simplest cases. The
ongoing progress of semiconductor science will
probably lead to similar successes for other semi-
conductors as well.

Chemical Bonding in Octet Compounds

Because of their tetrahedrally coordinated structures,
the electronic states of octet compounds and alloys
can be described approximately as superpositions of
Pauling’s sp3 hybrid atomic orbitals (Figure 1). In a
diatomic structure there are two kinds of such hy-
brids, those pointing toward and away from the
nearest neighbors, corresponding to bonding (val-
ence) and antibonding (conduction) band states.
When the two atoms in the unit cell are different
and have different electronegativities, the covalent
bonds found in elemental semiconductors (Si, Ge)
become partially ionic. For many decades, the ques-
tion of how to define the ionic and covalent fractions
of chemical bonds was open and considered by many
to be unanswerable, but this problem was solved for
the octet compounds by Phillips’ dielectric theory. It
turns out that not only the electronic states but also
almost all the physical properties of octet semicon-
ductors are smooth functions (usually linear) of ioni-
city defined dielectrically, thus microscopically
justifying much of Pauling’s heuristic discussion of
chemical bonding in molecules and solids, and ex-
plaining its many great successes.

In semiconductors, there are many energy gaps
between the valence and conduction band states, the
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most important one for transport properties being
the smallest gap. However, all the gaps follow chem-
ical trends that are best described in terms of the
average gap Eg defined dielectrically

eð0Þ ¼ 1þ Að_op=EgÞ2 ½1�

where A is a fixed number of order unity that cor-
rects for band dispersion, and op is the plasma fre-
quency defined in terms of the valence electron

density n0 by

o2
p ¼ 4pn0e2=m ½2�

Of course, in most cases, the average gap Eg is
much larger than the smallest gap Emin ¼ E0. For
example, in (Si, Ge) the gaps in electron volts are
Eg ¼ ð12:5; 11:5Þ and Emin ¼ ð1:1; 0:7Þ.

All the gaps follow chemical trends as functions of
ionicity similar to those followed by the average gap,
which is decomposed into its covalent or homopolar
(Eh) and ionic or charge transfer (C) parts according
to the Cartesian relation

E2
g ¼ E2

h þ C2 ½3�

The covalent gap Eh is a function only of the lattice
constant, and is easily interpolated for compounds
from the values of C, Si, Ge, and (gray) Sn. The ionic
gap C is then obtained either from the known values
of e(0) in the octet compounds, or from the analytic
systematics of Eh and C obtained from other com-
pounds. In horizontal series such as Ge, GaAs, and
ZnSe, composed of elements from the same period,
where the lattice constant changes are very small, it
is found that C is proportional to N – 4. Thus, C
behaves as a dielectrically defined electronegativity
difference.

Pseudopotential Form Factors

The actual wave functions in semiconductors are not
described accurately by the hybrid atomic orbitals
shown in Figure 1, but they are described very ac-
curately outside the atomic cores by superpositions
of several hundred plane waves. The surprising as-
pect of these wave functions is that they can be
derived from Cohen–Chelikowsky pseudopotential
form factors Vp(q) that depend on only a few pa-
rameters/atoms (if they are derived empirically from
observed optical spectra) or that can be calculated
from atomic potentials very precisely with no ad-
justable parameters; the values obtained empirically
or from first principles are in excellent agreement.
That is why one says that pseudopotentials are
‘‘transparent, reliable and transferable (TRT).’’
(Aside: this is a rare, virtually unprecedented, occur-
rence in quantum theory.) Without pseudopotentials,
the knowledge and understanding of electronic states
in solids would still be in a primitive, disorganized,
and erratically inaccurate state.

Comparing the screened pseudopotentials for Al
and Si shown in Figure 2, normalized to the free-
electron Fermi energy EF, it is to be noted that the
form factors Vp(q) of these adjacent elements in the

(a)

(b)

Figure 1 (a) Directed bonding and (b) antibonding orbitals in

ANB8–N semiconductors. The A atoms are represented by smaller

spheres and are more electropositive, while the B atoms are

represented by larger spheres and are more electronegative. The

bonding orbitals have lower energy both because they are di-

rected toward their nearest neighbors (covalency) and because

they are centered predominantly on the more electronegative ion

(ionic effect). These apparently qualitative effects are represent-

ed quantitatively (accuracy B1%!) by the energy gaps Eh and C.

(Reproduced from Phillips JC (1973) Bonds and Bands in Semi-

conductors. New York: Academic Press, with permission from

Elsevier.)

Semiconductor Compounds and Alloys, Electronic States of 257



periodic table as functions of x ¼ q=kF appear at first
to be quite similar, as one would expect from the fact
that their atomic cores are isoelectronic. A closer in-
spection shows that the nodal value q0 is smaller for
Si than for Al, and the repulsive overshoot (due to
exclusion of valence electrons from the atomic cores)
is slightly larger. Most striking, however, are the po-
sitions of the reciprocal lattice vectors labeled Gi. In
Al, with its close-packed 12-fold coordinated struc-
ture, the first two G’s lie in the repulsive region
beyond q0, and covalent bonding is not possible.
However, for Si q0 lies well inside kF and is large in
magnitude and negative, favoring the formation of
covalent bonds.

Thus far the atomic orbital and pseudopotential
descriptions are quite similar. Now, however, a mir-
acle happens. The covalent and ionic parts of the
average energy gap are described quite accurately by

Eh=2 ¼ VsðG2Þ þ ½VsðG1Þ�2=DT ½4�

C=2 ¼ 2VsðG1ÞVaðG1Þ=DT ½5�

where DT is a free-electron energy difference that
depends only on the lattice constant, and Vs;aðGÞ ¼
VAðGÞ7VBðGÞ. These energy gaps are central to
understanding chemical trends in the electronic states
of ANB8–N compound semiconductors and their al-
loys. They have been derived from tabulated atomic

pseudopotential form factors without elaborate
calculation. Their transferability has been tested
elegantly for the series Mg2X (X ¼ Si;Ge; Sn), with
a triatomic cubic fluorite structure and many new
reciprocal lattice vectors, with the results shown in
Figure 3. TRT successes of this kind are unique to
pseudopotentials.

Ionicity

Given the covalent or homopolar (Eh) and ionic or
charge transfer (C) energy gaps, one defines the bond
ionicity as fi ¼ C2=ðE2

h þ C2Þ. Almost all bulk prop-
erties of ANB8–N compound semiconductors and
their alloys are linear functions of fi. (Strictly
speaking, this statement has been tested only for 17
(!) compounds. These are: Si, Ge, AlSb, GaP, GaAs,
GaSb, InP, InAs, InSb, ZnS, ZnSe, ZnTe, CdS, CdSe,
CdTe, and CuCl. High-quality samples are gradually
becoming available for AlN and GaN, and these
should soon join the list.) The largest database
against which the bond ionicity has been tested is
70 octet compounds that are either tetrahedrally or
octahedrally coordinated. Success in predicting this
fundamental covalent/ionic structural dichotomy had
eluded all other attempts, but the parameter-free di-
electric approach is completely successful, as shown
in Figure 4.
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Figure 2 The electronic structures of solids arise from a complex interplay of electronic interactions at atoms and interatomic

interactions between multiply scattered waves. Two such radically different materials as Al, a nearly free-electron metal, and Si, the

semiconductor that is the basis of microelectronics, appear to have quite similar TRT pseudopotential form factors. The most striking

differences arise because the reciprocal lattice vectors Gi are different for close-packed Al and tetrahedrally coordinated Si, leading to

different values for V(Gi), marked by the solid circles. However, a close examination of the form factors reveals other differences as well.

Note that the number of valence electrons alone does not account for the differences in physical properties: Pb, like Si, is tetravalent, but

it has the same close-packed crystal structure as Al. A close examination of the TRT pseudopotential calculations shows that the G that

is largely responsible for this difference is G2 ¼ ð220Þ, because V(G2) reverses the sign between Si and Pb. (Reproduced from Phillips

JC (1973) Bonds and Bands in Semiconductors. New York: Academic Press, with permission from Elsevier.)
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Charge Densities

The pseudoatom charge densities calculated using
several hundred plane waves are in excellent agre-
ement with X-ray results, after subtraction of the
chemically uninteresting core background. A surpri-
sing feature of the charge densities is the appearance
of a bond charge between the atoms. In elemental
cases (diamond, Si, Ge, gray Sn), this charge is, of
course, situated halfway between two atoms, but for
compounds it moves closer to the anion. The dis-
placement is linear in the ionicity fi. Alternatively,
one can integrate the excess charge density above the
background. As shown in Figure 5, this excess charge
extrapolates to zero as fi approaches the critical
ionicity derived in Figure 4.

Energy Bands of Octet Compounds

The energy bands of compound semiconductors
have been calculated with great precision over a

wide energy range (detailed comparisons with exper-
iment cover an energy range of 10–20 eV) using the
pseudopotential form factors illustrated in the next
paragraph. The same form atomic factor occurs in
many compounds, and the variations from one com-
pound to another for the same atom are so small as to
be scarcely perceptible. Two kinds of form factors
have been used: semi-empirical and self-consistent
first-principle, including in some cases corrections for
many-electron correlation and exchange. To illustrate
the differences between elemental band structures
and compound band structures, one can compare
(Figure 6) the energy bands of Ge and GaAs, which
are quite similar because the main change in the
crystal potential comes from the ionic potential C
produced by the difference between Ga and As. The
most important difference is that the smallest energy
gap Emin ¼ E0 is indirect in the elemental semicon-
ductors Si and Ge, that is, the valence and conduction
band edges lie at different points in the crystal

0 1 2

G/2kF(Mg only)

− 0.6

− 0.5

− 0.4

− 0.3

− 0.2

− 0.1

0

0.1
0 1 2 3 4 5 6

(Si, Ge, and Sn ) G, 2�/a
V

 (
G

) 
(R

yd
)

Mg

Ge

Sn

Si

Figure 3 To test the assumption that pseudopotential form

factors are transferable, self-consistent electronic structures were

calculated for the X elements shown, and for the compound

semiconductors Mg2X. Values of the form factors derived from

elemental band structures are represented by filled circles, while

values for the compounds are marked by the empty circles. The

overall consistency is spectacular, and validates the TRT de-

scription. (Reproduced with permission from Au-Yang MY and

Cohen ML (1969) Electronic structure and optical properties of

Mg2Si, Mg2Ge, and Mg2Sn. Physical Review 178: 1358–1364; &
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momentum space k, but it is direct in most compound
semiconductors, where both edges fall at k ¼ 0. Al-
most all optical applications, including the most im-
portant one, multi-quantum well lasers, require a

direct optical gap. The gap at k ¼ 0 is denoted
conventionally by E

0

0, that is associated with states
near the (1 1 1) Brillouin zone face by E1, and that is
associated with states near the (2 0 0) Brillouin zone
face by E2.

Elastic Constants and Phonons

The pseudopotential theory yields phonon spectra
oi(q) for semiconductors by a convolution of the
pseudopotential form factors in the conventional dy-
namical matrix theory, but this must be done on a
case-by-case basis. More interesting are the general
trends in the normalized shear modulus, shown in
Figure 7; it is nearly linear in the ionicity fi, except
for collapsing in the Cu halides as the ionicity ap-
proaches the critical value 0.785 (Figure 4) for tran-
sition to the rock salt structure.

Fundamental Optical Spectra

At first sight, the optical spectra of semiconductors
seem to be uninformative, because the energy band-
width is large compared to the spacing of structures
generated by crystal symmetry. However, modern
TRT pseudopotential calculations yield very accurate
energy bands, and oscillator strengths are routinely
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calculated including corrections for the Coulombic
final state (excitonic) interactions. The resulting op-
tical spectra agree so well with experiment (see
Figure 8 for GaAs) that often the discrepancies result
merely from experimental problems with sample sur-
faces. Moreover, lock-in modulation methods un-
cover the fine structure in the reflectivity spectra (see
Figure 9 for GaAs) with an improvement in resolu-
tion of at least a factor of 10, as well as doubling
the number of identified symmetry transitions. The
static dielectric constant e1(0) is connected to
the absorptive dielectric function e2(o) through the
Kramers–Kronig relation as an integral over e2(o).
Thus if the average energy gap is E2

g ¼ E2
h þ C2, then

all the symmetry-derived peaks in e2(o) should

follow similar trends, using the same values of the
dielectric electronegativity difference C. This is indeed
the case; there are small downward shifts in peak
energies relative to one-electron calculations, but
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Figure 7 Increasing ionicity in octet compound semiconductors

reduces the bond charge (Figure 5) and leads to the archetypical

tetrahedral-octahedral phase transition (Figure 4). It also dra-

matically reduces the resistance of the open tetrahedral structure

to shear. As shown here, this reduction appears to extrapolate to

zero at fi ¼ 1, but in the Cu halides, there is a dramatic collapse

as fi approaches the critical value 0.785. This means that al-

though there is a large volume change at the transition, so that it

is technically first order, quantum mechanically it appears to be

continuous, that is, second order, presumably because the bond

charge (Figure 5) extrapolates to zero for the critical ionicity

derived in Figure 4. (Reproduced from Phillips JC (1973) Bonds

and Bands in Semiconductors. New York: Academic Press, with

permission from Elsevier.)
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most of these are already incorporated into the def-
inition of C from e1(0), which itself includes similar
corrections.

Electronic States of Defects

The most common defects in compound semicon-
ductors are vacancies and antisite defects (i.e., A ions
on B sites). The energies of formation and the elec-
tronic states associated with these defects depend on
the position of the Fermi energy (the doping level)
and strain. These energies can be estimated very ac-
curately using pseudopotentials. The antisite defect
energies are at least ten times smaller than the
vacancy energies, and are comparable to thermal
energies at growth temperatures. Thus antisite de-
fects are the most important defects in most com-
pound semiconductors. An example is strain at
quantum well interfaces. Macroscopically, one
would expect that such interfaces would be most
stable when strain-free. In practice, a small amount
of interfacial misfit is found to be optimal. This misfit
may suppress diffusion of antisite defects; it is larger,
for example, in InP-based cases (large antisite size
difference) than in GaAs-based cases (small antisite
size difference). Empirically, in manufacturing devic-
es, the presence of these defects is reduced by the use
of proprietary (confidential) methods. In other

words, here science and technology are separated
by important business considerations.

Surfaces and Interfaces

Another technologically important topic is the nature
of the electronic states at surfaces and interfaces. The
chemistry of these states is different in compound
semiconductors than in elemental semiconductors. In
the most important case – Schottky barriers between
metals and compound semiconductors such as GaAs –
the interface states for a midgap Fermi energy are
taken mainly from the metal and the conduction band
of the semiconductor.

PbS or ANB10–N Compounds

The two extra electrons outside the sp3 octets are an
extra s2 lone pair associated with the cation: other
examples of these compounds are GeTe, SnSe, SnTe,
PbSe, and PbTe, as well as the elemental materials As,
Sb, and Bi. The crystal structure is usually rock salt
(sixfold coordinated). The weakly bound s2 electrons
produce strong absorption in the infrared region
(B0.2 eV). The spin–orbit splittings of heavy elements
such as Pb and Te are larger than the energy gaps, and
produce unusual band structures calculated again very
accurately by pseudopotential methods, in excellent
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agreement with optical data. The band structures of
these compounds can be quite complex, as illustrated
for the example of SnTe in Figure 10. Again TRT
pseudopotential derivative reflectivity spectra are in
excellent agreement with experiment, as shown for the
example of PbSe in Figure 11.

Ternary Octet Compounds

Further refinements and additional tunability (some-
times called band-structure engineering) are possible
in two ways: through alloying (next paragraph) and
through supercell formation (ternary compounds),
the most important example being the octet chalco-
pyrite compounds AIIBIVCV

2 (CuBIIICVI
2 ) which are

pseudo III–V (II–VI) compounds with tetragonally
distorted structures. Phase diagrams and accord-
ingly sample preparation are complex in the chal-
copyrites, in order for the cations to order on
their respective sublattices in a unique polytype.
Thus, the TRT pseudopotential theory has played a
very important part in the development of these
materials.

Electronic Structures of Alloys

The most important optical materials in practice
(see following section) are semiconductor III–V
alloys. The energy bands and optical transitions
of these alloys are given approximately by linear

interpolation between the corresponding structures
of their end point pure compounds, as one would
expect from a random distribution of ions on the
alloying sublattices (ideal solution). (Note that ions
alloyed on a sublattice are second nearest neigh-
bors and hence interact much more weakly than
atoms alloyed on the entire lattice, for instance, in
(Si, Ge) alloys.) However, small curvatures are
observable, and are of great practical importance
for bandgap tunability; the curvatures are success-
fully predicted by treating the alloys as regular
solutions.

Applications

As noted above, many compound semiconductors
have electronic structures with valence and con-
duction band edges at k ¼ 0 (the Brillouin zone
center, often denoted conventionally by G), so that
their lowest energy optical transitions are direct, a
necessary condition for semiconductor quantum
well lasers. The quantum wells themselves enhance
the overlap between excited electron and hole wave
functions, increasing oscillator strengths, lowering
lasing thresholds, and increasing laser intensities.
The transparency window of silica-based optical
fibers is fixed by nature in the near infrared, and
because of bandgap engineering it is possible to
design semiconductor lasers that emit light at any
desired wavelength in this window. The actual al-
loys used are quaternary (In, Ga) (P, As) alloys, and
it is semiconductor multiquantum well lasers based
on these alloys that have revolutionized civiliza-
tion in the twenty-first century. The lifetimes of
these lasers are fixed mainly by the quality of in-
terfaces (semiconductor and semiconductor-metal).
Other compound semiconductors are utilized in
many other applications as far infrared detectors,
and light emitting diodes are now manufactured
over a wide range of colors up to the ultraviolet
((InGa)N).

See also: Elemental Semiconductors, Electronic States
of; Light Emitting Diodes; Semiconductor Lasers.

PACS: 71.20.Nr, 71.15.Dx, 78.30.Fs, 73.21.Fg

Further Reading

Benedict LX, et al. (1999) Dielectric function of wurtzite GaN and

AlN thin films. Solid State Communication 112: 129.

Bonapasta AA and Giannozzi P (2000) Effects of strain and local

charge on the formation of deep defects in III–V ternary alloys.
Physical Review Letters 84: 3923.

1
−2

−1

0

1

PbSe

Experiment (4k)
Theory

Energy (eV)

1
dR

(e
V

−1
)

R
dE

2

2 3 4 5 6 7

Figure 11 The modulated (derivative) reflectivity spectra of

ANB10–N compounds calculated by one-electron TRT pseudopo-

tentials are also in spectacularly good agreement with experi-

ment. The example shown here is PbSe. (Reproduced with

permission from Kohn SE, Yu PY, Petroff Y, Shen YR, Tsang Y,

et al. (1973) Physical Review B 8:1477–1488; & American Phys-

ical Society.)

Semiconductor Compounds and Alloys, Electronic States of 263



Brust D, Phillips JC, and Bassani F (1962) Critical points and

ultraviolet reflectivity of semiconductors. Physical Review
Letters 9: 94.

Cohen ML and Chelikowsky JR (1988) Electronic Structure and
Optical Properties of Semiconductors. Heidelberg: Springer.

Kroemer H (2001) Nobel lecture: quasielectric fields and band

offsets: teaching electrons new tricks. Reviews Modern Physics
73: 783.

Mahadevan P and Zunger A (2002) Room-temperature fer-

romagnetism in Mn-doped semiconducting CdGeP2. Physiolo-
gical Review Letters 88: 047205.

Maxisch T, Binggeli N, and Baldereschi A (2003) Intermetallic

bonds and midgap interface states at epitaxial Al/GaAs(0 0 1)

junctions. Physical Reviews B 67: 125315.

Nagahama S, Yanamoto T, Sano M, and Mukai T (2002) Blue-
violet nitride lasers. Physica Status Solidi A 194: 423.

Pauling L (1960) Nature of the Chemical Bond. Ithaca, NY:

Cornell University Press.
Wei SH, Zhang SB, and Zunger A (1999) Band structure and sta-

bility of zinc-blende-based semiconductor polytypes. Physiolo-
gical Reviews B 59: R2478.

Semiconductor Devices
T Takahashi, University of Tokyo, Tokyo, Japan

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Semiconductor devices are key devices in modern
electronics, and are roughly categorized into elec-
tronic devices and optical devices. The main appli-
cations as electronic devices are junction diodes,
transistors, and memories, which are widely used in
large-scale integrated circuits (LSI), as well as power
devices such as thyristors and so on. As optical
devices, light emitting diodes (LEDs), laser diodes
(LDs), and photo detectors (PDs) are utilized in op-
tical display and communication systems, while solar
cells are important for energy conservation. In the
following sections, the basic principles of these
devices are described.

Junction Diodes

A junction of p-type and n-type semiconductors
makes a diode structure as shown in Figure 1. Elec-
trons or holes are the majority carriers in the n-type
or p-type semiconductor, respectively. In the thermal
equilibrium condition, the electrons in the n-type
region near the p–n junction interface diffuse toward
the p-type region because of the concentration gra-
dient, and the holes in the p-type region diffuse vice
versa. Then a depletion region or a space charge
region, where no free carriers exist, appears. If one
assumes an ideal p–n junction, which is very abrupt
and the depletion completely occurs as shown in
Figure 2, the built-in potential Vbi that appears
across the junction is given by

Vbi ¼ 1
2Emðxp þ xpÞ

where

Em ¼ qNAxp
es

¼ qNDxn
es

and the depletion region width W is given by

W ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2es
q

NA þND

NAND

� �
Vbi

s

ðhere, q is the unit charge and es is the dielectric
constant).

When a positive bias V is applied to the p-type
region with respect to the n-type region, the holes in
the p-type region easily move into the n-type region,
and the electrons in the n-type region move in the
opposite direction. Thus a large current flows across
the junction. Such a bias condition is called a for-
ward bias. When, on the other hand, the bias con-
dition is inversed, which is called a reverse bias, the
majority carriers are not able to move at all. Then the

p -Type semiconductor

n-Type semiconductor

Figure 1 A schematic illustration of a p–n junction diode.
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total current density J flowing across the junction is
given by J ¼ JsðeqV=kT � 1Þ, where Js is the saturation
current density, k is the Boltzmann constant and T is
the temperature. Therefore, the diode has asymmet-
ric current–voltage characteristics against the bias
voltage V as shown in Figure 3, and the diode device
achieves a rectification property for alternating cur-
rents. This rectification effect in the p–n junction is
very important in most semiconductor devices be-
cause it can control the current flow by blocking un-
desirable current leakage. In the real p–n junction
diode, however, a voltage breakdown occurs at a

high reverse bias, which gives the reverse bias toler-
ance of the diode, also shown in Figure 3.

Bipolar Transistors

The bipolar transistor which was invented by a re-
search group at Bell Laboratories in 1947 has be-
come one of the most important semiconductor
devices today. It consists of two p–n junctions, that
is, p–n–p or n–p–n structures as shown in Figure 4.
These three regions are called emitter, base, and
collector. In the symbols of the p–n–p and n–p–n
transistors, the arrow indicates the direction of cur-
rent flow under normal operating conditions, where
forward and reverse biases are applied to the emit-
ter–base and collector–base junctions, respectively.
The specific features in the bipolar transistor are the
very thin base and the highly doped emitter. The lat-
ter brings a high injection of carriers into the base
region, where the injected carriers becomes the mi-
nority, while those carriers pass through the base
region into the collector with a very small recombi-
nation rate owing to the former feature. Therefore,
the collector current IC can be represented by the
emitter current IE as IC¼ aIE, where a is slightly less
than 1. In general, a forward bias VEB is applied to
the emitter–base junction, but the collector–base bias
VCB is in a reverse bias condition. Since the collector
junction is highly and reversely biased, the power
amplification against the input power to the emitter
junction is achieved. In the following discussion, the
p–n–p transistor is considered but an appropriate

Ideal p−n diode

Real p−n diode

V

J

−Js

0

Figure 3 Current voltage characteristics in the p–n junction

diode.

(a)

(b)

(c)

(d)

x

V

Vbi

xn−xp

−Em

0

�

x

EF

Conduction band

Valence band

Depletion
region

Space charges

(ND−NA)

x

p-Region n-Region

W

− − − −
− − − −
− − − −

+
+

+
+

+
+

+
+

+
+

+
+

Figure 2 (a) Space charge distribution, (b) electric field distri-

bution, (c) potential variation, and (d) energy band diagram of an

ideal p–n junction in thermal equilibrium condition.

Semiconductor Devices 265



change of polarities makes the results applicable to
the n–p–n transistor. The basic model for the bipolar
transistor is the Ebers–Moll model, in which the
transistor is represented by two diodes connected
face to face and two current sources. A circuit
diagram in the Ebers–Moll model for the p–n–p
transistor is illustrated in Figure 5. In this model, a
current IR flowing through the collector–base diode
determines a current value from the current source
in the emitter side, and a current IF through the

emitter–base diode determines a current from the
current source in the collector side. Here, amplitudes
of current gain aR and aF that are barely less than 1.

There are three configurations of the bipolar tran-
sistors as shown in Figure 6. In the common-base
configuration, where the base lead is used as a com-
mon terminal for input and output, a signal is input-
ted to the emitter–base junction that is forwardly
biased, while a load resistance is connected to a side
of the reversely biased collector–base junction to ex-
tract an output signal. The common-base configura-
tion is suited for a low input impedance circuit.
According to the Ebers–Moll model, the collector
current IC is given by � aFIF because IR is almost
zero. In this configuration, therefore, only voltage
amplification is obtained without current amplifica-
tion. On the other hand, the common-emitter con-
figuration, in which the emitter lead is used as a
common terminal, is most widely used, and the cur-
rent amplification as well as the voltage amplification
is achieved because the collector current IC is given
by IC¼ aFIB/(1–aF) and the collector–base junction is
still reversely biased. On the contrary, the common-
collector configuration gives only a current gain
without the voltage amplification, which is useful as
an impedance converter. The typical output charac-
teristics for the bipolar transistor in the common-base
and common-emitter configurations are illustrated in
Figure 7.

Since a current density strongly depends on the
p–n junction cross section, and a switching speed is
determined by the base region thickness in the bipo-
lar device, they can easily be improved by using a
large junction cross section and a thin base region,
respectively. Therefore, bipolar devices are also suit-
ed for high speed and/or power devices. The three p–
n junctions in series, such as p–n–p–n or n–p–n–p
structures, are used in three- or four-terminal devices,
in which bistable operations with low-power
dissipation is possible. These devices are called thy-
ristors and are applicable in high-current, high-
voltage, or high-power switching devices.
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Emitter Collector
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IB
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Figure 5 A circuit diagram of the Ebers–Moll model of the

p–n–p bipolar transistor.
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Figure 6 Configurations of the bipolar transistors; (a) common-base configuration, (b) common-emitter configuration, and (c)

common-collector configuration.
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One may change one or all the lead materials in
the bipolar devices in order to be different from oth-
ers as shown in Figure 8; such devices are called he-
terobipolar devices. In heterobipolar devices, many
performances are well improved. For instance, (1)
high-emitter efficiency owing to the blockade of the
hole injection (the minority carrier injection for the
emitter) from the base into the emitter by the high
barrier in the valence band, (2) low-voltage drop at
the emitter–base junction, and (3) high-frequency
response owing to a high-current gain and low-base
resistance because heavy doping in the base region is
possible without degrading emitter efficiency.

Field Effect Transistors

Similar to the bipolar transistor, a field effect tran-
sistor (FET) has three terminals, called source, gate,
and drain. There are some variations of FET struc-
tures as illustrated in Figure 9. In the junction
FET(JFET), which was the first proposed of all FET
devices, the gate bias voltage varies the depletion
region width at the p–n junction under the gate to
control a channel conductance. In the metal–semi-
conductor FET (MESFET), a Schottky junction is
formed between a gate metal and a channel semi-
conductor, and the depletion width is varied by the
gate voltage. On the other hand, a metal-insulator-
semiconductor (MIS) structure, in which an insulator

film is inserted under the gate electrode to prevent
current leakage between the gate and the channel, is
suited for FET devices. Especially, silicon dioxide is
widely used as an insulator in silicon FETs, which are
called metal-oxide–semiconductor FET (MOSFET).
In contrast to the bipolar transistor in which both
positive and negative charges play important roles,
only unipolar charges flow in the FET channel. Thus
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the FET is classified into either an n-channel or a
p-channel FET. It is also possible to categorize MO-
SFET by the conductivity at zero gate bias into a
normally-off type or a normally-on type as shown in
Figure 10. If the channel conductance is very low at
the zero gate bias and a positive bias to the gate is
required to form a conductive n-channel, this type is
called the normally-off (or enhancement) n-channel
MOSFET. The MOSFET, in which the n-channel is
sufficiently conductive even at the zero gate bias and
one has to apply a negative bias to the gate to reduce
the channel conductance by depleting the channel
carriers, is the normally-on (or depletion) n-channel
MOSFET. Similarly, there are the normally-off (en-
hancement) and normally-on (depletion) p-channel
MOSFETs.

Now, a complementary use of the p-channel and
n-channel MOSs in series, for instance, the normally-
on p-channel and the normally-off n-channel MOSs,
forms a complimentary MOS (CMOS) configuration
as shown in Figure 11. In the CMOS, a low-input
voltage (typically, Vlow¼ 0V) keeps the n-channel
enhancement MOS (normally-off) in the ‘‘off-state’’
(highly resistive) and the p-channel depletion MOS
(normally-on) in the ‘‘on-state’’ (highly conductive).
Therefore, an output is equal to the high source
voltage. In contrast, a high input (typically, Vhigh¼
5V) turns the n-channel MOS into an ‘‘on’’ state and
the p-channel MOS into an ‘‘off’’ state, and therefore,

the output becomes low level. Thus an inverter
operation is realized by the CMOS configuration. In
addition, a steady current passing through both the
n-channel and p-channel MOSs can be sufficiently
suppressed and the passing current only flows at the
switching period, resulting in a very low power con-
sumption in the circuits. Moreover, since the FET
suits a planar configuration, CMOS transistors are
mostly used in an integrated circuit (IC) or LSI.

n-Type substrate

p+ p+

Source
Gate

Drain

 p -Channel enhancement
      (normally off)

(c) (d)

p+
p-Channel

n -Type substrate

Source
Gate

Drain

p -Channel depletion
      (normally on)

p-Type substrate

n+

Source
Gate

Drain

n-Channel enhancement
      (normally off)

(a)

n-Channel

p-Type substrate

Source
Gate

Drain

n-Channel depletion
      (normally on)

n+

(b)

n+n+

p+

Figure 10 Four basic types of MOSFETs at zero gate voltage.

p+ p+

(a)

(b)

SiO2

n -Type Si substrate

p -Channel
depletion MOS

n -Channel
enhancement MOS

p -Region

Vinput

VhighDpSp Gp

n -Region

Voutput

Vlow

p -Region

Sn Gn
Dn

Figure 11 (a) A schematic of the CMOS structure, and (b) its

equivalent electrical scheme.

268 Semiconductor Devices



By using compound semiconductor hetero-struc-
tures and a modulation doping technique, a high
electron mobility transistor (HEMT) was realized as
shown in Figure 12. The potential confinement of
electrons at the heterointerface gives rise to a two-
dimensional electron gas (2DEG). In the 2DEG sys-
tem, the electron scattering probability is reduced
because the states that the electrons can occupy are
limited. In addition, the modulation doping also re-
duces the electron scattering rate by impurities be-
cause of a spatial separation between the conducting
electrons and the impurities. Owing to these two
effects, very high electron mobility is achieved in the
HEMT device. Consequently, the HEMT device is
practically used in high-speed applications.

Memories

Another key device for the LSI circuits is a memory
device. A conventional memory cell needs capaci-
tors, in which data are stored as charges, and the
memory devices can be categorized into volatile and

nonvolatile types. The volatile memory allows a very
high access rate though it consumes a large quantity
of power for keeping data, a typical device of which
is a dynamic random access memory (DRAM). The
DRAM, therefore, is suited for main memories in the
LSI circuits. In order to integrate a lot of DRAMs in
the LSIs, a deep-trench structure is used for keeping
capacitance sufficiently large. In the nonvolatile one,
on the other hand, the access time is relatively long
but data can be kept without power consumption;
typical devices are floating gate RAM (FRAM) and
static RAM (SRAM), which are applied to mobile
telephones, for instance.

In most of the cases, the memory is fabricated by
the compatible process of CMOS technologies. To
access the memory, charging or discharging the ca-
pacitor is done for writing or reading, respectively,
through the transistor connected to an addressing
line. Figure 13 shows a one-bit memory cell in the
simplest DRAM. For writing, the transistor channel
is opened by an appropriate bias applied to the ad-
dressing line with a high bias applied to the data line,
and subsequently the capacitor Cs is charged. For
reading, on the contrary, the transistor channel is
also opened and a voltage appearing in the data line
is detected. If the capacitor has been charged, a cer-
tain value of voltage appears, while no voltage ap-
pears when no charge has been stored in the
capacitor. These two states correspond to ‘‘1’’ and
‘‘0’’ as one bit in the binary logic.

Photodetectors and Photodiodes

Semiconductor photodetectors can detect optical
signals through electronic processes. Light incident
on a semiconductor excites electrons from the val-
ence band to the conduction band, if the photon
energy of the incident light exceeds a semiconductor
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bandgap energy, and, then, a current or a voltage is
generated in the semiconductor. Thus, the photode-
tector acts as a current source or a voltage source
under the light illumination.

Generally, photodiodes consist of p–n or p–i–n (i
means an intrinsic layer) structures. An electric field,
existing at the depletion region around the p–n inter-
face or the intrinsic region, is very important to sep-
arate photogenerated electron–hole pairs. The thin
depletion region leads to a high-speed operation but
low quantum efficiency (a ratio of the generated elec-
tron–hole pairs to the incident photons), while the
thick one leads to the opposite. The basic operation
mode of the p–i–n photodiode is illustrated in Figure
14. When the reversal bias applied to the p–i–n struc-
ture enhances a separation rate of the photogenerated
electron–hole pairs, a high-speed operation is possible
even if the depletion region is thick enough to achieve
a high quantum efficiency. Especially, when a very
high electric field is applied in the thick intrinsic
region, secondary ionization occurs and thus the
number of electrons and holes dramatically increases,
resulting in quite high efficiency, which is called an
avalanche photodiode (APD).

The detectable wavelength range of the photodi-
ode is an important parameter. The long-wavelength
cutoff is determined by the bandgap of the semicon-
ductor material used in the photodiode because of
the lower photon energy light, which means that a
wavelength, longer than the bandgap cannot be ab-
sorbed in the semiconductor. On the other hand, the
absorption coefficient for a short-wavelength light is
quite high, so such a light is absorbed very near the
surface. Since, the carrier recombination occurs very
frequently via the surface states, most of the photo-
carriers recombine without either being collected in
the p–n junction or contributing to the current. This
limits the short-wavelength cutoff in photodiodes.

Solar Cells

A similar p–n diode structure in the photodiode can
be used as a solar cell, which works as an electricity
source. In particular, a detectable wavelength range
in the solar cell is well optimized to fit the spectrum
of sunlight. The photocarriers generated in the p–n
diode are extracted as a current source, while pho-
tovoltage appears between the p- and n-type semi-
conductor ends due to the photocarrier separation. A
current–voltage curve in the p–n diode changes under
the light illumination as shown in Figure 15. The
property of the solar cell is characterized by three
important parameters; the short-circuit current ISC,
the open-circuit voltage VOC, and the maximum
power rectangle PM. High ISC and VOC, resulting in
large PM, are desirable. Since the photoabsorption
spectrum of Si material matches the incident sunlight
spectrum to some extent, Si is one of the best ma-
terials for solar cells. Si solar cells have already been
used as alternative energy resources in both high- and
low-power applications.

Light Emitting Diodes

When the electron–hole pair disappears by recombi-
nation, it should convert its energy to other constit-
uents because of the energy conservation law. In
direct transition semiconductors such as GaAs, pho-
tons whose energy corresponds to the recombination
energy are emitted, while phonons are emitted, in
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most cases, in indirect transition semiconductors,
and the semiconductor materials are heated. Espe-
cially where electrons and holes are intentionally in-
jected from electrodes, a current–light conversion is
achieved in the direct transition semiconductors. The
p–n or p–i–n diode structures are suited for devices
similar to photo detectors, and they are called LEDs.
The electrons supplied from the n-type region and
the holes from the p-type region recombine near the
p–n interface or in the intrinsic region with light
emission as illustrated in Figure 16. Since most elec-
trons and holes distribute at the conduction and
valence band edges, respectively, the emitted photon
energy is almost equal to the bandgap energy. There-
fore, the wavelength of the emitted light can be se-
lected by an appropriate choice of the semiconductor
materials. Especially by using compound semicon-
ductors, the wavelength of the LED can be tuned in a
wide range, for instance, from orange to near-infra-
red through red wavelengths by A1xGa1� xAs or
GaAs1�xPx materials with various mole fraction x.
Very recently, green or blue LEDs were achieved by
GaN-related materials. As a result, semiconductor
LEDs can realize full color display devices.

Laser Diodes

In LEDs, the light is emitted through a spontaneous
recombination process of the electron–hole pairs. On
the other hand, the electron–hole recombination is
stimulated if there exists a light whose photon energy
is same as the recombination energy. This stimulated
recombination process plays an important role in la-
sers. Since the basic structure of the semiconductor
laser is almost same as that of the LED, semicon-
ductor lasers are often called laser diodes (LDs). The
difference between LDs and LEDs is that the LDs
have a cavity for lasing as shown in Figure 17. In
the cavity, the light travels back and forth and is

amplified by the stimulated emission. It is assumed
that an incident plane wave to the cavity is
Ein ¼ E0e

jðot�kxÞ, reflectances for input and output
mirrors are R1 and R2, transmittances for the input
and output mirrors are T1 (¼ 1�R1) and T2

(¼ 1�R2), respectively, and a parameter represen-
ting a change in both amplitude and phase for one
way in the cavity is g. Then the total output Eout is
given by

Eout ¼EinT1T2e
�gL þ EinT1T2R1R2e

�3gL

þ EinT1T2R
2
1R

2
2e

�5gL þ?

¼EinT1T2e
�gLð1þ R1R2e

�2gL

þ R2
1R

2
2e

�4gL þ?Þ

¼EinT1T2e
�gL 1

1� R1R2e�2gL

If 1� R1R2e
�2gL ¼ 0 is satisfied, a finite output is

obtained even when Ein¼ 0, and this is the oscillation
condition for lasers. Now, g can be rewritten as g ¼
i2p %n=l0 þ ðain � gÞ=2 where l0; %n; ain, and g are the
wavelength in vacuum, the refractive index, the
cavity internal loss, and the optical gain in the cavity,
respectively. Therefore, one can introduce the fol-
lowing equations from the amplitude and phase
condition for lasing:

R1R2exp ðg� ainÞL½ � ¼ 1

� 2ið2p %n=l0ÞL ¼ i2mp ðm ¼ 1; 2; 3;yÞ
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From the former equation, the threshold gain for
lasing is given as g ¼ ain þ ð1=LÞlnR1R2, and the
longitudinal mode of lasing light wavelength is given
as l ¼ 2L=m from the latter one. Consequently, if the
amplifying gain owing to the carrier injection from
outside is high enough to exceed the cavity losses
(summation of internal loss and mirror loss), a laser
emission occurs, that is, some threshold current
is needed to achieve the laser emission. Above the
threshold, the laser output power strongly increases as
an increase of the injected current, as schematically
illustrated in Figure 18. Since, on the other hand, the
lasing wavelength is determined by the cavity length,
the emitted light from the LDs is very coherent, very
monochromatic, and highly directional, similar to
other lasers such as solid-state lasers and gas lasers.
The greatest advantage in LDs is their compactness in
size. In order to confine the carriers in the active
region where a stimulated recombination occurs, dou-
ble heterostructures are widely used as shown in
Figure 19. The active region, in which the bandgap is
tuned to be a desirable photon energy, is sandwiched
by the barrier regions which have wider bandgaps
than the active region and are oppositely doped to
inject electrons and holes separately. Such active and
barrier regions also act as core and clad regions for a
waveguide structure, respectively, owing to the differ-
ence in refractive index. As a result, the traveling light
wave and the injected carriers are effectively confined
in the active region, which contributes to the high
emission efficiency in the LDs.

When electrons are confined in very fine quantum
well (QW) heterostructures, a 2DEG is formed sim-
ilar to the HEMT device. As illustrated in Figure 20,
the electron density of states in the 2DEG system
looks like a staircase, so the electron distribution
in the 2DEG is more concentrated near the band edge
than that in the three-dimensional free electron
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system, which well raises the current–light conversion
efficiency in the QW. As a result, many improvements
in the laser characteristics, such as low threshold cur-
rent, high modulation frequency, and narrow spec-
trum line width, are realized. In addition, by adopting
lower-dimensional electron systems in quantum wires
(QWI) and quantum dots (QD), more improvements
are expected owing to their sharper density of states,
as illustrated in Figure 20.

Wide Bandgap Materials

For semiconductor devices such as Si, Ge, GaAs, InP
and their compounds have widely been used since the
invention of the bipolar transistor. Their bandgaps
are 1–2 eV, resulting in most of the applications for
optic devices being limited in the yellow, red, and
infrared regions. However, according to the recent
progress in crystal growth, it has been possible to
fabricate the A1xGa1�xN materials that have a wide
bandgap, over 3 eV. By using them, green or blue
light emission is realized. In addition, wide-gap ma-
terials have high voltage tolerance compared with the

narrow-gap materials such that high electric fields
can be applied to accelerate electrons, which brings
about a possibility for very high-speed operations.
Therefore, A1xGa1�xN materials are very hopeful
for electronic devices as well.

See also: Electrons and Holes; Elemental Semiconduc-
tors, Electronic States of; Film Growth and Epitaxy: Meth-
ods; Integrated Circuits; Light Emitting Diodes; Memory
Devices, Volatile; Nanostructures, Electronic Structure of;
Nanostructures, Optical Properties of; Quantum Devices
of Reduced Dimensionality; Semiconductor Lasers; Sem-
iconductors, General Properties; Semiconductors, Optical
and Infrared Properties of; Transistors.
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Introduction

Semiconductor heterojunctions are built by joining,
at a planar face, two semiconductors formed by dif-
ferent chemical elements but usually with similar
lattice structure and chemical binding, as schematic-
ally indicated in Figure 1. From the simple hetero-
junction constituted by two thick slabs of different
materials, which presents only one interface, diffe-
rent heterostructures can be formed – from the dou-
ble heterojunction showing confinement properties
for the charge carriers to the repeated heterojunc-
tions (multiple quantum wells and superlattices) and
new artificial structures based on sequences of alter-
nating different semiconductors of varying thickness
(10–1000 Å).

Semiconductor heterojunctions show peculiar elec-
tronic properties giving rise to physical phenomena
of a quantum mechanical nature, some of them not
possible even in any ‘‘natural’’ bulk material. These
peculiar electronic features are determined by the

spatial profile of the electronic bands, which is in
turn controlled both by intrinsic characteristic of
constituent semiconductors, such as lattice constants,
energy gaps, doping, and extrinsic features such as
chemical and structural details in the interface

Figure 1 Stick-and-ball model of an abrupt semiconductor

heterojunction between two zinc blende semiconductors with no-

common ions. The interface is (001) oriented. (Adapted from Sorba

L, et al. (1992) Structure and local dipole of Si interface layers in

AlAs–GaAs heterostructures. Physical Review B 46: 6834.)

Semiconductor Heterojunctions, Electronic Properties of 273



region, where the bands exhibit discontinuities (see
Figure 2). The spatial profile of the electronic bands
can be used to properly tailor the space-charge dis-
tribution and the behavior of the charge carriers both
in the growth direction (transport properties) and in
the potential wells parallel to the interface planes
(confinement properties), giving the semiconductor
heterojunctions a crucial role in modern electronic
and optoelectronic devices.

The introduction of heterojunctions dates back
to almost 50 years ago. Herbert Kroemer and Zhores
I Alferov obtained the Nobel Prize in Physics in

2000 ‘‘for developing semiconductor heterostruc-
tures used in high-speed- and opto-electronics.’’ In
1957, Herbert Kroemer published the first proposal
for a heterostructure transistor. His theoretical work
showed that heterostructure devices could offer supe-
rior performance compared to conventional tran-
sistors. In 1963, H Kroemer and Zhores I Alferov
independently proposed ideas to build semiconduc-
tor lasers from heterostructure devices, using a dou-
ble heterostructure to confine carriers. Alferov built
the first semiconductor laser from gallium arsenide
and aluminum arsenide in 1969.

The traditional semiconductor heterojunctions
involve elements of the central portion of the peri-
odic table, starting from Si and GaAs. Si- and GaAs-
based technology is the most mature, but many other
III–V and II–VI binary compounds as well as alloys
are used nowadays, the choice depending on the
particular application. Among alloys, perhaps the
most widely studied and used is AlxGa1� xAs, in
particular, in its interface with GaAs.

High-quality semiconductor interfaces are easily
built from two semiconductors which are isovalent
and lattice-matched, but more generally they can be
also heterovalent (involving semiconductors of differ-
ent groups) and lattice-mismatched, with slightly dif-
ferent lattice parameters. With the addition of nitrides
of II(IV)–VI compounds and of magnetic semicon-
ductors to the most conventional ones, the range of
the lattice constants and of the energy gaps which is
covered by the different constituents used to form
heterostructures is very large, as indicated by Figure 3,
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suggesting possibilities for new fundamental physics
and device applications.

Thanks to the improvement of experimental
techniques such as molecular beam epitaxy (MBE)
and metal–organic chemical–vapor deposition (MO-
CVD), it is possible to grow high-quality pseudo-
morphic heterostructures without misfit dislocations
or other defects, also with semiconductors with a
rather small lattice mismatch (i.e., less than a few
percent), and with different but almost commensu-
rate structures.

A heterojunction indicated with A/B typically cor-
responds to a particular growth order: B is the subst-
rate and A the epilayer. Another specific feature that
is usually indicated is the crystallographic growth
axis, which determines the interface plane.

Electronic Properties: Band Alignments

The spatial profile of the electronic bands is mostly
determined by the band discontinuities at the inter-
face. The bandgap difference DEg, normally existing
between the constituent materials, is shared among
valence and conduction bands, thus giving rise to the
valence and conduction band offsets (VBO and CBO):

DEg ¼ VBOþ CBO ½1�

There are different types of band lineups which are
possible, schematically indicated in Figure 4. The
straddling or type-I lineup characterizes, for instance,
the GaAs/GaxAl1�xAs interface. Modern optoelec-
tronic devices – including quantum well lasers – are
based on such a lineup, typically with a double or
repeated heterojunction, where the charge carriers are
both confined in the slab of material with the lowest
energy gap (see Figure 5). Other types of lineups
are the staggered or type-II and the broken-gap or

type-II-misaligned lineups, which could be preferred
for some specific applications.

Extensive theoretical and experimental work has
targeted the problem of band alignments since a long
time. In particular, an important and general issue
widely debated is whether the band discontinuities
are essentially determined by the bulk properties
of the constituents, or if some interface-specific phe-
nomena, such as crystallographic orientation and
abruptness, may affect them in a significant way. A
large joint experimental and theoretical/computa-
tional effort has been performed to finally clarify,
quite recently, the physical mechanisms which give
rise to the band alignment. Several books and review
articles are available on the subject, as indicated in
the ‘‘Further reading’’ section. Some of them are fo-
cused on the problem of band offset engineering, that
is, on the possibility of controlling the interfaces thus

Ev
Ev

Ev

Ec

EcEc

Staggered
Straddling

Broken  gap

Figure 4 Schematic possible types of band alignments: (a) straddling, (b) staggered, and (c) broken gap. Flat bands are represented,

as the focus is on a region which is of the order of 10 atomic units, and the band bending is negligible at this scale.

Eg (A) Eg (B)

Ec

Ev

Figure 5 Confinement of electrons and holes in the slab of a

material with the lower gap in a double semiconductor hetero-

structure with straddling-type band alignment.
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providing a way to manipulate the band lineups and
tune the transport properties across the junctions.

Measuring Band Offsets

Several experimental techniques are available for
measuring energy band discontinuities, including op-
tical and transport measurements. Since the late
1970s, spectroscopic techniques have emerged as a
fundamental tool for investigating heterojunctions
on a microscopic scale. In photoemission spectro-
scopy, for instance, a direct measurement of the band
discontinuities can be done by comparing specific
core-level binding energies Ecl with respect to valence
band top edges Ev in bulk samples with those from
the heterostructure:

VBO ¼ ½EclðGa 3dÞ � EvðGaAsÞ�
� ½EclðAl 2pÞ � EvðAlAsÞ� þ DEcl ½2�

An example is schematically shown in Figure 6 for
the AlAs/GaAs(0 0 1) interface.

Predicting Band Offsets

Theoretical and numerical investigations based on
different approaches have contributed toward pre-
dicting band offset values and identifying the basic
mechanism responsible for band offsets. These
investigations can be divided mainly into two class-
es: (1) models and approaches making simplifying

and sometimes drastic approximations in describing
the interface, but retaining important physical con-
cepts, and (2) accurate computational predictions
based on fully self-consistent ab initio approaches,
which allow one to fully take into account the inter-
face details, such as orientation, abruptness, and
defects.

In general, no universal energy scale exists on
which the band structures of the different semicon-
ductors can be easily and uniquely referred, but sim-
ple and old models based on intrinsic reference levels
have been widely used and have given successful
predictions for a number of heterostructures: from
the oldest models by Anderson, Frensley, and
Kroemer, based on the difference between the elec-
tron affinities of the two semiconductors and the
concept of charge neutrality levels, to Tersoff’s model
emphasizing the role of interface dipoles. More re-
fined quantum mechanical approaches, based on the
envelope function concept or using the tight-binding
method have also been widely and successfully ap-
plied. They are reviewed in the books cited above.

The second class of theoretical/computational
investigations, more recent, includes ab initio ap-
proaches, which are based on the solution of quan-
tum mechanical equations for the system under
consideration without any use of empirical parame-
ters. This seemingly unaffordable task has been made
feasible, thanks to the density-functional theory
(DFT) proposed by Walter Kohn, who received the
Nobel Prize in Chemistry in 1998 for the same, and
for its approximations for practical applications,
such as the local-density approximation. DFT has
proven to yield reliable results, at an acceptable
computational cost, on the electronic ground-state
properties of complex crystalline systems, allowing a
meaningful comparison with experiment or even
accurate predictions of quantities not yet accessible
experimentally, with an extremely useful predictive
power.

In ab initio approaches, semiconductor hetero-
structures are normally modeled using periodically
repeated supercells with a limited number of atoms.
The relevant effects due to the presence of the inter-
face are confined in a small region, and the bulk
features of the charge density distribution and elec-
trostatic potential are completely recovered within a
few atomic units from the interface. This justifies the
concept of abrupt discontinuities of the electronic
bands across the interfaces which is used in the sche-
matic diagrams of electronic band profiles.

The supercell self-consistent calculations provide
the electronic charge density distribution and the
corresponding electrostatic potential, as shown in
Figure 7. Filtering out the microscopic oscillations
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Figure 6 Example of a photoemission measurement of the
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with the bulk-like periodicity, one can unambiguou-
sly define an ‘‘interface dipole’’ and extract a poten-
tial difference across the interface, DV, which, in
principle, depends on the interface structural and
chemical details. The final band offsets VBO and
CBO are determined by the difference DEv and DEc

between the relevant band edges in the two materi-
als, measured with respect to the average electro-
static potential in the corresponding bulk crystals:

VBO ¼ DV þ DEv ½3�

CBO ¼ DV þ DEc ½4�

When the two semiconductors constituting the he-
terostructure are rather similar (in structure and
chemical composition), their differences can be quite
minute with respect to the typical bulk variations, and
a low-order perturbation approach is appropriate.

The state-of-the-art theoretical approaches allow
one not only to compute band discontinuities accu-
rately but also to obtain an insight into the atomic-
scale mechanisms which determine the band lineups,
and interpret and predict their trends. However, the
predictive capability of theoretical schemes is actu-
ally limited by the difficulty in predicting the actual
atomic-scale arrangement at the interfaces, and their
kinetic versus thermodynamic character.

Band Offset Trends

Some peculiar trends in band offsets at semiconduc-
tor heterojunctions have been clarified, thanks to the
large joint experimental and computational effort: at
lattice-matched isovalent heterojunctions, the band
offsets depend only on the bulk properties of the two
materials, whereas at heterovalent heterojunctions
they crucially depend on the interface orientation and
other microscopic details. These results are briefly
reviewed and justified in the following section.

Lattice-Matched Semiconductor Interfaces

Isovalent semiconductor heterojunctions The GaAs/
AlAs heterojunction is the simplest prototype of
lattice-matched common-anion heterojunctions. The
different cations are isovalent; therefore, the induced
potential drop across the interface is only due to the
electronic charge. Measurements and accurate nu-
merical investigations show that the VBO and CBO
are independent of the interface orientation and
abruptness. These results can also be generalized to
isovalent no-common-ion heterojunctions such as
InAs/GaSb and InP/Ga0.47In0.53As, where the lattice-
matching conditions result from a balance between
the differences of the cationic and anionic core radii,
and consequently an important microscopic and con-
figuration-dependent interfacial strain may establish.
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Figure 7 Contour plot of the valence electron density distribution (a) for GaAs/AlAs(00 1) heterojunction over a (1 1 0) plane containing
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Consequences of the bulk-like character of the VBO
and CBO are the commutativity and transitivity re-
lationships, which are valid, at least approximately,
in the whole class of isovalent semiconductor hetero-
junctions:

VBOðA=BÞ ¼ �VBOðB=AÞ ½5�

VBOðA=BÞ ¼ VBOðA=CÞ þ VBOðC=BÞ ½6�

Heterovalent semiconductor heterojunctions For
the sake of clarity, the reader is referred to the case
of Ge/GaAs as the simplest prototype of heterovalent
semiconductor heterojunctions, but similar consider-
ations apply to other heterojunctions characterized
by a valence mismatch between the constituent at-
oms, such as those among ZnSe, Ge, and GaAs.

In the (110) direction, each atomic plane is char-
acterized by the same average ionic charge, so that an
abrupt junction does not carry ionic charge contribu-
tion and the lineup is due only to the electrons. At
variance, ideally abrupt interfaces along a polar di-
rection such as (0 01) would be charged and hence
thermodynamically unstable, as already emphasized
first by Harrison in 1978. The simplest neutral and
stable interfaces one can envision are terminated by
one mixed plane of anions or cations, As0.5Ge0.5 or
Ga0.5Ge0.5 (see Figure 8). These two interfaces are
stoichiometrically inequivalent, and, because of ionic
point charges contribution due to the different valence
of the atoms involved (Ge vs. Ga, Ge vs. As), they also
correspond to different band offsets. Elementary elec-
trostatics together with a linear response theory pre-
dict that the screened ionic point-charge contribution
to the offsets is equal in magnitude and opposite in
sign for the two interfaces: DVionic ¼ 7pe2=2a0/eS,
where a0 is the lattice parameter involved and /eS
a proper average of the dielectric constants of the

constituents. The maximum predicted possible variat-
ion with interface composition of the band offset at
these interfaces is thus pe2=a0/eSE0:8 eV for Ge/
GaAs. For ZnSe/Ge, where the valence difference
between the constituting elements is twice, the max-
imum possible variation would be 2pe2=a0/eS
E1:3 eV.

In general, the atomic interdiffusion which may
also occur across the interface over several atomic
planes, depending on the growth conditions, reduces
the point-charge contribution to the offset, and
the observed variations of the offsets are smaller.
However, for heterovalent heterostructures deviat-
ions from the commutativity and transitivity rule
definitely beyond the experimental resolution, up to
E0.5 eV, are observed, and these are a clear finger-
print of the formation of inequivalent interfaces.

Lattice-Mismatched Semiconductor Interfaces

In lattice-mismatched heterojunctions, the band offsets
are affected by the stress state of the two materials,
depending on the substrate. In pseudomorphically
grown heterostructures, the epilayer accommodates
its mismatch with the substrate with an almost homo-
geneous strain and a lattice constant a> along
the growth direction, which essentially depends on
its elastic properties and on the mismatch with the
substrate. The strain state of the epilayer affects the
band edges with a combined effect of shift and split.
The former affects the averages of the band edge
manifolds, calculated with respect to the reference
electrostatic potential, and depends on the hydrostatic
component of the strain, that is, on the relative volume
change with respect to the cubic unstrained material.
Splitting effects depend on the orientation and sign of
the strain (tensile or compressive). The total variation
of the VBO with strain also includes the variation of
the electrostatic potential lineup DV.

As

Ga

Ge

(a) (b) (c)

(001)

(110)

Figure 8 Atomic configurations for the two simplest neutral Ge/GaAs interfaces (a), (b), and for a Ge bilayer embedded in GaAs (c).

(Adapted from Sorba L et al. (1992) Physical Review B 46: 6834.)
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The simplest case of lattice-mismatched hetero-
junctions is Si/Ge, which is an example of isovalent
homopolar interfaces. The predicted variation of the
VBO at this heterojunction is B0.5 eV, changing the
substrate from Si to Ge. Larger effects could be, in
principle, possible at heterovalent lattice-mismatched
heterojunctions, such as Si/GaAs, or in presence of
larger lattice mismatches. However, the difficulty of
growing high-quality lattice-mismatched heterojunc-
tions drastically limits their formation and their use
in practice.

Band Offset Engineering

In bulk semiconductor technology, one of the most
important and widely used features has been the
possibility of intentionally varying the electronic
properties by alloying and doping. For semiconduc-
tor heterojunctions, a similarly important challenge
is to control and artificially modify the band offsets.

As already mentioned, the VBO and CBO at lat-
tice-matched isovalent semiconductor heterojunc-
tions are mostly determined by the bulk properties
of the constituents, and interface details such as ori-
entation and stoichiometry play a very minor role,
whereas at heterovalent heterojunctions they are very
sensitive to these extrinsic features. As a conse-
quence, heterovalent heterojunctions seem to be ideal
candidates as tunable heterojunctions, while using
only isovalent materials, it seems that the only way
to tune the offset is to act on their bulk properties
with strain or with alloying.

Actually, the peculiarity of heterovalent interfaces
leads naturally to a practical way for modifying the
offset also at isovalent heterojunctions, or even for
creating an offset at a homojunction. For instance,
joining together the two inequivalent interfaces Ge/
GaAs(0 0 1) (Ge–As and Ge–Ga terminated), one has
the following sequence of atomic planes: � � �As–Ga–
As–Ge0.5Ga0.5–Ge0.5As0.5–Ga–As–Ga� � �. Therefore,
using the difference between the VBOs of these two
inequivalent interfaces, a net potential drop DV ¼
pe2=a0/eS is predicted across the mixed bilayer. This
potential drop is the same that would result from a
microscopic capacitor whose plates are placed at a
distance a0/4, and carry a surface charge s ¼ e=a20.
The above sequence of atomic planes can also be
thought of as due to the transfer of a proton per
atomic pair from the As to the Ga planes.

This viewpoint is easily generalized to arbitrary
concentrations of Ge in a pair of consecutive com-
pensated GaAs planes, GexGa1� x and GexAs1� x, to
ensure local charge neutrality. The maximum poten-
tial drop would be, in principle, DVmax ¼
2pe2=a0/eS for the case x ¼ 1, that is, for an entire

Ge bilayer embedded (see Figure 8). The above re-
sults can be further generalized to the heterojunc-
tions, for example, doping a GaAs/AlAs interface
with ultrathin layers of Si or Ge. In this case, the
interlayer contribution can reduce or increase the
intrinsic VBO according to the growth sequence.
These predictions have been indeed experimentally
confirmed for Si interlayers at GaAs/AlAs and AlAs/
GaAs (0 0 1) junctions and analogous effects have
also been observed in other systems.

Localized Interface States

Another important issue in the heterojunction elec-
tronic structure concerns the presence of localized
interface states in heterojunctions, their origin, and
their role in determining the electronic characteristics
of the junctions. The existence of localized interface
states is generally claimed whenever anomalous
features are observed in photoemission, optical, or
transport measurements. Their unambiguous identi-
fication, however, is a difficult task in experiments.
Reflectance anisotropy spectroscopy has been recent-
ly applied to a few interfaces and seems to be a
promising tool for more direct investigations.

The electronic states of a heterojunction can be
extended everywhere, localized in one material or the
other (acting as a quantum well), or localized at the
interface. The true interface states are not degenerate
with bulk Bloch states, decay exponentially away
from the interface, and exist only in the mutual
energy gaps. The comparison of the band structures
of the two bulk materials with the spectrum of the
heterojunction allows one to identify those states
which do not belong to the bulk band structures, and
are, therefore, candidates to be interface states. Lo-
calized electronic states can be successfully identified
in numerical investigations also by the local density
of states: far from the interface on the two sides of
the junction, it yields the bulk densities of states of
the two materials, whereas its deviations with respect
to the constituting bulk state densities in the interface
region would indicate the presence of states which
are localized there.

Interface states can have different physical origins.
In some cases, they are associated with defects which
typically arise at junctions between two morph-
ologically different phases (e.g., cubic and wurtzite).
But localized electronic states can also occur, in prin-
ciple, at semiconductor heterojunctions with constit-
uents having the same or similar structure but
different chemical properties. Simple electron-
counting schemes indicate that the valence mismatch
between neighboring atoms from opposite sides of
the junction could result in localized interface states
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corresponding to donor or acceptor bonds. There-
fore, heterovalent heterojunctions, which exhibit
such kind of bonds in the interface region, are nat-
ural candidates for the existence of localized inter-
face states. Localized states have been experimentally
detected at diamond/zinc blende interfaces, for
example, Ge/ZnSe, at zinc blende/zinc blende he-
terovalent interfaces, for example GaAs/ZnSe, and
even at isovalent no-common-ion interfaces, for ex-
ample, BeTe/ZnSe.

Accurate calculations predict that interface elec-
tronic states critically depend not only on the type of
heterojunction (i.e., heterovalent rather than isova-
lent), but on the particular atomic-scale morphology
of the interface.

Semiconductor Heterostructures and
Spintronics

The word ‘‘spintronics’’ denotes electronic-like he-
terostructures where the relevant physical quantity is
the spin of the carriers and its interactions with ex-
ternal magnetic fields, rather than the charge of holes
and electrons and the associated electronic properties.

Semiconductor heterostructures using carrier spin
as a new degree of freedom offer new functionality
with respect to conventional junctions. A large effort
is currently devoted to integrate traditional III–V and
II–VI semiconductors with ferromagnetic semicon-
ductors or, more generally, with other ferromagnetic
materials including metals and half-metals. There
are, however, several advantages using all-semi-
conducting devices: interface properties, such as lat-
tice matching and band offsets, are more understood
and controllable, and the integration with the exis-
ting conventional semiconductor technology is easier.
The diluted ferromagnetic semiconductors are sem-
iconductor compounds where a fraction of the con-
stituent ions is replaced by magnetic ions. This is the
case, for instance, of (Ga,Mn)As, which has received
particular attention: Mn is a heterovalent substitu-
tional impurity for Ga in GaAs (valence II with re-
spect to the valence III of Ga), and therefore, it can
be used as a source of spin-polarized holes. An Mn
content up to 5% is sufficient to make (Ga,Mn)As
ferromagnetic.

Furthermore, there is the possibility of a good
integration of half-metals with conventional semi-
conductors: these are materials that have only one
occupied band at the Fermi level, and behave as a
metal in one spin channel and as a semiconductor
in the other. Current effort, both experimental and
theoretical, is nowadays devoted to predict those
particular heterostructures where half-metallicity is
also maintained in the presence of the interface.

See also: Core Photoemission; Density-Functional
Theory; Electronic Structure Calculations: Plane-Wave
Methods; Epitaxy; Film Growth and Epitaxy: Methods;
Nanostructures, Electronic Structure of; Pseudopotential
Method; Semiconductor Compounds and Alloys, Elec-
tronic States of; Semiconductor Devices; Semiconductor
Lasers; Semiconductors, General Properties; Semi-Em-
pirical and Empirical Calculations; Surfaces and Interfac-
es, Electronic Structure of; Tight-Binding Method in
Electronic Structure; Transmission Electron Microscopy;
Tunneling Devices.
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Ec conduction band
Eg fundamental bandgap
Ev valence band
n electron density
DEc conduction band difference (with res-

pect to reference levels in the bulks)

DEg fundamental bandgap difference
DEv valence band difference (with respect to

reference levels in the bulks)
DV electrostatic potential lineup
e dielectric constant
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Introduction

Even though more than four decades have passed
since the first demonstration of lasing in semiconduc-
tors, the pace of development of new and further im-
proved semiconductor lasers continues to be rather
high. Judging by their economic impact, semiconduc-
tor lasers can be considered today as the most
important type of laser. From the beginning, the
development of semiconductor lasers has been closely
connected with the progress of semiconductor tech-
nology and device physics. Hence, the invention of
semiconductor heterostructures as well as the
straightforward implementation of quantum effects
together with improved epitaxial techniques have had
a decisive impact on the evolution of these lasers.
Besides the physical background and the various
device concepts, a proper treatment of semiconductor
lasers has to particularly include a description of the
relevant materials and their fabrication technology.

After a brief review of the conditions for laser ac-
tion in semiconductors, this article gives an overview
of the most relevant semiconductor materials and
material systems. Besides the materials, it is also
shown that the various choices among the various
laser structures makes this laser class well suited for a
vast number of applications. The stationary, dynam-
ic, and spectral characteristics of state-of-the-art
semiconductor lasers are presented in the next sec-
tion and a brief discussion on single-frequency and
vertical-cavity surface-emitting semiconductor lasers
completes this article.

Population Inversion and Gain
in Semiconductors

A fundamental concept in laser physics is to achieve
population inversion between two discrete states in a

nonequilibrium physical system, so that the stimu-
lated emission can overcome absorption and losses
yielding a net optical gain. In a semiconductor,
however, the energy states for electrons and holes are
continuously distributed within energy bands that
are separated by forbidden bands as schematically
shown in Figure 1 for a direct semiconductor, where
the width of the forbidden band is denoted as
bandgap energy Eg. The population of these bands
is governed by the Fermi distribution characterized
by the Fermi level at which the population probabil-
ity equals 0.5. A population inversion can be ac-
hieved by heavily pumping the semiconductor via a
current injection. As shown in Figure 1, the non-
equilibrium electron and hole distributions can be
described by two equilibrium Fermi distributions
with two Fermi levels EFc and EFv for the conduction
and valence bands, respectively. This is possible due
to the fast relaxation of the carriers within the bands,

0
k

Ec

Ev

∆EF

EFv

EFc
−

+

h�Eg

Figure 1 Schematic diagram of energy bands and quasi-Fermi

levels of an inverted semiconductor illustrating the Bernard and

Duraffourg condition.
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hence, EFc and EFv are named quasi-Fermi levels. In
196 l, Bernard and Duraffourg derived the condition
for population inversion in semiconductors essen-
tially stating that the energy difference DEF ¼ EFc �
EFv needs to exceed the bandgap energy, and the
photon energy _o is between DEF and Eg:

DEF4_oXEg

The Bernard and Duraffourg condition requires that
the population of at least one band is degenerate,
that is, the carrier density exceeds the effective den-
sity of states Nc and Nv of the conduction and/or the
valence band, respectively. This means that the sem-
iconductors are operated in the high-injection re-
gime, since Nc and Nv are rather large. In GaAs, for
instance, at room temperature, NcD4� 1017 cm�3

and NvD8� 1018 cm�3. Normally, undoped active
regions are applied, so that the electron and hole
densities are equal causing the conduction band to
become degenerate. While, in principle, population
inversion is possible in direct and indirect semi-
conductors, a sufficient gain to overcome internal
absorption losses can hardly be achieved in indirect
semiconductors.

For injection levels exceeding the threshold as de-
fined by the Bernard and Duraffourg condition, an
optical gain due to stimulated emission by the inver-
ted band occupation occurs. The injection level at
which this gain exactly compensates the material
losses, such as free-carrier absorption or scattering
losses, is defined as the transparency threshold. At
even higher injection, the increasing gain may also
compensate the mirror losses of an optical cavity
enabling laser operation. It should be noted that
inverted semiconductors may provide very large op-
tical gain g up to the order of 1000 cm� 1, exceeding
that of any other optical gain medium.

Semiconductor Heterostructures

Laser operation in homojunction semiconductors
is difficult to achieve because of the high current
densities required to achieve optical gain. For low-
threshold operation, it is therefore necessary to
reduce the volume of the active region in which the
injection occurs and to exclude optical absorption in
the surrounding semiconductor regions. This goal
can most effectively be achieved by applying semi-
conductor heterostructures, in which semiconductors
with different bandgap energy are combined. The
most effective among them is the so-called ‘‘double
heterostructure,’’ in which the active region is com-
pletely embedded into p- and n-doped semicon-
ductors with a larger bandgap energy as shown

schematically in Figure 2. The double heterostruc-
ture provides two essential features relevant for laser
operation:

1. Carrier confinement. This almost completely con-
centrates electrons and holes within the active
region even for active regions having thickness in
the nm-regime.

2. Optical confinement. This yields optical wavegui-
ding, establishing a slab waveguide with the active
region as core because of the smaller refractive
indices of the higher bandgap energy semiconduc-
tors sandwiching the active region.

Compared to the carrier confinement, the optical
confinement as measured by the optical confinement
factor

G ¼ mode power carried in active layer ðregionÞ
total mode power

is not as complete for small dimensions, and the op-
timal radiation-matter interaction in the active
region occurs where G=d is maximal. Depending on
the material constants, accordingly, active region
thicknesses are usually B100 nm.

Further, an improved optical gain performance
shows the quantum-well (QW) structures, in which
the active region thickness is reduced to below the de
Broglie wavelength (B30nm). In QWs, the quantizat-
ion of the electronic states along the normal layer
results in a two-dimensional (2D) electron (and hole)
gas with a modified density of states that makes the
inversion population possible for smaller injection
levels. The density of states in the valence band can
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Figure 2 Schematic illustration of (a) semiconductor double

heterostructure, (b) spatial profiles of bandgap energy, and

(c) refractive index.
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additionally be modified by introducing elastic strain
that lifts the degeneracy of light and heavy valence
bands, so that only one of the two valence bands
needs to be inverted yielding still smaller thresholds.
Extending the quantization to the other two dimen-
sions, one obtains quantum wire and quantum dot
structures, corresponding to one-dimensional (1D)
and zero-dimensional (0D) electron (hole) systems
with distinct threshold reduction. In case of the
quantum dot, atom-like discrete states appear to
make this kind of gain medium rather similar to
atomic laser media. In general, reducing the dimen-
sionality of the carrier systems results in reduced
thresholds and smaller temperature dependence of
the optical gain. Because of the significant advan-
tages achieved with double heterostructures, all mod-
ern laser diodes normally comprise a QW double
heterostructure.

Semiconductor Heterostructure
Material Systems

The benefits of the semiconductor heterostructure can
be exploited only if the composite crystal exhibits a
high crystalline quality. This generally requires that all
constituents of the heterostructure have the same
lattice constant a0, while the difference in bandgap
energy should be large (several hundred meV). The
lattice-matching requirement strongly limits the pos-
sible semiconductor combinations because semicon-
ductor heterostructures are almost entirely grown on
binary substrates. This is because binary substrates,
such as GaAs or InP, are unambigous chemical com-
pounds in contrast to, for example, InxGa1�xAs and
typically provide more than an order of magnitude of
better thermal conductivity than ternary (or quater-
nary) compounds because of the nonoccurance of al-
loy scattering of the phonons.

Lattice-matched double heterostructures, therefore,
consist of ternary and quaternary (or even quinte-
rnary) compounds grown on binary substrates. The
lattice-matching condition can be found from Vegard’s
law which states that the lattice constant of a com-
pound can be calculated as a linear interpolation
between the constituting binaries. For a quaternary
compound AxB1�xCyD1�y, where A and B, and C and
D each share the same sublattice, the lattice constant is

a0ðAxB1�xCyD1�yÞ ¼ xya0ðACÞþxðl� yÞa0ðADÞ
þ ð1� xÞya0ðBCÞ þ ð1� xÞ
� ð1� yÞa0ðBDÞ

On the other hand, the bandgap energy of a com-
pound shows a more complicated and nonlinear

dependence on composition. As a consequence, with
a proper choice of semiconductor materials, rather
large bandgap energy differences can be achieved with
lattice-matched compounds making numerous hetero-
structure combinations possible. Semiconductor lasers
are nowadays made from numerous III–V and other
compound semiconductors covering the entire visible
as well as the infrared regime up to B100mm
wavelength.

Stripe Laser Diodes

A schematic drawing of the basic stripe-geometry
semiconductor laser structures is depicted in Figure 3.
All of them comprise a transverse (vertical, x-axis)
double heterostructure to define the vertical exten-
sion of the laser-active area with a pn-junction at or
in the active layer. A laser current is fed via stripe
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Figure 3 The three different lateral waveguiding types (a) Gain-

guiding (GG), (b) index-guiding (IG), and (c) quasi-index-guiding
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contacts on the top and bottom of the laser chips.
Three basic types of lasers can be distinguished: gain-
guided (GG), index-guided (IG), and quasi-index-
guided (QIG) laser structures, where the guiding
relates to the in-plane (lateral) waveguiding along the
y-axis. While the transverse waveguiding (x-axis) is
accomplished by index guiding via the double he-
terostructure, the lateral waveguiding may either
be done (1) simply by the lateral gain profile in the
active layer (GG), (2) similar to the transverse direc-
tion by a lateral double heterostructure (IG), or (3)
by a partial lateral replacement of part of the struc-
ture by a lower index material without attaching the
active layer (QIG). While the GG lasers require the
lowest technological effort and generally show an
excellent long-term stability because of the nonmod-
ified active layer, the IG lasers exhibit the smallest
thresholds and optimum laser performance; however,
the lateral removal of part of the active layer may
worsen the reliability. Often a reasonable compro-
mise are the QIG lasers that, in all aspects, show the
behavior in between the other two structures. An
optical feedback is provided by the cleaved end-fac-
ets of the laser chips, which for typical refractive
indices of the semiconductors (2.5–3.5) show a re-
flectivity B30% against air. Due to the large gain of
the semiconductor laser, this comparatively small
mirror reflectivity can be compensated for by laser
lengths of the order of several hundred micrometers.

Waveguiding in Laser Diodes,
Effective Refractive Index, and
Confinement Factor

The transverse double heterostructure represents an
optical slab waveguide with the schematic index
profile shown in Figure 2c. Depending on the active
layer (core) thickness d and the index profile, this
slab may carry one or more guided transverse electric
(TE) and transverse magnetic (TM) modes, re-
spectively. For a sufficiently thin active layer,

do
l

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22 � n21

q

only the fundamental TE- and TM-modes are
guided, which is normally aimed for.

The optical gain which the modes acquire, that is,
the mode gain gm, is the product of the active region
material gain g and the optical confinement factor G
for the particular mode. For a given slab waveguide,
the (fundamental) TE-mode exhibits a larger con-
finement than the (fundamental) TM-mode. Also,
the facet reflectivity shows a certain polarization

dependence favoring the TE-modes as well. As a
consequence, semiconductor lasers normally operate
in the fundamental transverse TE-mode. In a good
approximation, the confinement factor for the fun-
damental TE-mode is

GD 1þ d0
d

� �2
" #�1

with d0 ¼
l
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

n22 � n21

s

A further mode property is the effective refractive
index neff, that describes the mode propagation along
the waveguide in analogy with a plane wave in a
homogeneous medium, with the refractive index
equal to neff: The effective refractive index, which is
the ratio of the propagation constant b and the free-
space wave number k0, is between n1 and n2.

Considering complex refractive indices n ¼ n0þ
jn00, where the imaginary part is related to the ma-
terial gain (or loss) g as n00 ¼ g=2k0, it is obvious that
the gain in the active region leading to the mode gain
produces a slightly complex propagation constant
and a complex effective refractive index with
imaginary part equal to n00 ¼ Gg=2k0.

Besides transverse profiles of the real part of n,
those of the imaginary part of n may also produce
optical waveguiding. This explains why the lateral
gain profile constitutes a waveguide for laser radia-
tion in the GG lasers. For common gain values,
however, the GG mechanism is much smaller than
IG, with the consequence that the maximum stripe
width w for lateral single-mode operation is much
larger in the GG lasers than in their IG counterparts.

Output Power versus Current
Characteristic

A representative plot of an optical output power
versus current characteristic for a semiconductor la-
ser is shown in Figure 4, together with the principal
current-dependent carrier density in the active
region. Relevant parameters of this characteristic
are threshold current Ith, output power P, and dif-
ferential quantum efficiency Zd. The threshold cur-
rent is related to the active region volume Va and the
spontaneous recombination rate R at lasing thresh-
old carrier density Nth

Ith ¼ eVaðNthÞ

where e is the elementary charge. The active region
gain gðNthÞ at injection level Nth yields a mode gain
that equals the total losses atot comprising internal
losses (e.g., absorption and scattering) ai and the
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mirror losses am:

Gg ¼ ai þ am with the mirror losses

am ¼ 1

2L
ln

1

R1R2

where L is the laser length, and R1 and R2 are the
front facet mirror reflectivities. For a symmetric laser
with R1 ¼ R2 ¼ R, the optical output power per facet
(above threshold) is

PðIÞ ¼ hv

2e

am
atot

ðI � IthÞ

and the differential quantum efficiency reads

Zd ¼ dP=hv

dI=e
¼ ln 1=R

2atotL

Emission Spectrum and Beam Properties

With state-of-the-art semiconductor technology, it is
possible for most emission wavelengths to fabricate
narrow-stripe laser waveguides that carry only one
transverse and one lateral mode each. Even though
the length of semiconductor cavities (typically 0.1–
1mm) is orders of magnitude smaller than that of
most other laser types, the length-(effective)-refr-
active-index-product is still of the order of several
thousand wavelengths. Therefore, the longitudinal
mode spacing

Dl ¼ l2

2ngL
ðng : group ðeffectiveÞ indexÞ

is very small against the spectral width of the active
region gain characteristic, which in terms of energy is

of the order of the thermal energy ðkBTÞ. As a con-
sequence, the mode gains of the modes near the gain
peak are only slightly different, so that the usual
Fabry–Perot-type semiconductor lasers generally
emit in many longitudinal modes. The purity of the
spectrum can be described by the side-mode sup-
pression ratio (SMSR) that measures the ratio of the
dominant mode to the next strongest one. Given the
mode gain difference Dgm between the two strongest
modes, the SMSR of a symmetric semiconductor
laser (R1¼R2), under stationary conditions, is pro-
portional to the power in the dominant mode P
according to

SMSR ¼ 2PDg
hnnspvgatotam

where nsp is the spontaneous emission coefficient
(typically 2), that is specific for semiconductor lasers
taking into account the incomplete inversion of the
bands, and vg is the group velocity. Truly single-mode
lasers, that is, single-frequency lasers, show an
SMSR430 dB, that is, three orders of magnitude,
requiring a Dg of 0.01–0.1 cm�1, which generally
cannot be accomplished solely by the spectrally de-
pendent active region gain. Single-frequency laser
diodes, therefore, need additional wavelength selec-
tive elements such as Bragg reflectors as shown
below.

An important spectral parameter, particularly for
single-frequency semiconductor lasers, is the spectral
line width of the mode(s). As with other lasers,
the line width is obtained by the Schawlow–Townes
formula; however, due to the gain-phase coupling in
semiconductor lasers, the Schawlow–Townes formu-
la must be completed yielding the so-called ‘‘Schaw-
low–Townes–Henry line width formula’’

Dn ¼
hnv2gatotamnsp

8pP
ð1þ a2HÞ

where aH is Henry’s line width enhancement factor
describing the gain-phase coupling accompanying
carrier density changes in the active region which has
the form

aH ¼ �2k0
@n0=@N

@g=@N

The physical origin for nonzero aH is the nonsym-
metric gain versus wavelength characteristic of sem-
iconductor gain media. While the gain-wavelength
characteristics of most other laser materials are sym-
metric, the asymmetry in semiconductors yields
nonvanishing changes of the refractive index at the
gain maximum, that is, at the laser wavelength,

N th

I th Current I

Stimulated
emission

N (I )

P(I )

Spontaneous

emission

Figure 4 Schematic profile of optical output power P and car-

rier density in active region N vs. current in a semiconductor

laser.
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during the occurence of gain changes, for instance,
during relaxation oscillations or after each sponta-
neous emission event into the lasing mode(s). It
should be noted that aH is significantly smaller for
QW lasers, particularly for strained QW lasers, than
for bulk lasers. In case of the recently developed
quantum dot lasers, aH approaches zero because of
the almost completely symmetric atom-like gain-
wavelength characteristic.

The radiation beam of normal laser-diodes is
transversely single-mode and nearly diffraction lim-
ited. In this case, the near-field and far-field widths
depend on each other as

DF ¼ arctan
2l
pW

� �

where DF and W are the full width at half maxi-
mum (FWHM) of the far-field and near-field angles,
respectively. Because of the narrow stripe widths
of transversely single-mode semiconductor lasers
(typically 0.5–3 mm at 1–2mm emission wavelength),
the diffraction-limited far-field width is of the order
of several tens of degrees, in contrast to most other
laser types.

Dynamic Properties and Noise

The dynamic properties of laser diodes are relevant
for their use as a direct current-modulated light
source in high-speed data transmission applications.
Thereby, the two limiting cases of a linear response at
a small-signal modulation and a nonlinear response
at a large-signal (generally pulse) modulation are of
great interest.

Modulating the laser around average current I and
average output power P per facet, respectively, the
small-signal modulation response H(o) can be de-
scribed by the transfer function of a damped second-
order low-pass filter

HðoÞ ¼ 1

1� o=orð Þ2þj o=odð Þ

where the relaxation and damping circular frequen-
cies or and od are given as

or ¼
1

ts

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aG

vgamatothnVa

s
P and od ¼ ts

g
o2

r

respectively. Here, the linear gain parameter a ¼
@g=@N and the photon lifetime in the cavity

ts ¼ ðvgatotÞ�1 appear, and g is

g ¼ aS

atot
þ ts
td

þ nspG
VaS

with td being the differential carrier lifetime in the
active region determined by the total spontaneous
emission rate and nonradiative recombination proc-
esses (typically several nanoseconds). S is the photon
density in the active region corresponding to output
power P

S ¼ 2G
vgamhnVa

P

With an increase in the laser current or output
power, respectively, the relaxation frequency as well
as the damping frequency increases. The absolute
value of the modulation response versus frequency f
is shown in Figure 5 for a typical 1.55 mmwavelength
InGaAsP laser in comparison with an LED made
from the same semiconductor material. It is usual to
measure |H(o)| in decibels, that is, 10 log |H(o)|. The
characteristic 3-dB bandwidth is only slightly larger
than the relaxation resonance, so that the latter can
be used as a reasonable measure for the modulation
bandwidth.

The large-signal pulse modulation can be descri-
bed by rather accurate approximations for the turn-
on delay ton

tonDtd
Ion � Ioff
Ion � Ith

for IoffoIthoIon : off-state below threshold

tonD

ffiffiffi
2

p

or
ln

Pon

Poff

for IthoIoffoIon : off-state above threshold

where switching occurs from Poff(Ioff) to Pon(Ion).
While for lasers biased below threshold, the ton delay
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is of the order of the comparatively long differential
carrier lifetime td, ton delays B0.1 ns can be ob-
tained with an above-threshold bias.

Besides the phase noise that determines the modal
line width, an intensity noise occurs in semiconduc-
tor lasers. This is usually described in terms of the
relative intensity noise (RIN)

RINðin dB Hz�1Þ ¼ 1

Df
log

DP
P

� �2

where DP denotes the power fluctuations of the
laser output within bandwidth Df. The RIN shows
a frequency dependence similar to the modula-
tion response with typical low frequency values
B135 dBHz� 1.

Single-Frequency Semiconductor Lasers

Semiconductor lasers can be made single-frequency
lasers by introducing additional wavelength-selective
elements into the laser cavity that select only one of
the longitudinal modes. This is commonly accom-
plished with Bragg gratings monolithically integrated
into the laser structure. As shown in Figure 6, the
gratings may either replace the laser mirrors and are
therefore put at one or both laser facets (distributed
Bragg reflector (DBR) laser with a longitudinal
integration of grating) or may homogeneously be
collocated with the active region over the entire laser
length (distributed feedback (DFB) laser with a
transverse integration of grating). To avoid interfer-
ence with the end facet reflection, antireflection coa-
tings are normally applied onto those facets of DBR
lasers where the gratings provide the feedback. In
DFB lasers, therefore, both facets need an antireflec-
tion coating to suppress these interferences.

The Bragg gratings are made by periodic thickness
variations of a grating layer sandwiched between lay-
ers of different refractive indices, so that the thickness
variations result in effective refractive index variations
Dneff of the same periodicity. In the DBR laser, the
Bragg grating introduces a wavelength-dependent mir-
ror loss with a minimum loss or maximum reflectivity
at the (free-space) Bragg wavelength

lB ¼ 2neffL

where L is the grating period, (Figure 6b). In the int-
eresting regime around the Bragg wavelength, the
wavelength-dependent reflectivity can be calculated
by the coupled-mode theory yielding

RðlÞ ¼ k sinhðsLBÞ
jDb sinhðsLBÞ þ s coshðsLBÞ

����
����
2

where k, the coupling coefficient of the grating des-
cribing the strength of the grating feedback has the
form

k ¼ k0Dneff
4

and Db is the deviation of the wave vector k0neff from
the wave vector at the Bragg wavelength kB and is
thus a measure of the difference Dl¼ l� lB

Db ¼ k0neff � kBD� 2pneff
l2B

Dl

LB is the grating length, and s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � Db2

q
. At the

Bragg wavelength, the reflectivity is maximal and is
given by

RðlBÞ ¼ tanh2ðkLBÞ

For most DBR semiconductor lasers, it is possible to
achieve kLB-products of the order 1 or more and thus
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to realize reasonable reflectivities exceeding even the
facet reflectivity of the semiconductor–air interface in
the Fabry–Perot semiconductor lasers. However, the
relative spectral position of the Bragg wavelength and
the longitudinal mode spectrum is not controlled well
in DBR lasers, particularly, if a wide operation tem-
perature range is considered with resulting relative
shifts of both against each other. The wavelength
control and stability is much better in the DFB lasers
because the longitudinal DFB laser modes are intrin-
sically related to the Bragg wavelength, and the gra-
ting and the active region are spatially not separated,
so that any index changes in the active region or the
grating layer may not change this relationship. As a
consequence, DFB lasers have become commercial
single-frequency lasers, while more sophisticated DBR
devices have gained importance in the area of
wavelength-tunable semiconductor lasers. Properly
designed DFB lasers show excellent single-frequency
performance with SMSR well exceeding 30dB.

Vertical-Cavity Surface-Emitting
Semiconductor Lasers

Vertical-cavity surface-emitting lasers (VCSELs) are
relatively new semiconductor lasers in which the laser
cavity is not along the wafer plane but vertical to it.
Consequently, the length of the gain region along
which the optical gain compensates internal and mir-
ror losses is drastically reduced to the thickness of the
active region (e.g., 50nm) instead of its length (e.g.,
500mm). Because of the large optical gains achievable
with semiconductors, it is possible to realize a suffi-
cient gain along a gain path length of only 5–50nm
for the compensation of the losses of high-reflective
mirrors. A schematic illustration of the basic VCSEL
geometry is shown in Figure 7. Top and bottom mir-
rors of the VCSEL consist of several ten quarter-
wavelength semiconductor layer pairs with alternating
refractive index that can precisely be fabricated with
molecular beam epitaxy (MBE) or metal-organic
vapor-phase epitaxy (MOVPE).

The cavity length of VCSELs is of the order of the
wavelength and thus orders of magnitude shorter
than that of the edge-emitting lasers. Accordingly,
the laser performance shows substantial differences,
such as a longitudinal single-mode operation or the
onset of quantization effects of the optical field.

Using thin QWactive layers, the thickness d of the
active region can be made much thinner than a quar-
ter wavelength in the semiconductor, that is, l/4n, so
that by placing the active region in a maximum of the
field intensity |E|2 as shown in Figure 7, the gain is
twice as large for the long active regions in edge-
emitting layers, where the gain works on the

averaged field intensity, including nodes of |E|2 as
well. The threshold condition for this design, there-
fore, reads (note the factor of 2)

2dg ¼ aiLeff þ
1

2
ln

1

R1R2

where the effective cavity length Leff is the vertical
extension of the standing wave within the 1/e-decay
on both ends. Due to the ultra-small d, the mirror
reflectivities need to be near unity, typically 499%.
This can be achieved by DBRs made of alternating
(and conductive) semiconductor layers of different
composition yielding different refractive indices.
Mathematically, the peak reflectivity of such a DBR
at the Bragg wavelength is expressed as

R ¼ 1� n0=n2ð Þ n2=n1ð Þ2N

1þ n0=n2ð Þ n2=n1ð Þ2N

" #2

where N is the number of layer pairs in the DBR, n0
and n2 are the refractive indices of the medium out-
side the VCSEL (e.g., air: n0¼ 1) and the inner sem-
iconductor region respectively, and n1 is the refractive
index of the second semiconductor in the DBR. With
refractive index differences up to 5–10% in usual
semiconductor material systems (GaAlAs/GaAs, In-
GaAlAs/InP), several ten-layer pairs give reflectivities
of the order 99.5–99.9% against air. With these high
reflectivities, the laser threshold can be achieved with
reasonable active region gains B500–1000 cm� 1. Up
to now, room-temperature continuous-wave VCSELs
have successfully been demonstrated for the wave-
length ranges 850–1000nm in Ga(In)AlAs/GaAs,
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1.2–1.3mm in GaInNAs/GaAs, and 1.3–2.0mm in
AlGaInAs/InP.

The lateral diameter of the active region can be
kept small enough to favor single transverse-mode
operations and is typically B3–10 mm. As a conse-
quence of the small active region volume, the thresh-
old currents of VCSELs are rather small, typically
o1mA, even though the threshold current density
might be quite large to obtain the required large
threshold gain. Another consequence of the small
active region is that the output power of a VCSEL is
accordingly small, typically of the order of a few
milliwatts, which is, however, sufficient for the vast
majority of applications in communications, meas-
urements, and sensing.

See also: Quantum Cascade Lasers; Light Emitting Diodes.

PACS: 42.55.Px; 42.55.Sa; 85.35.Be; 85.60.�q

Further Reading

Casey HC and Panish MB (1978) Heterostructure Lasers – Part A:
Fundamental Principles, 1st edn. New York: Academic Press.

Casey HC and Panish MB (1978) Heterostructure Lasers – Part B:
Materials and Operating Characteristics, 1st edn. New York:

Academic Press.

Chuang SL (1995) Physics of Optoelectronic Devices, 1st edn.
Chichester: Wiley.

Coldren LA and Corzine SW (1995) Diode Lasers and Photonic
Integrated Circuits, 1st edn. Chichester: Wiley.

Kapon E (1999) Semiconductor Lasers I: Fundamentals, 1st edn.
San Diego: Academic Press.

Kapon E (1999) Semiconductor Lasers II: Materials and Struc-
tures, 1st edn. San Diego: Academic Press.

Li H and Iga K (2002) Vertical-Cavity Surface-Emitting Laser
Devices, 1st edn. Berlin: Springer.

Morthier G and Vankwikelberge P (1997) Handbook of Distrib-
uted Feedback Laser Diodes, 1st edn. Norwood: Artech House.

Petermann K (1988) Laser Diode Modulation and Noise, 1st edn.
Dordrecht: Kluwer Academic Publishers.

Zory PS (1993) Quantum Well Lasers. 1st edn. Boston: Academic
Press.

Nomenclature

a0 lattice constant (nm)
c vacuum speed of light (cm s� 1)
d thickness of active region (mm)
D diameter of circular active region in

VCSEL (mm)
e elementary charge (As)
Ec conduction band edge energy (eV)
EFc quasi-Fermi level in conduction band

(eV)
EFv quasi-Fermi level in valence band (eV)
Eg bandgap energy (eV)

EV valence band edge energy (eV)
f frequency (Hz)
g optical material gain (cm� 1)
h Planck’s constant (VAs2)
H modulation response
I current (mA)
Ith laser threshold current (mA)
k wave vector (cm� 1)
k0 free-space wave vector k0¼ 2p/l (cm� 1)
kB wave vector at Bragg wavelength

(cm� 1)
L laser length (mm)
LB length of Bragg grating (mm)
n¼ n0 þ jn00 complex refractive index
neff effective refractive index of a waveguide

mode neff¼ b/k0
ng group refractive index
nsp spontaneous emission coefficient (typi-

cally 1–2)
N carrier density (cm� 3)
Nc effective density of states in conduction

band (cm� 3)
Nth carrier density at laser threshold (cm� 3)
Nv effective density of states in valence

band (cm� 3)
P optical power (mW)
R recombination rate (cm� 3 s� 1), mirror

reflectivity (dimensionless)
RIN relative intensity noise (dBHz� 1)
S photon density (cm� 3)
SMSR side-mode suppression ratio (dB)
Va active region volume (cm3)
vg group velocity (cm s� 1)
w stripe width (mm)
W full width at half maximum (FWHM)

(mm) of laser near-field
a optical loss coefficient (cm� 1)
aH Henry’s line width enhancement factor
ai intrinsic optical loss (cm� 1)
am mirror loss (cm� 1)
atot total optical loss atot¼ aiþ am (cm� 1)
b propagation constant (cm� 1)
G confinement factor of an optical mode
DEF difference of quasi-Fermi levels, EFc–EFv

(eV)
DF FWHM of laser far-field (rad,o)
k coupling coefficient of Bragg grating

(cm� 1)
L (Bragg) grating period (nm)
l wavelength (mm)
lB Bragg wavelength (mm)
n frequency (Hz)
td differential carrier lifetime (s)
ton turn-on delay time (s)
ts photon lifetime (s)
o circular frequency (s� 1)
od damping circular frequency (s� 1)
or relaxation circular frequency (s� 1)
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Introduction

Two conceptually different methods are used to
fabricate semiconductor nanostructures. In the top–
down approach, lithography is used to fabricate
nanostructures. In the bottom-up approach, small
nanostructures form by self-organization during
epitaxial growth. The greatest advantage of the
top–down approach is the large variety of different
structures, which can be generated by lithographic
methods. In the case of the bottom-up approach, the
variety of structures is much more limited. Islands,
wires, rods, and rings have been fabricated bottom-
up. However, the bottom-up approach offers the
unique opportunity to fabricate very small nano-
structures down to the one-digit nanometer range
beyond the limits of current lithography techniques.
Another advantage of self-organized fabrication of
semiconductor nanostructures is the inherent parallel
approach, in which billions of nanostructures are
generated in parallel.

The focus of this article is the self-organized grow-
th of semiconductor structures with lateral dimen-
sions below 100 nm. Semiconductor quantum-well
structures are nanostructures in the growth directions
and not lateral nanostructures, and will not be con-
sidered in this article. The actual growth techniques
used to fabricate the nanostructures like molecular
beam epitaxy (MBE) and chemical vapor deposition
(CVD) will be considered in separate articles. The

methods used to analyze the nanostructures are scan-
ning tunneling microscopy (STM), scanning force
microscopy (AFM or SFM), transmission electron
microscopy (TEM), and low energy electron micros-
copy (LEEM). Different properties of semiconductor
nanostructures, and the applications of self-organized
nanostructures in devices are discussed elsewhere in
this encyclopedia. As examples for the self-organized
growth of nanostructures, material systems such as
Si/Ge and GaAs/InAs are used predominantly.

After introducing the self-organized semiconduc-
tor nanoislands grown on planar substrates, the
aligned growth on prestructured samples is discussed.
Subsequently, self-organized nanowires grown on
facetted surfaces and the growth of monolayer thick
wires by step-flow growth are presented. Finally, the
growth of nanowires by vapor liquid solid (VLS) epi-
taxy and hybrid systems, where nanowires aligned to
lithographically defined structures are fabricated, are
presented.

Physical Principles of Self-Organized
Growth

Semiconductor nanostructures can be fabricated by
self-organization using heteroepitaxial growth,
which is the growth of a material B on a substrate
of a different material A. In heteroepitaxial growth,
the lattice constants of the two materials are often
different. The lattice mismatch for the two most
commonly used material systems Si/Ge and GaAs/
InAs is 4.2% and 7%, respectively (schematically
shown in Figure 1a). This lattice mismatch leads to a
buildup of elastic stress in the initial two-dimensional
(2D) growth in heteroepitaxy. In the case of Ge

Si

Ge

(b) (c)

3D islands relax strain
elastically

Buildup of strain energy 

(a)

Ge is 4% larger than Si

Figure 1 (a) Schematic representation of Si and Ge crystals with different lattice constants, (b) buildup of elastic strain energy during

2D growth with Ge confined to the Si lattice constant, and (c) elastic relaxation by formation of 3D islands (Stranski–Krastanov growth).

In the upper part of the 3D island, the lattice constant relaxes towards the Ge bulk constant. The usual form of the 3D islands is a

pyramid and not like the one shown in this schematic sketch.
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heteroepitaxy on Si, the Ge is confined to the smaller
lattice constant of the Si substrate, that is, the Ge is
strained to the Si lattice constant. This results in a
buildup of elastic stress (Figure 1b). One way to relax
this stress is the formation of 3D Ge islands. In the
3D islands, only the bottom of the islands is confined
to the substrate lattice constant. In the upper part of
the 3D island, the lattice constant can relax to the Ge
bulk lattice constant and reduce the stress energy this
way (Figure 1c). This growth mode characterized by
the formation of a 2D wetting layer and the subse-
quent growth of (partially relaxed) 3D islands is
called Stranski–Krastanov growth mode.

The driving force for the formation of self-organi-
zed semiconductor nanoislands in heteroepitaxial
growth is the buildup of elastic strain energy in the
stressed 2D layer. As a reaction to this, a partial stress
relaxation by the formation of 3D islands can lower
the free energy of the system. The process of island
formation close to equilibrium is a trade-off between
elastic relaxation by formation of 3D islands which
lowers the energy of the system and an increase of the
surface area which increases the energy. Apart from
the formation of 3D islands, there is another process
which can partially relax the stress of a strained 2D
layer: the introduction of misfit dislocations. This
corresponds to the removal of one lattice plane of a
compressively strained 2D layer. If a lattice plane is
removed in regular distances in the 2D layer, a misfit
dislocation network forms.

Depending on the growth parameters, tempera-
ture, and growth rate, the self-organized growth can
be close to equilibrium or in the kinetically limited
regime. Close to equilibrium, that is, at high-growth
temperatures or low-deposition rates, the occurring
morphology (strained layer or 3D islands or a film
with dislocations) is only determined by the energies
of the particular configurations. The morphology
with the lowest energy will be formed. If the growth
is kinetically limited, the activation barriers are im-
portant. For instance, an initially flat strained layer
can transform to a morphology with 3D islands or to
a film with dislocations. What actually happens de-
pends on the kinetics of the growth process, that is,
on the activation energy for formation of 3D islands
compared to the activation energy for the introduc-
tion of misfit dislocations.

Semiconductor Nanoislands

Stranski–Krastanov growth occurs in InAs/GaAs
growth. An example of InAs nanoislands grown on a
GaAs substrate is shown in the atomic force micros-
copy image in Figure 2. The InAs islands were grown
by MBE at a growth temperature of 800 K. The width

of the islands is 20 nm and the height 6 nm with a
density of 1010 cm� 2. The challenges in the growth of
these semiconductor islands are to grow islands of the
desired size and density and with a high-size uniform-
ity. In general, a higher growth temperature generally
leads to the formation of larger islands; a higher
growth rate leads to the formation of smaller islands.
The size of the islands increases with the coverage.
Often the density of the islands saturates at an early
stage of the growth. These are general trends which
may depend on the material system and the particular
deposition technique. In some cases (self-limiting
growth), the size of the islands saturates and the den-
sity increases with coverage. This kind of growth mode
leads to a high-size uniformity of the islands. The size
uniformity achieved in self-organized growth of sem-
iconductor islands can be as small as B10%. For
optoelectronic applications, the nanoislands have to be
capped (i.e., embedded in a semiconductor to prevent
oxidation of the islands under ambient conditions
where the optic measurements are performed) and care
has to be taken that they change their shape and com-
position during the capping process. The confinement
of charge carriers in all three directions gives rise to
atomic-like energy levels. Quantum dot lasers opera-
ting at room temperature have now been realized. The
islands grown on a flat substrate are usually not or-
dered laterally due to the random nature of the nucle-
ation process. In the following sections, it is shown
how nucleation at specific sites can be achieved.

Lateral Positioning of Nanoislands by
Growth on Templates

On homogenous substrates, the location of the nano-
structured islands formed were not predictable due

0.2
0.4

0.6
0.8 µm

Figure 2 InAs nanoislands grown on a GaAs surface imaged

by AFM. (Courtesy of A Lorke; reproduced with permission from

Warburton RJ (2002) Contemporary Physics 44: 351; & Taylor &

Francis Ltd. (http:www.tandf.co.uk).)
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to the stochastic nature of the nucleation process. It
is desirable to position islands at specific (preselect-
ed) locations. This is desirable if the islands are used
as functional units of nanoelectronic devices. Electric
contacts can be structured easier when the location
of an island is predefined. The approaches are now
discussed where island nucleation occurs not ran-
domly, but at specific locations. These predefined
locations are usually specific sites on regularly pre-
structured substrates. Examples of such prestruc-
tured substrates are: regularly stepped substrates,
facetted substrates, a regular arrangement of dislo-
cations, or long-range surface reconstructions.

An example of ordered nucleation at a prestruc-
tured substrate is shown in Figure 3. Here Ge islands
nucleate above dislocation lines. An SiGe film is
grown on an Si(0 0 1) substrate. At the interface be-
tween the SiGe film and the substrate, dislocations
form. The driving force for the formation of the dis-
locations is the relief of elastic strain, which arises
due to the different lattice constants between the Si
substrate and a Ge/Si film on this substrate. Due to
the crystal structure of the substrate, the dislocations
are aligned in straight lines along the two perpen-
dicular high-symmetry directions of the substrate.
During annealing, the dislocations form a relatively
regular network, due to a repulsive elastic interaction
between the dislocations. Figure 3 shows growth of

Ge islands on this prestructured substrate. Rows of
islands grow preferentially above the dislocation
lines. The nucleation of Ge islands is more favorable
at the relaxed areas above the dislocations, which
have a lattice constant closer to that of Ge than the
strained areas of the SiGe film, where the lattice
constant is confined to that of the Si substrate. Is-
lands have a lower energy if they grow with their
natural lattice constant compared to growth at a
different lattice constant (strained islands). This leads
to a preferred nucleation of Ge islands above the
dislocations. The nucleation does not occur random-
ly at the surface, but simultaneously at sites which
have the same structure. This can lead to a narrower
size distribution than for the growth on unstructured
Si(0 0 1) substrates.

In the case of the growth on a prestructured subst-
rate, another process of self-organization occurs (be-
fore the growth of islands) during the formation of
the regular arrangement of the defect structures.
Here, it is often a repulsive elastic interaction, which
leads to a regular distance between steps or disloca-
tions under equilibrium conditions. Since island nu-
cleation occurs at the defect sites, the distances are
determined by the distances of the defects. Nuclea-
tion at predefined defect sites has two advantages
over the random nucleation. First, the islands are
located at specific sites and second, the size distribu-
tion is narrower due to simultaneous nucleation at
sites with identical environment.

Vertical Stacking of Nanoislands

A nucleation of nanoislands preferentially above
existing ones can be achieved when a new layer of Ge
(InAs) islands is grown on top of an Si (GaAs) spacer
layer. If the spacer layer is sufficiently thin, the nu-
cleation of islands occurs just above pre-existing is-
lands. This vertical stacking of islands is shown in
Figure 4 and can be explained as follows: the lattice
constant of the top part of the Ge islands is increased
close to the bulk constant. Subsequent Si deposition
leads to an increased lattice constant of the Si spacer
layer just above the Ge islands. Upon the nucleation

0 2.5 5.0

µm

7.5 10.0

Figure 3 Ordered nucleation of Ge islands which is prestructured

by an underlying network of dislocations. Image size 7mm.

(Reprinted figure with permission from Shiryaev SY, Jensen F,

Lundsgaard Hansen J, Wulff Petersen J, and Nylandsted Larsen A

(1997) Physical Review Letters 78: 503; & American Physical

Society.)

100 nm

Figure 4 Cross-sectional TEM image of a stack of Ge islands

in 40 nm thick Si spacer layers. The islands are aligned on top of

underlying islands. (Reproduced from Vescan L (1998) Thin Solid

Films 336: 244, with permission from Elsevier.)
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of the next Ge island layer, Ge islands nucleate pref-
erentially at locations on the Si spacer layer where
the lattice constant is closest to the Ge lattice con-
stant. This is just the case above the Ge islands. The
residual strain field of the Ge islands in the lower
layer seeds the nucleation in the upper layer. It was
observed that the size uniformity of the 3D islands in
subsequent layers is improved.

Semiconductor Nanowires

Nanowires on Facetted Surfaces

Some surfaces such as the Si(1 1 3) surface are known
to facet, that is, to form alternating regions with a
very high step density (step bunches) alternating with
flat surface regions. Subsequent growth of Ge can
result in preferential growth of nanowires in the step-
bunch region. This effect is even more pronounced in
Si/Ge multilayers. In Figure 5, a cross-sectional TEM
image of a stack of five alternating depositions of Ge
and Si is shown. Ge nanowires with a thickness of
B4.5 nm and a width of B100 nm are formed. The
formation of these nanowires is explained as a strain
relaxation effect of Ge growing at the step-bunch
regions where it can relax the elastic strain more
effectively than on a compact 2D layer. After growth
of an Si buffer layer, the next SiGe wire structure
nucleates above the previous one. This is a strain-
induced effect similar to the one shown for the ver-
tical stacking of the islands.

Monolayer Thick Wires at Step Edges

Regular surface steps can be used to fabricate mono-
layer thick Ge wires using step-flow growth. Pre-
existing step edges on the Si(1 1 1) surface are used as
templates for the growth of 2D Ge wires at the step
edges. When the diffusion of the deposited atoms
is sufficient to reach the step edges, these deposited

atoms are incorporated exclusively at the step edges
and the growth proceeds by a homogenous advan-
cement of the steps (step-flow growth mode). If small
amounts of Ge are deposited, the steps advance only
some nanometers, and narrow Ge wires can be
grown. A key issue for the controlled fabrication of
nanostructures consisting of different materials is a
method of characterization, which can distinguish
between the different materials on the nanoscale. In
case of the important system Si/Ge, it has been dif-
ficult to differentiate between Si and Ge due to their
similar electronic structure. However, if the surface is
terminated with a monolayer of Bi, it is possible to
distinguish between Si and Ge. Figure 6a shows an
STM image after repeated alternating deposition of
0.15 atomic layers of Ge and Si, respectively. Due to
the step-flow growth, Ge and Si wires are formed at
the advancing step edge. Both elements can be easily
distinguished by the apparent heights in the STM
images. It turns out that the height measured by the
STM is higher on areas consisting of Ge (red stripes)
than on areas consisting of Si (orange stripes). The
assignment of Ge and Si wires is evident from the
order of the deposited materials (Ge, Si Ge, Si and
Ge, respectively in this case). The initial step position
is located right from the grown Ge wires. The step
edge has advanced towards the left after the growth
of the nanowires. The reason for the height differ-
ence in STM between Si and Ge is the different elec-
tronic structure of a Ge–Bi bond compared to an
Si–Bi bond. The apparent height of Ge areas is
B0.1 nm higher than the apparent height of Si
wires (Figure 6b). The width of the Si and Ge wires
is B3.5 nm as measured from the cross section
(Figure 6b). The nanowires are 2D with a height of
only one atomic layer (0.3 nm). Therefore, the cross
section of a 3.3 nm wide Ge nanowire contains only
21 atoms (Figure 6c). The height difference arises due
to an atomic layer of Bi which was deposited initially.
The Bi floats always on top of the growing layer be-
cause it is less strongly bound to the substrate than Si
or Ge. The Si/Ge wires are homogenous in width
over larger distances and have a length of several
thousand nanometers. Different widths of the wires
can be easily achieved by different amounts of Ge
and Si deposited.

Free-Standing Semiconductor Nanowires Grown
by Vapor Liquid Solid Growth

In the VLS method, small catalytic nanoparticles
(often gold) induce the growth of a homogenous rod
of a semiconductor, with the diameter of the rod de-
termined by the nanoparticle. The gold nanoparticles
can be fabricated by heating a thin evaporated gold

SiGe
Si

SiGe

100 nm

25
 n

m

Figure 5 Cross-sectional TEM image of stacked Ge nanowires

grown on a facetted Si(1 1 3) surface. (Reproduced with permis-

sion from Brunner K (2002) Si/Ge Nanostructures. Report of

Progress in Physics 65: 27–72; & IOP Publishing.)
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film, which breaks up and reshapes into nanoscale
droplets. Alternatively, gold aerosol nanoparticles
with sizes of a few tens of nanometers are used. The
gold nanoparticles form a eutectic alloy with the
substrate material (for instance, GaAs). Using MBE
or metallorganic vapor phase epitaxy, nanowires can
be grown. These nanowires are different from the
ones discussed so far, in that they are free-standing
on the substrate and grow vertically. The previously
considered nanowires were epitaxially grown along
their length on the substrate or even embedded into
the substrate during growth.

The VLS method was used for the Si/Ge and the
GaAs material system. This growth method can even
be used to grow semiconductor heterostructures
within the nanowires with atomically sharp interfac-
es. Figure 7 shows an InAs nanowire (green) with
several InP barriers (red). The rapid alternation of
the composition is controlled by the supply of pre-
cursor atoms to the eutectic melt supplied as molec-
ular beams. Of particular interest is the fact, that the
very small cross section allows efficient lateral relax-
ation of the nanowire, thereby providing freedom to
combine materials with very different lattice con-
stants to create heterostructures within the nanowire.
The problem of incorporation of misfit dislocations,
when a critical thickness is exceeded, does not occur
due to the small lateral size of the nanowires. The

VLS method is also used to grow semiconductor
heterostructures, not along the wire, but radial
heterostructures, the so-called core-shell structures.

The synthesis of Si/Ge core-shell nanowires by che-
mical vapor deposition is achieved by the following

InAs

InP

30 nm

Figure 7 Composition profile of an InAs nanowire, containing

several InP heterostructures, using reciprocal space analysis of

lattice spacings with a TEM. InAs lattice spacings have been

color-coded with green and InP spacings with red. (Reproduced

with permission from Björk MT, Ohlsson BJ, Sass T, Persson AI,

Thelander C, et al. (2002) Nano Letters 2: 88.)
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Figure 6 (a) STM image of 2D Ge/Si nanowires grown by step flow at a pre-existing step edge on a Si(1 1 1) substrate. Si wires

(orange) and Ge wires (red) can be distinguished by different apparent heights. (b) The cross section shows the dimensions of the Si

and Ge nanowires. The width of the wires is 3.5 nm and the height is only one atomic layer (0.3 nm). (c) Atomic structure of a 3.3 nm wide

Ge wire on the Si substrate capped by Bi. The cross section of the Ge wire contains only 21 Ge atoms. (Reproduced with permission

from Voigtländer B (2001) Fundamental processes in Si/Si and Ge/Si epitaxy studied by scanning tunneling microscopy during growth,

Surface Science Reports 43: 127.)
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process schematically shown in Figure 8a. Initially
a Ge nanowire is grown by vapor phase epitaxy
growth from a gold nanoparticle. In this case, the
substrate serves only as a support and the nanowires
are not epitaxially connected to the substrate. The
deposition temperature is chosen so low that no
germane (GeH4) is decomposed along the wire and
radial growth is suppressed. Only axial growth oc-
curs by the VLS mechanism at the gold nanoparticle.
Subsequently, a boron-doped Si shell is grown by
CVD. The addition of diborane serves to lower
the decomposition temperature of silane (SiH4) and
‘‘turns on’’ the radial growth. Figure 8b shows a
TEM image of the Ge core (imaged darker) and the
Si shell (lighter gray) with a diameter of B50 nm.
The elemental TEM cross-sectional mapping shown
in Figure 8c shows the radial chemical composition
in a wire (core diameter 26 nm, shell thickness
15 nm). By oxidation of a shell of the radial hetero-
structure, it is possible to build a coaxially gated
nanowire transistor.

Hybrid Systems – Combination of
Lithography and Self-Organized Growth

In hybrid methods, self-organization is combined
with lithographic patterning. In this approach, self-
organization is used to form nanostructures on a
smaller scale than the one accessible by lithography.
Most importantly, the hybrid methods provide a di-
rect contact of nanostructures formed by self-organ-
ization to lithographically patterned structures. As
an example, the self-organized growth of Ge islands
in oxide holes is shown in Figures 9a–9d. The staring

surface is a silicon substrate with a thin oxide layer at
the surface. Electron lithography is used to remove
the oxide and form holes of a diameter of 0.5 mm
where the bare Si surface is exposed. Self-organized
growth of Ge leads to the formation of Ge islands,
which can be smaller than the size scale of the elec-
tron beam lithography. The gas phase growth of Ge
is selective, that is, Ge only grows inside the holes in
the oxide and not on the oxide itself. Figure 9 shows
the nucleation of Ge islands in the holes in the oxide
for different growth temperatures. At lower temper-
atures, the island density is so large that several is-
lands nucleate in one oxide hole. If the temperature is
increased finally, only one Ge island nucleates in each
oxide hole. The size of the Ge island is smaller than
the lithographically defined oxide hole. This ap-
proach is called lithographic downscaling. However,
the positioning of the islands is not perfect. As seen in
Figure 9d, the position of the Ge island inside the
oxide hole is not defined but is rather randomly in
the center or at the corner of the oxide hole. Due to
the fact that the Ge does not grow on the oxide, the
edges of the oxide hole are not sinks for deposited Ge
atoms. Therefore, the Ge adatom concentration is
homogenous across the hole, and the nucleation of
the Ge island is random within the oxide hole. If the
edges of the hole were sinks for Ge atoms (for in-
stance, if the edges of the hole consisted of Si), the
adatom density would have a maximum at the center
of the hole and the nucleation of the Ge islands

(a)
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Shell

(b)

150100500

(c)
Distance (nm)

Figure 8 (a) Schematic of the core-shell growth of a radial Ge/

Si structure (b) TEM image of a Ge/Si core-shell nanowire. Scale

bar is 50 nm. (c) Elemental mapping along the cross section

showing the Ge (red circles) and Si (blue circles) concentrations.

(Reproduced with permission from Lauhon LJ, Gudiksen MS,

Wang D, and Lieber CM (2002) Epitaxial core-shell and core-

multishell nanowire heterostructures. Nature 420: 57.)
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(b)

Figure 9 (a–d) Growth of Ge islands in holes on an oxidized Si

substrate. (Reproduced with permission from Kim ES, Usami N,

and Shiraki Y (1999) Semiconductor Science and Technology 14:

257; & IOP Publishing Limited.)
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would occur preferentially at the center of the oxide
holes.

A simple structure formed by lithographic methods
is a mesa (from the Spanish table), which is a flat
terrace separated from the rest of the wafer by
trenches. A silicon mesa structure is imaged by elec-
tron microscopy and shown in Figure 10. It has been
observed that the growth of Ge on this mesa leads to
preferential nucleation of Ge islands at the mesa
edges. Figure 10 shows a regular alignment of Ge
islands along the mesa edges. This preferred nucle-
ation of islands at the convex part of the surface
profile is quite unexpected. Considering the surface
curvature alone, the chemical potential is lowest at
locations with a concave curvature. Atoms diffuse
toward the lower chemical potential, that is, to the
concave parts of the surface. This reasoning is true
for homoepitaxy. In heteroepitaxy, another contribu-
tion is important: the strain-dependent contribution
to the chemical potential. The convex regions are
most favorable for strain relaxation of the strained
Ge wetting layer covering the Si substrate. Therefore,
the strain contribution to the chemical potential has a
minimum at convex edges. In the current case, this
strain-induced contribution to the chemical potential
overwhelms the curvature contribution and leads to
a minimum in the total chemical potential at the
convex edges. Therefore, these convex edges with a
minimum in the chemical potential provide a favor-
able nucleation site for Ge islands.

Also, nanowires can be fabricated, aligned to
lithographically defined structures. V-grooves can be
defined by lithography and anisotropic wet chemical
etching with a low-etch speed for the crystal plane
forming the side facets of the V-groove. The formation

of nanowires at the bottom of the V-groove is induced
by the self-limiting nature of the growth front of
AlGaAs on the grooved substrate. Vertically stacked
arrays of GaAs/AlGaAs nanowires exhibiting 5–10%
size uniformity have been demonstrated (Figure 11).
The layer structure consists of GaAs nanowires sepa-
rated by Al0.42Ga0.58As barriers. The formation of the
crescent-shaped GaAs wires is based on the formation
of slow-growing side facets along the V-grooves. The
migration of adatoms away from these side-walls
toward the V-groove bottom produces the concave
surface profiles in the corners of the V-grooves.

See also: Epitaxy; Film Growth and Epitaxy: Methods;
Lithography Masks and Pattern Transfer; Luminescence;
Nanostructures, Optical Properties of; Quantum Devices
of Reduced Dimensionality; Scanning Probe Microscopy;
Semiconductor Devices.
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Introduction

Even though the paramount role of semiconductors,
and of silicon above all, in modern technology is
mainly due to their use in electronic microdevices,
the optical properties of these materials are also of
great interest. In particular, many applications of
semiconductors are based on optoelectronic effects:
the transformation of light in electric current (pho-
tovoltaic devices), and the transformation of electric
current in light (semiconductor light emitting diodes
and lasers). Of course, the spectroscopy of semicon-
ductors has been, and continues to be, a subject of
crucial relevance from the viewpoint of basic science
as it allows a detailed study of the electronic struc-
ture of these materials. The field is still in great ex-
pansion, also due to the possibility of growing layers
of different materials on top of each other by mo-
lecular beam epitaxy in order to engineer their elec-
tronic and optical properties.

The following concentrates on bulk properties
rather than on heterostructures, and the focus is on
the optical part of the spectrum due to interband
electronic excitations (possibly assisted by phonon
participation). After discussing general concepts re-
lated to the linear optical response functions, the
corresponding absorption spectra are considered as
they are much less sensitive than luminescence to
extrinsic effects. Excitonic and polaritonic pheno-
mena are also touched upon. Finally, the role of
external perturbations on the optical properties is
discussed (modulation spectroscopy).

The Dielectric Function

Semiconductors are characterized by an energy gap
of the order of the electronvolt (see Table 1) and

correspondingly by an absorption edge in the near
infrared or in the visible below which they are nearly
transparent and above which they are almost opaque.
Actually, a direct measurement of the absorption is
rather difficult as it is so strong when the frequency is
higher than the threshold frequency that no radiation
goes through the semiconductor, except in the case of
extremely thin layers. This difficulty can be overcome
when the optical quality of the surfaces makes it pos-
sible to measure by ellipsometry, both the real and the
imaginary part of the dielectric function as a function
of the light frequency. Alternatively, a measurement
of the reflectivity over a large frequency range with
sufficient accuracy and the application of the
Kramers–Kronig relations allows one to determine
the real and the imaginary part of the reflection co-
efficient. From this, the dispersion and the absorption
can be obtained, establishing the bases for the exper-
imental determination of the optical response of sem-
iconductors and of its theoretical interpretation in
terms of the electronic band structure.

It may be recalled that the normal incidence reflec-
tion coefficient, defined as the ratio between the electric
field of reflected and incident wave, is related to the
complex index of refraction ñ by the Fresnel relation

r ¼ Er

Ei
¼ ñ � 1

ñ þ 1
¼ jrjeiy ½1�

and taking the logarithm

log r ¼ log jrj þ iy ½2�

Since this is an analytic function of the frequency o in
the upper complex plane oþ iZ, the following

Table 1 Energy gap values (in eV) of cubic semiconductors at

room temperature

AlSb (i) CdTe (d) GaAs (d) GaP (i) GaSb (d)

Eg 1.52 1.45 1.43 2.26 0.71

Ge (i) InAs (d) InP (d) InSb (d) Si (i)

Eg 0.67 0.35 1.35 0.18 1.14

(d)¼direct gap; (i)¼ indirect gap.
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Kramers–Kronig relation holds true:

yðoÞ ¼ � 2o
p

P

Z
N

0

logjrðo0Þj
o02 � o2

do0 ½3�

and from the measured reflectivity jrðo0Þj2, yðoÞ can be
obtained, and consequently the real and imaginary
parts of ñ ¼ n þ ik can be derived from [1].

This amounts to the knowledge of dispersion and
absorption since the complex dielectric function is
related to ñ by

*e ¼ e1 þ ie2 ¼ ñ2 ½4�

The dissipation is related to the imaginary parts,
since the absorption coefficient is given by

aðoÞ ¼ 2ko
c

¼ e2o
nc

½5�

while the real part nðoÞ gives the dispersion.
To relate the measured optical constants to the

electronic structure, the coupling dipolar interaction
between the electromagnetic radiation and the elec-
trons is to be considered:

H0ðrÞ ¼ eE � r ½6�

where E ¼ E0e�iot þ En

0e�iot denotes the electric field
of the radiation, and r is the position of the electron
which can make a transition between different elec-
tronic states. One may recall that the transition
probability per unit time between an occupied lower
initial state jiS and an empty higher final state jfS is
given by the Fermi golden rule

P
ð1Þ
i-f ¼

2p
_

j/f jH0jiSj2dðEf � Ei � _oÞ ½7�

In the case of semiconductors, one must sum over
all occupied initial states (valence bands) and empty
final states (conduction bands) in the unit volume to
compute the electromagnetic power dissipated at a
given frequency

WðoÞ ¼ 1

V

X
i; f

_oP
ð1Þ
i-f ½8�

where V is the crystal volume. The absorption co-
efficient is by definition

aðoÞ ¼ dissipated power per unit volume

incoming flux

¼ WðoÞ
ðcnE2=2pÞ ½9�

The imaginary part of the dielectric function, rath-
er than the absorption coefficient, can be directly

calculated as it does not depend on the real part of
the index of refraction. From the above expressions,
one obtains for the dissipative function

e2ðoÞ ¼ 4p2
X
c;v

Z
2dk

ð2pÞ3
j/cckjerjcvkSj2

� dðEcðkÞ � EvðkÞ � _oÞ ½10�

where the wave functions and their energies are given
by a band structure calculation, the integration is
over the first Brillouin zone and a factor of 2, assu-
ming spin degeneracy has been included. Here, as
the wave vector of light 2p=l is much smaller than
the size of the Brillouin zone p=l, being l the lattice
constant, only allowed ‘vertical’ transitions bet-
ween electronic states having the same k have been
considered.

The real part e1ðoÞ is then obtained from the
Kramers–Kronig dispersion relation

e1ðoÞ ¼ 1 þ 2

p
P

Z
N

0

o0e2ðo0Þ
o02 � o2

do0 ½11�

and from the complex dielectric function, the optical
dispersion and absorption properties follow. One
may finally recall that since most semiconductors of
interest (e.g., those in Table 1) are cubic, their optical
response is isotropic as assumed here.

Interband Transitions

The optical absorption in crystals is mostly due to
interband transitions, that is, to the promotion of
electrons from occupied valence bands to empty
conduction bands. Because of the energy conserving
d-function in [10], a singular behavior of the re-
sponse functions is obtained in the vicinity of the
critical points of the Brillouin zone (van Hove
singularities), where for a given couple of conduc-
tion and valence bands

=kðEcðkÞ � EvðkÞÞ ¼ 0 ½12�

In fact, near a critical point it is often a good ap-
proximation to consider the transition dipole matrix
element as a constant. Then, the integral in [10] is
simply proportional to the joint density of states
JðoÞ:

JðoÞ ¼
Z

2d3k

ð2pÞ3
dðEcðkÞ � EvðkÞ � _oÞ

¼ 2

ð2pÞ3

Z
SðoÞ

d2k

jrkðEcðkÞ � EvðkÞÞj
½13�
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where the two-dimensional integral is over a surface
SðoÞ in k-space for which EcðkÞ � EvðkÞ ¼ _o.

The location of critical points in the Brilluoin zone
is mainly (but not completely) determined by sym-
metry considerations. For cubic semiconductors, the
points G, X, L, and W in the Brilluoin zone (see
Figure 1) are always critical points; other critical
points usually occur along lines or planes of symme-
try, but critical points at a generic wave vector k
cannot be excluded. van Hove singularities have been
found in the optical spectra of all semiconductors,
and this has allowed the identification of the critical
point transition peaks and the verification of the
band structure.

A direct gap semiconductor is characterized by
having both the conduction band minimum and the
valence band maximum at the same wave vector k
(typically the G point at k ¼ 0). When the optical
transition between them is allowed, the absorption
edge at a frequency corresponding to the bandgap Eg

is due to the fact that the joint density of states vani-
shes for _ooEg and increases sharply for _oCEg. In
particular, assuming a parabolic dispersion of the
conduction and valence band states for _oXEg

JðoÞp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_o� Eg

q
½14�

This result correctly describes the gross features of
the absorption edge for allowed interband transitions
in direct gap semiconductors. As an example, the
absorption spectrum of InSb near its direct gap is

shown in Figure 2 exhibiting a well-pronounced ab-
sorption edge and becoming opaque at frequencies
_o4Eg with an absorption coefficient aE104 cm�1.

In Figure 3, the entire experimental excitation
spectrum of Ge (the lowest gap of which is indirect,
see below) is compared to that computed, as de-
scribed above, from a pioneering band structure cal-
culation based on empirical pseudopotentials. In
this classical example, not only have the critical
points been identified, but also the full band structure
has been put to test obtaining a satisfactory agreem-
ent with the measured data. From the calculation of
the dipole matrix elements at all points of the Brill-
ouin zone and for all possible transitions to higher
conduction bands, it can be concluded that most of
the absorption is due to transitions to the lowest
empty conduction bands. This fact can also be
proved by verifying the f-sum rule in the optical
range

Z oM

0

oe2ðoÞ doC
2p2e2neff

m
½15�

where in this case the frequency oM is just above the
spectrum in the visible region, and neff is about equal
to the number of valence electrons which take part in
the optical transitions (8 per unit cell in elemental
semiconductors such as Ge).
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Figure 1 Brillouin zone of cubic semiconductors (f.c.c. lattice);
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Figure 2 Absorption edge of InSb. (From the database NSM

maintained by the Ioffe Institute.)
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Phonon-Assisted Transitions

Differently from the case of direct gap semiconduc-
tors such as GaAs and InSb, for Si and Ge, while the
top of the valence band is still at the center of the
Brillouin zone (G point), the minimum of the con-
duction band occurs away from G (close to the X
point along the D line in Si, at the L point in Ge). This
has been clearly observed by cyclotron resonance ex-
periments, but it also shows in the optical properties,
because the electron–phonon interaction makes an
optical transition possible between different points of
the Brillouin zone, the missing (pseudo) momentum
being provided by the phonon emitted or adsorbed.

The probability of an indirect transition can be cal-
culated in the second-order perturbation theory taking
the perturbation interaction to be the sum of [6] and
the electron–phonon interaction. Assuming constant
matrix elements involving the states near the extrema
which give the strongest contribution, one obtains

e2ðoÞp nqono
þ 1

2
7

1

2

� �Z Z
2 dk1 dk2

ð2pÞ6

� dðEcðk1Þ � Evðk2Þ7_ono
ðqoÞ � _oÞ ½16�

where ‘‘7’’ refers to the creation or destruction of a
phonon of mode no with the wave vector qo, which
connects the valence band maximum and the conduc-
tion band minimum.

The summation over the final electronic states
above the edge ð_ooÞ gives an energy dependence
which is different from that of direct transitions, and
precisely

e2ðoÞ ¼ 0 when oooo

e2ðoÞpðo� ooÞ2 when o4oo

½17�

Furthermore, different edges occur in correspond-
ence to each phonon, and their values depend on the
fact that the phonons are absorbed or emitted. At
low temperature, one can only create phonons, and
consequently the edge occurs at higher energy

_oo ¼ Eg þ _ono
ðqoÞ ½18�

At higher temperature, phonons can also be absorbed
with a temperature-dependent probability given by
the Bose–Einstein factor, and the edge is shifted to
lower energy

_oo ¼ Eg � _ono
ðqoÞ ½19�

Indirect transitions are responsible for the weak
absorption tail in Si and Ge, which reflects their
conduction band structures. Figure 4 shows the ab-
sorption tail of Si; a fit to the profile of the indirect
edge gives the frequency of the phonons which make
the transition possible. At higher energies, when al-
lowed direct transitions set in, the contribution of
phonon-assisted indirect transitions to the absorp-
tion is negligible.
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Figure 3 Imaginary part of the dielectric function of Ge: the
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Excitons and Polaritons

The discussion above neglects the attractive interac-
tion between the electron promoted into the conduc-
tion band and the hole left behind in the valence
band. However, their motion is correlated and, in
particular, they can be bound into the Wannier–Mott
excitonic states with an energy below that of the
single-particle energy gap. Due to the large dielectric
constant ðeoE10Þ and the small reduced mass ðm ¼
ðmemhÞ=ðme þ mhÞE0:1 moÞ typical of semiconduc-
tors, the exciton radius ao is much larger than the
lattice constant and the binding energy correspond-
ingly small. In the first approximation, an exciton
turns out to be a ‘‘rescaled hydrogen atom’’ with
binding energies depending only on the principal
quantum number n:

En ¼ Eg �
R�

n2
;

R� ¼ me4

2e2
o_

2
¼ _2

2ma2
o

¼ e2

2eoao
½20�

the exciton Bohr radius ao being larger than 1 nm
and the effective Rydberg R� being typically
B10 meV. Thus, the exciton absorption lines are
typically prominent only at low temperatures, as
shown for GaAs in Figure 5.

The optical resonances below the bandgap corre-
sponding to the excitonic bound states can be de-
scribed by the following complex dielectric constant:

eðoÞ ¼ eb þ
X

n

fn

ðEn=_Þ2 � o2 � igno
½21�

where eb is a background dielectric constant, gn a
phenomenological line width (e.g., due to phonon

scattering), and the oscillator strength fn is pro-
portional to the square of the dipole matrix element
between valence and conduction band extrema and
inversely proportional to the exciton volume
ðfnpðnaoÞ�3Þ.

In correspondence to the excitonic resonances,
when damping processes are small compared to the
exciton–photon coupling, the electromagnetic waves
propagating in the crystal hybridize with the exciton
polarization giving rise to polariton states, that is, the
proper modes of Maxwell’s equations with the die-
lectric function given in [21]. Their dispersion law is
obtained from

o2 ¼ c2

eðoÞ k2 ½22�

giving two branches (upper and lower polaritons)
accompanied by a region of anomalous dispersion
with a strongly reduced group velocity, as shown for
GaAs in Figure 6. In polar semiconductors, having
strong infrared absorption lines due to optical phon-
ons, phonon–polariton states are similarly formed.

Modulation Spectroscopy

In an experimental spectrum, for example, of the re-
flectivity, the van Hove singularities such as those
shown in Figure 3 might be difficult to identify. As
an example, the optical reflectivity of Si in Figure 7
exhibits quite a smooth behavior as a function of
frequency. However, the possibility of employing a
phase-sensitive detection technique in conjunction
with a periodic modulation of an external perturba-
tion improves, on the one hand, the signal-to-noise
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ratio by several orders of magnitude and, on the
other hand, allows to enhance the sharp features
of a spectrum with respect to a smoothly varying
background. Modulation spectroscopy allows one to
directly measure derivative spectra showing very

clearly the stronger singularities in the first (and
higher order) derivatives of, say, the reflectivity as a
function of frequency.

Thus, from the experimental point of view, much
information on the properties of semiconductors
can be obtained by measuring changes induced by
externally applied perturbations. The latter can pre-
serve the symmetry of the crystal (as for hydrostatic
pressure or temperature changes) or lower it (as for
uniaxial stress or electric and magnetic fields), in
which case detailed information on the symmetry
properties of the critical points of the electronic
bands can be obtained. For instance, the reflectivity
of Ge B2.2 eV is dominated by interband transitions
involving states along the L line in the Brillouin
zone: uniaxial stress along the [0 0 1] direction does
not split the degeneracy among the eight [1 1 1] val-
leys, whereas uniaxial stress along the [1 1 1] direc-
tion induces a difference between the two of them
along the stress axis and the other six; in the latter
case, a polarization dependence of the reflectivity is
observed.

One of the most common techniques of modula-
tion spectroscopy is electroreflectance, in which the
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reflectivity is measured while applying an AC electric
field parallel or perpendicular to the sample surface.
The changes in optical constants measured by elect-
roreflectance modulation spectroscopy have a very
simple interpretation in the regime of low applied
fields. In this case, as shown in Figure 8, the spectra
are simply proportional to the third derivative of the
respective optical constant with respect to frequency
according to

DeðoÞpe2F2

m_
1

o2

d3

do3
ðo2eðoÞÞ ½23�

where F is the electric field and m the reduced mass of
the relevant interband transition. The electroreflect-
ance spectra (Figure 8a) show much sharper features
than those obtained by ellipsometry (Figure 8c).
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Introduction

A general introduction to semiconductors has been
provided elsewhere in this encyclopedia. In order to
theoretically describe electronic transitions induced in
a semiconductor by a radiation field, it is first essential
to model the energy eigenstates in a crystal. There-
fore, this article begins with a brief review of the
fundamental assumptions on which the description
of the states of an ideal crystal is based. The effect of
different types of impurities, such as acceptors,
donors, and isoelectronic impurities, which enrich
the spectrum of semiconducting crystals, is considered
next. These are particularly important both from the
fundamental and technological points of view. Finally,
excitonic states, which appear in the crystal spectrum
when electronic transitions between valence and
conduction bands occur, are addressed. Once the full
spectrum is understood, transitions induced by the
radiation are discussed. These bear a strong analogy
with atomic transitions, in particular concerning the
selection rules. This article is restricted to radiation
frequencies close to the fundamental gap, which, for a

semiconductor, is typically of the order of a few
electron volts.

Electronic Band Structures of Crystals:
The Basic Approximations

A crystal consists of a very large number of atoms
arranged in a regular lattice. The lattice structure of
crystals implies that their properties are invariant
under translations in space. In fact, the lattice of any
crystal can be built from a fundamental cell, called
unit cell, by spatial translations along the three
fundamental axes.

In order to obtain the energy levels and the states
of a solid, a number of approximations are intro-
duced. First, the adiabatic (Born–Oppenheimer) ap-
proximation, according to which the electrons
adiabatically follow the slower motion of the nuclei,
allows separation of the equation of motion into two
coupled problems for the nuclei and the electrons.
The approximation relies on the fact that nuclei have
a mass four orders of magnitude larger than the
electron mass and, consequently, that the velocity of
the motion of the nuclei around their equilibrium
positions in the lattice is several orders of magnitude
smaller than that of the electrons. The wave function
of the crystal is then represented as the product of
two wave functions, one for the nuclei and the other
for the electrons, respectively. In the adiabatic
approximation, the Schrödinger equation for elec-
trons is solved in the potential of the nuclei, which
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are frozen in their equilibrium positions. The equa-
tion for the nuclei is then averaged over the electron
motion, which contributes only as a global poten-
tial term. From the viewpoint of transitions bet-
ween electronic states, the equation for the electronic
part of the wave function should be solved, which is
a difficult many-electron problem. Therefore, a
second approximation – the one-electron or Hartree–
Fock approximation – is introduced. The wave
function of N electrons is written as the antisymme-
trized product of N one-electron wave functions,
which is expressed as a determinant (the Slater
determinant).

This approximation implies that the electron–
electron correlations are neglected. The energies
and states of electrons in the crystal are then
calculated by a variational method using the Slater
determinants as a basis. The corresponding Euler
equations have the form of a nonlinear Schrödinger
equation with two self-consistent potentials result-
ing from the electron–electron direct (Hartree) and
exchange (Fock) interaction, respectively. The Har-
tree–Fock approach briefly sketched above leads to
quite cumbersome calculations. Therefore, the so-
called band approximation is introduced. In this case
the basic equation describing the electrons in the
crystal is

p2

2m
þ VðrÞ

� �
cnðk; rÞ ¼ EnðkÞcnðk; rÞ ½1a�

where the nonlocal potential has been approximated
by a local one. Here, V(r) is a periodic potential,
invariant under all symmetry operations of the
crystal. It is the same for all states and is expressed
as follows:

VðrÞ ¼Velectron2lattice þ VCoulomb

þ Vexchange þ Vcorrelation ½1b�

In particular, the Coulomb and exchange compo-
nents of V(r) are calculated using the charge dis-
tribution of the ground state. The last term describes
an approximation to the correlation energy, which is
in general assumed to be proportional to a non-
integral power of the charge density. In the section on
excitons, the limitation of such an approxima-
tion is discussed. The solutions of eqn [1] with
periodic boundary conditions are eigenfunctions of
the Bloch type, that is, cnðk; rÞ ¼ ei k . runðk; rÞ, where
unðk; rÞ is a periodic function, with the periodicity
of the lattice, and the wave vector k belongs to the
first Brillouin zone. The eigenvalues EnðkÞ describe
the energy bands of the crystal. In a semiconductor,
in particular, two bands, called ‘‘valence’’ and

‘‘conduction’’ band, respectively, are well separated,
in energy by the an energy gap Eg. Typically, the
energy gap in a semiconductor varies between 0.5 eV
and 2 eV at room temperature. A very useful model in
this context is the two-band model, which neglects
all bands, except the valence and conduction bands.

Impurity States

The theory sketched so far has considered the states
of a perfect crystal. However, there are situations in
which this picture must be refined, for example,
when foreign atoms (impurities) are introduced into
the crystal lattice. Two specific examples are the
donor and acceptor impurities, and the isoelectronic
impurities, which change the optical properties of the
semiconductor without changing the carrier density.

Shallow Impurities

The effective-mass method for shallow impurities is
illustrated in the case where a foreign atom (donor),
which can release an electron in the conduction band
of the host crystal, is introduced into the lattice. The
translational periodicity of the lattice is broken and
an additional potential originating from the presence
of the impurity atom is introduced. In the one-
electron approximation, the Schrödinger equation
can be written as

p2

2m
þ VðrÞ þ UðrÞ

� �
FðrÞ ¼ EFðrÞ ½2�

where V(r) is, as usual, the potential of the perfect
lattice and U(r) is the additional potential due to the
impurity. The very common case in semiconductor
physics is considered where the electronic states are
very weakly bound to the impurity, for example, in
the case for donor impurities such as arsenic or
phosphorus in germanium. The eigenvalue problem
[2] is solved under the following assumptions.

1. The unperturbed conduction band EcðkÞ is non-
degenerate, has an extremum at k ¼ k0, and is
well separated from the other bands. The corre-
sponding unperturbed Bloch state is denoted by
ccðk; rÞ ¼ ei k . rucðk; rÞ.

2. The perturbation potential U(r) is weak with
respect to Eg and its interband matrix element can
be disregarded.

3. U(r) is a slowly varying function over the crystal
cell, that is, for the Fourier transform of the
potential the inequality ŨðkÞcŨðkþGÞ, where G
is a reciprocal lattice vector and k belongs to the
first Brillouin zone, holds.
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4. The periodic part of the Bloch functions is slowly
varying as a function of k, that is, unðk; rÞE
unðk0; rÞ.

It should be noted that the usual perturbation theory
cannot be used because the unperturbed eigenvalues
En(k) depend continuously on the wave vector k. The
solution of [2] is expanded in terms of unperturbed
Bloch functions,

FðrÞ ¼ V

ð2pÞ3

X
n

Z
jðkÞcnðk; rÞ dk ½3�

Substituting [3] into [2] and projecting the obtained
equation on the unperturbed state ccðk; rÞ, one
obtains the following equation for the envelope
function jðkÞ:

½EcðkÞ � E�jðkÞ þ V

ð2pÞ3

�
Z

dk0/ccðkÞjUjccðk
0ÞSjðk0Þ ¼ 0 ½4�

Substituting in the matrix element of [4], the
approximation for the periodic part of the Bloch
function, that is, unðk; rÞEunðk0; rÞ, as a conse-
quence of the assumptions introduced above, one
obtains /ccðkÞjUjccðk

0ÞS ¼ Ũðk� k0Þ, which is the
Fourier transform of the perturbing potential U(r).
For an isotropic and parabolic conduction band
Ec(k) with an effective mass mc the Fourier transform
of [4] takes the form

�_2k2

2mc
þ UðrÞ

" #
FðrÞ ¼ E FðrÞ ½5�

where F(r) is the Fourier transform of the envelope
function jðkÞ.

For the special case of a screened Coulomb
potential UðrÞ ¼ �e2=eð0Þr, where eð0Þ is the static
dielectric constant and F(r) is a hydrogenic function.
The binding energy in the ground state is the effective
Rydberg Ry� ¼ Ry mc=með0Þ2. For typical semicon-
ductors, Ry�E10 meV. The expression of the im-
purity wave function in terms of the envelope
function is given by [3]. After expanding the Bloch
function around the extremum k0 and performing
the integration over k, one obtains, in first order,

FðrÞ ¼ FðrÞccðk0; rÞ ½6�

This result represents a useful introduction to the
exciton problem, which is discussed in detail in the
next section. In fact, the exciton, which results from
the interaction of an electron in the conduction band

and a hole in the valence band, is described through
an extension of the approach outlined here.

Isoelectronic Impurities

Isoelectronic impurities are substitutional impurities
whose valence state contains the same number of
electrons as the valence state of the atom they
replace. Therefore, in contrast to acceptors and
donors, they do not contribute any additional charge
to the host semiconductor. The isoelectronic impu-
rities are classified by their solubility and by the
presence of discrete levels. Impurities characterized
by discrete levels and limited solubility are said to be
of the first kind, whereas impurities that are widely
soluble and continuously change the band edge are
said to be of the second kind.

Examples of isoelectronic impurities of the first
kind are GaP:N with NP (nitrogen impurity in
gallium phosphide, where NP specifies that a nitrogen
atom replaces a phosphorus atom), CdS:Te with
TeS, ZnTe:O with OTe, and AgBr:I with IBr. The last
of these impurities is the basic component of a
photographic film. These impurities are also called
isoelectronic traps. Ga1� xInxAs and Ga1� xAlxAs are
examples of isoelectronic impurities of the second
kind. These ternary compounds are of special im-
portance because their bandgap can have a range of
values. Isoelectronic traps are used in order to
enhance the optical properties of indirect-gap mate-
rials and are thus widely used in the development of
LEDs and lasers.

The isoelectronic impurities are neutral impurities
and the perturbing potential associated with is short
range, in contrast to the long-range Coulomb
potential of donors and acceptors. As a consequence,
these impurities have a finite number of discrete
levels. Isoelectronic impurities provide scattering and
trapping centers for free carriers and excitons.
Intuitively, the impurity traps a carrier (electron or
hole) and the latter is then trapped by Coulomb
interaction with this complex. A particularly inter-
esting case is that of iodine, which traps a hole from
an electron–hole pair, thus leaving the electron
available for the creation of the latent image in
photographic emulsions. The binding energy of the
isoelectronic impurities is calculated in the frame-
work of the so-called Koster–Slater formalism.

In contrast to the case of the electronic state of
donors, where the perturbing potential is a slowly
varying function over the crystal cell, for isoelec-
tronic impurities the perturbing potential is short
ranged. For example, in the case of AgBr, if a
bromine atom is substituted by chlorine, only when
the electron is very close to the impurity, it ‘‘feels’’ the
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difference between bromine and chlorine atoms. The
donor impurity model has to be modified in order to
describe isoelectronic impurities. The starting point
is eqn [4], as in the case of donor states. In the
present case, the matrix element should be calculated
taking into account the peculiarity of the potential.
To this end, the Bloch functions are expanded in
terms of the Wannier functions. Since the potential as
well as the Wannier function are localized, the matrix
element /ccðkÞjUjccðk

0ÞS is, in first approximation,
a constant independent of k and k0 and is denoted by
Wc; eqn [4] then reads as

½EcðkÞ � E�jðkÞ þ Wc
V

Nð2pÞ3

�
Z

dk0 jðk0Þ ¼ 0 ½7�

Equation [7] for ½EcðkÞ � E�a0 is transformed into

1 þ Wc=ecðEÞ ¼ 0 ½8a�
with

1=ecðEÞ ¼ ð2pÞ�3 V

N

Z
dk

1

½EcðkÞ � E� ½8b�

Figure 1 plots ecðEÞ for energies outside the
conduction band. The horizontal lines indicate the
constant Wc. The eigenvalue equation [8] has a
solution only for sufficiently large jWcj. In this case
the energy E* of the bound state is a solution of

ecðEÞ þ Wc ¼ 0 ½9�

while the wave function of the bound state reads

FðE�ÞðrÞ ¼A
V

ð2pÞ3

X
n

Z
1

½EcðkÞ � E��
� cnðk; rÞ dk ½10�

For example, the above formulation yields a binding
energy of iodine in AgBr to be 26 meV.

Excitons in Bulk Systems

Excitons appear when an electron excited from the
valence band into the conduction band interacts with
the positive excess charge (the ‘‘hole’’) left in the
valence band after the transition. If one restricts
consideration to a two-band model, the band index n
indicates the valence and conduction bands, which
are labeled by ‘‘v’’ and ‘‘c,’’ respectively. The ground
state of the crystal, in this approximation, is thus
given by

Fðr1; r2;y; rNÞ

¼ 1ffiffiffiffiffiffi
N!

p Detfcvðk1; r1Þ;y;cvðkN; rNÞg ½11�

where all the electrons are assumed to occupy
valence band states. It should be noted that the
number of k-values in the Brillouin zone of the
reciprocal space is equal to the number of electrons,
N. Furthermore, the ground state of the system is
always a totally symmetric state with respect to
the symmetry group of the crystal lattice and, in
particular, its wave vector is zero. For simplicity, the
spin degree of freedom is neglected in the simplified
treatment that follows.

In order to derive the excited states of the system,
consider first ‘‘promoting’’ one electron from the
valence to the conduction band. The relevant Slater
determinant is

Fkm;k
0
m
ðr1;y; rNÞ

¼ 1ffiffiffiffiffiffi
N!

p Detfcvðk1; r1Þ?ccðk
0
m; rÞ

?cvðkN; rNÞg ½12�

where ccðk
0
m; rÞ is the wave function of an electron in

the conduction band. The many-electron state has a
total wave vector k ¼ k0m � km , while its energy is
given by Ecðk0mÞ � EvðkmÞ. The state [12], however, is
not a good first excited state. In fact, it has been
assumed that the potential V(r) appearing in [1] is
constructed in a self-consistent way by minimizing
the expectation value of the total Hamiltonian over
the ground state [11]. When an electron is promoted
from the valence band to the conduction band, the
total charge density is modified with respect to the
ground state and, consequently, the state [12] can be
considered only as the zero-order approximation of
the first excited state. The first-order state is obtained
as a linear combination of Slater determinants of the

Emin

E

�c(E )

�c(E )

 Wc

Wc

Emax

Figure 1 Graphic solution of eqn [8a] for two different values of

the matrix element Wc.
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type [12] which diagonalize the total Hamiltonian.
Explicitly, one can write, for an exciton trial function
with zero wave vector k,

Fexc ¼
X
k0

jðk0ÞFk0;k0 ½13�

Normalization of [13] givesX
k0

jjðk0Þj2 ¼ 1 ½14�

The coefficients jðkÞ are chosen by minimizing the
expectation value of the total Hamiltonian. Using the
same approximation as already used in the impurity
problem, that is, unðk; rÞEunðk ¼ 0; rÞ, the eigen-
value equation reads

½EcðkÞ � EvðkÞ � E�jðkÞ
þ
X
k00

jðk0ÞVðk; k0Þ ¼ 0 ½15a�

with

Vðk; k0Þ ¼
Z

dr1 dr2 c
�
cðk; r1Þcvðk; r2Þ

� e2

jr1 � r2j
ccðk

0; r1Þc�
vðk

0; r2Þ ½15b�

Here, the exchange contribution, which is small, has
been neglected. Elementary solutions of [15] can only
be found for two particular forms of the potential
Vðk; k0Þ ¼ V1ðkÞV2ðk0Þ and Vðk; k0Þ ¼ Vðk� k0Þ. In
the first case, the solution describes the localized
Frenkel–Peierls excitons, while, in the second case,
the solution describes delocalized Wannier excitons.
Frenkel–Peierls excitons are found, for example, in
solid rare gases or alkali halides. In the following, the
discussion is restricted to Wannier excitons as found,
for example, in copper oxide and in III–V com-
pounds such as GaAs.

Theory of Wannier Excitons

In order to consider the case of a Wannier or weakly
bound exciton in more detail, assume that its wave
function extends over a region much larger than the
lattice period. Equivalently, the coefficients jðkÞ in
[13] can be assumed to involve only a small range of
k-values around zero. This hypothesis depends, of
course, on the material under consideration and
may be justified only a posteriori. Therefore, it is
convenient to use an effective-mass description of the
energies and Bloch states involved in the exciton
wave function, that is,

EcðkÞ ¼ Eg þ
_2k2

2mc
and EvðkÞ ¼ �_2k2

2mh
½16�

where Eg is the fundamental gap of the semiconduc-
tor, mc and mh are the effective masses associated
with the conduction and valence band, respectively.

The Fourier transform of the integral eqn [15a]

with the kernel Vðk; k0Þ ¼ Vðk� k0Þ ¼ e2=jk� k0j2
yields a hydrogen-like Schrödinger equation for the
function

FðrÞ ¼ O�1=2
X
k

jðkÞexp½ik � r� ½17�

analogous to the case of shallow impurities (see eqn
[5]). In this equation, V=N is the normalization
volume. In this case, the total wave vector of the
exciton state is zero. Thus, under the assumptions
introduced here, a simple picture of the exciton states
is that of an electron which forms a hydrogenic
atom with a positive charged hole in the valence
band. The hole is ideally the vacancy left by the
promoted electron. In reality, this derivation shows
that the exciton is strictly a many-body effect,
which goes even beyond the Hartree–Fock approx-
imation. Nevertheless, the hydrogen-atom picture
is very effective and is widely used. It requires,
however, an important modification in order to be
quantitatively predictive. In a realistic situation, the
electric field between the two charges, which form
the exciton, is screened by the presence of all the
other electrons in the material. This screening
originates from the polarization of the medium
around the charges. The virtual transitions to the
excited states of the system are responsible for this
polarization. Only the transitions to the lower
conduction band have been included in the present
model. In principle, all the electron states belonging
to different bands must be included to obtain the
effect of screening. A quite surprising result is that
this correction can be taken into account simply with
the introduction of a dielectric constant eð0Þ screen-
ing the electron–hole Coulomb interaction term of
the exciton hydrogen-like Schrödinger equation. In
most of the small-gap semiconductors, the dielectric
constant is rather large and takes values around 10.
The two parameters that characterize a hydrogenic
system that is, the effective Rydberg and the effective
Bohr radius, can be written as

Ry� ¼ me4=2eð0Þ2_2; a�B ¼ _2eð0Þ=me2

where m is the reduced mass of the electron–hole
system. The electron–hole exchange interaction,
which has been neglected so far, can be taken into
account in first-order perturbation theory. This
interaction is short-ranged and does not require a
screening dielectric constant as in the case of the
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Coulomb term. Due to the small effective masses of
the conduction and valence bands in most small-gap
semiconductors, and the large dielectric screening,
the effective Rydberg is typically of the order of few
meV only.

Optical Transitions

The interactions between radiation and electrons
in the crystal may introduce transitions from the
ground state to some excited electronic states. These
transitions may occur to higher-energy bands for
direct-gap semiconductors or the impurity or ex-
citonic states. The threshold energy for direct
interband transitions is given by the energy gap,
while the transitions to impurity and exciton states
are similar to atomic transitions and occur for
energies smaller than the energy gap. Electronic
transitions at optical frequencies are well described
in the framework of the dipole approximation. The
electron–field interaction has the form er � E0 cosðotÞ
for a monochromatic field, where er is the dipole
operator. The contribution of the exciton or impurity
states to the absorption coefficient is related to the
transition probability from the ground state to the
excited state induced by the radiation. The transition
probability is a function of the exciting field
amplitude jE0j and is calculated with perturbation
theory leading to a series expansion in powers of
jE0j2. The nth term in this expansion is denoted as n-
photon process. Here only the one- and two-photon
processes are considered. First consider the one-
photon processes which occur under the resonance
condition only. The transition probability depends
on the envelope function jðkÞ and on the matrix
element MðkÞ ¼ e/ccðk; rÞjrjcvðk; rÞS of the dipole
operator between the valence and the conduction
band wave functions taken at the same wave vector
k. For weakly bound impurities or Wannier excitons,
the envelope function is peaked around k¼ 0 and
thus the transition probability is proportional to
jE0j2jMðk ¼ 0Þj2jFðr ¼ 0Þj, where F(r) is defined in
[5] and [17] for impurities and Wannier excitons,
respectively. The excited states considered being
hydrogen-like, the transitions are allowed to s-like
states only. A typical absorption spectrum is shown
in Figure 2 for the case of GaAs.

The optical absorption and emission spectra of
isoelectronic impurities show a characteristic series
of peaks, which arise from the strong electron–
phonon interaction. The strength of the interaction is
due to the localization of the wave function of the
electron in the impurity and to the strong gradient of
the wave function in this region. The absorption and
emission spectra have mirror-symmetric shapes and,

in general, display a partial overlap. The isoelec-
tronic trap ZnTe:O, whose absorption and emission
spectra are specular, as indicated in Figure 3,
represents an exception to this behavior.

When interband transitions are forbidden, that is,
Mðk ¼ 0Þ ¼ 0, it is necessary to take the next order
in the wave vector k in the expansion of MðkÞ around
k¼ 0: MðkÞpk. In this case, the transition prob-
ability is proportional to

jE0j2jkj2
@FðrÞ
@r

jr¼0
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����
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Figure 2 Absorption spectrum of GaAs at 1.2 K near the band

edge. The n¼1, 2, 3 free-exciton peaks as well as impurity lines

[D0–X] of excitons bound to donors are shown. (Weisbuch C and

Ulbrich R, unpublished, adapted from Ph.D. thesis of Weisbuch

C, University of Paris 7, 1977.)
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Figure 3 Absorption and luminescence spectra of CdTe:O at

2 K. ZPL indicates the zero phonon line. (Adapted from

Schwendimann P, et al. (1992) Theoretical description of light

amplification in ZnTe:O: a vibronic-laser material. Physical

Review B 46: 7479–7485.)
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and, therefore, the p-states can be reached. Indeed,
the absorption spectrum of the yellow exciton in
Cu2O as presented in Figure 4 does not contain the
n¼ 1 transition line.

When one-photon transitions are forbidden, and
for intense enough excitation field, two-photon
transitions may occur, provided that the resonance
condition Eexciton ¼ 2_o is satisfied. The two-photon
transition is also realized when two beams of
different frequencies are used. In this case, the
resonance condition Eexciton ¼ _o1 þ _o2 is fulfilled.

Cu2O is particularly interesting because the one-
photon transition can excite only the p-states, while
the two-photon transition may excite s- and d-states,
as indicated in Figure 5.

Finally, for strong photon–exciton coupling, the
perturbation theory fails. The interacting photons
and excitons have to be treated on the same footing,
as indicated in the next section.

Polaritons

The absorption and emission spectra of semiconduc-
tor crystals have been considered in the above
section. The present section outlines how the optical
response of a semiconductor is modified when the
propagation of the radiation field in the semicon-
ductor is considered. Due to the presence of excitons,
the propagation of radiation in a direct semiconduc-
tor shows a peculiar dispersive behavior. This is best
understood through the solution of Maxwell’s
equations in presence of a linear polarization. The
linear response of the exciton with eigenfrequencies
oðkÞ is given by the dielectric function eðk;oÞ ¼
eN þ 4pf 2=ðo2ðkÞ � o2Þ, where eN is the back-
ground dielectric constant and f is the oscillator
strength corresponding to the transition from the
ground state to the 1s state. It is calculated in first-
order perturbation theory corresponding to the one-
photon processes discussed above. The fundamental
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Figure 5 The one- and two-photon spectrum of Cu2O. (a) ‘‘Yellow’’ exciton. One-photon data at 4.2 K. (b) ‘‘Yellow’’ exciton. Two-

photon data at 4.5 K. (c) Splitting of the 1s green line in a magnetic field. (Adapted from Fröhlich D, et al. (1979) Assignment of the even-

parity excitons in Cu2O. Physical Review Letters 43: 1260.)
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Figure 4 Absorption spectrum of the ‘‘yellow’’ exciton in Cu2O

at 1.8 K. Since transitions are allowed only to p-states of this

exciton, the n¼ 1 state is forbidden. (Adapted form Shindo K,

et al. (1974) Exciton-LO phonon scattering in Cu2O. Journal of
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equation is then obtained via the Maxwell equations
and reads r�r� Eþ eðk;oÞk2E ¼ 0. The solution
of this equation for transverse modes, that is,
r � E ¼ 0, is obtained when considering a plane-
wave solution of the electric field,

eðk;oÞ ¼ eN þ eðk; 0Þ � eN
1 � o2=o2ðkÞ ¼

ck

o

� �2

½18�

For each value of k, this is a biquadratic equation
whose solutions correspond to two transverse modes,
called upper and lower polariton modes, propagating
through the crystal. These modes, displayed in Figure 6,
correspond to mixed exciton–photon states.

The upper-branch polariton (photon polariton)
asymptotically approaches the dispersion of the free
photon, whereas the lower-branch polariton (exciton
polariton) similarly approaches the exciton disper-
sion. Polaritons are observed indirectly through
nonlinear spectroscopic tools (Raman scattering,
two-photon absorption). A direct observation of
polariton photoluminescence is not very promising.
Indeed, a polariton is a well-defined state of the
crystal for any value of the wave vector, owing to its
translational invariance. On the crystal surface, the
translational invariance is broken and all polariton
modes are mixed. Therefore, it is not possible to

resolve the polariton luminescence as a function of
the wave vector with sufficient accuracy.

The situation changes when lower-dimensional
semiconductor structures like quantum wells, quan-
tum wires, or quantum dots are considered. Consider
the case of a quantum well. Because of the symmetry
breaking in the direction of the growth of the
quantum well, a single two-dimensional exciton, with
a fixed in-plane momentum, acquires a radiative line
width due to the coupling to the component of the
three-dimensional electromagnetic field. This effect
can be exploited by embedding the quantum well in a
semiconductor microcavity consisting of two dielec-
tric high-reflectivity mirrors. In this structure, only
one photon mode couples to the exciton due to the
large energy spacing between the cavity modes, and
polaritons appear as a consequence of this interac-
tion, which can be detected in the optical response.
Microcavity polaritons form the basis of several
important linear and nonlinear optical properties that
have been the object of many studies in recent years.

See also: Elemental Semiconductors, Electronic States
of; Excitons in Crystals; Optical Absorption and Reflec-
tance; Polaritons; Semiconductor Compounds and Alloys,
Electronic States of; Semiconductors, Impurity and Defect
States in; Semiconductor Optics; Semiconductors, Opti-
cal and Infrared Properties of.

PACS: 71.22þ I, 71.35.� y, 71.35Cc, 71.36.þ c,
71.55.Eq, 71.55.Gs
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Nomenclature

a�B effective Bohr radius (cm)
e electron charge (esu¼ g1/2 cm3/2 s� 1)
E0 electric field (esu¼ g1/2 cm� 1/2 s� 1)
EcðkÞ energy eigenvalue of the conduction

band
Eg semiconductor energy gap (eV)
EnðkÞ energy eigenvalue of the nth band
EvðkÞ energy eigenvalue of the valence band

LP: Ω1(k)

UP: Ω2(k)

TE

LE
�L

�T

ck

k

Figure 6 Schematic representation of the upper (UP) and lower

(LP) polariton originated from Wannier excitons. The transverse

(TE) and longitudinal (LE) excitons are also indicated as well as

the radiation mode. (Adapted from Bassani F, et al. (1986)

Microscopic quantum theory of exciton polaritons with spatial

dispersion. Il Nuovo Cimento 7D: 700–716.)
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f oscillator strength (s� 2)
FðrÞ Fourier transform of the envelope func-

tion
k wave vector
mc conduction band effective mass (g)
mv valence band effective mass (g)
p moment
Ry Rydberg (eV)
UðrÞ impurity potential
ŨðkÞ Fourier transform of U(r)
ucðk; rÞ periodic part of the conduction Bloch

wave function
unðk; rÞ periodic part of the Bloch wave function

uvðk; rÞ periodic part of the valence Bloch wave
function

VðrÞ periodic potential
eð0Þ dielectric constant
eðk;oÞ dielectric function
eN background dielectric function
FðrÞ wave function in presence of an impur-

ity
jðkÞ envelope function
ccðk; rÞ wave function of the conduction band
cnðk; rÞ Bloch wave function of the nth band
cvðk; rÞ wave function of the valence band
m electron–hole reduced mass (g)
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The main characteristics of semiconducting materials
are briefly reviewed. First, semiconductors are treat-
ed in the context of the one-electron band structure
defining the differences with respect to metallic con-
ductors. The same framework is then used to present
basic notions, such as the effective mass, the mobil-
ity, intrinsic and doped materials, and donors and
acceptors. The fundamental mechanism of rectifica-
tion by p–n junctions and a short description of the
main properties of selected group IV and III–V semi-
conducting materials – including direct-gap and in-
direct-gap cases – are then presented. Finally, a short
introduction of the optical properties of semicon-
ductors and their use in light emitting devices and
photon detectors is presented.

Introduction: Insulators and
Semiconductors

All solids fall into broad classes as far as electrical
conduction is concerned: metallic conductors, super-
conductors, insulators, semiconductors, etc. The
insulating character can be caused by electron–elec-
tron interactions, for example, in the Mott insula-
tors. In a one-electron theoretical framework, a solid
is an insulator if the Fermi level falls within the for-
bidden gap that separates the valence band and the
conduction band. At a temperature T ¼ 0 K, no elec-
tron is found in the conduction band and the valence
band is completely filled. Because of the symmetry of
the valence-band states, the overall current created
by the filled valence band is zero.

For T40 K, some electrons can be excited above
the gap and into the conduction band leaving behind
empty valence-band states. Such ‘‘free’’ electrons
have energies close to those of empty states, so that
low-energy excitations – required for electrical con-
duction – become possible. Furthermore, the empty
valence-band states also contribute to conduction.
The insulator thus becomes a conductor, although
with a much lower conductivity than that of a me-
tallic conductor.

For a finite temperature, the number of electrons
thermally excited into the conduction band increases
as the gap width Eg decreases. For Eg values below
B2.5 eV, the material is called a ‘‘semiconductor’’
rather than an insulator.

Semiconductors are the well-known protagonists
of the modern microelectronics industry. This is pri-
marily due to three factors: (1) the possibility of
controlling their conduction properties by ‘‘doping’’
them with suitable impurities; (2) the possibility of
electrically and chemically passivating their surface
with ultrathin layers of insulating materials, thereby
making it possible to integrate a huge number
of microdevices into a single semiconductor slice;
(3) other functions parallel to electrical conduction,
such as light emission and absorption that can be
exploited for specialized devices.

Doping is the most important of the three factors.
In order to understand how it works, the conduction
mechanism in all of its aspects must be analyzed first.
This includes the role of both the conduction-band
(free) electrons and the valence-band empty states.

Effective Mass, Electrons and Holes

Consider (Figure 1a) a simplified one-dimensional
scheme of the band structure of a semiconductor.
The electron energy E is plotted as a function of the
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k-vector (in one dimension, the wave number k);
note that _k is the momentum p or, more precisely,
the ‘‘crystal momentum’’ in the Bloch theorem frame-
work. It can be seen that at T ¼ 0 K, the valence
band is completely filled and the conduction band
empty, corresponding to no conduction.

At T40 K, some electrons are thermally promoted
into the conduction band. Figure 1b, for simplicity,
shows only one of such electrons and the corre-
sponding empty state in the valence band. Figure 1c
shows the corresponding situation when an external
electric field F is applied in the positive direction of k.
The conduction-band electron is subject to a force
� eF, moving to a negative value of k.

The effect of such a force can be treated based on
the fundamental equation of mechanics,

�eF ¼ _
dk

dt
½1�

and based on the definition of group velocity,

vg ¼ 1

_

dE

dk
½2�

Equation [2] gives, in fact,

dvg=dt ¼ð1=_Þðd2E=ðdk dtÞÞ
¼ ð1=_Þðd2E=dk2Þðdk=dtÞ

Combined with eqn [1], this becomes

�eF ¼ m�dvg

dt
½3�

that is, an equation of Newtonian form except that
the electron mass is replaced by an ‘‘effective mass’’
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Figure 1 (a) Simplified one-dimensional scheme of the valence and conduction bands of a semiconductor: E is the electron energy

and k is the wave number. At T ¼ 0 K, the valence band is completely filled, the conduction band is empty, and there is no conduction.

(b) Thermal excitation of an electron to the conduction band leaving an empty state in the valence band. (c) An external electric field F is

applied in the positive direction of k: the conduction-band electron is subject to a negative force �eF that causes a decrease in the

group velocity vgpdE=dk and, therefore, a shift of the electron toward the negative side of the k-axis. The electron has negative charge

and negative vg0 ; therefore, its contribution to the current is in the positive direction as the electric field F. In parallel, all electrons in the

valence band are subject to the force �eF. Since their effective mass m�
p1=ðd2E=dk2Þ is negative, vg increases, and the electrons in

the valence band shift in the negative k-direction, bringing with them the empty state. The ‘‘unbalanced’’ electron symmetric to the empty

state has negative charge and negative group velocity; thus, it again produces current in the same direction as the electric field. (d) The

effects of the empty valence-band state can be visualized in terms of a ‘‘hole’’ with positive charge þ e, positive effective mass �m�, and

positive group velocity jvgj: the dashed line shows its dispersion curve.
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m� defined as

m� ¼ _2

ðd2E=dk2Þ
½4�

In first approximation, the E(k) curve near the min-
imum of the conduction band has a parabolic form
and its second derivative is a positive constant, so
that m� is nearly constant as the real electron mass
although different in value.

According to eqn [3], the effect of the force � eF is
a decrease of vg that corresponds indeed to a shift of
the electron toward the negative side of the k-axis, as
seen in Figure 1c. The shift does not continue indef-
initely since at a certain point, the effects of the ex-
ternal electric field are countered by the scattering
mechanisms responsible for resistivity.

The contribution of the conduction-band electron
to the overall current equals its charge � e multiplied
by its group velocity vg. The electron in Figure 1c has
negative charge and negative group velocity; there-
fore, its contribution to the current is in the positive
direction – the same direction as the electric field F.

Consider now the empty valence-band state in
Figure 1b. When completely filled, the valence band
does not contribute to the current since the electrons
moving in one direction are balanced by those
moving in the symmetrically opposite direction.
The k ¼ 0 empty state in Figure 1b does not change
this situation.

When an external electric field is applied (Figure
1c), all electrons in the valence band are subject to
the force –eF. The effects are again described by eqn
[3]. Note that near a maximum of the E(k) curve, the
effective mass (eqn [4]) is ‘‘negative’’ rather than po-
sitive. Thus, a negative force � eF causes a positive
derivative dvg/dt and an increase of the group velo-
city vgpdE=dk. This means that all the electronic
states in the valence band shift in the negative direc-
tion of the k-axis and bring the empty state with
them as shown in Figure 1c.

The valence-band electron symmetric to the empty
state is no longer balanced and produces a net cur-
rent. This ‘‘unbalanced’’ electron has negative charge
and negative group velocity; thus, it produces a po-
sitive current, again in the direction of the electric
field as the conduction-band electron. The overall
current is given by the sum of two contributions in
the same direction, one from the conduction band
and the other from empty states in the valence band.

The effects of the empty valence-band states can be
treated in terms of the so-called ‘‘holes.’’ This notion
is suggested by the fact that the ‘‘unbalanced elec-
tron’’ in Figure 1c – with negative charge � e,
negative m�, and negative vg – has the same effect on

the current as a hypothetical particle (‘‘hole’’) with
positive charge þ e, positive effective mass �m�, and
positive group velocity �jvgj. The dispersion curve
for this ‘‘hole’’ is shown in Figure 1d. The behavior of
holes is easier to visualize than that of unbalanced
electrons: the ‘‘hole’’ picture is, therefore, universally
adopted when describing semiconductor properties.

In a more realistic picture, the top of the valence
band and the bottom of the conduction band corre-
spond to a maximum and a minimum of the three-
dimensional surface E(k), where k is the k-vector.
The effective mass is not a scalar quantity but a ten-
sor. Furthermore, several E(k) surfaces can be found
near the valence-band top or the conduction-band
bottom, corresponding to different effective masses
of the corresponding electrons and holes.

Mobility

The previous discussion leads to the following form
of the total current density created in a semiconduc-
tor by an external electric field F:

j ¼ �neve þ pevh ½5�

where n and p are the free-electron density and the
hole density; ve is the average free-electron group
velocity caused by the combined effect of the applied
field F and of the scattering mechanisms responsible
for the resistivity (i.e., scattering by impurities or
defects and lattice vibrations); and vh is the corre-
sponding average group velocity for holes. Note that
ve and vh are opposite to each other; thus, the two
terms on the right-hand side of eqn [5] are in the
same direction.

In first approximation, both ve and vh are propor-
tional to the applied field F:

ve ¼ meF; vh ¼ mhF ½6�

The parameters me and mh are called ‘‘electron mo-
bility’’ and ‘‘hole mobility.’’ In a three-dimensional
picture, the mobilities can have directional character.

The combination of eqns [5] and [6] gives

j ¼ ð�neme þ pemhÞF ½7�

The term in parentheses corresponds to the con-
ductivity. Equation [7] implies two basic differences
between a semiconductor and a simple metal. The
first is the presence of two contributions to the con-
ductivity, one from free electrons and the other from
holes. The second difference is the effect of temper-
ature. In a simple metal, the temperature primarily
affects the mobility: as the temperature increases, the
mobility decreases and so does the conductivity. In a
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semiconductor, the temperature affects both the
mobilities and the carrier densities n and p. The sec-
ond effect dominates, producing an increase of the
conductivity as the temperature increases.

Doping

What determines the free-electron concentration n
and the hole concentration p in a semiconductor?
Assume, for now, that the forbidden gap contains no
impurity-related states. Each hole corresponds to an
empty state in the valence-band electron that, in turn,
corresponds to a free electron in the conduction
band. This implies that n ¼ p.

The free-electron concentration n is determined by
the number of occupied states in the conduction
band, determined by the Fermi–Dirac distribution
and specifically by the position of the Fermi level EF

within the gap. Similarly, the position of EF deter-
mines the hole concentration p. The condition n ¼ p
requires EF to be not too far from the middle of the
gap (Figure 2a).

It can be shown that under rather general con-
ditions (law of mass action), the product np is a

function of the temperature, independent of the po-
sition of EF in the gap. The conductivity of a sem-
iconductor depends on the total concentration of
available carriers, nþ p. For a given temperature,
np ¼constant, and the case n ¼ p corresponds to the
minimum value of nþ p.

Therefore, to increase the total carrier concen-
tration, the condition n ¼ p must be violated. This
can be done by doping the material with impurity
atoms.

Consider, for example (Figure 2b), arsenic impu-
rities in a silicon crystal. The chemical bonds in the
pure crystal are formed by sp3 hybridization of four
3s and 3p valence electrons for each atom. An atom
forms chemical bonds with four nearest neighbors;
thus, each bond involves two electrons, one for each
atom. The molecular bonding states of these elec-
trons form the valence band, whereas the antibon-
ding states form the conduction band.

Suppose now that one silicon atom is replaced by
an arsenic atom with five rather than four valence
electrons (Figure 2b). Four of them form chemical
bonds with neighboring silicon atoms and contribute
to the conduction- and valence-band states. The fifth
electron is not engaged in chemical bonding: its state
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Gap

Valence
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E

EF Donor level

E

EF
Acceptor level

SiSi

Si Si

As Bonding
states

Nonbonding state

(a) (b)

(c) (d)

Figure 2 (a) In a semiconductor free from impurities, the condition n ¼ p implies that the Fermi level EF is close to the middle of the

gap. (b) Chemical bonds for an arsenic impurity in a silicon lattice. In pure Si, each bond engages two electrons, one per atom: all four

valence electrons of a tetrahedrally coordinated Si atom are thus engaged. Arsenic has five valence electrons and the fifth one is not

engaged in chemical bonds. (c) The corresponding nonbonding arsenic state has an energy level inside the gap and near the bottom of

the conduction band. Electrons can be thermally promoted from this level to the conduction band: arsenic is thus a ‘‘donor’’ of electrons.

(d) Symmetrically, a three-valent impurity, such as gallium, has an energy level near the top of the silicon valence band and can inject a

large number of holes in the valence band acting as an ‘‘acceptor.’’
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is nonbonding and its energy is intermediate between
the bonding and antibonding states, that is, it falls
in the forbidden gap separating the valence band
from the conduction band (Figure 2c).

Because of the nonbonding character, this electron
can be easily freed from the impurity and promoted
to the conduction band. This implies that the im-
purity energy level is close to the bottom of the
conduction band, as seen in Figure 2c. Thermal exci-
tation allows the impurity to ‘‘donate’’ electrons to
the conduction band, so that the arsenic in silicon is
called a ‘‘donor’’ impurity.

Note that at T ¼ 0 K, there is no thermal excita-
tion at all: the donor electron states are all filled and
the conduction band states are empty. This implies
(Figure 2c) that the Fermi level is no longer close to
the midgap but between the donor impurity level and
the bottom of the conduction band.

Doping by donors leads to a large concentration of
concentration n of impurity-donated free electrons;
the n ¼ p rule is then broken and the total carrier
density nþ p is larger than the minimum value. The
material is called an ‘‘n-type’’ semiconductor, where-
as an impurity–free sample with n ¼ p is called an
‘‘intrinsic’’ semiconductor.

A symmetric mechanism enables three-valent (‘‘ac-
ceptor’’) impurities, such as gallium, to inject a large
number of holes in the silicon valence band, prod-
ucing a ‘‘p-type’’ sample. In this case (Figure 2d), the
impurity has an empty nonbonding state near the top
of the valence band that can capture thermally ex-
cited electrons from the valence band. This produces
empty states in the valence band and, therefore, in-
creases the hole density p. At T ¼ 0 K, the Fermi
level is found to be between the top of the valence
band and the acceptor impurity level.

More sophisticated mechanism enables impuri-
ties with the same valence as the replaced atoms
to also act as donors or acceptors. One good example
of these ‘‘isoelectronic’’ impurities is provided by
five-valent nitrogen replacing five-valent arsenic in
GaAs.

The presence of impurities in a semiconductor is
difficult to avoid, so that the samples naturally tend
to be doped n-type or p-type. Suitable technologies
must be used to control the doping level and change
its character from p to n and vice versa. Particularly
difficult is to obtain samples with low impurity con-
centrations so that n ¼ p, the total carrier concen-
tration nþ p is low, and the material is insulating
rather than conducting. Practically speaking, the n ¼
p condition can be achieved by seeking equal con-
centrations of donors and acceptors rather than low
donor and acceptor concentrations. A material of
this kind is said to be ‘‘compensated.’’

Current Rectification by a p–n Junction

The control of transport properties by doping is a
key ingredient in the manufacture of semiconductor
devices. A simple example is qualitatively discussed
here: the p–n junction, which is a fundamental build-
ing block of many devices. A p–n junction consists of
a semiconductor sample with two different regions,
one n-type and the other p-type (Figure 3a). In prac-
tice, such a system can be fabricated starting from a
sample of one type and then changing the doping of
part of it with a suitable procedure such as gas-phase
exposure.

As seen in Figure 3b, the band diagram of the sys-
tem includes an n-type region (similar to Figure 2c)
and a p-type region (similar to Figure 2d), separated
by an intermediate area called the ‘‘depletion’’
region. Elementary thermodynamics requires the Fer-
mi level (which corresponds to the free energy func-
tion) to be the same everywhere in the sample. As a
consequence, in the depletion region, EF tends to be
close to the midgap and the situation is similar to
that in Figure 2a. This corresponds to low con-
ductivity because of the low total carrier density: the
‘‘depletion’’ of carriers justifies the name of the
region.

Note that free electrons trying to cross from the n-
region to the p-region face an energy barrier EB that
prevents them from doing so. Similarly, holes in the
p-region cannot cross into the n-region because of a
symmetric barrier.

Imagine now that an external voltage bias is ap-
plied to the junction trying to create a current. A bias
in the ‘‘forward’’ direction (Figure 3c), positive on
the p-region and negative on the n-region, decreases
the EB barrier, making it easier for electrons to over-
come it: a current is thus created. A symmetric anal-
ysis leads to the same conclusion for holes. On the
contrary, a ‘‘reverse’’ bias (Figure 3d) increases the
barrier and makes it even more difficult for carriers
to cross the junction so that no or very little current is
created.

The overall effect corresponds to the rectifying di-
ode behavior shown in Figure 3e. Under rather ide-
alized hypotheses, this behavior can be described by
the equation

I ¼ I0 exp
eV

ZkT

� �
� 1

� �
½8�

where I is the current and V the applied voltage
bias, k the Boltzmann constant, and Z the so-called
‘‘ideality factor’’ (Z ¼ 1 for the most ideal case); note
that for a strong reverse (negative) bias, IB� I0, the
so-called ‘‘saturation current.’’
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This description is, of course, oversimplified.
However, it is suitable to understand the basic facts
and, in particular, the crucial role of doping in the
fabrication of devices. In modern microelectronics,
other building-block devices are fundamentally im-
portant in addition to the p–n junction, in particular,
the field-effect transistor.

Examples of Important Semiconductors

The most important semiconductors for industrial
applications are the elemental group IV materials,
such as silicon and germanium, and some III–V

binary compounds, such as GaAs, GaP, InP, and
GaN. Other classes of compounds include interesting
semiconductors for specialized applications but none
of them has a technological impact comparable to
group IV or III–V materials. Furthermore, the mi-
croelectronics industry is dominated by the silicon-
based technology, whose impact in market terms, is
much stronger than all the other semiconductors put
together. This is due to several factors – in particular
passivation, crystal growth, and crystal refinement –
that greatly facilitate silicon-based manufacturing
and make it possible to reach advanced performance,
extreme miniaturization, and massive integration.
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Figure 3 (a) A p–n junction consists of a semiconductor sample with two different regions, n-type and p-type. (b) In the corresponding

band diagram, the n-region (similar to Figure 2c) and the p-region (similar to Figure 2d) are separated by a ‘‘depletion’’ region. There,

EF tends to be close to the midgap as in Figure 2a, corresponding to low conductivity. Free electrons trying to cross the depletion region

are blocked by the energy barrier EB; a symmetric conclusion is valid for holes. (c) An external voltage bias applied in the ‘‘forward’’

direction decreases the barrier EB, making it easier for electrons and holes to overcome it and generating a current. (d) A ‘‘reverse’’ bias

increases EB and generates no current. (e) The corresponding typical current–voltage curve of a rectifying diode.
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Silicon and Germanium

Both these elemental semiconductors have the cubic
structure of diamond shown at the top of Figure 4.
Each atom is tetrahedrally bound to four nearest
neighbors.

The band structures of the two materials are
shown in the middle and bottom parts of Figure 4.
Specifically, the three-dimensional dependence of the
energy E on the k-vector is shown along two high-
symmetry crystallographic directions of k, /1 1 1S
and /1 0 0S.

It is important to note that for both band struc-
tures, the bottom of the conduction band and the top
of the valence band of germanium occur at two dif-
ferent values of the k-vector. The corresponding gaps
are called ‘‘indirect,’’ whereas, when the bottom of
the conduction band and the top of the valence band
occur at the same k-value, the gap is said to be ‘‘di-
rect’’ as seen in the GaAs band structure in Figure 5.

The direct or indirect character of the gap strongly
influences the physical properties of the material. For
example, the excitation of electrons across the gap
implies no change of the k-vector for a direct gap,
whereas the contrary is true for an indirect gap. This
also implies that the excitation across an indirect gap
requires a change in the crystal momentum and
therefore, a suitable third party, such as a lattice
vibration, to guarantee the conservation of the crys-
tal momentum.

It should also be noted that for both the Si and the
Ge band structures, there are two E(k) curves near
the top of the valence band. Holes can belong to
either curve and can have two different effective
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Figure 4 Top: the characteristic tetrahedrally coordinated cubic

diamond crystal structure of silicon and germanium. Middle: band

structure of silicon along the /1 1 1S and /1 0 0S directions of k.

Note that an ‘‘indirect’’ gap occurs when the conduction-band
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imum. Bottom: the band structure of germanium with its indirect
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masses. Equation [4] shows that the effective mass is
proportional to the reciprocal of the curvature of
E(k). Therefore, a small curvature means a large ef-
fective mass and vice versa. Accordingly, the two
valence-band E(k) curves are called ‘‘heavy hole’’
band (H) and ‘‘light hole’’ band (L).

The following are the values of some important
parameters of Si and Ge (the effective masses are
expressed in terms of free electron mass me):

Si Ge

Eg (300 K) 1.12 eV 0.66 eV
Electron effective masses 0.98, 0.19 1.59, 0.08
Hole effective masses

(heavy and light)
0.49, 0.16 0.33, 0.04

The two values for the electron effective masses
correspond to the ‘‘longitudinal’’ and ‘‘transverse’’ ef-
fective mass. This distinction corresponds to the fact
that the conduction-band minimum is not isotropic in
three dimensions and that the second derivative in the
denominator of eqn [4] is different in different direc-
tions. The longitudinal mass corresponds to the
derivative along the crystallographic direction where
the minimum occurs, whereas the transverse mass
refers to directions perpendicular to it.

III–V Compounds

Materials in this class exhibit a wide spectrum of
properties of interest for practical applications.
Figure 5 (top) shows the typical zinc blende crystal
structure of many III–V compounds. This structure is
closely related to that of diamond, with two atomic
species rather than one.

The middle and bottom parts of Figure 5 show the
band structures of two particularly important III–V
semiconductors, GaAs and GaP. There are some sim-
ilarities with respect to the Si and Ge band structures
of Figure 4, such as the heavy-hole band and the
light-hole band. Note that the gap is direct in the case
of GaAs and indirect for GaP.

There are some important parameters for GaAs,
GaP, and for two other important III–V semiconduc-
tors, InP and GaN (in the zinc blende structure, GaN
is also found in the wurtzite structure):

GaAs GaP InP GaN

Eg (300 K) 1.42 eV 2.26 eV 1.34 3.3 eV
Electron effective

mass
0.06 0.22 0.08 0.13

Hole effective
mass

0.51,
0.108

0.79,
0.14

0.6,
0.09

1.3,
0.19

Light Emission and Absorption

The presence of a forbidden gap in the band structure
of a semiconductor has an immediate impact on its
optical properties: without taking into account the
impurities, electronic transitions cannot cause the
emission or absorption of photons of energy smaller
than Eg. Note, from the previous section, that the
gaps of Si and Ge correspond to the energies of in-
frared photons, such as those of GaAs and InP. On
the contrary, the GaP gap falls in the visible and the
GaN gap near the border between the ultraviolet and
visible regions.

Figure 6 shows the absorption coefficient of silicon
plotted in the photon energy range near the gap-
width value Eg. It is seen that the absorption has
indeed a rapid increase at the Eg-threshold. Note that
silicon is an indirect-gap material: the edge would be
even sharper for a direct-gap semiconductor. The
form of the absorption coefficient after the threshold
can be justified in terms of the available initial and
final states for the photon-excited transitions of elec-
trons from the valence band to the conduction band.

The symmetric process of photon emission takes
place if electrons are injected in the conduction band.
The transition from the excited conduction-band
states to unoccupied valence-band states can be vis-
ualized as the ‘‘recombination’’ of electrons and
holes.

Real optical processes are often more complicated
than suggested by the above picture. For example,
this is a one-particle picture that includes no inter-
action between the electrons. In reality, the electrons
do interact, in particular, the free electrons in the
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conduction band and the electrons in the valence
band. This causes the so-called ‘‘excitonic effects.’’

The simplest case of the excitonic effects is the for-
mation of ‘‘Wannier excitons,’’ in which the interac-
tion is visualized as the formation of bound states
between free electrons in the conduction band and
holes in the valence band. A Wannier exciton can thus
be imagined as a hydrogen-atom system in which the
proton is replaced by a much lighter hole. The Wan-
nier electron–hole pair is sufficiently delocalized to
treat the system in terms of electron and hole effective
masses (the contrary is true for the opposite limit of
localized ‘‘Frenkel’’ excitons). In the hydrogenic pic-
ture, the proton mass is replaced by the reduced-mass
combination of the effective masses. Furthermore, the
vacuum dielectric constant is replaced by the dielec-
tric constant of the semiconducting material.

The excitation of an electron from the valence
band can take place in two different ways: either by
forming an exciton or by entirely freeing the electron
into the conduction band. The latter situation corre-
sponds to the ionization continuum of the hydrogenic
exciton, whereas the former corresponds to its 1s
ground level. Correspondingly, in the absorption
spectrum, the ‘‘continuum’’ above the Eg edge is pre-
ceded by an exciton absorption line (or by a series of
lines corresponding to different hydrogenic levels).
The detection of excitonic lines requires sufficient
spectral resolution and low temperature to avoid
thermal broadening; otherwise, the excitonic effects
are only observed as modifications of the one-electron
absorption spectrum.

Figure 7a shows a typical excitonic line absorption
spectrum taken on GaAs at low temperature. Note
the temperature-induced shift of the Eg edge with
respect to the values reported above.

The situation becomes more complicated when the
gap is not direct as for GaAs, but indirect. As already
mentioned, the optical transitions must be assisted by
a suitable ‘‘third party’’ to guarantee the conservation
of the (crystal) momentum. Lattice vibrations (i.e.,
phonons) can play such a role. Figure 7b shows the
absorption edge of indirect-gap GaP with several
features related to the intervention of specific phon-
ons that absorb part of the photon energy and
provide the necessary momentum.

Excitonic effects also affect the photon emission
processes. Such processes are very important for the
realization of ‘‘optoelectronic’’ devices, such as light-
emitting diodes (LEDs) and semiconductor lasers. In
most cases, in such devices the so-called ‘‘bound’’
excitons, those related to impurities, are the ones that
are more significant.

Impurity levels in the forbidden gap allow the ab-
sorption and emission of photons of energy smaller

than the gap. This has important repercussions on
the corresponding optoelectronic devices. Consider,
for example, the case of GaP: its room-temperature
gap, 2.26 eV, would correspond to the ‘‘green’’ visible
photons. The corresponding LEDs would produce
light with excellent visibility since the peak of the
human eye response occurs for such photons.

Unfortunately, the emission of photons from pure
GaP is rather ineffective, since the indirect gap re-
quires the intervention of phonons, and this leads to
lower electron–hole recombination rates. Doped GaP
is much more effective and is commonly used in
LEDs. However, its emission no longer occurs in the
green but at lower photon energies in the red, where
the human eye is less efficient.

It is also possible to remove the effects of the GaP
indirect gap by using an intermediate composition
between GaP and direct-gap GaAs, that is, GaAs1 – x

Px. With a suitable choice of the concentration (the
x-value), the material has a direct gap. However,
the gap width is shifted from the ‘‘green’’ value of
GaP toward the infrared value of GaAs and the
emitted photons are once again at lower energies
than the green.
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From this brief discussion, it is clear that the ideal
material for LEDs should have a very large gap and
should be suitable for doping with different types
of impurities. Such impurities would correspond to
optical transitions at different photon energies small-
er than the gap, ideally covering the entire visible
spectrum. In this way, a single material could emit
different colors and could be used in integrated
devices for variable color emission.

Among the III–V semiconductors, the best candi-
date for this role is GaN. It is seen, indeed, that its
gap falls near the visible–ultraviolet border. Doped
with suitable impurities, GaN could emit blue light
as well as light at lower photon energies.

The technology of GaN, unfortunately, is much less
developed than that of GaAs or GaP (not to mention
the extremely sophisticated technology of silicon). In
recent years, however, substantial improvements have
led to the fabrication of efficient GaN-based blue-
emitting devices. Further improvements are foreseen
so that the GaN technology is quite promising for
versatile optoelectronic devices.

Figure 8a schematically shows a simple type of
LED based on a forward-biased p–n junction. As
noted already, the forward bias lowers the barriers
for electrons and holes. Electrons from the n-region
can cross the junction into the p-region, where they
find a large density of holes. The electron–hole re-
combination causes the emission of photons.

Symmetrically, the reduced barrier for holes ena-
bles some holes to move from the p-region to the
n-region. There, they find a large density of free
electrons: once again, the electron–hole recombina-
tion can give rise to photon emission.

The p–n junction is also the building block of an-
other important optoelectronic device: the light de-
tector or photodiode. Figure 8b schematically shows
how it operates. In this case, the p–n junction is
reverse biased, so that normally very little current
flows through it.

When a photon beam with photon energy larger
than the gap width illuminates the junction, photon
absorption can excite electrons into the conduction
band of the p-type region. Some of these photo-
injected free electrons reach the interface region
where they find a suitable voltage to move into the
n-type region. In this way, the photon beam pro-
duces a photocurrent that can reveal its arrival on the
diode.

For solar cells, some photodiodes are optimized
for the detection of a large part of the solar spectrum.
They allow the direct conversion of solar energy into
electric power, providing an interesting alternate
source of energy of increasing importance.

See also: Effective Masses; Electrons and Holes; Exci-
tons: Theory; Light Emitting Diodes; Metals and Alloys,
Electronic States of (Including Fermi Surface Calcula-
tions); Metals and Alloys, Impurity and Defect States in;
Optical Instruments; Organic Semiconductors; Semicon-
ductor Devices; Semiconductor Lasers; Semiconductors,
Electronic Transitions in; Semiconductors, Optical and
Infrared Properties of.

PACS: 61.82.Fk; 71.20.Mq; 71.20.Nr; 71.55.Cn;
72.80.Cw; 72.80.Ey; 81.05.Cy; 81.05.Ea
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Figure 8 Simple types of semiconductor optoelectronic devices

based on the p–n junction. (a) The forward bias of LED lowers the

barriers for electrons and holes that can cross the junction rea-

ching the opposite region, recombining and emitting photons.

(b) Due to the reverse bias in the photodiode, very little current

normally flows through the device. When photons with energy

larger than the gap illuminate the junction, they can excite elec-

trons into the conduction band of the p-type region. Some of

these free electrons reach the interface region where they find a

suitable voltage to move into the n-type region. The photons thus

produce a current that is used to detect them.

320 Semiconductors, General Properties



Further Reading

Ashcroft NW and Mermin ND (1976) Solid State Physics. Pacific
Grove: Brooks/Cole.

Grosso G and Pastori Parravicini G (2000) Solid State Physics.
Amsterdam: Academic Press.

Harrison WA (1980) Electronic Structure and the Properties of
Solids. New York: Freeman.

Kittel C (1995) Introduction to Solid State Physics. Hoboken: Wiley.

Seeger K (1999) Semiconductor Physics: An Introduction. New

York: Springer.

Sze SM (1981) Physics of Semiconductor Devices. Hoboken:

Wiley.
Wenckebach WT (1999) Essentials of Semiconductor Physics.

Hoboken: Wiley.

Yu PY and Cardona M (2001) Fundamentals of Semiconductors:
Physics and Materials Properties. New York: Springer.

Semiconductors, History of
F Bassani and G C La Rocca, Scuola Normale
Superiore, Pisa, Italy

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The so-called information or computer super-
highway has led in modern society to a transforma-
tion comparable to the industrial revolution of the
nineteenth century. This recent informatic revolution
developed in the second half of the twentieth century
as a consequence of the scientific knowledge of the
microscopic world, conceptually based on quantum
mechanics, and originated from the understanding of
the electronic processes in a particular class of solids,
known as semiconductors.

The existence of materials of this kind, which are
poor insulators as well as poor conductors, had been
noticed by Alessandro Volta (1745–1827) in the
course of his studies on electricity at the end of the
eighteenth century. The most common compounds of
this kind were Ag2S, PbS (galena), ZnS, CdS, ZnSe,
and CdSe. Today, the most important semiconductor
is silicon (Si), introduced by Antoine–Laurent Lavo-
isier (1743–1794) at the end of the eighteenth cen-
tury as a component of sand (silex), and isolated by
Joseph–Louis Gay–Lussac (1778–1850) and Jöns
Jacob Berzelius (1779–1848) at the beginning of
the nineteenth century.

The theoretical understanding of the physical phe-
nomena which occur in semiconductors started in the
1930s and was developed throughout the rest of the
last century, leading to new concepts of fundamental
relevance, particularly in the field of many-body
physics and light–matter interaction, and opening the
way to new applications with the extreme miniatur-
ization of the electronic and optoelectronic devices.
At present, the semiconductor industry plays a cru-
cial role in the economic system of every technologi-
cally advanced country, and is in constant growth

because it satisfies the ever-increasing need to execute
complex calculations, and to store and transmit in-
formation.

The development of the scientific and social his-
tory which led to these results is a fascinating subject
and a prominent example of the strict interplay be-
tween physics and technology. An attempt has been
made to briefly indicate its main points.

The Origins

The first observation of a poorly conducting behavior
is due to Stephen Gray (1666–l736) who noticed
how wet cork put in contact with charged glass is
able to attract objects. The concept of electrical con-
ductor (conducteur d’ électricité) was subsequently
introduced by Jean-Théophile Desaguiliers (1683–
1744) in a communication to the Académie Royale
des Belles Lettres et Arts (Bordeaux, 1742).

However, it was Volta who found, during his stud-
ies on the transport of electricity from one body to
another, that a large number of substances were poor
insulators and poor conductors. He introduced the
notion of imperfect conductor for such materials
using the term semi-insulators (semicoibenti) to de-
fine substances ‘‘which are actually permeable to the
electric fluid, but oppose a strong resistance to its
passage.’’

When intense electrical currents became available
thanks to Volta’s pile, Humphry Davy (1778–1829),
the father of electrochemistry, could carry out ex-
periments on the conductivity of common metals
(Cu, Ag, Fe, Pt, etc.), observing that in all of them it
decreases with increasing temperature. His pupil
Michael Faraday (1791–1867) extended the con-
ductivity measurements to nonmetallic materials
(oxides, carbonates, sulfates) and, in particular, to
HgI2, and discovered that the increase of temperature
produces in them a great increase of the conductivity,
contrary to what happens in metals. The data of
Faraday and later data on Ag2S and Cu2S by Johann
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Wilhelm Hittorf (1824–1914) have been reexamined
by George Busch, who found that they were in agre-
ement with an exponential increase of conductivity
with increasing temperature, as shown in Figure 1.

Understanding this phenomenon was the subject of
a long debate. Contrary to the case of ionic crystals
where the electrical conductivity was due to the flow
of ions made possible by vacancies as found by Jakov
I Frenkel, Carl Wagner, Walter Schottky, Walter Jost,
and Robert W Pohl in the early 1920s, in the case of
these materials no appreciable weight change was
observed at the electrodes. It is useful to remember
that the current density can be written as

J ¼ sE ¼ nemE ½1�

where the conductivity s depends on the density n of
the charge carriers and on their mobility m. To un-
derstand the process of electrical conduction, it is
necessary to measure with precision, besides the
charge e, the density of carriers n. This became pos-
sible after 1879, thanks to the discovery by Edwin H

Hall (1855–1938) that the current in the presence
of a magnetic field perpendicular to the flux direc-
tion produces an electric field orthogonal to them
and proportional to the current and to the magne-
tic field such as to compensate the deflecting Lorentz
force. The proportionality constant is given by 1/nec
and from its measurement, the sign and density of
the charge carriers can be obtained, taking the ele-
mentary charge for e. This was crucial to determine
that in metals and semiconductors the electrical cur-
rent is carried by electrons, as shown by Carl V E
Riecke (1845–1915) in 1901 at the University of
Göttingen, who found that the charge-to-mass ratio
obtained from the Hall effect measurements was
consistent with the value e/m found by Joseph J
Thompson in 1898 for electrons in vacuum. While
Riecke and Paul Drude (1863–1906) formulated the
model of free-electron conductivity in metals, Johann
Koenigsberger (1874–1946) introduced, in 1913, the
assumption that in semiconductors the conductivity
is thermally activated with a material-dependent
activation energy.

An important and, for a long time, unexplained
result was found by Karl Baedeker (1877–1914) in
CuI in 1909, and later on by Orso Maria Corbino
(1876–1937) in other substances: the Hall constant
changed sign and showed an anomalously low con-
centration of carriers, yet with a large current. Now
it is known that this is due to the presence of two
types of carriers (negative electrons and positive
holes), both of which contribute to the current, but
partly compensate each other in the Hall effect.

The early studies of semiconductors were partic-
ularly challenging because the experimental results
were poorly reproducible due to the uncontrolled
presence of impurities. This gave the semiconductor
physics a bad reputation, to the point that Wolfgang
Pauli (1900–1958) called it ‘‘dirty physics.’’ Only the
possibility of producing relatively pure substances
during and after the second World War allowed one
to overcome such problems and start the modern
physics of semiconductors.

Two important properties of semiconductors were
empirically discovered in the nineteenth century. Fe-
rdinand Braun (1850–1918), the discoverer of cath-
ode rays and who shared the Noble prize with
Marconi in 1909, observed in 1874 the rectifying
behavior of galena and of other semiconducting
crystals, namely the fact that in a metal–semicon-
ductor contact, the current flows easily only in one
direction and not in the opposite one. William G
Adams and Richard E Day, in 1877, discovered the
photovoltaic effect in Se, that is the appearance of a
potential difference (open circuit) or of an electrical
current (closed circuit) due to the absorption of light.
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Figure 1 Conductivities of Cu2S and Ag2S as a function of

temperature. It is to be noted that the change of slope in Ag2S at

Tc ¼ 443 K is due to a phase transition.
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Both effects were used for important technological
applications: the rectifying diodes were used as effi-
cient detectors of radiowaves, and photovoltaic
devices were used as exposimeter in the photogra-
phic process.

Detectors of Electromagnetic Waves

The electromagnetic waves, produced by Guglielmo
Marconi (1874–1937) and co-workers, were initially
detected by the coherer, a glass tube containing loose
metal filings or mercury drops making contact with
two electrodes; in the presence of the electric field of
the wave, the conductivity increased and the tube
acted as a detector. At the beginning of the last cen-
tury, semiconductor rectifiers were used in order to
obtain the electroacoustic transformation of radio
waves and to allow earphones to be used. Though
less sensitive than the coherer, crystal diodes soon
came to be of general use as radiowave detectors.
They were later substituted by vacuum tubes, which
had better performances and gave more reproducible
results. The vacuum tube also gave the possibility of
amplifying the current, using a grid (triode). How-
ever, semiconductor diodes were never completely
abandoned as they required no additional circuitry to
produce the electron current.

Semiconductor diodes came to acquire utmost im-
portance when it was necessary to detect microwaves
of a few centimeters of wavelength for which
vacuum tubes were not adequate. In particular, the
use of silicon crystal and tungsten diodes in connec-
tion with the development of radar technology was
introduced in 1939 by two young British, Denis
Robinson and H W B Skinner, who also employed
such diodes as nonlinear elements in a heterodyne
circuit to reduce the frequency of the return signal
and allow for subsequent amplification.

During the war, further progress was made in the
US at the Radiation Laboratory of MIT and at the
Du Pont company by producing silicon and ger-
manium crystals of high purity doped with control-
led amounts of impurities. A historical I–V curve of a
silicon–tungsten diode is shown in Figure 2.

At the same time as at General Electric, at the
University of Pennsylvania and at the Bell Telephone
Laboratories, a research program was started on ger-
manium, a semiconductor similar to silicon, but with
a higher carrier mobility. In this case, very precise
measurements of the Hall effect and the activation
energy were made. The conductivity activation energy
in the intrinsic regime was found to be 0.33 eV, while
at lower temperatures, it was determined by the
impurity content. Similar results were valid also for
silicon, with an activation energy of 0.6 eV.

Since then, the technological interest for semicon-
ductor crystals became predominant, and special at-
tention was focused on crystals of group IV as well as
III–V and II–VI compounds of particular simple sym-
metry (each atom at the center of a regular tetrahe-
dron). Semiconductor physics after the second World
War, was mainly developed by the group of Frederick
Seitz at the University of Pennsylvania, and of Karl
Lark-Horovitz at Purdue University, as well as at Bell
Laboratories, clearly indicating the interest in the use
of germanium in telecommunications.

Theory of Electronic Processes

The theoretical understanding of electronic processes
in semiconductors developed gradually after the
advent of quantum mechanics in the 1920s. The ba-
sic concept is that energy bands are available states
for electrons in crystals. A theorem proved by Felix
Bloch (1905–1983) in 1928 shows that the eigen-
functions of the Schrödinger equation in a crystal,
and the corresponding available energies depend on
the good quantum number k in reciprocal space.
Such k-vectors are uniformly distributed in the first
Brillouin zone of the reciprocal space and their
number equals that of the elementary cells in the
crystal (half the number of atoms in Si and Ge, which
have two atoms per unit cell). The energy values
available to the electrons are organized in bands
En(k), each k-vector corresponding to a de Broglie
wavelength l ¼ 2p=k and a momentum _k of the
electron. Such energy bands can be associated to the
atomic states to which they would reduce if the in-
teratomic distance were greatly increased.
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Figure 2 Historical I–V curve of a silicon–tungsten diode.

(Adapted from Torrey HC and Whitner CA (1948) Crystal Rec-

tifiers. McGraw-Hill.)
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The second basic concept is the exclusion principle
introduced by Pauli in 1925 which states that each
state can be occupied by one electron only (two
electrons if spin is taken into account). Such a prin-
ciple was formulated to account for the chemical
properties of the atoms, but it turned out to explain
the electronic properties of metals, insulators, and
semiconductors, as shown conceptually by Alan H
Wilson in 1931 while he was at Lipsia in the group
of Werner Heisenberg. At zero temperature, in fact,
electrons fill up the states of lower energy up to the
Fermi level. At higher temperature, they follow the
Fermi statistical distribution and some of them oc-
cupy higher electronic states. The totally filled bands
cannot give any contribution to the current flow be-
cause of the exclusion principle. In metals, the Fermi
level is inside a partly occupied band, and this allows
the electron of that energy to transfer onto nearby
empty levels with a behavior similar to that of free
electrons. In insulators, totally occupied bands are
separated from empty ones by an energy gap Eg,

sufficiently wide to prevent the presence of electrons
in higher bands at any temperature below the melting
point. Semiconductors are insulating at very low
temperatures, but their energy gap Eg is sufficiently
narrow (typically less than 2 eV) so that at high tem-
peratures a number of electrons per unit volume can
be in the normally empty conduction band above the
Fermi level. Such electrons behave as electrons in
metals and are responsible for a current flow in the
presence of an applied electric field.

For the purpose of illustration, Figure 3 shows the
energy bands of silicon computed with appropriate
mathematical techniques in the 1950s by various
authors (C Herring, F Hermann, T O Woodruff, F
Bassani), and computed since then again and again
with ever-increasing accuracy. One can observe that
the eight valence electrons per unit cell (four for each
of the two atoms) fill up all the states of the four
lowest bands up to the maximum G250 at k ¼ 0, and
the gap Eg ¼ 1:2 eV separates these states from the
conduction band minimum in the D direction at
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k ¼ ð2p=aÞð0:8; 0; 0Þ, a being the lattice constant. In
this case, the gap is said to be indirect and the life-
time of electrons and holes is long because their re-
combination requires the participation of a phonon
to preserve momentum. In other semiconductors
having a direct gap, such as GaAs, optical recombi-
nation is allowed without phonon participation and
has a much higher probability. Analogous results
have been obtained experimentally and theoretically
for all semiconductors of interest.

Another fundamental concept is that of a ‘‘hole’’ of
electron, introduced by Heisenberg for atoms and by
Rudolf Peierls for solids in 1931: an empty electronic
state in a band otherwise totally occupied behaves
like a positively charged particle and thus contributes
to the current. The concept is analogous to that of
the antiparticles of Dirac, the positrons, but in this
case the effective mass m� of electrons and holes are
different as they are determined by the curvature of
the bands EnðkÞ at the minimum of the conduction
band and at the maximum of the valence band, re-
spectively. In fact, the behavior of electrons near the
band extrema is determined by the relation

EðkÞ ¼ E07
_2k2

2m� ½2�

where þ or � refer to the minimum or maximum of
the respective bands. The existence of holes explains
the anomalous Hall effect mentioned above which
had remained a mystery for decades.

In an intrinsic semiconductor, the concentration of
electrons in the conduction band equals that of holes
in the valence band, and they are given by

ne ¼ nh ¼ C e�Eg=ð2KBTÞ ½3�

where the prefactor depends on the effective masses
and weakly on temperature. This explains the meas-
ured values of the activation energies which is half
the energy gap (1.2 eV for Si, 0.66 eV for Ge).

In the case of doped semiconductors, as first
suggested by Wilson, the impurities which substitute
atoms of the lattice introduce additional electrons
when their chemical valence exceeds that of the sub-
stituted atom, and introduce holes in the opposite
case. For instance, group III impurities (B, Al) in Si
and Ge introduce holes and group V impurities
(P, As) electrons. Such holes or electrons are bound to
the impurity atoms, but the attraction is very small
because the dielectric constant screening the Cou-
lomb interaction is large (typically 410) and the ef-
fective mass is small. Such states are then partly
ionized and most of the additional electrons and
holes are in the conduction or valence bands at room

temperature. This explains why the amount of do-
ping allows one to control the type of conductivity
and its values. One can obtain semiconductors of
n-type (with negative carriers) and of p-type (with
positive carriers). The mobility m has a much smaller
influence on the conductivity with respect to the
carrier density n; the latter can change by orders
of magnitude and is controlled by the amount of
doping (extrinsic regime) or by temperature (intrinsic
regime).

This simple conceptual scheme was made available
in the first half of the century, but its definite success
is due to accurate research carried out in the second
half of the century, particularly on the semiconduc-
tors Si and Ge. Among the main protagonists of the
successful explanation of the electronic processes in
semiconductors are, besides the aforesaid scientists,
Walter Kohn and Charles Kittel. Kohn developed the
density-functional theory to include many-body ef-
fects in the energy band calculations. Kittel developed
the cyclotron resonance technique in semiconductors,
which consists in producing transitions with mi-
crowaves between quantum levels induced by magne-
tic fields and measuring the corresponding absorption
peaks. The cyclotron frequency separating the levels
is eB=m�c, which allows the experimental determi-
nation of the effective masses.

Transistor, Integrated Circuits, and
Microprocessors

First of all, the band theory allowed the understan-
ding of current rectification in the metal–semicon-
ductor junction as due to a potential barrier at the
interface produced by a migration of electrons from
the side of an n-type semiconductor to the side of the
metal (W Schottky, 1939). Such a potential barrier,
shown in Figure 4a for the n-type case (an analogous
situation occurring also for holes in p-type semicon-
ductors), allows the passage through the interface of
only those electrons having a higher energy. An ap-
plied external field would change the height of the
potential barrier lowering it for one polarity and
increasing it for the other. The number of electrons
that can overcome the interface barrier varies by the
factor e7eV=KBT ; as a consequence, there is a great
increase of the current only in the direction in which
the barrier is lowered. For the same reason, as shown
in Figure 4b, one obtains rectification at a junction
between n-type and p-type semiconductors where
the potential barrier is due to the fact that the Fermi
level is near the conduction band or the valence band
in n-type and p-type semiconductors, respectively.
In 1958, Leo Esaki discovered that current can also
be obtained by a tunnel effect for sufficiently high
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electric fields in the direction in which, normally, the
diode would not conduct.

It was natural to expect that this type of know-
ledge could lead to a device similar to the triode, and
thus allow amplification of the current. Such a device
was created by J Bardeen, W H Brattain, and W
Shockley in 1947 at the Bell Telephone Laboratories
of Murray Hill. It consists of two junctions, one
metal–semiconductor and the other semiconductor–
metal, very close to each other as shown in Figure 5a.
A small current in the base gets amplified into a large
current flowing through the collector. The name
‘‘transistor’’ was proposed by J R Pierce of Bell Tele-
phone Laboratories because the large swing of the

collector-to-base voltage (load circuit) driven by a
small variation of the base-to-emitter current implies
a resistance transfer. A second type of transistor was
soon invented by Shockley combining two semicon-
ductor junctions, for example in the scheme n–p–n as
shown in Figure 5b. In this case, the first n–p junction
acts as the emitter-to-base junction and the second
one as the base-to-collector junction. Again, the base
current is amplified into the collector current. This
bipolar junction transistor was immediately used as a
substitute for amplifying vacuum tubes with hot
emitting filaments in electronic circuits and com-
puters, its main advantages being the compact
dimensions and the limited power dissipation.
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A further development was the field-effect transis-
tor (FET) suggested by Bardeen in 1950 and
developed by G C Dacey and I M Ross in 1953. In
this case, a voltage is applied to the base (also called
gate) generating a field that attracts or repels charge
carriers favoring or impeding the current flow from
the emitter (also called source) to the collector (also
called drain). A metal-oxide field-effect transistor
(MOSFET) can be realized exploiting the surface
oxide to isolate the contacts and building the device
on a single surface of a monocrystal of Si, as shown
in Figure 5c.

FETs, and particularly the MOSFETs, are the basic
ingredients of the planar integrated circuits that have
opened the way to the miniaturization of electronics.

The connecting wires are substituted by the metal
evaporated in the channels engraved in the oxide and
capacitors, resistors, and transistors are properly in-
serted at the semiconductor surface.

The advantage of using a planar architecture ex-
plains the almost exclusive use of silicon as the basic
material of the electronic industry as its oxide is an
excellent insulator, and is not igroscopic as ger-
manium oxide. The development and mass produc-
tion of these semiconductor ‘‘chips’’ have led to the
informatic revolution of the second half of the twen-
tieth century. The first complete circuit system ob-
tained by chemical processing on the surface of a
silicon monocrystal eliminating the need of connect-
ing metal wires was realized by Jack Kilby (Texas
Instruments) and Robert Noyce (Fairchild Semicon-
ductors) in 1959. In the 1970s, the first memory
devices were developed by introducing on the gate of
a MOSFET an isolated metallic substrate which can
trap or release electrons by a tunnel effect under the
application of an electric field, thus switching the
device on and off. As a consequence of the above
developments at Texas Instruments, at Fairchild
Semiconductors and at the new Intel company, a
complete microprocessor (including logical and
memory devices) was realized on a single chip with
a diameter of B1 inch (Federico Faggin, 1972).

Such results have been obtained through the
driving force of strong industrial companies which
allowed continuous technological improvements and
large-scale production. The rapid growth of the field
also favored the development of new companies, en-
tirely dedicated to the production of semiconductor
devices, concentrated in the region that became
known as Silicon Valley in California.

These events give a vivid example of the close
connection among science, technology, and industry
in modern society. The development of microproc-
essors is still in progress, the increase of the number
of transistors per unit area on a single chip following
the so-called Moore’s law of doubling each year,
reaching more than a billion units per chip in 2002.
At the same time, there has been a large increase in
the cost of a single factory and a large decrease in the
cost of a single chip, while the semiconductor indus-
try production has enormously increased reaching a
total worldwide market value of a thousand billion
dollars per year.

Laser and Photonic Devices

Semiconductors are also very important for their op-
tical properties which allowed the development of
microlasers and other photonic devices. Optical tran-
sitions corresponding to the absorption (emission) of
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light occur when an electron is excited from the val-
ence band to the conduction band (an electron from
the conduction band recombines with a hole). As
mentioned before, such processes are most probable
when such transitions are vertical (Dk ¼ 0) because
the photon momentum ðh=lÞ is negligible with re-
spect to that of electrons (_kC_=a). As a conse-
quence, direct gap semiconductors, such as GaAs, are
the most useful ones to develop photonic devices.

The photovoltaic effect is exploited in the solar
cell, which allows the transformation of photon
energy into electrical power following photon ab-
sorption at the junction, as indicated in the scheme
shown in Figure 6. One observes that the reverse
process, in which a current is converted into light,
takes place in a junction working as a light emitting
diode (LED).

The first silicon solar cell was realized by D M
Chaplin, C S Fuller, and G L Pearson (in 1954) with a
conversion efficiency of the solar spectrum of 6%.
Later on, the efficiency reached 24% in GaAs. The
theoretical limit in bulk materials is due to the fact

that photons, with an energy higher than the gap,
convert only part of it into electrical power, the rest
being thermally dissipated in the semiconductor. To
overcome this limitation, solar cells based on graded
gap materials are being developed.

In the 1960s, semiconductor lasers were first
developed using heavily doped GaAs p–n junctions
by R N Hall and N Holonyak at General Electric, by
M I Nathan at IBM, and by T M Quist at MIT. The
basic idea is to obtain population inversion in the
electronic system; the applied electric field driving
the current produces a spatial superposition of
heavily n-type and p-type doped regions, as indicat-
ed in Figure 7. While electrons and holes recombine,
population inversion is maintained by the conti-
nuous injection of carriers (electrical pumping).
Furthermore, the surfaces of the semiconductor it-
self act as mirrors forming an optical cavity which
allows for optical gain and laser action. An impor-
tant development has been the heterostructure laser
realized by Z Alferov (1969). The advantages of
semiconductor lasers with respect to gas lasers are
the reduced dimensions, the small power consump-
tion, and the low cost. The frequencies of the light
emitted can be chosen using semiconductors with
different energy gaps, from the infrared (InSb) to the
ultraviolet (GaN).

Heterostructures and
Low-Dimensional Devices

In the last two decades of the last century, semi-
conductor physics received a new incentive from the
realization of artificial crystals in which the chemical
composition is controlled at the atomic level, some
parts being made of one semiconductor and other
parts by a different one (heterostructures). Such
substances are produced by epitaxial growth from
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Figure 6 Scheme of a p–n junction solar cell.
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Figure 7 Scheme of a semiconductor junction laser: (a) without the applied electric field; (b) with the applied field, in working condition.
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molecular beams (MBE) impinging under ultrahigh
vacuum on a heated substrate, or by other growth
techniques such as chemical vapor deposition (CVD).
These heterostructures are not thermodynamically
stable, but once produced, have a practically infinite
lifetime at room temperature.

The first of such nanostructures is the superlattice,
introduced by L Esaki and R Tzu in 1970, made of
sequences of N atomic planes of semiconductor A
with lattice constant a, and M atomic planes of sem-
iconductor B with lattice constant b, giving rise to a
large periodicity NaþMb in the growth direction. In
this direction, the possible values of the wave vector
k are greatly reduced and the energy bands are cor-
respondingly narrow (minibands).

Other nanostructures can be obtained by inserting
some planes of a semiconductor of a lower gap inside
a semiconductor of a larger gap. Then, electrons and
holes tend to be confined in the lower gap material
forming two-dimensional subbands, each associated
to a discrete level produced by quantum confinement
(quantum well). In such a case, by controlling the
thickness of the well, one can control the frequency
of the optical transitions between subbands, thus
obtaining lasers of desired frequency, infrared detec-
tors, etc.

The first experimental observation of optical tran-
sitions in a quantum well is due to R Dingle (1974),
and since then, there has been a continuous
development in photonic nanostructures. The two-
dimensional confinement of the electronic states also
has a profound influence on transport properties and
this has led to unexpected phenomena, such as the
quantum Hall effect. At a low temperature and in a
high magnetic field, the Hall resistance of a two-di-
mensional electron gas in the inversion layer of a
silicon MOSFET or in a quantum well shows as a
function of the magnetic field, well-defined plateaus,
from which the universal quantum of resistance h=e2

can be obtained (V Klitzing, 1982).
One can also realize quantum confinement in two

directions producing quantum wires with one-
dimensional subbands, or quantum confinement in
all three directions producing quantum dots with dis-
crete atomic-like levels (see the scheme in Figure 8).

A further nanostructure is the microcavity, ob-
tained when a semiconductor of width comparable
to half the wavelength of light in the material is
sandwiched by totally reflecting layers (metallic
mirrors or dielectric Bragg mirrors), as shown in
Figure 9. In such a system, one obtains a concentra-
tion of light of wavelength which can be chosen
in resonance, for instance, with a quantum well
optical transition to which it is strongly coupled (C
Weisbuch, 1992).

The use of nanostructures for the production of a
number of important optical effects is now pursued.
An important example is the quantum cascade laser
originally proposed by R Suris and R Kazarinov in
1971 and realized for the first time by F Capasso at
the Bell Telephone laboratories in 1994. In this uni-
polar device, quantum wells and superlattices are al-
ternated in great numbers and displaced in energy by
the applied electric field driving electrons through the
structure. The complex design is such that each
flowing electron makes many transitions and, in the
proper regime for population inversion and laser
action, emits many laser photons. Recent develop-
ments by A Tredicucci and co-workers at the Scuola

Quantum well (2D)

Quantum wire (1D)

Quantum dot (0D)

Energy

E =constant

E −1/2

DOS

Energy

DOS

Energy

DOS

Figure 8 Nanostructures with quantum confinement in 1, 2, or
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Normale Superiore in Pisa (2002) have led to a laser
with high spectral quality in the frequency region of
the terahertz (see Figure 10), which is of great inter-
est for the spectroscopic detection of complex mol-
ecules and for the possibility of penetrating through
most substances.

Conclusions

The history of semiconductors, from Volta’s times
to the present day, has witnessed many extraordi-
nary results in fundamental and applied physics.
Since the Nobel prize awarded for the discovery of
the transistor, more than ten other Nobel prizes have
acknowledged milestone achievements in semicon-
ductors physics. One can anticipate that this field will

continue to produce important results in the future.
The theoretical limit of the miniaturization of solid-
state electronic devices down to the atomic level has
not yet been reached. In photonics, the new nano-
structures are very promising not only for laser light
production, but also for nonlinear optics and coher-
ent control in microcavities and hybrid organic–
inorganic structures. Finally, the development of
computers and quantum computers based on pho-
tons as well as on electrons is a very ambitious goal
that will be reached only through major develop-
ments in semiconductor physics and nanotechnology.

See also: Elemental Semiconductors, Electronic States
of; Integrated Circuits; Memory Devices, Nonvolatile;
Memory Devices, Volatile; Semiconductor Lasers; Sem-
iconductor Optics; Semiconductors, General Properties;
Silicon, History of; Transistors.
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Introduction

The role of mobile charge carriers is a key factor in
semiconductor device operations. These free carriers
are supplied by doping semiconductors with certain
kinds of impurities. The electrical properties of sem-
iconductors can thus be controlled by adding a small
amount of impurities. However, some other impuri-
ties and crystal defects often have detrimental effects

on the performance of the device. These impurities
and defects create discrete energy levels in the
bandgap of the host semiconductor, and exert var-
ious influences (usefully or detrimentally) on the
semiconductor characteristics. Therefore, a know-
ledge of the electronic structure of the impurities and
defect states in semiconductors is very important.

Structural and Electrical Properties of
Impurities and Crystal Defects

Impurity atoms normally substitute the atoms of the
host semiconductor (substitutional impurity atom).
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However, some of them, especially those with small
atomic radii, often enter the interstitial site in the
host crystal lattice (interstitial impurity atom). On
the other hand, the well-known point defects – the
vacancies (lattice points where atoms are lacking)
and the interstitials (atoms of the host semiconductor
occupying the interstitial sites) – are examples of the
intrinsic crystal defects. These point defects some-
times generate a complex center such as the Frenkel
defect (the pair of vacancy and interstitial atoms in
the neighboring lattice sites). There are two types of
impurities and defects from the electrical point of
view. One of them supplies free electrons and the
other provides holes in the host crystal. The former is
called donor and the latter, acceptor. For example,
when V-column elements such as P and As are doped
in Si (IV-element), one excess valence electron is eas-
ily liberated (the impurity atom is ionized) in the Si
lattice even at room temperature because of the low
binding energy between the electron and the impurity
atom. Also, when a III-element such as B is intro-
duced into Si, one valence electron is deficient so that
one hole is created and easily released in the Si lattice
at room temperature due to their very low binding
energy. These impurities, having very low binding
(ionization) energies are termed shallow impurities
(shallow donor and shallow acceptor). If Si is doped
with VI-elements (S, Se, and so on) or II-elements
(Zn, Cd, and so on), two free electrons or two holes
per impurity atom, respectively, are created (double
donor and double acceptor). On the other hand,
some impurity elements (and crystal defects) have
very high binding energies so that electrons or holes
are not easily liberated in the host crystal at room
temperature. These impurities with high binding
energies are called deep impurities. Heavy metals
such as Fe, Ni, and Cu in Si, for example, are deep
impurities. In compound semiconductors, the same
impurity atom behaves both as a donor and an ac-
ceptor depending on its occupied site (amphoteric
impurities). The Si atom in GaAs behaves as a donor
if it occupies the Ga site and as an acceptor when it
substitutes the As atom. When IV-elements (Ge, C,
etc.) are doped in Si, they also behave as donors or
acceptors although there are cases when they are not
electrically active. These impurities are called iso-
electronic impurities. With doping of the impurities
in semiconductors, the discrete energy levels are nor-
mally generated in the bandgap of the host semicon-
ductor. For shallow donors and acceptors, these
energy levels are located very near the bottom of the
conduction band and the top of the valence band,
respectively. On the other hand, the energy levels for
the deep impurities occur near the middle of the
bandgap.

Theory of the Electronic States of
the Shallow Impurities

Shallow impurities can be theoretically treated using
the effective mass approximation and the hydrogen
atom model. Consider the case of the donor (the ac-
ceptor can also be considered similarly). The excess
electron moves in an orbit round the impurity ion
due to the Coulomb interaction between them in the
host crystal, just like the hydrogen atom. The Cou-
lomb potential is much smaller than that in the hy-
drogen atom due to the screening effect of the
valence electrons (the change of the valence electron
distributions around the impurity ion) in the crystal
lattice. The screened Coulomb potential is written as
U¼Zq2/esr, where Z is the valence number of the
impurity ion, q the electronic charge, es the dielectric
constant of the host semiconductor and, r is the dis-
tance between the electron and impurity ion. The
screening effect is effectively represented by the di-
electric constant es. Thus, the electron is very loosely
bound by the impurity ion (very low binding energy)
and its wave function extends in the wide range of
the crystal lattice. Hence, the electron moves feeling
both the periodic potential of the host crystal and the
screened Coulomb potential. The effect of the peri-
odic potential on the motion of electrons is well de-
scribed in terms of the ‘‘effective mass’’ m�, that is,
electrons in the periodic potential of crystal behave
as if they are free electrons with their mass m� being
different from that (m0) in a vacuum. Therefore, the
electrons in the orbital round the shallow impurity
ions can be considered as electrons with an effective
mass m� moving in the screened Coulomb potential
U. The fundamental Schrödinger equation for these
electrons is written as follows:

_

2m0

� �
r2 þ ðV � UÞ

� �
CðrÞ ¼ ECðrÞ

Here, r2 ¼ ð@2=@x2 þ @2=@y2 þ @2=@z2Þ is an oper-
ator, CðrÞ the wave function of the electron, r ¼
rðx; y; zÞ the position vector of the electron, V and U
the periodic potential in the perfect crystal and the
screened Coulomb potential, respectively, and E is
the energy of the electron. In the case of U¼ 0 (per-
fect crystal), the solution of the above equation
is given by the Bloch wave function CnkðrÞ ¼
expðikrÞunkðrÞ, where exp(ikr) is the wave function
of the free electron (plane wave) extending to the
whole crystal, and unk(r) is the function having the
periodicity of the crystal lattice with n and k being
the quantum number specifying the energy bands and
the wave number vector, respectively. For apply-
ing the effective mass approximation to the shallow
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impurity problem, the wave function CðrÞ is ex-
panded by the Bloch functions or their Fourier trans-
forms (the Wannier functions) and substituted in the
equation. Thus, the following equation is obtained:

_

2m�r
2 � U

� �
FðrÞ ¼ EFðrÞ

This equation is the same as that for the hydrogen
atom except for the difference in the electron mass.
The wave functions of the electrons are given as the
product of FðrÞ and the function which has the pe-
riodicity of the crystal lattice. The above equation is
for the case of the isotropic conduction band (in
which the effective mass is the same for all crystal
orientations). For example, some compound semi-
conductors such as GaAs and InP have this type of
conduction bands. On the other hand, the conduc-
tion bands are anisotropic in semiconductors such as
Si, Ge, and GaP, that is, the effective mass is different
in different crystal orientations. The valence bands of
most semiconductors have degeneracy in which the
energies of the ‘‘heavy’’ holes and the ‘‘light’’ holes
coincide at the top of the band. For these cases,
the above equation should be modified to take
the anisotropy or degeneracy of the band structures
into consideration. The details of the same are not
discussed here.

The solution of the above equation is well known
for the ‘‘hydrogen atom.’’ The electronic states of the
hydrogen atom are specified by the principal (Bohr)
quantum number n, the angular momentum quan-
tum number l, the magnetic quantum number m, and
the spin quantum number s. The principal quantum
number n is the positive integer and the angular mo-
mentum quantum number lpn � 1 for each n value.
The magnetic quantum number m is given as m ¼
l; l � 1; l � 2; 0; y ;�l � 1;�lðlXmX� lÞ and the
spin quantum number s ¼ 71=2. The electronic
states corresponding to l ¼ 0, 1, and 2 are called s,
p, and d states, respectively. Then the state of n ¼ 1
and l ¼ 0 is called as the 1s state (the ground state:
the state of the lowest energy). The higher energy
states (the excited states) are thus called as 2s (n ¼ 2,
l ¼ 0), 2p(n ¼ 2, l ¼ 1), 3s(n ¼ 3, l ¼ 0), 3p(n ¼ 3,
l ¼ 1), 3d(n ¼ 3, l ¼ 2) states and so on. The energies
En of these states obtained from the above equation
are given as

En ¼ � E0=n2 ðn ¼ 1;2; 3;yÞ
E0 ¼ðe0=esÞ2ðm�=m0ÞEH

Here E0 is the energy of the ground (1s) state and,
e0 and es are the dielectric constants of the va-
cuum and semiconductor respectively. EH is given as

EH ¼ ð1=e0Þ2ðq4m0=2_2Þ ¼ 13:6 eV and is the ground-
state energy of the real hydrogen atom (the Rydberg
constant). From the above equations, it is obvious
that the energy En is only dependent on the principal
quantum number n (degenerate with respect to the
other quantum numbers l, m, and s) in the case of the
isotropic conduction band. For the donor and ac-
ceptor, respectively, the ionization energies (the bin-
ding energies) ED and EA from the ground state can
be calculated as ED ¼ EC � E0 and EA ¼ EV � E0,
where EC and EV are, respectively, the energies of the
bottom of the conduction band and the top of the
valence band. In Figure 1, the shallow impurity levels
are schematically shown.

The wave function is F1sðrÞ of the ground state is
written in the following:

F1sðrÞ ¼ ð1=pÞ1=2ð1=a�Þ3=2 expð�r=a�Þ

Here, it is assumed that Z ¼ 1. a� is the Bohr radius
given as a� ¼ ðe0m�Þð_2=m0q2Þ and represents the
extent of the electronic wave function in the real
crystal space. The wave function exhibits a sharp
decrease at rca�. The wave functions of some ex-
cited states are as follows:

F2sðrÞ ¼ ð1=pÞ1=2ð1=2a�Þ3=2½2 � ðr=a�Þ� expð�r=2a�Þ

F2pðrÞ ¼ ð1=pÞ1=2ð1=2a�Þ3=2ðr=O3Þ expð�r=2a�Þ
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Figure 1 Shallow impurity level scheme in the wave number (k)
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In these excited states, the electron wave functions
show a strong decay as

rc2a�

Experimental Determination of
the Shallow Energy Levels

The energy levels of shallow impurities can be de-
termined accurately using the infrared absorption
measurements at very low temperatures. It is well
known that electrons bound to a hydrogen atom can
be excited to higher energy levels by the absorption
of light. Similarly, electrons captured by shallow im-
purity levels are transferred to higher energy levels by
absorbing infrared light. These optical transitions are
allowed only when the difference (Dl) in the angular
momentum quantum numbers (l) between two
related energy levels is 1 ðDl ¼ 1Þ (the selection
rule). Thus the electrons can be excited from the
1s (ground) state to the 2p; 3p; 4p; y (excited)
states. However, the transitions 1s-2s, 1s-3s; y

(and so on) are not allowed. The absorption peaks of
the infrared light are very sharp because these energy
levels are completely discrete. By measuring the in-
frared absorption spectrum at very low temperature
(B4.2 K), one can accurately determine the energies
between the ground state and many excited states.
The excited levels with very large principal quantum
numbers n are located very close to the conduction or
valence band edge so that one can determine the
ground-state (1s) level and any excited (2p; 3p; y)
levels measured from the band edge (ionization
energies). In Table 1, some examples of the meas-
ured shallow donor and acceptor levels (ionization
energies) in Si are shown together with the calculated
ones. The agreement between the measured and
calculated values is excellent.

Theory of the Electronic States of
the Deep Impurities (or Defects)

For the deep impurities, electrons (or holes) are very
tightly bound to the impurity atom nucleus due to
the highly localized core potential. The motion of the
bound electrons (or holes) is strongly affected by this
core potential and the wave functions of these car-
riers are also highly localized around the impurity
atoms (or defect centers). Therefore, both the ef-
fective mass approximation and the hydrogen atom
model cannot be applied to the deep level cases. The
tight binding approximations, such as the linear
combination of atomic orbitals (LCAO) method, are
suitable to treat the deep-level problem. Since the
core potentials are not small, the conventional per-
turbation theory is not applicable and the Green-
function approach is useful to solve the fundamental
Schrödinger equation. The Schrödinger equation des-
cribing the motion of the electron bound to the deep
impurity is given as follows:

ðH0 þ UÞCðrÞ ¼ ECðrÞ

Here, H0 is the Hamiltonian operator for the perfect
crystal and U is the localized potential due to the
deep impurity atom. In order to solve the above
equation, the impurity potential U needs to be
determined. However, this is very difficult for the
following reason. In many cases of deep impurities,
the impurity atoms are slightly displaced from the
lattice point of the host semiconductor, and a micro-
strain is induced around the impurity atoms. It is
assumed that if the impurity atom occupies the lattice
point (as is the case for shallow impurities), a shallow
energy level of ED is generated. When this impurity
atom is somewhat displaced from the lattice point
(the lattice relaxation occurs), a deep energy level E0

is assumed to be created. Also, a lattice relaxation
energy (strain energy) EL occurs. If E0þEL is higher
than ED, it is energetically stable to form the deep
level with a small displacement of the impurity atom
from the lattice point rather than the shallow levels.
If the mixed semiconductor crystal AlGaAs is doped
with Si, a deep-level center (called the DX center) is
created while Si atoms act as shallow donors in
GaAs. This DX center is considered to be as the
above stated case. In order to determine the impurity
potential U, the effect of the lattice relaxation should
be taken into account exactly, which, however, is a
very difficult problem. Many calculations have been
performed by assuming various forms of the impurity
potential U. The wave function CðrÞ is expanded in
terms of the sp3 atomic orbital functions ðFjÞ as C ¼P

j ajFj (LCAO). Then the Schrödinger equation is

Table 1 Some examples of the ionization energies of the

ground states of shallow donors and acceptors

Host

semiconductors

Impurities Experimental

value

ðmeVÞ

Theoretical

value

ðmeVÞ

Si P (D) 45.5 44.3

As (D) 53.7 53.1

Sb (D) 42.7 31.7

B (A) 45.0 31.6

GaAs Si (D) 5.84 5.72

Ge (D) 5.88 5.72

InP 7.14 7.14

InSb Te (D) 0.6 0.6

D: donor; A: acceptor.
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solved using the Green-function approach under the
various assumptions of the impurity potentials.
However, quantitative comparisons between the cal-
culated and observed energy levels are difficult
because of the difficulty in including the lattice
relaxation effect in the analysis.

There are some cases of deep levels, in which the
energy level merges into the conduction or the val-
ence band of the host semiconductor. This level is
called the resonant level. The existence of this level
affects the band structure of the host crystal because
the density of states of the impurities are superposed
to those of the conduction or the valence band. With
doping of the isoelectronic impurities, this resonant
level is often observed. These resonant energy levels
can also be calculated using the above Green-func-
tion approach.

Experimental Determination of
the Deep Energy Levels

The deep level transient spectroscopy (DLTS) is the
most powerful tool to determine deep energy levels.
This method is based on the measurements of the
transient electrical capacitances of the metal–semi-
conductor (Schottky) contact as the pulsed reverse
bias voltage is applied. The transient Schottky ca-
pacitance C(t) is written as follows.

CðtÞ ¼ CN 1 � N

2

� �
exp

�t

T

� �� �

Here N ¼ NT=ðND þ NTÞ, NT and ND are the den-
sity of the deep impurity and the shallow donor, res-
pectively. CN ¼ f½ðese0=2ÞðV þ VDÞ� ðND�NTÞg1=2,
es and e0 are the dielectric constant of the semi-
conductor and a vacuum, respectively, and VD is
the diffusion potential of the Schottky contact. The

relaxation time t can be written as en ¼ 1=t, where
en is the electron (or hole) emission coefficient of the
deep impurity and given as enpCn exp½�ðEC �
ET=kTÞ� because electrons (and holes) are emitted
from the deep levels by thermal activation. Here, Cn

is the capture cross section of the deep impurity, ET

and EC are the deep impurity energy level and the
bottom of the conduction band, respectively. T and k
are the absolute temperature and the Boltzmann
constant, respectively. If the transient capacitance
C(t) is measured as a function of temperature T, the
temperature dependence of en is obtained. From the
plot of ln en versus 1/T (the Arrhenius plot), the deep
energy level ET can be easily determined. The cap-
ture cross section Cn and the deep impurity density
NT are at the same time determined. The famous
example of the deep level is the EL2 center observed
in the semi-insulating GaAs single crystal which is
the cause of the high resistivity. The ionization
energy of this EL2 center was measured to be
0.7B0.8 eV (located near the middle of the bandgap
of GaAs).

See also: Electrons and Holes; Insulators, Impurity and
Defect States in; Metals and Alloys, Impurity and Defect
States in; Semiconductors, General Properties.
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Introduction

An insulator is distinguished from a metal by its
vanishing DC conductivity at low temperature. In
contrast to what happens in metals, the electronic
charge in insulators and semiconductors (and quite

generally nonmetals) cannot flow freely under an
applied DC field, but instead undergoes static
polarization. Within classical physics, this qualitative
difference is attributed to the nature of the electronic
charge: either ‘‘bound’’ (Lorentz model for insulators)
or ‘‘free’’ (Drude model for metals). In other words,
electrons are localized in insulators and delocalized in
metals. Switching to quantum physics, this clear-cut
distinction is apparently lost. In most textbooks, the
insulating/metallic behavior is explained by means of
the band structure theory, focusing on the position of
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the Fermi level of the given material: either in a
bandgap (insulators), or across a band (metals). The
one-electron approximation is the main paradigm of
the band theory in solids. It consists of an electron
assumed to be acted on by the field of the fixed atomic
cores plus an average field arising from the charge
distribution of all the other outer-shell electrons.

The one-electron model for solids is generally quite
adequate as confirmed by several experiments on a
wide variety of materials showing a good agreement
with theory. This is particularly true in semiconduc-
tors and insulators when investigated by optical
experiments. These experiments provide ample
evidence for direct and indirect gaps, as well as for
excitonic states.

This article addresses some basic features of
insulators and semiconductors from the perspective
of the optical and infrared properties. The article is
organized as follows: starting with a broad introduc-
tion of the characteristic features of semiconductors
and insulators, a few general concepts of the
electronic band structure, such as the single-particle
gap and the interband transitions, are addressed. The
phenomenological Lorentz model is emphasized,
which is a useful tool in order to describe the
relevant energy scales and absorptions in semicon-
ductors, such as the already mentioned gap and
electronic transitions in general as well as the phonon
modes and the impurity/defect states. In fact, optical
studies can also shed light on the role of doping in
semiconductors. The second part of this article then
discusses, as an example, a prototype semiconduct-
ing/insulating material, focusing the attention on its
experimental optical response. An outlook to some
challenging issues in the present basic research of
semiconductors and insulators concludes this article.

Electronic Interband Transitions:
A Few Concepts

From a microscopic point of view, one can state that
the excitation of one electron from the valence band
(v) to the conduction band (c) (Figure 1) leads to an
extra electron with momentum k1 in the conduction
band, leaving a hole with momentum k2 in the
valence band. In a crystal, momentum conservation
requires that

k1 ¼ k2 þ K ½1�

where K is the reciprocal lattice vector. Neglecting
Umklapp process, the so-called vertical direct transi-
tions occur for k1 ¼ k2 ¼ k0 such that the excitation
energy _o0 satisfies the relation:

_o0 ¼ ecðk0Þ � evðk0Þ ½2�

due to the energy conservation (Figure 1). The
optical response is fully described by the complex
dielectric function ð*eðoÞ ¼ e1ðoÞ þ ie2ðoÞÞ. For direct
interband transitions, it can be shown that the
imaginary part e2 of *eðoÞ, describing the absorption
spectrum, is given by

e2ðoÞ ¼ 8
pe

mo

� �2
jpcvj2 Jcv ½3�

where pcv is the electric dipole transition matrix
element and

Jcv ¼ 1

8p3

Z
S

dS

jrkecvjecv¼hn
½4�

is the so-called combined or joint density of states. Jcv

accounts for both available initial and final states
involved in the electronic interband transition, and
can be extracted from the electronic band structure.
The integral is over a surface S of k vectors for which
ecv ¼ ec � ev ¼ _o. The critical points, where

rkecv ¼ rk½ecðkÞ � evðkÞ� ¼ 0 ½5�

are called van Hove singularities in the joint density
of states, which usually coincide with excitations at
high symmetry points in the electronic band struc-
ture. This is the case for photon energies _o0 for
which the two energy bands separated by ecv ¼ _o0

are parallel at a particular k vector. At those k-points,
van Hove singularities lead to peculiar absorption
peaks and band edge features in the excitation
spectrum and consequently determine the prominent

k1k2 =k0 Wave vector k

�c

�c′

�v

Direct

Indirect
Egap

h�0

P

Energy E

Conduction band

Valence band

P

Figure 1 Transitions between occupied (valence) and unoccu-

pied (conduction) bands in an insulating material. A direct

transition at k 0 and an indirect (phonon assisted) one between

k 2 and k 1 are shown. P stays for the phonon momentum. The

direct transition occurs at _o0 ¼ ec � ev, while the indirect

excitation occurs at Egap ¼ e0c � ev.
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structures in the imaginary part e2 (eqn [3]) of the
dielectric function, thus of the absorption coefficient.

In a large number of semiconductors, the energy
maxima in the valence and minima in the conduction
band do not occur for the same momentum k0, but
for different momenta k1 and k2 (Figure 1). Optical
direct transitions between these states cannot take
place due to momentum conservation; however, such
transitions become possible when the excitation of
phonons is involved. For instance, one scenario
involves the creation of a photon for wave vector k2

and the subsequent phonon emission, which absorbs
the energy and momentum, necessary to reach the
conduction band at momentum k1 (Figure 1):

k1 ¼ k2 þ P ½6�

with P the wave vector of the phonon involved. These
processes are known as indirect (phonon assisted)
transitions. An opposite process can also contribute
to the absorption spectrum (Figure 1). Such indirect
transitions have several distinct characteristics when
compared with direct transitions. For instance, the
absorption increases with frequency as the square of
the energy difference:

e2ðoÞBNPðEgap � eP7_oÞ2 ½7�

(with eP the phonon energy and NP the phonon
occupation number) instead of the square root
dependence for direct transitions near the band edge
(Egap represents here the direct gap):

e2ðoÞBð_o� EgapÞ1=2 ½8�

obviously with _o4Egap7eP (eqn [7]) or _o4Egap

(eqn [8]). Second, the indirect absorption is strongly
temperature dependent, reflecting the phonon popu-
lation factor (NP). These differences make the
distinction between direct and indirect optical transi-
tions in analyzing measured spectra relatively
straightforward.

The smallest possible energy for which an electro-
nic transition occurs defines the insulating or semi-
conducting single-particle bandgap Egap (Figure 1).
Insulators can be then classified as direct or indirect
gap materials depending on whether the interband
transition at Egap occurs at k0 or between k2 and k1

(Figure 1), respectively. Table 1 gives a few examples
of band semiconductors, with their direct or indirect
gap values. The single-particle bandgap is therefore
the central feature in insulators or semiconductors.
At T¼ 0 the valence band is full, whereas the
conduction band is empty (Figure 1), so that the
Fermi level lies between these bands. A zero DC
conductivity follows at T¼ 0.

The Phenomenological Lorentz Model

The simplest and general situation that mimics the
transition between different bands corresponds to
the electronic direct transition between a ground
state (valence band) and excited states (conduction
band) of identical atoms. The excitation induced by
the electromagnetic fields can be treated using the
time-dependent Schrödinger equation. In a perfect
crystal, the total crystal potential felt by the electrons
has the periodicity of the crystal lattice and the
solutions of the Schrödinger equation are the well-
known Bloch functions. Thorough descriptions of
this approach, finally leading to an explicit form of
eqn [3], can be found in the specialized literature.

In order to highlight the relevant optical fingerprints
in band semiconductors or insulators, the so-called
Lorentz model is employed. While phenomenological,
this model catches the main features in and allows
extracting several useful parameters from the optical
response of semiconductors. By assuming the re-
sponse of a classical harmonic oscillator, the elec-
trons in the Lorentz model are bound to the nucleus
of the atom (like a small mass bound to a large mass
by a spring). Such a classical dispersion theory leads
to the following expression of the complex dielectric
function:

*eðoÞ ¼ e1ðoÞ þ ie2ðoÞ ¼ eN þ
o2

p

ðo2
0 � o2Þ � iGo

½9�

where _o0 is the resonance energy of the bound
electron, G is the damping and o2

p is the oscillator
strength. The analogy with the quantum mechanical
treatment identifies _o0 with the energy difference
between two electronic states involved in the transi-
tion (like the insulating gap) and o2

p as a measure of
the relative probability of the transition.

Figure 2 displays the real e1 (dispersive) and
imaginary e2 (absorptive) part of *eðoÞ for one single
absorption, which exactly occurs at o0. The full
width of the region of anomalous dispersion in e1 is G
(see Figure 2). For G{o0, there is little dispersion
and in this limit the full width of the e2 curve at half

Table 1 Energy gap (Egap) at 300 K of selected semiconductors

Material Egap ðeVÞ Gap

Si 1.12 i

Ge 0.67 i

InSb 0.16 d

GaAs 1.4 d

GaP 2.2 d

C (diamond) 5.5 i

‘‘i’’ indicates an indirect gap and ‘‘d’’ a direct one.
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maximum is also given by G. The real part e1 is
characterized by the o-0 limit, the so-called static
dielectric constant e0 (Figure 2):

e0 ¼ eN þ
o2

p

o2
0

½10�

and, by the o-N limit, coinciding with the optical
constant eN (inset of Figure 2). For a material with a
discrete number of Lorentz harmonic oscillators at
high frequencies (representing, e.g., interband transi-
tions), each of such oscillators will contribute to e0 in
an additive way. Therefore, eN phenomenologically
takes into account the static contribution from those
high-frequency (energy) excitations.

From the well-known relations of the classical
electrodynamics, one can evaluate the optical func-
tions (m¼ 1):

e1 ¼ n2 � k2 ½11�

e2 ¼ 2nk ¼ 4ps1

o
½12�

where n is the refractive index, k is the absorption
coefficient, and s1 is the real part of the optical
conductivity.

From the experimental point of view, several
techniques allow to reach those fundamental quan-
tities. One way is to extract these optical functions

from the measurement of the optical reflectivity,
defined as

R ¼ ðn � 1Þ2 þ k2

ðn þ 1Þ2 þ k2
½13�

When the reflectivity is known in a broad spectral
range, extending over several decades in photon
energy, one can perform reliable Kramers–Kronig
(KK) transformations. The KK transformations are
classical dispersion relation based on the causality
principle, and relate the phase Y of the complex
reflectance r̃ ¼

ffiffiffiffi
R

p
eiY to the measured magnitude R.

When the phase Y is known, one can then calculate
all optical functions, by solving the equation

ffiffiffiffi
R

p
eiY ¼ ð1 � ñÞ

ð1 þ ñÞ ½14�

with respect to n and k ðñ ¼ n þ ikÞ and using eqns
[11] and [12].

For the purpose of illustration, Figure 3 displays
the typical shape of R(o) for an insulator, as
calculated within the Lorentz model for one single
(gap) excitation after eqns [9], and [11]–[13].
Starting from zero frequency in the region for
ooo0, one has e2 ¼ 0 and e141 so that kB0 and
e1 ¼ n2. Thus, this is a region of high transparency
(T), and no absorption takes place. By further
increasing the frequency, there is, on the contrary,
strong absorption (A), while for o4o0 the electrons
of the insulators respond as if they were free
electrons (R). This is because the photon energy is
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much greater than the binding energy _o0 of the
electron, which is ultimately excited to the con-
tinuum. Therefore, in this latter region the R(o)
spectrum looks like the one of a metal. If G-0, it
follows that R(o)-100%, which is also called the
‘‘Reststrahlen’’ or total reflection region. At frequen-
cies of the order of *opEop=

ffiffiffiffiffiffi
eN

p
, there is a sharp

drop of R(o). *op also defines the frequency where the
material is again transparent (T)!

In passing, it is mentioned that the metallic
behavior is obtained within the Lorentz model by
setting o0 ¼ 0 in eqn [9]. In that case R(o)-100%
(total reflection) for o-0 and the (sharp) drop at
high frequency (i.e., oB *op) of Figure 3 would then
correspond to the so-called plasma edge (see ‘‘Further
reading’’ section for more details about the optical
response of a metal).

The phenomenological presentation, adopted so
far, considered one single electronic excitation
coinciding with the insulating gap. In general, the
absorption spectrum is further characterized by other
excitations, the origin of which can be rather
different, depending on the spectral range where
those excitations appear. At higher energies, for
instance, electronic interband transitions are possi-
ble. Below the lowest possible electronic interband
transition (gap), in the so-called transparent region,
one can detect various types of excitations such as
the phonon modes due to the lattice vibrations or
collective excitations. Excitons and impurity states
can represent another important contribution to the
absorption spectrum of semiconductors. Excitons are
brought about by the Coulomb interaction and
consist of an electron–hole pair which can be mobile.
It does not contribute to the DC conductivity but can
be excited by the electromagnetic field. Alternatively,
Coulomb interactions between an impurity potential
and electrons lead to bound states localized to the
impurity potential sites. In all cases, the resulting
excitations can be described simply by borrowing
concepts developed for the energy levels of single
atoms. These excitations appear as an absorption
resonance, and similarly to the electronic interband
excitations, can be described with dedicated Lorentz
harmonic oscillators. Therefore, one can reconstruct
the whole absorption spectrum of insulators by
adding as many Lorentz harmonic oscillators as
needed for each excitation.

Example of an Insulating System: EuS

Figure 4 shows the reflectivity and Figure 5 the real
part s1(o) of the optical conductivity of EuS, which
is chosen as an example for a typical insulating
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material. Eu chalcogenides have received tremendous
interest from scientists all over the world. One
obvious reason was the hope of using these magnetic
semiconductors industrially, for example, in the form
of fast, light beam addressable memory systems in
computers, as magneto-optical modulators, and as
magnetic-field-activated electronic switches. The
hope for applications dwindled when one realized
that upon doping, the magnetic-ordering tempera-
tures could not be raised up to room temperature.
However, the purely academic interest in magnetic
semiconductors, especially the Eu chalcogenides,
continued to be an enormous driving force, because
the materials turned out to be model substances for
studying magnetism. It is beyond the scope of this
article to elaborate further on the interesting physics
of these materials. Thus, attention is limited to the
phenomenological discussion of the optical spectra,
in order to illustrate the concepts developed above
and also as an example for the successful application
of the Lorentz model.

R(o) (Figure 4) is typical for an insulator since
it saturates to a constant value for o-0. On the
one hand, one can clearly recognize the strong
absorption feature at 200 cm� 1 in R(o), which is
ascribed to the infrared phonon mode of the
f.c.c. rocksalt structure of EuS. On the other hand,
above 0.5 eV (B4000 cm�1) several absorption fea-
tures can be identified. These latter absorptions can be
better observed in s1(o) (Figure 5). In this respect,
Figure 5 emphasizes the near infrared–ultraviolet
spectral range, characterized by several peaks for the
electronic interband transitions involving 4f, 3p, and
5d states. Of particular interest is the onset of
absorption at B0.62 eV (B5000 cm� 1) which is
ascribed to the excitation between the localized 4f7

levels in the 7FJ configuration and the bottom of the
extended 5d(t2g) band (see white arrow in Figure 5).

From the phenomenological point of view, one can
describe the absorptions in s1(o) (phonon and
electronic interband transitions) with ad hoc Lorentz
harmonic oscillators. The total *eðoÞ was obtained by
adding four Lorentz harmonic oscillators (eqn [9]):
one for the phonon and three for the electronic
interband transitions (see parameters in the caption
of Figure 4). Figures 4 and 5 demonstrate the great
fit quality achieved for both R(o) and s1(o) within
the Lorentz model. The extracted parameters can
then be used in order to achieve information
about the intrinsic physical properties of the inves-
tigated material and can be compared with other
measured quantities. For instance, the excitation
energy _o0j (Figure 5) can be compared with the
allowed electronic interband transitions from the
band structure calculations. The oscillator strengths

opj can be related to the transition probability and
the excitation selection rules.

Insulators and Semiconductors:
Topics of Interest

It should noted be that the picture considered so far
for insulators applies only to a crystalline material
(Table 1), within the independent-electron approx-
imation. This is a very limited class of insulators
indeed. In some materials, the insulating behavior is
dominated by disorder (Anderson insulators), in
some it is dominated by electron correlation (Mott
insulators). Therefore, the band picture is grossly
inadequate for a large number of insulators. To
conclude this chapter, some aspects and topics are
mentioned briefly, partially being still matter of
debate and unsettled issues, which are of interest in
semiconductors and/or insulators research. The
interest from the perspective of the optical properties
is particularly emphasized.

The dimensionality of the electronic structure
plays an essential role in shaping the properties of
solids. It is well known that metallic materials with
linear-chain-like structure are characterized by a
quasi-one-dimensional electronic structure and are
therefore unstable. This favors a so-called nesting of
the Fermi surface, which leads through a metal–
insulator phase transition to a broken symmetry
ground state, known as charge (Table 2) or spin
density wave state, depending on whether the
electron–phonon or the electron–electron interaction
dominates. These phase transitions induce the open-
ing of an insulating gap in the excitation spectrum,
which can be detected optically.

Optical properties also reveal essential informa-
tion on the nature of the phase transition and the
related ground state. Indeed, the leading role played
by the correlation effects in driving the phase
transitions can be directly studied by analyzing the
frequency dependence of the optical conductivity. For
a one-dimensional band insulator, it is expected that

Table 2 Transition temparature Tc and single-particle energy

gap Egap, obtained from the DC resistivity, for some linear chain

compunds with CDW ground state

Material TcðKÞ Egap ðKÞ

KCP 189 1400

K0.3MoO3 183 920

TaS3 215 1600

NbSe3 145 and 60 700

(TaSe4)2I 263 3000
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the optical conductivity will display a sharp singular-
ity at the gap edge and will decay after the expression
s1(o)B(o�Egap)� 1/2. Toward high frequencies, the
decay is expected to follow the powerlaw s1(o)Bo� 3

if the lattice is assumed to be rigid and only Umklapp
scattering or of the single-period lattice potential
is possible, or as s1(o)Bo� 2 when coupling to pho-
nons is included. A strongly frequency-dependent
optical conductivity has indeed been found in several
one-dimensional or nearly one-dimensional semi-
conductors, such as K2[Pt(CN)4]Br0.33H2O (better
known as KCP) and (NbSe4)3I. For the latter material,
a stronger dependence (s1(o)Bo� 4.25, instead of
o�3) was found, presumably due to the narrow band,
with the bandwidth comparable to the optical
frequencies where the measurements were made.

Electron–electron interactions may modify this
picture further. Such interactions lead, in strictly
one dimension, to an electron gas which is distinc-
tively different from a Fermi liquid. In not strictly but
only nearly one dimension, such interactions (Umk-
lapp scattering process) lead to a (Mott) gap, and the
features predicted by theory are expected to be
observed only at high photon energies. These features
include a power-law dependence of the conducti-
vity, with the exponents on o different from � 3.
Experiments on highly anisotropic materials, such as
the linear chain Bechgaard salt (TMTSF)2PF6, have
been interpreted as evidence for such a novel, so-
called Tomonaga–Luttinger liquid.

Another topic of particular importance is the study
of the optical response associated with impurity
states or defects in semiconductors (as in the case of
phosphorus doped silicon Si : P), mainly because of
industrial purposes. Extrinsic conduction associated
with such impurity states is a standard issue for solid-
state physics, and transport effects which depend on
the impurity concentration are also well studied. For
small concentrations, these impurity states are
localized to the underlying lattice, but an insulator–
metal transition occurs at zero temperature as the
impurity concentration increases. The optical proper-
ties are very sensitive to the defect/impurity concen-
tration, so that one can follow very precisely
concentration-induced metal–insulator transitions.

This survey is far from being exhaustive. The
quoted references should allow, as ‘‘Further reading,’’
to widen the reader’s perspectives on this vast topic.
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Egap energy gap (K or cm� 1)
Jcv joined density of states
R(o) reflectivity
e(o) dielectric function
s1(o) real part of optical conductivity

((X cm)� 1)
o frequency in wave number (1 eV¼

8.065 48� 103 cm� 1)
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Introduction

In understanding the relationships between crystal
structures and physical properties of solid-state ma-
terials, it is essential to know their electronic struc-
tures. Electronic structure calculations can be carried
out either at first principles or at semi-empirical
levels. What level of calculations is appropriate for a
system under investigation depends on what kind of
answers one seeks from calculations. For quanti-
tative predictions, there is no substitute for first-
principles electronic structure calculations. For the
purpose of understanding qualitative trends, how-
ever, semi-empirical electronic structure calculations
can be sufficient and expedient.

Electronic structure calculations for a many-elec-
tron system lead eventually to an effective one-elec-
tron Hamiltonian Heff and its matrix representation.
To construct this Hamiltonian, one needs the one-
electron wave functions to be determined as eigen-
functions of Heff. As a consequence, it is necessary to
construct Heff in terms of trial one-electron wave
functions and improve Heff using its eigenfunctions
iteratively until a self-consistent-field (SCF) conver-
gence is achieved. In calculating the matrix repre-
sentation of Heff, first-principles electronic structure
calculations execute SCF adjustments of Heff without
simplifying approximations, while semi-empirical
calculations introduce such approximations. Semi-
empirical methods are divided into two groups, that
is, one that requires SCF adjustments of Heff and the
other that does not.

The crudest, but the most useful and versatile,
semi-empirical method of electronic structure calcu-
lations is the extended Hückel tight-binding (EHTB)
method. This method does not take electron–electron
repulsion into consideration, so that it does not re-
quire any SCF adjustment of Heff. Despite this sim-
plicity, the EHTB method has been indispensable in
uncovering structure–property relationships in all
kinds of materials, from molecules to solids, from
organic to inorganic compounds. The EHTB method
is also indispensable in understanding the trends in
spin exchange interactions and magnetic structures
of various magnetic solids, although these properties
are a manifestation of electron correlation that is
neglected in the EHTB method. This article exa-
mines the essential features of the EHTB method and

discusses why this crude method can be used to de-
scribe the electronic structures of not only metallic
but also magnetic insulating solids.

Extended Hückel Tight-Binding Method

For a discrete molecule with a set of valence atomic
orbitals {w1, w2, w3, y, wm}, the molecular orbitals ci

(i¼ 1,2, y, m) are expressed as linear combinations
of these atomic orbitals:

ci ¼
Xm
m¼1

Cmiwm

The molecular orbitals ci are the eigenfunctions of
the effective one-electron Hamiltonian Heff:

Heffci ¼ eici

In the EHTB method, the explicit form of Heff is
not specified but its matrix representation
Hmn ¼ /wmjHeffjwnS, in atomic orbital basis, is de-
fined semi-empirically. The diagonal element Hmm is
approximated by the valence state ionization poten-
tial (VSIP) of the atomic orbital wm, that is,
Hmm ¼ �VSIP. The off-diagonal elements Hmn (man)
are approximated by the Wolfsberg–Helmholz for-
mula, Hmn ¼ KSmnðHmm þ HnnÞ=2, where Smn is the
overlap integral Smn ¼ /wmjwnS and K ¼ 1:75. In
the weighted Wolfsberg–Helmholz approximation,
the coefficient K is replaced with another coefficient
K0, which is given by K0 ¼ K þ D2 þ D4ð1 � KÞ,
where D ¼ ðHmm � HnnÞ=ðHmm þ HnnÞ. The weighted
Wolfsberg–Helmholz approximation is used to re-
duce the extent of counter-intuitive orbital mixing.
The energies ei and the atomic orbital coefficients Cmi

of the molecular orbitals ci are obtained by solving
the set of simultaneous equations:

Xm
m¼1

ðHmi � eiSmiÞCmi ¼ 0; i ¼ 1; 2;y;m

To calculate the electronic structure of an extended
solid having a set of valence atomic orbitals {w1, w2,
w3, y, wm} per unit cell, it is necessary to define the
corresponding set of Bloch orbitals {b1(k), b2(k),
b3(k), y, bm(k) } for any given wave vector point k:

bmðkÞ ¼
1ffiffiffiffiffi
N

p
X
R

expðik � RÞwmðr � RÞ; m ¼ 1; 2;y;m

where N is the number of unit cells in the magnetic
solid, R is the lattice vector, and wm(r�R) is the
atomic orbital wm located at the lattice vector R. Then,
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the crystal orbitals ci(k) of an extended solid are
written as linear combinations of the Bloch orbitals:

ciðkÞ ¼
Xm
m¼1

CmiðkÞbmðkÞ

The crystal orbitals ci(k) are the eigenfunctions of
the effective one-electron Hamiltonian Heff: Heffci

ðkÞ ¼ eiðkÞciðkÞ Once the matrix elements HmnðkÞ ¼
/bmðkÞjHeff jbnðkÞS and Smn(k)¼/bm(k)|bn(k)S, in
Bloch orbital basis, are determined using the EHTB
approximation, the energies ei(k) and the Bloch orbital
coefficients Cmi(K) of the crystal orbitals ci(k) are cal-
culated by solving the set of simultaneous equations:Xm
m¼1

ðHmiðkÞ � eiðkÞSmiðkÞÞCmiðkÞ ¼ 0; i ¼ 1; 2;y;m

To fully specify the electronic structure of a given
solid, one needs to solve the above equation for a set
of k points lying in the first Brillouin zone (FBZ),
which gives rise to energy bands.

Atomic Orbital Parameters

In EHTB calculations, the valence atomic orbitals wu

are approximated by Slater-type orbitals (STOs). A
single-zeta (SZ) STO, wm, is defined by

wmprn�1expð�zrÞYðy;fÞ

where n is the principal quantum number, z is the
exponent, and Y(y, f) is the spherical harmonics. In a
double-zeta (DZ) STO, a linear combination of two
exponential functions is used:

wmprn�1½c1expð�z1rÞ þ c2expð�z2rÞ�Yðy;fÞ

Thus, the semi-empirical parameters of EHTB cal-
culations are the z values for SZ STOs, the z1, z2, c1,
and c2 values for DZ STOs, and the VSIP values of

the valence atomic orbitals. These values can be
taken from results of atomic electronic structure cal-
culations using the Hartree–Fock method.

In general, results of EHTB calculations depend
more sensitively on the exponents of STOs than on
their VSIPs. For compounds consisting of transition
metal elements M and main group elements L, it was
customary to represent the d-orbitals of M by DZ
STOs, the s/p orbitals of M by SZ STOs, and the s/p
orbitals of L by SZ STOs (hereafter referred to as DZ/
SZ calculations). However, a better agreement with
experiment and with first-principles electronic struc-
ture calculations is achieved with EHTB calculations
in which the s/p orbitals of main group elements L are
also represented by DZ STOs (hereafter referred to as
DZ/DZ calculations), regardless of whether a system
under consideration is metallic or magnetic insulating.
For conducting salts of organic donor molecules,
which consist of only main group elements, use of DZ
STOs for the main group elements also provides a
better description of their electronic structures than
does that of SZ STOs.

Metallic versus Magnetic Insulating
States of Extended Solids

A metallic compound has one or more partially filled
bands. For example, consider a one-dimensional
(1D) chain with one electron and orbital per site
(Figure 1a), which has a half-filled band. In the
metallic state, the levels of the half-filled band below
the Fermi level are each doubly filled while those
above the Fermi level are each empty as shown in
Figure 1b. Thus, the wave vectors of the FBZ are
divided into two sets, those leading to the filled band
levels and those leading to the empty levels. The
boundary surface between these two sets of wave
vectors are known as the Fermi surface. The trans-
port properties of a metal are mainly governed by the

(c) (d)(a) (b)

e f

Figure 1 Metallic and magnetic insulating states of a 1D chain with one electron and one orbital per site: (a) schematic representation

of a 1D chain; (b) metallic state; (c) magnetic insulating state in non-spin-polarized representation; and (d) magnetic insulating state in

spin-polarized representation.
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electrons around the Fermi level and hence around
the Fermi surface. The charge density wave instability
of a low-dimensional metal, which is analogous to the
Jahn–Teller instability of a discrete molecular system,
is likely to occur when its Fermi surface is nested.

A magnetic insulating state also possesses one or
more partially filled bands. For example, in the
magnetic insulating state of a half-filled band system,
all the band levels are each singly occupied as shown
in Figure 1c. From the viewpoint of spin-polarized
representation, the latter is equivalent to filling all
the up-spin band levels singly filled while leaving all
the down-spin band levels unoccupied. In spin-po-
larized electronic band structure calculations for this
formally ferromagnetic insulating state, the up-spin
and down-spin bands become split in energy (Figure
1d). The metallic and magnetic insulating states are
similar in that they possess one or more partially
filled bands, but they differ in the way the band levels
are occupied. Given the bandwidth of the 1D chain
as W and the on-site repulsion as U, the metallic state
is more stable than the magnetic insulating state if
W4U, while the reverse is true if WoU.

Strengths, Weaknesses, and Utility

EHTB calculations cannot be used to predict either
the optimum structure of a system or the relative
energies of a system with different electron con-
figurations. For systems of known geometry, how-
ever, EHTB calculations provide invaluable
information about their electronic properties. In
EHTB calculations, the total energy of a system is
given by the sum of its occupied orbital energies.
Thus, EHTB calculations predict that a solid with a
partially filled band is always metallic, in disagreem-
ent with experiment. If EHTB calculations give a
narrow partially filled band for a solid, one should
expect that the solid might be a magnetic insulator
rather than a metal. Similarly, for a molecule with
two electrons to fill its HOMO and LUMO, EHTB
calculations predict that the closed-shell singlet state
is always more stable than the triplet state, in
disagreement with experiment. When EHTB calcu-
lations give a small HOMO–LUMO gap for a mol-
ecule, one should expect that the ground state of the
molecule might be a triplet state (see below).

Results of EHTB calculations do not depend on the
number of electrons in a system, because electron–
electron repulsion is not included in the EHTB method.
This apparent shortcoming provides several advan-
tages that no first-principles theory can ever match:

1. The ‘‘frontier’’ bands (i.e., the highest-occupied and
lowest-unoccupied bands) of a complex system can

be well approximated by that of its appropriate
fragment. For instance, in an organic conducting
salt (BEDT-TTF)2X with mononegative anion X�

(BEDT-TTF–bis(ethylenedithio)tetrathiafulvalene),
layers of the (BEDT-TTF)2

þ cations alternate with
layers of the X� anions (Figure 2). The frontier
bands of (BEDT-TTF)2X are associated with the
cation layers so that the electronic structure of a
(BEDT-TTF)2X salt is well approximated by that
of an isolated cation layer. Similarly, in the mono-
phosphate tungsten bronze, (PO2)4(WO3)8, the
corner-sharing WO6 octahedral layers are sepa-
rated by PO4 tetrahedra (Figure 3). The frontier
bands of (PO2)4(WO3)8 are associated with the
WO6 octahedral layers so that the electronic struc-
ture of (PO2)4(WO3)8 is well approximated by that
of an isolated WO6 octahedral layer.

2. The local electronic structure of a transition metal
ion M surrounded with n main group ligand
atoms L in its first coordination sphere is well

b

c

Figure 2 Projection view of the organic conducting salt, b00-
(BEDT-TTF)2SF5CH2CF2SO3, showing the alternation of the

[(BEDT-TTF)2]þ cation and the [SF5CH2CF2SO3]� anion layers.
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approximated by the d-block electronic structure
calculated for an isolated complex MLn. For the
purpose of electron counting in the d-block levels,
each ligand is treated as a closed shell anion. For
example, the magnetic oxide CaV4O9 is made up
of edge- and corner-sharing VO5 square pyra-
mids (Figure 4), and the vanadium and oxygen
atoms of CaV4O9 have the oxidation states þ 4
and � 2, respectively. Thus, a spin monomer (i.e.,

a structural unit containing one spin site) is repre-
sented by the (VO5)6� cluster, while a spin dimer
(i.e., a structural unit containing two spin sites)
is represented by the (V2O8)8� cluster for edge-
sharing square pyramids and by the (V2O9)10�

cluster for corner-sharing square pyramids
(Figure 5). The highly charged anion state of these
species does not present any computational prob-
lem in EHTB calculations, unlike the case of first
principles and semi-empirical calculations re-
quiring SCF adjustments of Heff.

3. EHTB calculations are simple and hence enable
the study of molecular and extended solids that
are too large to study using first-principles elec-
tronic structure calculations.

In general, there are two ways of introducing elec-
tron correlation in electronic structure calculations,
namely, the configuration interaction (CI) wave func-
tion and the density-functional theory (DFT) methods.
In the CI wave function method, the Hartree–Fock
equations solve the exact Hamiltonian (i.e., the mo-
lecular Hamiltonian) with approximate many-body
wave functions (i.e., Slater determinants). The exact
solution can be achieved through systematic im-
provements in the form of many-body wave functions
such as CI wave functions. In this approach, atomic
orbitals and hence molecular orbitals play the role of
basis functions used to improve the form of many-
body wave functions. In the DFT method, however,
approximations are introduced only in the exchange-
correlation operator. The density-functional equations
solve an approximate many-body Hamiltonian with
exact wave functions, and DFT approaches the exact
solution by improving the exchange-correlation oper-
ator. Therefore, unlike the case of the CI wave func-
tion method, orbital concepts as practiced by chemists
remain valid in DFT. Results of DFT electronic struc-
ture calculations are readily interpreted by employing
the concepts of orbital interactions on the basis of
EHTB calculations.

Low-Dimensional Metallic Compounds

A large number of low-dimensional metallic com-
pounds, which include transition-metal oxides, tran-
sition-metal chalcogenides, organic conducting salts,

b

c

Figure 3 Projection view of the monophosphate tungsten

bronze, (PO2)4(WO3)8, showing that the corner-sharing WO6 oc-

tahedral layers are condensed with the PO4 tetrahedra (shaded).

Figure 4 Condensation pattern of the V4O9 layers of CaV4O9.

Each small square with solid (dotted) diagonal lines represents a

VO5 square pyramid having the apical oxygen atom above (be-

low) the basal plane, and the large square made up of four small

squares represents a plaquette.

(a) (b) (c)

Figure 5 Spin monomer and dimer units of CaV4O9. (a) Spin

monomer (VO5)6� ; (b) edge-sharing spin dimer (V2O8)8� ; (c)

corner-sharing spin dimer (V2O9)10� .
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etc., have been examined by EHTB calculations. In
the following, the band dispersion relations, the den-
sity of states, and the Fermi surfaces for two exam-
ples that illustrate the utility of EHTB calculations
are calculated. These calculations get the Fermi sur-
face topology approximately correct, but underesti-
mate the effective mass.

The cation layers of the organic conducting salt b00-
(BEDT-TTF)2SF5CH2CF2SO3 are well separated
(Figure 2). In each cation layer, there are four
BEDT-TTF molecules per unit cell. The band disper-
sion relations and the density of states calculated for
a single cation layer using the SZ STOs for all the
atoms of BEDT-TTF molecules are shown in Figures
6a and 6b, respectively. For simplicity, only the four
highest occupied bands, derived mainly from the
HOMOs of the BEDT-TTF molecules, are shown.
With the oxidation state [(BEDT-TTF)2]þ , there are
six electrons to fill these four bands leading to par-
tially filled bands. The Fermi surfaces associated with
the partially filled bands, shown in Figure 6c, consist
of four wavy lines. Therefore, the SZ STO calcula-
tions predict that b00-(BEDT-TTF)2SF5CH2CF2SO3

is a 1D metal. Figures 7a–7c show the dispersion

relations, the density of states, and the Fermi surfaces
calculated for a single cation layer using the DZ
STOs for the carbon and sulfur atoms of BEDT-TTF.
It is noted that the bandwidth from the DZ STO
calculations is about twice as wide as that from the
SZ STO calculations. The Fermi surfaces of the DZ
STO calculations consist of two wavy lines and a
closed pocket centered at the X point. Namely, the
DZ STO calculations predict that b00-(BEDT-
TTF)2SF5CH2CF2SO3 has both 1D and 2D metallic
character, in agreement with the experiment.

Figure 3 shows that a unit cell of the monophos-
phate tungsten bronze, (PO2)4(WO3)8, has two cor-
ner-sharing WO6 octahedral layers separated by PO4

groups. Figures 8a and 8b present the band disper-
sion relations and the density of states obtained for a
single octahedral layer from the DZ/SZ calculations,
respectively. For simplicity, only the t2g-block bands
are shown. The Fermi surfaces associated with the
partially filled bands are shown in Figure 8c. The
corresponding plots obtained for a single WO6 oc-
tahedral layer from the DZ/DZ calculations are pre-
sented in Figure 9. The bandwidth from the DZ/DZ
calculations is about twice as wide as that from the
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DZ/SZ calculations, but the Fermi surfaces from the
two calculations are similar. The band dispersion re-
lations, the density of states, and the Fermi surfaces
obtained for the 3D lattice of (PO2)4(WO3)8 using
the DZ/DZ calculations, presented in Figure 10, are
very close to those obtained for a single WO6 octa-
hedral layer using the DZ/DZ calculations. This is so
because the interaction between the adjacent WO6

octahedral layers is weak.

Spin Dimer Analysis of Spin Exchange
Interactions

Low-energy excitations of a magnetic solid with lo-
calized spins are probed by magnetic susceptibility
and neutron scattering measurements, and are ana-
lyzed using a spin Hamiltonian defined in terms of a
set of spin exchange parameters J. The nature and
values of the spin exchange parameters deduced from
this analysis depend on what spin exchange paths
one includes in the spin Hamiltonian. Strongly

interacting spin exchange paths of a magnetic solid
are determined by the overlap between its magnetic
orbitals (i.e., singly occupied molecular orbitals).
Since the magnetic orbitals are anisotropic in shape,
the strength of a spin exchange path is not necessarily
determined by the shortness of the distance between
the magnetic ions. Therefore, in interpreting results
of magnetic susceptibility and inelastic neutron scat-
tering measurements, it is crucial to employ a set of
strongly interacting spin exchange paths chosen on
the basis of proper electronic structure considera-
tions. Otherwise, one may end up interpreting the
magnetic properties of a system in terms of a spin
lattice model quite irrelevant for the system. Spin
dimer analyses based on extended Hückel tight-
binding calculations provide a reliable and expedient
means to estimate the relative strengths of spin ex-
change interactions.

In essence, electron localization is responsible for
spin exchange interactions of magnetic solids. Con-
sider that a spin dimer has two equivalent spin sites
with one electron and one orbital per site (Figure 11a).
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Figure 7 Electronic band structure calculated for a cation layer of b00-(BEDT-TTF)2SF5CH2CF2SO3 using the DZ STOs. (a) Band

dispersion relations; (b) density of states; (c) Fermi surface.
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The interaction between the two magnetic orbitals w1

and w2 (representing the spin sites 1 and 2, re-
spectively) leads to two molecular levels c1 and c2

with energies e1 and e2, respectively. Three electron
configurations of interest for this spin dimer are the
triplet configuration FT and the singlet configura-
tions, F1 and F2 (Figures 11b–11d). When chemical
bonding interaction between the spin sites is weak,
the orbital energy difference De ¼ e22e1 is small,
and the two electrons of the dimer are considered as
localized. In this case, the two singlet configurations
F1 and F2 become close in energy, so the CI between
F1 and F2 becomes strong and the ground singlet
state FS is described by the linear combination:

FS ¼ C1F1 � C2F2

where the mixing coefficients C1 and C2 have the
same sign and are similar in magnitude. Using this CI
wave function, the energy difference between the tri-
plet and singlet electronic states, DE ¼ ES � ET, is

expressed as

DE ¼ 2K12 �
ðDeÞ2

Ueff

where K12 is the exchange repulsion integral between
w1 and w2, and Ueff is the effective on-site repulsion.

If the spin dimer is described by the Heisenberg spin
Hamiltonian Ĥ ¼ �JŜ1 � Ŝ2, it is found that the spin
exchange parameter J is equal to ES�ET. Therefore,

J ¼ DE ¼ 2K12 �
ðDeÞ2

Ueff

so that the spin exchange parameter J can be written
as J¼ JFþ JAF, where

JF ¼ 2K1240

JAF ¼ � ðDeÞ2

Ueff
o0

In general, the exchange integral K12 is a small po-
sitive number so that the spin exchange cannot be
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Figure 8 Electronic band structure obtained for a single WO6 layer of (PO2)4(WO3)8 using the DZ/SZ-STO calculations. (a) Band

dispersion relations; (b) density of states; (c) Fermi surface.
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ferromagnetic (i.e., J40) unless the antiferromagnetic
term JAF either vanishes or is very small in magnitude.
For various spin exchange paths of a magnetic solid,
the Ueff term is nearly constant so that the variation of
the JAF values is mainly governed by that of the
� (De)2 values. For an antiferromagnetic exchange
interaction (i.e., Jo0), the JAF term dominates over
the JF term. Since the JF term is a small positive
number, trends in spin exchange interactions can be
discussed on the basis of the trends in the corre-
sponding � (De)2 values obtained from EHTB calcu-
lations for spin dimers.

When two adjacent spin sites have M unpaired
spins, the overall spin exchange parameter J is then
described by

J ¼ 1

M2

XM
m¼1

XM
n¼1

Jmn

Therefore, the trends in spin exchange parameters
can be discussed in terms of the sum of the spin

orbital interaction energy squares:

ðDeÞ2
D E

¼ 1

M2

XM
m¼1

XM
n¼1

ðDemnÞ2

Then, the antiferromagnetic component of the
overall spin exchange parameter J of the spin dimer
can be written as:

JAF ¼ �
ðDeÞ2
D E

Ueff

To illustrate the utility of the spin dimer analysis
based on EHTB calculations, two examples are con-
sidered. The magnetic properties of 3D perovskites
KNiF3 and KCuF3 as well as the layered perovskites
K2NiF4, K2CuF4, and La2CuO4 were extensively
studied both theoretically and experimentally. These
compounds are made up of corner-sharing ML6 oc-
tahedra. As summarized in Figure 12a, the experi-
mental J values of these compounds are almost
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Figure 9 Electronic band structure obtained for a single WO6 layer of (PO2)4(WO3)8 using the DZ/DZ-STO calculations. (a) Band
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quantitatively reproduced by the J values obtained
from first-principles electronic structure calculations.
Figure 12b shows that the experimental J values and
the /(De)2S values obtained from EHTB calcula-
tions have a good linear relationship. The vanadium
oxide, CaV4O9, consists of V4O9 layers that are
made up of VO5 square pyramids containing V4þ

(d1) ions as shown in Figure 4. The spin exchange
parameters of CaV4O9 are known for four exchange
paths from the neutron inelastic scattering and
magnetic susceptibility studies and from first-princi-
ples electronic structure calculations (Table 1). From
the calculated (De)2 for these exchange paths, one
can estimate the exchange parameters using the
relationship � (De)2/Ueff, where the Ueff value of
1.587 eV is chosen to reproduce the strongest J value.
Clearly, the relative strengths of the four experimen-
tal J values are very well reproduced by the � (De)2/
Ueff values (Table 1).
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Figure 10 Electronic band structure obtained for the 3D lattice of (PO2)4(WO3)8 using the DZ/DZ-STO calculations. (a) Band dis-

persion relations; (b) density of states; (c) Fermi surface.
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Figure 11 Three electronic configurations of a dimer with one

electron and one orbital per site: (a) schematic representation of

a dimer; (b) triplet state (c1)1(c2)1; (c) singlet configuration (c1)2;

(d) singlet configuration (c2)2.
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Importance of Super-Superexchange
Interactions

For extended magnetic solids in which magnetic
transition metal ions M are surrounded with main
elements L, the spin exchange interactions between
adjacent metal ions take place via M–L–M super-
exchange (SE) and M–LyL–M super-superexchange
(SSE) paths. On a qualitative level, the trends in the
signs and magnitudes of SE interactions are discussed
in terms of Goodenough–Kanamori rules. In the past,
SSE interactions have been neglected because there
was no simple qualitative rule by which to recognize
when their strengths were significant. Figure 13a
shows that the magnetic orbital of a V4þ (d1) ion is
given by the V 3dxy orbital that makes p-antibonding
interactions with the p orbitals of the four ligands L
in the basal plane. As depicted in Figure 13b, the
strength of an SSE interaction between two such
magnetic orbitals increases with increasing the over-
lap between the p-orbital tails of the LyL contacts
in the two V–LyL–V paths. This interaction be-
comes stronger as the L4 ring formed from the two
LyL contact units is more planar and rectangular, as
the basal planes of the two spin monomers are more
coplanar, and as the LyL contacts are shorter and
lie within the van der Waals distance. When the latter
conditions are met, an SSE interaction can be
stronger than an SE interaction, as found for
(VO)2P2O7. A similar situation is also found for
spin exchange interactions involving Cu2þ (d9) ions.
The magnetic orbital of a Cu2þ (d9) ion is the Cu
3dx2� y2 orbital that makes sigma antibonding inter-
actions with the p orbitals of the four ligands L
(Figure 14a). As depicted in Figure 14b, the strength
of an SSE interaction between two such magnetic
orbitals increases with increasing the overlap be-
tween the two p-orbital tails of the LyL contact in
one Cu–LyL–Cu path. This interaction becomes
stronger as both +Cu–LyL bond angles become
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Figure 12 Comparison of the experimental spin exchange pa-

rameters Jexp of perovskite magnetic solids with the calculated

values Jcalc obtained from first-principles electronic structure

computations and the /(De)2S values obtained from EHTB cal-

culations: (a) Jexp vs. Jcalc; (b) Jexp vs. �/(De)2S (1: KniF3, 2:

K2NiF4, 3: KCuF3, 4: K2CuF4, and 5: La2CuO4).

Table 1 Experimental and calculated spin exchange parameters of CaV4O9 (meV) for the corner- and edge-sharing exchange paths

Intra plaquette Inter plaquette

Edge Corner Edge Corner

(a) Experiment

Neutron scattering � 5.76 �1.25 �5.76 � 14.73

Magnetic susceptibility � 9.3 �3.7 �9.6 � 14.2

(b) First-principles electronic structure calculations

LDAþU � 7.67 �7.84 �5.34 � 12.75

LSDA � 8.9 �6.5 �1.1 � 23.8

SCAD � 9.7 �3.9 � 12.5 � 19.3

(c) EHTB calculations

� (De)2/Ueff � 6.36 �4.18 �5.54 � 14.73
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larger and as the LyL distance becomes shorter and
lies within the van der Waals distance. For instance,
in the magnetic oxides, CuWO4 and CuMoO4-III,
the strongest spin exchange interactions are the SSE
interactions involving the most linear Cu–OyO–Cu
paths, in which the OyO distances of these paths
are in the range of 2.4 Å, which is considerably
shorter than the van der Waals distance, and the two
+Cu–OyO angles of these paths are identical and
are close to 1651.

As described above, an SSE interaction can be
stronger than any SE interaction. Therefore, assign-
ing strongly interacting spin exchange paths of
magnetic solids should be based on appropriate elec-
tronic structure considerations. When a magnetic
solid consists of other magnetic ions with more than
one unpaired spin, the relative strengths of SE and
SSE interactions should be estimated with appropri-
ate electronic structure calculations, for which EHTB
calculations have been found invaluable.

Concluding Remarks

Although the semi-empirical EHTB method is based
on very crude approximations, it facilitates one to
extract invaluable information about metallic as well
as magnetic insulating solids of known crystal struc-
tures. It is also useful in interpreting results of first-
principles electronic structure calculations in terms

of simple chemical concepts such as overlap, sym-
metry, and orbital interaction.
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Nomenclature

bm(k) Bloch orbital at a wave vector k
Cmi coefficient for the atomic orbital wm in

molecular orbital ci

Cmi(k) coefficient of the bm(k) in crystal orbital
ci(k)

ej molecular orbital energy
ei(k) crystal orbital energy at a wave vector k
Heff effective one-electron Hamiltonian
Hmn interaction energy matrix element /wm

jHeffjwnS
JAF antiferromagnetic component of a spin

exchange parameter J
JF ferromagnetic component of a spin ex-

change parameter J
J, Jmn spin exchange parameters between two

magnetic orbitals
K12 exchange repulsion integral
Smn overlap matrix element /wmjwnS

(a) (b)

Figure 13 (a) Magnetic orbital of a VL5 square pyramid, in

which the V 3dxy orbital makes p-antibonding with the ligand p

orbitals on the basal plane; (b) arrangement of two adjacent

magnetic orbitals in an SSE interaction having two V–LyL–V

paths.

(a) (b)

Figure 14 (a) Magnetic orbital of a CuL4 square plane, in which

the Cu 3dx2–y2 orbital makes s-antibonding with the ligand p or-

bitals on the basal plane; (b) arrangement of two adjacent

magnetic orbitals in an SSE interaction having a linear Cu–LyL–

Cu path.
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U on-site repulsion
Ueff effective on-site repulsion
W bandwidth
Y(y,f) spherical harmonics
/(De)2S sum of the spin orbital interaction

energy squares
De, Demn orbital energy spilt associated with the

interaction between magnetic orbitals

z exponent of an exponential function of
a slater type atomic orbital

wm valence atomic orbital
Fi electron configuration
FS singlet state
FT triplet state
ci molecular orbital
ci(k) crystal orbital at a wave vector k
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All the living beings of our planet, in different ways,
display highly complex integrated biological systems
(biosensors) that are used to profitably interact with
the environment where they exist. The loss of effi-
ciency of these indispensable biosystems or even their
absence (lack), is reflected in a reduction of outliving
capacity and, as a consequence, in a slow-down of
the evolutionary processes. For this reason, these
biosensors are of paramount importance. For exam-
ple, in the constant effort dedicated to imitate Na-
ture, in order to construct apparatuses of particular
importance such as robots to be used for hard and
precision works, man tries to construct, using avail-
able and updated technologies, sensors able to ex-
ceed the performance of the biological analogs.

In the last two decades, along with the developm-
ents in microelectronics and microsystems, a variety
of sensors for the detection of physical, chemical, and
biological measurands have been fabricated, and the
effort is still in an evolutionary phase due to the
ever-growing technological level. These are used to
characterize and control the so-called generalized
environment (GE) where living beings grow and
develop their intrinsic knowledge. Examples of GE
are: atmosphere, lands, waters, drops of biological
liquids, cells, vehicles, buildings, outer space, etc.

In designing new sensors or even sensor systems,
one should keep in mind the strategy adopted by
Nature, especially in the case of evolved animals.
Most of the sensing systems are formed by a large
number of small sensors. It seems that Nature tends
to reduce the dimensions of the single sensor in order
to achieve, at small dimensions, one peculiar prop-
erty and use a matrix of these sensors to gain another
property useful at macroscopic level. As an example,
consider the eye. The single-photon sensor is made
small enough to determine the single-pixel resolution
at a given distance; then a huge number of these

high-performance sensors are used in order to have
the possibility of seeing a rather large sight frame
(extended field of view).

New-generation sensors are solid-state devices
fabricated by microelectronic technologies able to
read the GE and give responses of either the electrical
or the optical type, suitable for both successive pre-
processing and final actions of monitoring, storing,
and control. They can measure physical parameters
such as force, acceleration, strain, torque, vibration,
position, velocity, pressure, temperature, ion concen-
tration in solutions (Naþ , Caþ þ , Kþ , etc.), and a
variety of volatile compounds, such as H2, CO, CO2,
SO2, etc. Also utilizing enzymes, antibodies, or
chemically sensitive molecules designed ad hoc, they
can improve sensitivity and resolution versus parti-
cular chemical or biological species.

Sensors being highly complex devices, their study
and development can only be performed at multidis-
ciplinary level using knowledge ranging from solid-
state physics, chemistry, microelectronics, to biology,
interfaces, electrochemistry, nanocorrosions, etc.
This may be justified by taking into account some
of the most important characteristics that must be
satisfied by sensors: high sensitivity and resolution,
low noise, robustness, compatibility with microelec-
tronic technologies, and noncontaminability; finally,
for all applications regarding human bodies, bio-
compatibility does represent the most important
requirement. All these characteristics cannot, in prac-
tice, be satisfied, simultaneously, and an acceptable
compromise should always be found so that sensors
for specific tasks can be designed more easily.

In this article, for the sake of clarity, the following
terminology is used:

1. Physical sensors: devices able to sense physical
quantities.

2. Chemical sensors: devices able to sense chemical
quantities.

3. Biological sensors: devices able to sense biological
quantities.
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4. Biosensors: devices having sensing parts made by
biological materials. Here one may distinguish
among:

(a) Chemical biosensors: devices having sensing
parts made by biological materials and sen-
sitive to chemicals.

(b) Biological biosensors: devices having sensing
parts made by biological materials and sen-
sitive to biomaterials.

(c) Physical biosensors: devices having sensing
parts made by biological materials and sen-
sitive to physical quantities.

Numerous effects may be derived from the inter-
actions between the chemically interactive material
(CIM) and the GE. The most relevant for the CIMs
are: heat generation followed by a temperature in-
crease; changes of one of the following parameters:
electronic charge, mass, conductivity, refractive
index, work function, photon emission. Many trans-
ducers available today are able to utilize one or more
of the above-mentioned effects.

A variety of CIMs are available for chemical and
biosensing, such as: metal oxide semiconductors
(SnOx, TiOx, Ta2O5, IrOx, WO2, etc.), metals (Pt,
Pd, Ni, Ag, Cr, Sb, K, etc.), ionic conductors (ZrO2,
LaFx, CaFx, CeO2, Nasicon, etc.), polymers (polyp-
yrrole, polyphenylacetylene, cellulose, polyurethane,
polycarbonate, porphyrines, phthalocyanines, poly-
siloxanes, etc.), enzymatic systems (glucose-oxidase,
lattosio-oxidase, urease, anti-IgG, anilisteria, etc.).

It is also interesting to mention that a sensor, incor-
porating an appropriate transducer, can be seen as an
energy-to-energy convertor, where the possible energies
at the input and output, may be any of the following:
electrical, magnetic, optical, chemical, mechanical,
thermal, or nuclear. In this context, the following sen-
sor conversion phenomena give us the various possi-
bilities available for the design of new sensing devices:
biochemical, bioelectric, biomagnetic, electroacoustic,
elastomagnetic, elastoelectric, electrochemical, photo-
chemical, magnetoelectric, magnetooptic, photoelastic,
photoelectric, photomagnetic, thermoelectric, therm-
omagnetic, thermoelastic, and thermooptic.

It is also useful to mention the most important
types of measurable quantities which are related to
the nine application areas listed below:

1. Acoustic: amplitude, phase, polarization, spectra,
power, and harmonic distortion.

2. Biological: concentration, type of molecules, func-
tionality, and affinity.

3. Chemical: concentration, type of molecules, func-
tionality, and affinity.

4. Electric: current, charge, potential, electric field,
power, phase, polarization, resistivity, con-
ductivity, permittivity, and permeability.

5. Magnetic: magnetic field, magnetic flux, permea-
bility, and phase.

6. Mechanical: force, moment, torque, stress, strain,
viscosity, linear position, angular position, linear
velocity, angular velocity, acceleration, mass, den-
sity, flow, stiffness, and compliance.

7. Optical: amplitude, phase, polarization, refractive
index, spectra, power, wave velocity, phase velo-
city, and harmonic distortion.

8. Radiation: frequency, wavelength, intensity, en-
ergy, power, and spectra.

9. Thermal: temperature, thermal conductivity, ther-
mal resistance, specific heat, and flux.

In order to evaluate the characteristics of a sensor,
suitable descriptors must be considered, e.g.:

(a) Response curve (RC). It represents the output
response as a function of the measured quantity
applied to its input. For instance, in the case of a
chemical sensor based on change in conductivity
(G) with respect to the change of the input quan-
tity, it is recommended to use the following no-
tations for the output response: G (conductance),
G/G0 (relative conductance), (G�G0)/G0 (re-
lative change of the conductance).

(b) Sensitivity (S). It is defined as the derivative of
the response (which is a function of the operating
point) with respect to the measured quantity (M).
With reference to the three above-mentioned
cases, one has S¼ d(G)/dM, S¼ d(G/G0)/dM,
S¼ d((G�G0)/G0)/dM.

In the case of a linear response without offset the
above three relationships of sensitivity simplify as fol-
lows: S¼G/M, S¼ (G/G0)/M, S¼ ((G�G0)/G0)/M.

In the case of a piecewise linear response, for each of
the segments, the sensitivities can be further simplified
as S¼DG/DM, S¼D(G/G0)/DM, S¼D((G�G0)/
G0)/DM.

(c) Resolution (R). It is defined as the magnitude of
the measured quantity which gives a signal-to-
noise ratio equal to 1 and can be expressed in a
simplified form as follows

R ¼ noise voltage=S

which means that sensors having the same noise
present a better resolution when the sensitivity is
higher.

In the following, the basic principles of the most
important sensors are illustrated through the use of
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some figures which schematically indicate (not to
scale) their shapes.

Figure 1 shows a pyroelectric sensor, which is sen-
sitive to heat rate delivered during the sensing action.
A slice of pyroelectric material, such as LiTaO3 or
LiNbO3, is covered by two thin-film metallic con-
tacts, and a CIM is deposited on one of them (e.g.,
platinum if one would like to detect ammonia). A
change in dipole moment induced by external tem-
perature changes develops either an open circuit
voltage or a loaded circuit current as output signal.
Temperature changes as low as 10�6 K are possible
using this sensor.

Figure 2 schematically shows a metal oxide sem-
iconductor (MOS) structure, which is sensitive

to electronic charges, where, as an example, the
gate has been covered by a thin film of palladium.
In the presence of hydrogen, through a catalytic
action, electrical dipoles grow at the palladium–sil-
icon dioxide interface, which controls the source
drain current of the MOS structure. In this way, the
output voltage at the drain can be related to the
amount of the adsorbed and absorbed hydrogen oc-
curring during the catalytic process itself. About
10�9 C represents the minimum charge variation
allowed at the gate to obtain the minimum readable
signal.

Figure 3 shows a differential surface acoustic wave
sensor which is sensitive to mass changes occurring
along the surface wave path. Usually, a CIM sensitive
to one or more volatile compounds is deposited as a
thin film on the surface of one of the two surface
acoustic wave (SAW) devices, while the other acts
as a reference. During the CIM–gas interaction, the
acoustic–electric properties of the CIM change, in-
ducing a delay in the propagating surface wave. If the
SAW sensors are included in an oscillating circuit,
this delay produces a change in the frequency. So,
the output frequency of the sensors can be related
to the concentration of the adsorbed gas. Suitable
propagation modes present in the SAW structure can
be used for the detection of either ions or neutral
molecules even in liquids.

Figure 4 shows a bulk acoustic wave (BAW) sensor,
sensitive to mass changes of the adsorbing layer, made
by a quartz slice included in an oscillating circuit. The
surface of this device is usually coated by a CIM.
During adsorption–desorption processes, the overall
quartz mass change induces a frequency variation of
the oscillator which can be related to the concentra-
tion of the volatile compound. Small quantities of gas
molecules (ppm), corresponding to nanograms, can
be detected by this sensor. Temperature stability is the

Palladium

LiTaO3

Heater

Vout

H2

Figure 1 Schematic of a chemical sensor based on the pyro-

electric effect. The interaction between airborne hydrogen and pal-

ladium results in a variation of temperature of the metal film. The

underlying pyroelectric material changes its polarization state ac-

cording to the temperature variation. As output, a voltage drop

across the pyroelectric material is observed. To the nature of the

pyroelectric effect, the output voltage is proportional to the

derivative of the temperature. The heating system helps to speed

up the catalithic reaction between the CIM and the volatile com-

pound.
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Figure 2 Conceptual scheme of a ChemFET for gas detection. In this particular example, the usual gate is replaced by a film of

palladium. As a consequence of the absorption of hydrogen molecules, a number of dipoles are formed at the metal–oxide interface.

This results in a detectable change of the source drain current.
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most important constraint to be considered and con-
trolled during the sensing operation.

Figure 5 shows an ion-selective field effect transis-
tor (ISFET) sensitive to the electronic charge, which

can detect the amount of ion concentration in a liq-
uid. In this device, the reference gate is immersed into
the liquid and the metal gate is replaced by a CIM
suitable for liquids able to adsorb ions. As an exam-
ple, valynomicine is a well-known CIM for the de-
tection of potassium ions. The presence of ions inside
the membrane induces a change of the source drain
current which represents the useful output signal.
ChemFETs (also GasFETs) belong to the same fam-
ily; here the gate may be a catalytic metal able to
adsorb a certain volatile compound. As an example,
a palladium gate would give the possibility of de-
tecting hydrogen or ammonia, even at room temper-
ature. ENFETs have the gate covered by an enzyme
able to adsorb biochemical species. The intrinsic
operative mechanism is always the same: a charge is
needed to be deposited inside the CIM or at the
CIM–silicon dioxide interface in order to change the
flat-band voltage of the basic device and, as a con-
sequence, to change the output current.

Figure 6 shows a Mach–Zehnder optical interfer-
ometer used as a chemical sensor. Here, one branch
of the interferometer is covered by a CIM, while the
other represents the reference. During the adsorp-
tion–absorption and desorption processes, the CIM
changes its refractive index and the light at the
output turns out to be dependent on the changed
optical path of the modified branch. In this device,
changes of the refractive index of 10� 4 can practi-
cally be detected, allowing detection capabilities,
with respect to gases, of a few ppm.

Figure 7 shows the schematic diagram of a sensor
based on conductivity change. These devices have the
sensing part made from semiconductor oxide mate-
rials such as SnOx. These materials, which behave
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A
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Figure 3 Schematic assembly of a SAW chemical sensor. In

this configuration, two SAWs are used as delay lines in feedback

configuration with two amplifiers. The propagation path of the

acoustic wave in the upper SAW is modified by a chemically

sensitive layer. This layer can absorb molecules from the

environment and this interaction results in a modification of the

acoustic wave propagation conditions. The other SAW is left

uncoated and used to compensate any variation different from

the chemical interaction. The output quantity is the frequency

of the output signal obtained as the difference of the frequencies

of the oscillators incorporating the two SAWs.

Sensitive layer

Gold electrode

Quartz

A ∆f

Figure 4 Scheme of a BAW sensor. The sensor is formed by a

piezoelectric slab cut along some defined crystal axis. The quartz

disk is electrically contacted by metallic electrodes. The mechan-

ical oscillation frequency, sensitive to the gravitating mass, is

matched by the piezoelectric effect with the electrical resonance

frequency driving and electronic oscillator. The frequency of the

output signal is then proportional to the gravitating mass. The

chemical sensitivity is given by the sensitive layer deposited onto

the quartz surface.
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Figure 5 Schematic diagram of the ISFET sensor. In this sen-

sor the usual gate of a MOSFET device is replaced by the sen-

sitive membrane, the electrolytic solution, and the reference

electrode. The scope of the device is, as in the case of

ChemFET, to bring charged molecules at the oxide – ‘‘gate-like’’

interface in order to alter the current flowing from the drain to

source contacts.
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like semiconductors, may be doped at the surface by
different metals (e.g., gold, palladium, platinum, or
copper) in order to enhance their sensitivity com-
pared to volatile compounds and must operate at
temperatures ranging from B200 up to 5001C. Min-
imum detectable concentrations could be in the ppm
range.

Figure 8 shows a chemical biosensor based on the
phenomenon of luminescence quenching. A suitable
biomaterial which acts as a CIM and is able to emit
luminescence light in the visible range under, for in-
stance, ultraviolet excitation, deactivates its lumines-
cence centers by the presence of a given chemical
compound. The output-quenched signal is detected
by a photon-sensitive device (a solid-state photomul-
tiplier, for instance) allowing rather high resolution

values to be obtained, in the ppb range in already
proven cases.

Figure 9 shows a schematic diagram of another
chemical biosensor utilizing the effect of mass
changes. The transducer is represented by a quartz
resonator covered by an antigen–antibody structure
sensitive to a given analyte, for instance, as that
emitted by plastic mines. The presence of such an
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Figure 6 Schematic diagram of the Mach–Zehnder interferom-

eter; the entering light is split into two arms and summed before

the output. In order to turn the device into a chemical sensor, it is

necessary to coat one of the arms with some material that after

the absorption of molecules, changes its dielectric constant. It

results in a modification of the optical length of the arm and, due

to the interference process, in a modulation of the intensity of the

output light.
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SnO2

Heater: Pt 
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Figure 7 Schematic view of a SnO2 based chemical sensor.

The presence of the heater is necessary in order to bring and

maintain the sensitive material at a temperature in the range 250–

4001C. At these temperatures, the catalytic processes leading to

sensitivity toward both reducing and oxidizing gases are active

and the sensor can change its electric resistance.
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Figure 8 Effect of conjugated polymers. These polymers are

formed by linking together fluorescent monomers. The effect of

the polymer is that the excitation can travel along the polymer

chain inducing a collective fluorescence. If each monomer is

functionalized with a receptor able to bind molecules from the

environment, the binding of only one molecule is enough to stop

the excitation propagation along the chain, quenching the fluo-

rescence of all the fluorescent molecules in the polymer. It

provides an amplification of the binding event enhancing the total

sensitivity greatly.

Analyte

Quartz Antigen
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Figure 9 Biosensor based on quartz microbalance sensor.

Usually, such sensors measure the mass of the absorbed anal-

yte. In this arrangement, the action of the analyte is to remove a

portion of the coating from the quartz surface. Since the removed

molecules are heavier with respect to the analyte, this results in a

sort of amplification of the sensor sensitivity toward the analyte. It

should be remarked that successive exposure to the analyte re-

duces the amount of coating, and in turn the limited lifetime of the

sensor.

356 Sensors



analyte takes a piece of antigene out of the transducer
inducing a rather strong mass variation which is de-
tected by a frequency change. In this context, a useful
strategy consisting of using two quartz resonators,
one of which is considered as reference, permits one
to reduce the effects of common unuseful parameters
such as pressure, temperature, and humidity.

Insofar as physical sensors are concerned, a large
number of them have been developed in the last few
decades. They are devices able to detect physical
quantities, such as photon intensity, pressure, tem-
perature, strain, rotation angles, magnetic and elec-
tric field, and refractive index, etc.

Temperature sensors are physical sensors showing
sensitivity either to temperature or to temperature
changes (thermocouples and thermopiles, thermis-
tors, diodes, and transistors), or to temperature
changes only (pyroelectric devices).

Figure 10 shows a schematic of a thermopile made,
for example, by two thermocouples. The thermopile
output is represented by a voltage proportional to the
temperature difference between the hot and cold junc-
tions, the latter representing the reference. This type
of a physical sensor is characterized by the minimum
noise level, and temperature differences as low as
10�4

1C can be detected, even at room temperature.
Thermistors are devices where the material used

(metals or semiconductors) shows an exponential

resistivity change versus the temperature. Some of
them display sensitivity values so high as to give the
possibility of detecting even 10� 5

1C.
Diodes and transistors have an intrinsic sensitivity

to temperature; in fact, the diode currents (for the
diode) and the collector currents (for the transistor)
are exponential functions of the temperature. In a
semilogarithmic scale, the plot of the currents versus
the diode voltage (or versus the base emitter voltage)
has a slope that is directly temperature-dependent.
For these devices, temperature resolutions of 10� 2

1C
are possible.

Pyroelectric devices characterized by ferroelectric
materials, such as LiTaO3 show an output voltage
proportional to the temperature rate, and may allow
detection of sinusoidal temperature variation as low
as 10� 6

1C.
Figure 11 shows a schematic diagram of a pressure

sensor fabricated by the micromachining technology.
The basic principle relies on a membrane where four
piezoresistors, used in a full-bridge configuration, are
located at the position of larger strain. Once the
pressure is applied, the piezoresistors are activated
and a voltage can be detected at the bridge output.
This voltage can be related to the pressure values.

Figure 12 shows another useful solution for a
pressure-integrated sensor. Here a plate belonging to
a capacitor is displaced by the applied pressure, and
the detection is performed by the capacitance meas-
urement through a suitable circuit, which is eventu-
ally fully integrated in the same substrate. Among
them, infrared sensors (IR) have been the most im-
portant, especially for their strategic use, because
they allow night vision with high efficiency, and also
because they are useful in detecting underskin cancer.
IR radiation is usually classified as near infrared
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Figure 10 Two thermocouples are connected in series to show

the working principle of the thermopile. The resulting voltage drop

across the first and the last conductor provides a measure of the

mean temperature of the hot nodes (T1 and T2 in figure) with a

thermoelectric power, that is, the thermoelectric power of the

single thermocouple multiplied by the number of couples forming

the thermopile.

Piezoresistances

Sensitive
membrane

Si

Figure 11 Arrangement of a micromachined fabrication of a

pressure sensor. The sensitive membrane moves according to

the pressure difference experienced by the two sides of the

membrane. The four piezoresistors are assembled in order to

provide negative and positive response to the same pressure

signal. This arrangement takes the maximum advantage from the

Wheatstone bridge configuration leading to a linear relation

between output signal and pressure variation and maximum

sensitivity.
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(0.8–2 mm), medium infrared (2–14mm), and far in-
frared (14–100 mm). Among these regions, the so-
called IR windows are present. They represent
wavelength intervals where the adsorption coeffi-
cient in air is very low. The window that ranges be-
tween 8 and 12 mm is very important, because it
represents an easy propagation path of that radiation
generated by a room-temperature blackbody.

Figure 13 shows some categories of the wide fam-
ily of IR devices. The important difference between
thermal and photonic sensors is worth mentioning.
The former gives a flat response versus wavelength,
while the latter does present a pass-band-like re-
sponse. Photoconductor IR sensors change their con-
ductivity in the presence of IR radiation and a
current must be injected through them in order to get
a voltage signal, while photovoltage IR sensors
behave as IR solar cells and generate a voltage with-
out any polarization current. Important IR photonic
materials are PbS, PbTe, PbSe, CdTe, PbSnxTe(1� x),
and HgCdxTe(1� x). Above 8 mm, many IR sensors
must be cooled in order to give an acceptable signal-
to-noise ratio, but some of them, such as thermopiles
and pyroelectric sensors, can operate at room tem-
perature even up to 12 mm.

Figure 14 shows a schematic diagram of a sensor
able to detect the changes of refractive index of a

given material. It is based on the surface plasmon
resonance effect. Surface plasmons are charge waves
propagating along a given metal surface. In this
geometry (Kretschmann geometry), light penetrates a
prism and impinges on a metal surface with a certain
angle of incidence. An evanescent wave is locally
generated, which propagates through the film itself.
It then generates, under suitable resonance condi-
tions related to the light frequency and incident
angle, on the other side of the film, the plasmons. The
presence of a liquid with a certain refractive index
may be detected by analyzing the intensity change of
the light out of the prism. Bioliquids have been
succesfully analyzed by this method.

Optical fiber sensors also represent a powerful tool
for the development of robust, reliable, low-cost, and
sensitive sensors with a high degree of immunity to-
ward electromagnetic interferences. Optical fiber
sensors may be configured in order to measure phys-
ical parameters (temperature, pressure, strain, elec-
tric current, rotation, etc.) or chemical parameters
(e.g., composition, concentration, etc). Different
types of optical fibers can be utilized in this context:
monomode, multimode, and others supporting po-
larized propagation light. The basic structure of an
optical fiber chemical sensor is shown in Figure 15.
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Figure 12 Scheme of an accelerometer based on the cap-

acitive transduction of the position of a seismic mass. The value

of the capacitance can then be transformed into a signal fre-

quency by a suitable oscillator circuit.

Infrared sensors

Super-lattice

Thermal

Thermistor
Thermocouple

Thermopile
Golay cell

Pyroelectric
Bolometer

Photoconductors

Intrinsic
Extrinsic

Photovoltaic

Diode pn
Schottky

diode
Diode pin

Diode p-n

Photonics

Figure 13 Classification of IR sensors according to the thermal

(flat band responsivity) and photonic (narrow band responsivity)
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Figure 14 Schematic arrangement of a surface plasmon res-

onance measurement setup. The light source is condensed

through a lens series in order to span a range of incidence

angles. Reflected light is recollected on a linear photodiode array.

In the inset, a typical response is shown.
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Figure 15 Two possible arrangements of fiber optic chemical

sensors are shown in the figure. Both the setups are based on the

interaction of chemicals with a sensitive material coating the fiber

cladding. In the second case, a fiber bundle is used to collect

back the light in order to keep the light source and detector in the

same position.
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It is necessary to have a laser, an optical fiber,
suitably treated, and a detector. In Figure 15, the
central part of the fiber is covered by a CIM and, in
presence of a given volatile compound (VOC) com-
patible with the CIM, the detector may experience a
change of the light intensity. This effect can be cor-
related to the concentration of the VOC. In other
configurations, the sensitive part is located at one of
the fiber extremes, while the other extreme is used
either to send a pulse of light for a certain time or to
receive the response which carries information about
the CIM–VOC interaction.

Artificial Olfaction Systems

One of the most ambitious applications of chemical
sensors is concerned with artificial systems that are
able to reproduce the functions of the natural chem-
ical senses: olfaction and taste.

Senses necessary to life as interfaces between living
beings (both animal and vegetables) and the sur-
rounding world allow living beings to interact with
the environment and adapt themselves to it. Tradi-
tionally, in humans, five senses are identified: sight,
hearing, touch, taste, and olfaction. It is very interes-
ting to note that senses can be further classified ac-
cording to the nature of the things sensed. From this
point of view, it is possible to distinguish the physical
senses (hearing, sight, and touch) from the chemical
senses (taste and olfaction). A great difference be-
tween the two groups exists, and it concerns the
treatment of the perceived information. Indeed, in
humans it is common to communicate hearing or
visual experiences while communication of olfactive
or gustative perceptions is not as common. These se-
mantic differences have corresponding difficulties in
the technological capability to reproduce the func-
tions of natural senses. For instance, hearing and sight
have largely been studied and several technological
similii are currently available (such as cameras and
microphones). On the other hand, only in the last few
years the possibility of designing artificial systems
able to mimic chemical senses began to be considered.

The first ideas about artificial olfaction came in
the 1960s, but the breakthrough occurred during the
1980s when some researchers argued that the
behavior of chemical sensors was rather similar to
that of olfaction receptors. Then, the possibility of
assembling a number of such devices allowed one to
construct a sort of artificial olfaction, which was
soon nicknamed ‘‘an electronic nose.’’

Many chemical sensors, such as those previously
illustrated, share with the natural receptor an im-
portant feature: they are not selective. This means
that their signal cannot be related to one specific

volatile compound, but rather to the global nature of
the compounds present in the air. Indeed, natural
olfaction does not provide analytical information
about the inhaled air, but olfaction provides signals
to the brain in order to allow the individual to give a
sort of qualitative description of the sniffed air. In
practice, natural olfaction makes use of a large
number of different receptors, where none of them is
selective, but the totality of the ensemble makes the
individual selective to thousands of different odors.

During the 1990s, the research and development
of electronic noses grew, involving a large number of
researchers. Electronic noses have been demons-
trated to be able to classify and distinguish different
odors (e.g., to distinguish different wines), and to
identify, after proper training, unknown samples
(e.g., to identify the denomination of a particular
wine). A sort of standard model of an electronic nose
can be found by looking at the extent of tech-
nological implementation of the original idea. This is
based on an array of sensors, from a few units in the
case of metal-oxide chemoresistors or quartz micro-
balances up to thousands of fluorescent beads mi-
cromechanically carved on a single optic fiber.

Disregarding the working principle and the tech-
nological fabrication, sensors are required to be
‘‘globally sensitive’’ and, at the same time, sensors
with a range of selectivity properties must be pro-
duced. In this way, each sensor provides different in-
formation contributing to the global identification of
samples. Another important characteristic of the elec-
tronic nose is data analysis. Multicomponent analysis
techniques are utilized to infer from the sensor sig-
nals the properties of the measured sample. Among
these techniques, the most utilized are those derived
from chemometrics, namely, the algorithms and
methods used in chemistry to analyze data of spectral

Storage days at 0°C Day 15

Day 11
Day 7

Day 1Day 2

Day 33

Figure 16 Result of a typical electronic-nose measurement

aimed at characterizing the process of spoilage in fish.
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instruments (e.g., spectrophotometry and gas chro-
matography). Also, neural networks have been used
extensively, and these have contributed to enhancing
the properties of artificial olfaction systems.

Data analysis usually results in maps where odors
are plotted in order to study their similarities and dif-
ferences. As an example, Figure 16 represented below
shows a typical result obtained in the analysis of food.
The same principle of electronic nose has also been
applied to arrays of sensors operating in liquid sam-
ples giving rise to the so-called ‘‘electronic tongue.’’
This system has been found to be efficient in environ-
mental (e.g., the detection of various ionic species in
ground waters) and food applications (e.g., different
coffee brands and spoilage processes in fruit juices).

See also: Micromechanical Devices and Systems; Semi-
conductor Devices.

PACS: 07.07.Df; 42.79.Pw; 87.80.� y
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The de Haas–van Alphen (dHvA) and Shubnikov–de
Haas (SdH) effects describe oscillatory components of
the magnetization and conductivity, respectively, of a
metal as a function of an applied magnetic field at low
temperatures. The oscillations are periodic in a recip-
rocal magnetic field. It is the most accurate method to
determine the contours of the Fermi surface of a metal
or semimetal, but also gives information on other
physical properties of electrons such as effective mass,
scattering time, and spin-splitting factor.

Historical Introduction

The first experimental and theoretical manifestation
of this effect dates back to 1930. In this year, L D

Landau developed the quantum mechanical calcula-
tion of the diamagnetism of conduction electrons and
mentioned the possibility of oscillatory effects there.
But he believed, it was unobservable at that time. In
the same year, L V Shubnikov and W J de Haas pub-
lished an oscillatory behavior of the magnetoresist-
ance in bismuth, and at the end of this year de Haas
and P M van Alphen reported the observation of an
oscillatory magnetization in the same material. Three
years later, R Peierls developed a quantitative theory
of the oscillations in Bi based on Landau’s formula-
tion of the energy levels of electrons in a magnetic
field. In 1939, D Shoenberg determined the Fermi
surface of Bi using the theoretical calculations of
Landau. Shoenberg came to be the leading scientist in
this field for several decades.

It was only around 1950 that general interest was
seen in these oscillatory effects. In 1947, dHvA oscil-
lations were detected in zinc, the first observation in a
metal other than Bi. Soon after, it became clear that
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this effect could be observed in nearly every polyvalent
metal, if crystals of high quality were available.

In the beginning of the 1950s, three important
theoretical advances were made: first, the influence of
the electron spin was worked out as a damping factor
of the oscillation amplitude, second, R B Dingle
could show that electron scattering broadens the
Landau levels. This should change the oscillations
in a way similar to a rise in temperature. The most
important contribution was first published by L
Onsager. He showed that the dHvA frequency is
connected with the geometry of the Fermi surface
and gives the extremal cross section of the Fermi
surface perpendicular to the magnetic field. But this
breakthrough could not be exploited immediately:
at that time only low-frequency oscillations of the
rather complex Fermi surfaces of polyvalent metals
could be experimentally observed. On the other
hand, band structure calculations were not yet good
enough to show all details of a Fermi surface.

Around 1950, typical laboratory magnets pro-
duced fields up to 3 T. The very few water-cooled
high-power magnets available at that time suffered
from their instability. It was clear that higher and/or
more stable magnetic fields are needed. Shoenberg,
therefore, started working with pulsed fields up to 10
T and was soon able to observe high-frequency os-
cillations also in polyvalent metals, and even made
the first observations in monovalent metals.

On the basis of prior theoretical work, I M Lifshitz
and A M Kosevich developed a complete theory of
the dHvA effect in 3D metals published in 1956.
Together with improved band structure calculations
starting from 1960, dHvA oscillations were investi-
gated in all metals and compared with the theoretical
band structure.

Although the basic investigations of the metallic el-
ements are more or less completed, the dHvA and SdH
effects are still of high use in the investigation of new
compounds. Important examples are heavy fermion
systems and low-dimensional conductors such as org-
anic metals or artificially grown 2D electron systems.

Basic Theoretical Models

Landau Quantization

The physical reason for the oscillatory effects in a
magnetic field can be easily understood in the model of
a free electron gas confined to a cube of length L. (The
electron spin is neglected first.) The Schrödinger equa-
tion for free electrons in a magnetic field is given by

1

2me

_

i
=� eA

� �2

C ¼ EC

where me is the electron mass, e is the electron charge,
and A is the vector potential of the magnetic field B.
Landau showed in 1930, that for a magnetic field
applied in the z-direction the energy is given by

E ¼ n þ 1

2

� �
_oc þ

_2

2me
k2

z

with n¼ 0, 1, 2,y, oc¼ eB/me being the cyclotron
frequency and kz¼ 2pnz/L (nz¼ 0,7l,72þ?) the
wave vector in the z-direction. If one compares this to
the solution of a free electron gas without a magnetic
field, where E ¼ _2k2=2me; it is seen that the wave
vector in the x,y-plane perpendicular to the magnetic
field is no longer quasicontinuous, but takes only dis-
crete values

kx;y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn þ 1=2Þ2meoc=_

p
All permitted states lie on concentric tubes parallel

to the magnetic field called Landau cylinders. The
energy levels belonging to a certain n are highly
degenerate. The degeneracy D is given by

D ¼ eBL2

h

This is the ratio between the magnetic flux BL2

through the sample and the flux quantum h/e. The
degeneracy is equal to the number of states contained
in the adjacent interval of width _oc of the electron
spectrum in a zero field, that means, the adjacent
states condense to the Landau tubes.

The cross-sectional areas of the Landau cylinders
Sk ¼ pk2

x;y are proportional to the applied magnetic
field, that means, the Landau tube for a certain n
increases as the field is increasing. In zero field, the
electronic states are filled up to the Fermi level. In an
increasing magnetic field, subsequent Landau levels
pass through the Fermi energy and become depop-
ulated (see Figure 1). This gives an oscillatory de-
pendence to the free energy of the electronic system
and to all other quantities derived from it. From the
linear dependence of Sk on B, it can be easily derived
that the oscillatory component must be periodic in 1/
B with the frequency F of the oscillations given by
the extremal cross section Sextr of the Fermi surface,
as was first pointed out by Onsager:

F ¼ h

e
Sextr

Lifshitz–Kosevich (LK) Formula

In 1956, Lifshitz and Kosevich published a theory
of the magnetic susceptibility of conduction electrons
in a metal with an arbitrary dispersion law. The
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oscillatory part of their solution turned out to be a
complete description of the experimental results of the
dHvA-oscillations measured in moderate magnetic
fields and is still the standard to compare experiment
with theory. They calculated the thermodynamic po-
tential O of a gas of quasiparticles. The magnetization
is then given by the thermodynamic relation:

M ¼ �ðgradBOÞT;m

The contributions to the oscillatory part come excl-
usively from the vicinity of the extremal orbits of the
Fermi surface. For a certain extremal orbit, the oscil-
latory magnetization M parallel to the applied mag-
netic field is given by

Mp
F

m

B

@2Ak=@k2
z

� �1=2XN
p¼1

1

p3=2
RTRDRS

� sin 2pp
F

B
� g

� �
7
p
4

� �

F is the dHvA frequency, m is the cyclotron mass,
@2Ak=@k2

z is the curvature of the cross-sectional area
of the Fermi surface at the extremal orbit along the
field direction, the factors RT, RD, and RS are damping
factors according to impurity scattering, temperature
and spin, and g is a value close to 0.5. The sign of
the phase p/4 is dependent on the geometry: if the

extremal orbit is a minimum, the sign is þ ; for a
maximum, it is � . In normal situations, the cyclotron
energy _oc is much smaller than the Fermi energy and
the oscillatory magnetization is dominated by the first
harmonic in the summation over p.

In general, Fermi surfaces can be quite complicated
and contain more than one extremal orbit. In that
case, the total oscillatory component is a sum over
all the contributions, each of which follows the LK
formula, but with different parameters.

Without the reduction factors Ri the LK formula
gives the idealized situation, where finite tempera-
ture, finite electron relaxation time, electron spin and
other complications are neglected. At finite temper-
ature, the occupation probability of a certain state
with energy E is given by the Fermi Dirac function:

f ðEÞ ¼ 1

ð1 þ expððE � EFÞ=kTÞÞ

where k is the Boltzmann constant and EF is the
Fermi energy. This is a step function for T¼ 0 K but
is smeared out by kT around EF at finite temperature.
This smearing leads to a reduction of the dHvA am-
plitude by the temperature reduction factor RT:

RT ¼ 2p2pkmT=_eB

sinhð2p2pmkT=_eBÞ

Typical dependencies of the reduction factor on the
temperature at a magnetic field of 15 T are given in
Figure 2 for several values of the normalized cyclo-
tron mass m/me.

Real crystals are always imperfect in some respect.
This leads to a finite relaxation time t of electrons,
which is equivalent to a broadening of the Landau
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Figure 2 Temperature reduction factor of the fundamental fre-

quency according to the Lifshitz–Kosevich theory at a magnetic

field of 15 T for different values of the cyclotron mass.

Figure 1 Schematic drawing of a spherical Fermi surface with

Landau cylinders.
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levels. If this broadening is described by a Lorentzian
distribution, the reduction of the oscillation ampli-
tude is given by

RD ¼ exp
�pp

oct

� �

This directly shows that the relaxation time must be
long enough for the electron to complete a cyclotron
orbit. The effect of impurities is similar to an increase
in sample temperature. The reduction factor is gene-
rally given as

RD ¼ exp �2p2pmkTD

_eB

� �

with TD being the so-called Dingle temperature,
TD ¼ _=2pkt: The influence of TD on the oscillation
amplitude is shown in Figure 3 for free electrons
(m¼me). In samples with Dingle temperatures
higher than a few kelvin, oscillations are hard to
detect. Additional damping can be caused by sample
and field inhomogeneities, mosaic spread, bending
and strain on the sample, etc.

In a magnetic field, the spin degeneracy of the
energy levels is lifted and each Landau level is split
into two at energies E71

2DE where

DE ¼ gmBB

Here mB ¼ e_=2me is the Bohr magneton and g is the
spin-splitting factor, which takes the value 2.0023 for
free electrons. On increasing the field, the split Landau
levels pass the Fermi surface at different field values.
Therefore, a phase difference between these two
oscillations arises and leads to a reduction of the

amplitude by

RS ¼ cosð1
2ppgm=meÞ

For free electrons the spin reduction factor is just
(� 1)p, since the spin-splitting is equal to the Landau
level spacing. In special cases, if pgm=me ¼
1; 3; 5;y;Rs becomes zero and the oscillation ampli-
tude vanishes. This is called a spin-zero. The relation
also shows that in the spin-zero of the fundamental
frequency (p¼ 1), the second harmonic becomes
maximal.

Other Oscillatory Quantities

The standard method for the determination of Fermi
surfaces of metals is the dHvA effect. But as men-
tioned above, the dHvA oscillations were derived
from oscillations of the thermodynamic potential O.
Therefore, it is clear that all other physical properties
derived from O show an oscillatory behavior in a
high magnetic field and there are many experimental
investigations of these effects. Examples are the spe-
cific heat, magnetostriction, elastic properties, and
the chemical potential. Oscillations of the chemical
potential play an important role in quasi-two-dimen-
sional (Q2D) systems as discussed later. In 3D sys-
tems, they are usually weak and can be neglected in
most cases. Another important quantity, which can
be derived from the thermodynamic potential or cal-
culated in a similar way, is the density of states at the
Fermi energy.

There are oscillatory effects which cannot be de-
scribed by thermodynamic relations alone since they
involve nonequilibrium properties. The most famous
example for it is the SdH effect, the oscillatory prop-
erty of the magnetoresistance. As mentioned above,
magneto-oscillations were first observed in the
magnetoresistance of Bi in 1930. But it turned out
that the SdH effect is very weak in normal metals and
hard to detect there. In recent years the SdH effect
has been of high importance, since it is easy to
observe in Q2D electron systems such as quantum
well structures or organic metals.

The theory of the SdH effect is complicated since it
involves the problem of electron scattering in a
magnetic field. In 1959, E N Adams and T D Hol-
stein calculated the oscillatory conductivity for two
different scattering mechanisms and found similar
results in both cases. They concluded that the exact
nature of scattering is not very crucial. Their result
for the case of phonon scattering and high quantum
number is the following:
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Figure 3 Dingle reduction factor of the fundamental frequency

according to the Lifshitz–Kosevich theory for different values of

the Dingle temperature. The cyclotron mass is set equal to the

free electron mass.
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where *s is the oscillatory part of the conductivity, s
the steady conductivity, RT the temperature reduc-
tion factor and Ñ;N0 are the oscillating and steady
parts of the density of states at the Fermi energy,
respectively. This result can be understood quali-
tatively by an argument of Pippard: the probability
of scattering is proportional to the number of states
in which the electrons can be scattered. Therefore,
the conductivity is related to the oscillations of the
density of states. The SdH effect is described by the
same reduction factors as the dHvA effect. RS and RD

are already involved in Ñ. Finally, one should men-
tion that the oscillatory part of the density of states
and thus the oscillatory conductivity is proportional
to the derivative of the magnetization dM/dB.

Two-Dimensional Case

The above mentioned theories for the dHvA and SdH
effect were calculated for an isotropic case, that is,
for a spherical Fermi surface. It turned out that they
can also describe anisotropic systems with ellipsoidal
or even warped cylindrical Fermi surfaces well. But
in the pure 2D case, the theory is no longer appli-
cable. From a theoretical point of view, it turned out
that the 2D case is in some respect more difficult to
calculate than the 3D one, and up to now, analytic
solutions are available only for limiting cases.

Typical examples for Q2D electron systems are
layered metallic compounds. The energy spectrum is
usually given by

Ek ¼ _2

2m
ðk2

x þ k2
yÞ � 2t cosðkzdÞ

with t being the interlayer transfer integral, kz the
wave vector perpendicular to the layers, and d the
interlayer distance. This yields a cylindrical Fermi
surface with a slightly oscillating cross section along
the kz direction (warping). In the case of 2tc_oc, the
system can be well described within the LK theory. In
that case, there exists a minimal and a maximal cy-
clotron orbit and one expects two nearby frequency
components in the dHvA spectrum (see Figure 4).

When the transfer integral becomes comparable to
the Landau level separation, the LK theory is no
longer appropriate and for 2t{_oc; the system is
very near to the pure 2D case. In that case, the whole
Fermi surface is extremal and one expects large os-
cillations. It is also clear that the assumption of a
field independent chemical potential is, generally
speaking, no longer valid. For a constant number of
electrons, one would rather expect jumps in the
chemical potential periodic in 1/B. In the extreme 2D
case, the Fermi energy lies between two Landau
levels. The chemical potential is fixed to the highest

occupied Landau level and when this level is depop-
ulated by increasing the field, the chemical potential
will jump to the next lower Landau level. A sawtooth
form of the magnetization oscillations is expected
for that case and was indeed observed in artificially
grown 2D electron gases. The other limiting case of a
fixed chemical potential can be fulfilled by oscil-
lations of the total number of electrons due to an
infinite reservoir. This situation is probably given in
some organic metals where a Q1D band is present
beside the 2D one.

Analysis of Data

In a typical experimental investigation of the quan-
tum oscillations, the first quantity to derive is the
oscillation frequency. The oscillatory signal meas-
ured in a certain interval of the magnetic field and
plotted against 1/B is transformed by a Fourier
transformation into a power spectrum. This gives the
frequencies of the different extremal orbits of the
Fermi surface and – if present – their higher har-
monics. Repeating this procedure for different field
directions allows one to reproduce the complete
Fermi surface. One should mention that the frequen-
cy only gives the cross section of the extremal orbit,
but cannot show the deviations from a circular form.

Figure 4 Slightly warped cylindrical Fermi surface (black

dashed line) of a Q2D metal with Landau cylinders. The magne-

tic field is applied perpendicular to the conducting plane.
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A comparison with the LK theory gives further
information. If the oscillation amplitude is measured
at different temperatures, a least-square fit of the
temperature reduction factor to the experimental
data directly yields the effective cyclotron mass m of
this extremal orbit. The magnetic field dependence of
the oscillation amplitude at constant temperature
is given by the product of the Dingle factor RD and
Bn, where n depends on the experimental method.
Knowing the effective mass m from the temperature
dependence, one can extract the Dingle temperature
by a least-square fit of the field dependence.

Finally, the spin reduction factor RS can be used to
determine the spin-splitting factor g. In most cases,
there is an intrinsic ambiguity in the determination of
the g-factor and only a series of possible values can
be derived. A special situation is given in the layered
organic metals. Due to the relatively high effective
mass m and the angular dependence of m, usually a
whole series of angles appears, where the oscillation
amplitude vanishes due to RS. This allows one to
determine the product gm=me without ambiguity.

Special Cases

Magnetic Interaction, Condon Domains

Normally, the oscillating part of the magnetization
m0M̃ is much smaller than the applied magnetic field
Ba. Therefore, in the LK theory the inner magnetic
field Bi was taken as the applied field Ba. In some
cases (very pure metals with large Fermi surfaces,
low temperature), this assumption is no longer valid
as was first observed by Shoenberg in very pure
samples of gold. To analyse his data, he started with
the LK-equation for the first harmonic and replaced
B by Bi. He could show that the condition

a ¼ m0

dM̃

dB

����
����{1

must be fulfilled for the LK theory to be fully appli-
cable. If the factor a is smaller than 1 but of the same
order of magnitude, the observed oscillations show
an increased harmonic content and, if several diffe-
rent orbits are involved, the occurrence of combina-
tion frequencies is expected. In these cases, one has to
take into account the demagnetization factor n of the
sample shape also.

If the factor a becomes larger than 1, the magnet-
ization of the sample is no longer a single-valued
quantity of the applied field. This is thermodynam-
ically unstable and leads to jumps in the magneti-
zation. As first proposed by Condon, under this
condition a sample with a demagnetization factor
n40 will split up into magnetic domains with two

different values of the magnetization. The existence
of these domains could be shown by NMR and muon
spin rotation experiments. Up to now, clear evidences
for Condon domains are reported in high-quality
samples of silver, beryllium, white tin, aluminum,
and lead.

Magnetic Breakdown and Quantum Interference

The Fermi surface of a metal can be completely de-
scribed within the first Brillouin zone. Any constant
energy surface exceeding this zone belongs to higher
bands and can be folded back to the first Brillouin
zone. It was therefore very exciting, when in the be-
ginning of the 1960s, Priestly reported the observa-
tion of a dHvA orbit in Mg, which was considerably
larger than the hexagonal cross section of the Brill-
ouin zone. The explanation for this observation was
given by Cohen and Falicov, who pointed out that
electrons could tunnel from one band to another, if
the bandgap Eg between these two bands is suffi-
ciently small and the magnetic field strong enough. It
is evident that this could happen, when the bandgap
is comparable to or smaller than the Landau level
separation _oc; but Blount could show that the much
weaker condition

_ocX
E2

g

EF

is valid, with EF being the Fermi energy. Since typ-
ically Eg/EF{1, magnetic breakdown could happen
in quite low magnetic fields.

For the theoretical description of magnetic break-
down, a simple hypothetical model of a free electron
gas in a 1D crystal potential was introduced as
shown in Figure 5. At the zone boundary, a small gap
opens and the Fermi surface consists of a closed (a-
orbit) and an open part. At very high magnetic fields,
electrons can tunnel through the gap and a new much
larger closed orbit (b-orbit) is observed. At interme-
diate magnetic fields, a complicated spectrum with
sum and difference frequencies of a- and b-orbits will
appear. The case – first thought as hypothetical – was
in the meantime verified in artificial heterostructures
and in organic metals such as (BEDT-TTF)2Cu
(NCS)2 and is of high interest at present.

In systems, where magnetic breakdown is present,
one often finds a striking difference in the frequency
spectrum of dHvA and SdH oscillations. The SdH
oscillations typically show additional frequencies
not present in dHvA. These differences can often be
described by quantum interference effects as intro-
duced first by R W Stark and C B Friedberg: it is
possible to have magnetic breakdown between orbits,
along which electrons move in the same direction; if
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electrons moving from point A to B can travel along
two different paths connected by magnetic break-
down, interference effects yield an oscillatory contri-
bution in transport measurements with the frequency
determined by the area between the two paths. Since
this represents not a closed orbit, these frequencies
are not detected in thermodynamic quantities such as
dHvA oscillations.

Experimental Techniques

Orders of Magnitude

Quantum oscillations are periodic in the reciprocal
magnetic field. Therefore, the unit of the oscillation
frequency is tesla (T). Typical values range from a few
T to B50 000 T. Low-frequency oscillations are easier
to detect and can be often observed up to tempera-
tures of 10–20 K. The observation of high-frequency
oscillations requires usually low temperatures
(To4 K), and high and homogeneous magnetic fields.
(The oscillation period of a 50 kT frequency amounts
to 20mT at B¼ 1 T.) The observation of oscillations in
the heavy fermion compounds needs dilution fridge
temperatures for detection. This can be easily verified
by calculation of the temperature reduction factor RT

with high effective cyclotron masses.
Optimal relative amplitudes of the oscillatory

magnetization m0M/B are B10�5, which is compara-
ble to steady susceptibilities of weakly magnetic ma-
terials. The sensitivity of magnetization experiments is

often improved by measuring dM/dB (see below). The
oscillations in the resistivity are experimentally
observed mainly in semimetals and under magnetic
breakdown conditions. In recent years, the SdH effect
plays an important role in layered metals and quan-
tum well structures. In both cases, the oscillatory am-
plitude can exceed the background resistance in high
magnetic field considerably.

Magnetic fields are typically produced nowa-
days by superconducting magnets. The maximum
field available in laboratories lies between 8 and
20 T. Higher steady magnetic fields can be obtain-
ed in some high-field magnet laboratories running
high-power (typically, 10–25 MW)-resistive or super-
conducting-resistive hybrid magnets. These labora-
tories are usually open for users and can offer
magnetic fields between 20 and 45 T. For even higher
magnetic fields, some pulsed field facilities are oper-
ated. For the study of metallic samples, they can
produce magnetic field pulses of duration between a
few ms and 1–2 s with maximal fields between 35
and 70 T.

de Haas–van Alphen Techniques

The above mentioned magnitude of the oscillatory
effect shows that the standard techniques for me-
asuring small magnetic susceptibilities are often suf-
ficient for the observation of the dHvA effect. But for
observation in less favorable circumstances, tech-
niques with very high sensitivity are needed. It should
also be mentioned that the high degree of field
homogeneity required for the observation of high-
frequency oscillations makes the Faraday method
less suitable. The two mostly used methods are dis-
cussed in the following.

Pickup coil techniques This technique is similar to
the well-known mutual inductance method for AC-
susceptibility measurements. The sample is placed in
a pickup coil system consisting of two identical coils
connected in series with opposite signs so that the
voltage induced by a changing magnetic field is zero.
If a sample is placed in one of the coils, the induced
voltage will be

UpðdM=dBÞðdB=dtÞ

The proportionality constant is determined by the
geometry. For the arrangement of the two balanced
coils, many possibilities exist. Due to limited space of
high homogeneity in a magnet, the two coils are often
wound one after the other on the same coil core. In
the standard laboratory method, the applied magne-
tic field B is superimposed by an oscillatory contri-
bution b(t)¼ b0cos(ot), with typical frequencies o

� 	

B

�

Figure 5 Model Fermi surface for magnetic breakdown: at

small fields the carriers are fixed to the closed a-orbit or the open

orbit above and below, at high magnetic fields the carriers can

tunnel through the gap and a larger closed orbit (b-orbit, dashed

line) becomes dominant.
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lying between 20 Hz and a few kHz. The oscillation
amplitude b0 can be appropriately chosen for the
system under consideration. It should be smaller or
comparable to the period of the dHvA oscillation.
The modulation field method allows the use of
phase-sensitive detection via lock-in amplifiers, which
considerably improves the signal-to-noise ratio. In
addition, this allows detection at different harmonics
of the modulation frequency.

The signal amplitude of the different harmonic
contributions Ap of the LK theory is given by

U
ðkÞ
p pkoJk

2ppFb0

B2

� �
Ap

for detection at the kth harmonic of the modulation
signal, Jk is the kth order Bessel function. Some di-
sadvantage of this method is the fact that the weight
of the harmonics is changed: in case of high har-
monic content, the observed waveform deviates from
the real one and has to be recalculated. On the other
hand, this can be used for suppressing a certain har-
monic by working near the corresponding Bessel
function zero, and therefore having increased sen-
sitivity for other weak oscillations.

The changing magnetic field may be also produced
by a pulsed magnetic field. In that case, the induced
voltage is first amplified and then recorded by a fast
data acquisition system. In both methods, a self hea-
ting of the sample due to eddy currents must be
avoided.

Torque method If the Fermi surface of a given met-
al deviates from spherical symmetry, that is, if the
characteristic frequency F of an extremal orbit is de-
pendent on the field orientation, there exists a torque
about any axis perpendicular to the magnetic field
given by

t ¼ �1

F

dF

dy
BVM

where, y determines the angle between the magnetic
field B and a characteristic direction in the plane per-
pendicular to the torque axis, V is the volume of the
sample, and M is the parallel magnetization as given
by the LK formula. The torque vanishes for some
symmetry directions of the crystal, where either dF/dy
vanishes or two related parts of the Fermi surface
cancel each other. In practice this is often not a prob-
lem, since the missing angular range is very small and
can be easily interpolated. In case of large oscillations,
the torque should be measured by a feedback system
to avoid problems due to slight changes of the sample
orientation (torque interaction). A strong advantage

of this method is the robust and easy set-up and the
ease of calibrated measurements. Calibrated meas-
urements are of importance for determining the
curvature factor of the extremal orbit in the LK for-
mula. A typical example of an oscillatory magnetic
torque is shown in Figure 6.

The torque method is one of the first techniques
applied by Shoenberg already in 1939, but is still in
use in many cases. Whereas the first experiments
used the torsion of a wire and optical detection, most
of the present devices are based on capacitive detec-
tion of the torque. In a simple arrangement, the
sample is placed on a small platform on a cantilever.
The displacement of the platform is determined by a
measurement of the capacitance between the plat-
form and a fixed plate. Adding a calibration coil to
the platform allows calibrated measurements. Now-
adays, such cantilever spring torquemeters can be
fabricated from a silicon wafer using lithographic
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Figure 6 (a) Magnetic torque oscillations in very high magnetic

fields showing magnetic breakdown. The sample is a small

(m¼ 80mg) single crystal of the organic Q2D metal k-(BEDT-

TTF)2Cu(NCS)2. The tilt angle between the direction of magnetic

field and the normal to the conducting layers is 401. (b) Corre-

sponding Fourier transform of the data in (a). The spectrum

clearly shows the first and second harmonic of the a-orbit and the

breakdown frequency Fb (see Figure 5).
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techniques. Miniature devices of this kind were even
used in pulsed field experiments.

Shubnikov–de Haas Techniques

Measurements of resistance always require a four
wire arrangement: a current is applied to the sample
via two contacts and the voltage drop between two
other contacts is measured. For absolute measure-
ments of the resistivity, the sample should be in a
well-defined geometry to assure homogeneous cur-
rent flow. The application of an AC- current with
typical frequencies between 10 and a few hundred
Hz allows phase-sensitive detection via a lock-in am-
plifier. For low-temperature experiments, the current
must be small enough to avoid self-heating of the
sample.

As mentioned above, the SdH effect is hard to detect
in pure metallic elements. At present many SdH studies
are carried out in 2D systems. In artificially produced
2D layers, the geometry is easy to adjust by using
suitable masks. The typical arrangement is a rec-
tangular bar with current contacts at both short sides
and typically two additional contacts on both sides for
voltage measurements. This allows one to measure the
resistance and Hall effect at the same time. (For the
calculation of the conductivity of a pure 2D system,
both quantities are needed). In bulk-layered metals the
in-plane resistance is often difficult to determine, since
the crystals are usually very tiny and the arrange-
ment of well-defined contacts with a homogeneous

current distribution is difficult to accomplish. There-
fore, most researchers use the interplane resistance for
the determination of the SdH effect in these com-
pounds. In that case, a current and a voltage contact
are placed on both the large sides of a crystal. Due to
very high anisotropy in the resistance (103 and more)
in these compounds, the interplane resistivity is meas-
ured with high accuracy.

See also: Conductivity, Electrical; Diamagnetism;
Effective Masses; Electron Gas (Theory); Liquids, Theo-
ry of: Fermi Liquids; Metals and Alloys, Electronic States
of (Including Fermi Surface Calculations); Quantum Hall
Effect.

PACS: 71.18.þ y; 71.10.Ca; 75.20.�g; 72.15.Gd
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In 1781, Henry Cavendish discovered that water is
not a primary chemical element, as had been believed
for millennia, but a compound formed by the com-
bination of hydrogen and oxygen. This discovery
provided Antoine Laurent Lavoisier with insight
concerning the true nature of the elements and stim-
ulated him to undertake extensive experimental
investigations in a search to identify as many ele-
ments as possible. His views were formalized in 1789
by the publication of a two-volume treatise (Figure 1)
that provided the platform for the evolution of mod-
ern chemistry.

In his search for new elements, Lavoisier common-
ly attempted to reduce with hydrogen what were

presumably compounds of the elements, a procedure
that was particularly successful with the heavy metal
oxides. In the course of this work, he decided that the
mineral quartz was probably the oxide of an interes-
ting element, but failed in his attempts to reduce it. A
quarter of a century later, the distinguished Swedish
chemist Joens Berzelius (Figure 2) finally achieved that
goal. The newfound element ranked as an oddity.
While it had some of the characteristics of a metal,
such as a somewhat shiny metallic luster and the
ability to conduct electricity, its conductivity was poor
compared to that of silver and copper and decreased
rather than increased as the temperature was lowered.

Since no immediate use was found for it, early sam-
ples of silicon were in the main assigned an honored
place within exhibits of the chemical elements.
However, the situation with respect to silicon changed
radically during the last quarter of the nineteenth cen-
tury, by which time professional chemists, well-trained
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in scientific methods, were in charge of research and
development in fields such as metallurgy, ceramics,
enamels, pigments, and dyes, replacing the ancient
breed of investigators who had depended with some
degree of success upon tradition, hunches, and mys-
ticism. There was, for example, much interest at this
time in the study of the magnetic properties of iron and
its alloys that were being used in electric generators,
motors, and transformers for many power-handling
applications. Systematic research disclosed the exist-
ence of a family of iron–silicon alloys whose magnetic
properties were much better than those of pure iron
for many purposes. Moreover, relatively modest addi-
tions of silicon to some forms of steel could confer
superior properties in matters such as toughness. In
any event, silicon had finally become a very useful
element in technical application and was beginning to
be produced commercially at a level of B98% purity.

During this same period, two other developments
that were to influence the use of silicon in fields of
technology occurred. First, a young German physi-
cist, Dr. Ferdinand Braun (Figure 3), decided to ex-
tend prior research carried out earlier by Michael
Faraday on the electrical properties of materials that
were neither good insulators nor good electrical con-
ductors. His target group included some ionic crystal,
such as salts that permit ionic conductivity, and what
are now called semiconductors, which were found

Figure 1 Lavoisier’s two-volume treatise on chemistry that opened the doorway to modern chemistry. It was published in 1789.

(Courtesy of the library of the American Philosophical Society.)

Figure 2 The Swedish chemist Joens J Berzelius, who isolated

elemental silicon in 1823. (Courtesy of the Deutsches Museum,

Munich.)
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eventually to conduct electronically. Both types of
substance are distinguished by the fact that their
electrical conductivity decreases toward zero at suf-
ficiently low temperatures. Working with specimens
of semiconductors, particularly with heavy metal
sulfides, Braun discovered crystal rectification in
1874, that is, asymmetrical flow of current in a crys-
talline specimen for a given voltage when applied in
opposite directions. In the course of his investigat-
ions, he demonstrated that it was a surface effect,
Ohm’s law connecting the current and field strength
being valid in the bulk of the specimen.

The second significant development was Heinrich
Hertz’s production of electromagnetic radiation in
the meter and shorter range of wavelength with
hand-fabricated condensers, inductance, and an-
tennae. This generated widespread interest in the

possibility of long-range transmission and reception
of such waves, a goal that was led in a very dynamic
way by Guglielmo Marconi.

Initially, the propagation of an electromagnetic
wave was detected by means of an ingenious device
known as the coherer, invented in 1890 by the French
physicist Edouard Branly. The coherer contained a
bundle of metallic needles that aligned parallel to
one another when an electromagnetic wave passed
through the needles, thereby altering the collective
electrical conductivity of the bundle.

Apparently, at some time toward the end of the
1890s, the prolific Canadian inventor Reginald A
Fessenden (Figure 4) discovered that one can hear the
electromagnetic pulses with earphones of the type
used in telephones, provided one rectifies the electric
current produced by the signals so that the resulting

Figure 3 Ferdinand K Braun who discovered rectification in

semiconductors in 1874, soon after completing his doctorate. He

became one of the foremost leaders in the field of radio technology

during his time. He demonstrated the important role that resonant

circuits can play in long-distance transmission. He shared a Nobel

Prize with Marconi in 1909. (Courtesy of the Tuesday Morning

Club of Tübingen, the library of the University of Tübingen.)

Figure 4 Reginald A Fessenden, the prolific Canadian inventor

who invented amplitude modulation (AM) radio, introduced rec-

tification and the heterodyne principle which made it possible to

alter the frequencies of electromagnetic waves. He was also re-

sponsible for the first two-way wireless transmission across the

Atlantic Ocean on a steady basis and for the invention of sonar.

(Courtesy of the Fessenden collection of the Archives of the State

of North Carolina in Raleigh, North Carolina.)
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pulse contains frequencies in the audible range to
which the earphones could respond. He invented a
rectifier consisting of a wire dipped in an electrolytic
solution. Soon after, a brilliant young Indian phys-
icist, Sir Jagadish Chandra Bose (Figure 5), who was
studying at Cambridge University when Hertz pub-
lished his research and had done much to improve
the coherer, patented the use of crystalline lead
sulfide (the mineral galena), a rectifying semiconduc-
tor of the type discovered by Braun, as a replacement
for the electrolytic device. This represented a very
significant milestone in the development of solid-
state electronics. Incidentally, Marconi was greatly
assisted in his work by a very competent group of
electrical engineers of the Italian Navy, who kept
abreast of most technical developments in the field.
He presumably used a semiconductor rectifier in his
first successful transatlantic transmission in 1901.

In 1900 the American Telephone and Telegraph
Company (AT&T) served only local communities
because of limitations in the distance over which
copper wire would transmit voice messages without
amplification. The principal city was New York. The
management of the company soon decided, however,
that it should develop a national network in order to
provide more uniform, consolidated service through-
out the country. As a result, AT&T began to assemble
an excellent technical staff to assist in determining the

best route to follow. The range of possibilities in-
cluded use of a wireless system. Dr. G W Pickard
(Figure 6), a member of the technical staff who had
become interested in the possibility of employing
wireless communication, decided to see if there was a
crystalline rectifier that was superior to galena. It is
reported that he investigated more than a thousand
compounds. In any case, carefully selected crystals of
the commercially available grade of silicon turned out
to have the best properties of all the specimens in-
cluded in his search. The management of AT&T
permitted him to set up an independent company to
market the silicon rectifiers he developed.

In the meantime, many scientists began to
study the properties of the electron beams (cathode
rays) that could be produced in a vacuum from a
negatively charged electrode. One of the investiga-
tors, John A Fleming, showed that a device contain-
ing such an electron source and a positively charged
collecting electrode could serve as a rectifier. Subse-
quently, Dr. Lee De Forest demonstrated that one
could add a third electrode to Fleming’s rectifier
and use it to modulate the magnitude of the col-
lected current. With appropriate feedback, De For-
est’s triode could be used as the basis for creating
an electronic amplifier or an oscillator. Since vacuum
technology was fairly primitive at the time, the
early versions of the two devices behaved in an

Figure 5 Jagadish C Bose who was at Cambridge University in England when Hertz published his papers on the generation of

electromagnetic waves. Bose immediately began research in the centimeter and millimeter range of wavelengths. He invented many

items of apparatus that were later re-invented in the 1930s, during the early days of microwave radar. He was the first person to employ

a semiconductor (galena) as a rectifier. (Courtesy of the Jagadish Chandra Bose Research Institute, Calcutta, India.)
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unpredictable manner and were generally treated as
interesting curiosities.

However, the technical staffs of AT&T and the
General Electric Company, as well as scientists and
engineers in other countries, recognized the impor-
tance of the principles involved in De Forest’s invent-
ion and began to improve both vacuum tube diodes
and triodes. By 1915, the telephone system established
by AT&T, which incorporated greatly improved
vacuum tube relay-amplifiers, was able to span the
continent. By the end of World War I, essentially the
entire field of electronics was in the hands of vacuum
tube experts. Semiconductors were almost forgotten,
although inexpensive cuprous oxide and selenium
rectifiers were widely used to rectify ordinary fifty- or
sixty-cycle current for special purposes, such as
providing rectified current to vacuum-tube filaments.
As amusement, individuals in their early teens com-
monly made simple, inexpensive crystal-detector
radio receivers that enabled them to listen to local

broadcasting stations using earphones. Galena was
generally used as a rectifier in such sets. Many older
boys entered the world of vacuum tube technology
when they could afford to acquire such tubes.

Fortunately, semiconductors were not completely
forgotten since they display two important charac-
teristic properties: they do not need a specially
designed cathode and associated energy source since
some conduction electrons become free at ambient
temperatures; as such, semiconductors could be fab-
ricated into monolithic devices whose useful lifetime
was not determined by burn-out or other factors that
influence vacuum tubes. In continuous operation at
full power, a typical vacuum tube has a lifetime of
B1000 h. To overcome this major limitation, a
number of individuals attempted to develop a triode
analog of the De Forest tube using semiconductors
prior to World War II. Some inventors succeeded in
obtaining conceptual design patents for proposed
devices, but none were actually ‘‘reduced to practice.’’

One of the individuals who took this issue very se-
riously in the 1920s was Dr. Mervin J Kelly (Figure 7),
who was then in charge of the production of va-
cuum tubes at the Western Electric Company, the

Figure 6 G W Pickard who, in 1905 while working for AT&T,

made a thorough search among available semiconductors to find

the best rectifier. He concluded that silicon was the preferred

choice and began marketing units that contained good speci-

mens. (Courtesy of the Center for the History of Electrical Engin-

eering of the Institute of Electrical and Electronics Engineers,

Rutgers University.)

Figure 7 Dr. Mervin J Kelly who was in charge of the produc-

tion of vacuum tubes at The Western Electric Company, the

manufacturing arm of AT&T, in the 1920s. (Courtesy of the Emilio

Segre Visual Archives of the American Institute of Physics. Photo

by Werner Wolff.)

372 Silicon, History of



manufacturing arm of AT&T. He was thoroughly
conscious of the limitations of vacuum tubes and was
captivated by the thought of replacing, or at least
complementing, them by semiconductor devices. He
decided that if he were ever made Head of the Bell
Telephone Laboratories, he would establish a team to
explore semiconductor-based technology fully. He
became head of the Laboratories in the mid-1930s
and, in keeping with his plans, hired Dr. William S
Shockley, a doctoral graduate of the Massachusetts
Institute of Technology, to join forces with Dr. Walter
H Brattain, who was already at the Laboratories, in
characterizing the properties of various semiconduc-
tors. While they made a preliminary study of cuprous
oxide, they were diverted to other problems as World
War II approached. Kelly’s plan was forced to await
the end of the war.

Research and development in the field of radar was
a major activity among scientists and engineers during
World War II. Although many significant investigat-
ions were carried out earlier, the first microsecond
pulsed radar was developed in 1932 by an ingenious
engineer, Dr. Hans E Hollmann, who used it to study
the reflections of electromagnetic waves from the ion-
osphere in the upper atmosphere of the Arctic region –
the layers that make transmission of radio waves in
the kilohertz and lower megahertz region of the radio
spectrum possible over long distances on the curved
earth. He observed the reflected pulses on an oscillo-
scope with a synchronized time sweep and found that
he could pick up features of the landscape such as
mountain ranges. The German Navy used this know-
ledge to produce its first radar system soon thereafter.
It operated with wavelengths in the vicinity of 2.4 m.
Dr. Robert Page achieved the first comparable
development in the US at the Naval Research Labo-
ratory in 1939, delays in funding having retarded
research that was initiated in the 1920s.

It should be added that Hollmann so distrusted
Hitler and his plans for world conquest that he dis-
continued all research that might be employed in
offensive warfare and focused on medical applica-
tions of electronics. While making the shift, however,
he wrote a two-volume treatise in the field of high-
frequency electronics that was by far the most
advanced work of its kind when it appeared in
1936. At the end of the war, he migrated to the US at
the invitation of the government and became an ex-
pert consultant to industry during the early
development of transistor technology.

In the meanwhile, the British, French, and Russians
were pursuing the development of radar for their own
military needs. In addition to carrying on research in
the meter range that was to be used in the long-range
perimeter defense of their island, the British were

eager to increase the resolution of radar images and
decrease the size and weight of equipment for air-
borne and other critical uses. To achieve this purpose,
they extended their research to the decimeter and
centimeter range of wavelengths. Consequently, a
young English engineer, Denis M Robinson (Figure 8),
who had been employed in servicing British television
transmitters, which had broadcast programs several
times a week until 1939, found himself seconded to a
secret laboratory in Scotland by The Telecommuni-
cations Research Establishment (TRE), the agency
that was guiding radar development in Britain. He
was instructed to produce a radar system that could
operate at a wavelength of 10 cm.

The means to generate and transmit such radiation
was already available. Devising appropriate equipment
to process and display the return signal, however,
presented a problem. What Robinson needed most was
a nonlinear device, or ‘‘mixer,’’ that had the capability
of converting the reflected return signal to a frequency
that could be handled by available amplifiers and the
auxiliary equipment involved in display. There was no

Figure 8 Denis M Robinson who decided early in WWII, and

after reading the treatise on microwave technology written by

Hans Hollmann, to search for a semiconductor that could serve

as a suitable heterodyne mixer in the 10 cm range of wave-

lengths. He joined forces with HWB Skinner who determined that

commercially available silicon would serve their immediate pur-

pose adequately. (Courtesy of the book Five Years at the Ra-

diation Laboratory (Massachusetts Institute of Technology,

1946). Reprinted by IEEE in International Microwave Symposi-

um, 1991.)
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available vacuum tube, such as a rectifier, that could
serve as a mixer in the low centimeter range. Develo-
ping one during wartime would take valuable time
with an uncertain outcome. He went to a University
library nearby and found Hans Hollmann’s two-
volume treatise mentioned above. This treatise assert-
ed that crystal rectifiers could be useful as rectifying
detectors in the centimeter range of wavelengths. Rob-
inson remembered the use of galena from his teen
years and decided to team up with Dr. H W B Skinner,
previously at the University of Bristol and later also at
TRE. The latter was much more familiar with the so-
called solid-state devices than Robinson was. After
some deliberate investigations, Skinner ascertained
that selectively chosen specimens of silicon, available
in its somewhat variable impure metallurgical form,
would provide the answer to their immediate problem
of fabricating a mixer. It is interesting to note that Dr.
R S Ohl, working in the field of microwave research at
the Bell Telephone Laboratories in close cooperation
with Dr. G C Southworth, had recently come to the
same conclusion in a search for a suitable detector,
thereby reaffirming the conclusion reached by his
former colleague, Dr. G W Pickard, some thirty years
earlier at the start of wireless communication.

When the government of France fell before the
advancing German army in May of 1940, a high-
level group of French scientists and engineers had
been involved in research on a very advanced form of
microwave generator known as the cavity magnet-
ron. It operated at wavelengths in the vicinity of
16 cm. At one of the last possible moments, Maurice
Ponte, one of the leaders of the French group, flew
their working model to England, where it added
significantly to the development of the magnetron
being carried on there. The French, it turned out, had
not yet faced up to the problem of searching for the
best heterodyne mixer in that wavelength range and
marveled in their turn at the effectiveness of the sil-
icon diodes that the British were using.

Once France had fallen and Britain was isolated
from any immediate help from the continent, Wins-
ton Churchill decided that he must form the closest
possible relationship with the US, which was still
formally neutral but was preparing to become fully
armed. As a positive step, Churchill offered to share
with the US all secret technical research with which
Britain was involved, including its developments in
radar. President Franklin D Roosevelt readily agreed
to the plan and established an Office of Scientific
Research and Development within the Executive
branch of the government.

In further keeping with Churchill’s suggestion,
Roosevelt selected two highly respected scientists to
head the office, namely James B Conant and Vannevar

Bush, the former from Harvard and the latter from the
Massachusetts Institute of Technology (MIT). One of
their first steps was to create the Radiation Labora-
tory, a radar research and development center, at
MIT, to supplement on a large scale what the British
had already been developing, with particular focus
on applications in the microwave region. Dr. Lee A
DuBridge, an already distinguished younger scientist-
administrator, was selected to be the director; he
would remain so throughout the war. The laboratory
was rapidly staffed by a highly selective group of sci-
entists and engineers, many from the top ranks of
university faculties.

Most of the staff of the Radiation Laboratory were
not familiar with semiconductors other than in a very
peripheral way, such as the crystal radio sets of their
early teen years. To them, the British-made silicon
rectifier-mixers that were used for frequency convers-
ion of the returning radar signals were both a curi-
osity and an abomination because of the great
variability of the metallurgical-grade silicon used as
starting material. Many on the staff felt that they
should take the time to develop vacuum tube recti-
fiers that would operate in the microwave region.

Fortunately, DuBridge was familiar with research
on crystalline solids and called on one of the authors
of this article (FS) to see if a way to salvage the sit-
uation could be found. An excellent physical chemist,
Dr. C Marcus Olson (Figure 9), in the Pigments
Department of the DuPont Corporation near Wil-
mington, Delaware, found that he could produce a
form of silicon that was uniformly pure to several
parts in one hundred thousand by reacting purified
silicon chloride with comparably pure metallic zinc.
When this form of the element was properly treated
with controlled additions of other elements that in-
fluenced its electrical conductivity, it could be used to
produce highly satisfactory silicon diodes on a mass-
production basis (Figure 10). Moreover, DuPont was
prepared to manufacture the purer grade of silicon in
practical quantities.

Once this point was reached, the Radiation Labo-
ratory added a semiconductor section under the lead-
ership of Dr. Henry C Torrey. It followed progress in
industrial production and administered an extended
research program, including research on diodes made
from the semiconductor germanium, the sister-element
to silicon, which found very special uses in situations
in which the rectifier experienced high reverse vol-
tages. Both semiconductors permitted conductivity by
both negative and positive carriers depending upon the
addition of small controlled quantities of foreign el-
ements, known as ‘‘dopants.’’ The positive carriers
(‘‘holes’’) were associated with a dearth of electrons in
what normally are fully occupied shells or bands of
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Figure 9 Dr. CM Olson (center), on the staff of the Pigments Department of the DuPont Company. During the early part of World War

II he developed a procedure for producing elemental silicon that was sufficiently pure to permit routine mass production of silicon diodes.

(Courtesy of CM Olson.)
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Figure 10 Two typical silicon rectifiers of the World War II period. The tip of the pointed tungsten catwhisker rests on the silicon chip.

(Courtesy of archives of the Radiation Laboratory of The Massachusetts Institute of Technology. From the book Crystal Rectifiers by HC

Torrey and CA Whitmer in the series published by the Radiation Laboratory of the Massachusetts Institute of Technology at the end of

World War II under contract with the US Government.)
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electron states in silicon. The empty states are
equivalent to bubbles in a fluid, which will move op-
posite to the direction of any applied forces that cause
acceleration of the fluid. The two types of conductors
were designated n-type (negative) and p-type (po-
sitive), respectively.

When World War II ended, Dr. Kelly returned to the
secret pursuit of a semiconductor triode armed with
an increased staff and the extensive new knowledge of
semiconductors gained during the war. Shockley was
appointed head of the group and had the good fortune
to attract John Bardeen, a highly experienced engin-
eer-physicist who possessed strong background know-
ledge in solid-state science, as part of the team.
Brattain who knew Bardeen well joined him in a re-
markably productive working partnership (Figure 11).

As a first step, Shockley attempted to develop what
later became known as the field-effect transistor in
which the density of carriers in the bulk semicon-
ductor is altered by application of an electric field
transverse to the direction of current. He failed to
achieve the desired effect and turned to other matters,
leaving his colleagues to carry on. Bardeen suspected
that the failure was a result of a temperature-related
shift in surface charge that compensated the applied
field within the bulk of the semiconductor. He and
Brattain demonstrated this by repeating the experiment
at temperatures sufficiently low so that the surface
charges would be frozen. Much later, means of stab-
ilizing the surface charge at normal operating tem-
peratures were found and the resulting ‘‘field effect
transistor’’ became an important member of the
transistor family.

Figure 11 John Bardeen, William S Shockley, and Walter H Brattain (right to left) who developed the first transistors at the Bell

Telephone Laboratories. The three shared a Nobel Prize for their discoveries. (Courtesy of Professor Lillian H Hoddeson and Lucent

Technologies Bell Laboratories.)

Figure 12 Gordon K Teal who successfully pursued the

development of monocrystalline silicon-based transistors, first

at the Bell Telephone Laboratories and then at Texas Instru-

ments. (Courtesy of The American Institute of Physics Emilio

Segre Visual Archives.)
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While extending this research in December of
1947, Bardeen and Brattain invented, partly by
chance, what became known as the ‘‘point-contact
transistor.’’ It was the first truly amplifying semicon-
ductor triode. Shockley returned to research in this
field at this point and invented what became known as
the ‘‘discrete p–n junction transistor.’’ The principles
involved in its operation were to play a major role in
the development of electronics during the next decade.

In the course of events, one of the members of the
Laboratories developed a method for purifying ger-
manium to a very high level that was particularly ap-
plicable to that element. As a consequence, Shockley
mandated that all research on transistors under his
direction be carried out with crystals of germanium. A
courtly strong-minded Texan on the staff, Dr. Gordon
K Teal (Figure 12), aware of the superior chemical
and physical properties of silicon from wartime re-
search, began to produce single crystals of it surrep-
titiously in his laboratory. Teal shifted his activity to
Texas Instruments Incorporated, in Dallas, Texas, in
1953 when that company obtained a license from
AT&T to produce transistors. The company gave him
a warm welcome in his pursuit of the work on silicon.
Methods were soon found to purify silicon to parts
per billion and to improve crystal perfection, which
Teal knew to be very important. The element became
the mainstay of production of transistors, particularly
when the beneficial characteristics of its relatively

Figure 13 J S Kilby who invented the integrated circuit and

received a Nobel Prize for it. (Courtesy of Kilby JS.)

Figure 14 A single crystal ingot of silicon having a diameter of 300 mm. Such an ingot is sliced horizontally into circular wafers whose

surfaces become the site of integrated circuits. (Courtesy of H Fusstetter of Wacker and Siltronics AE.)
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stable oxide were fully appreciated. Nevertheless,
much research continued to be carried out with ger-
manium. In fact, discrete transistors made of silicon
or germanium were manufactured throughout much
of the 1950s.

The invention of the integrated circuit by Jack
Kilby (Figure 13) in 1958, led to previously unfore-
seen increases in circuit complexity, eventually at
very low cost – a process requiring a good part of a
decade. It was not clear at first whether such circuits,
which permitted the creation and interlinking of vast
arrays of transistors on a single silicon chip, would
find uses other than in military applications where a
premium price might be acceptable. By the mid-
1960s, however, the most farsighted manufacturers
began to express optimism. For example, in 1964
Patrick E Haggerty, the President of Texas Instru-
ments, published a paper in the Proceedings of the
Institute of Electrical and Electronics Engineers in
which he stated that if the remaining problems of
large-scale production were resolved in an econom-
ical manner, one could expect devices based on the
use of integrated circuits to become ‘‘pervasive’’ in
human affairs, creating a revolution in such matters
as information processing, communications, and

controls. A year later Dr. Gordon E Moore, then at
Fairchild Semiconductor and later a founder of Intel,
had the foresight and courage to predict that the cost
of integrated circuits would soon go through a period
in which the cost per transistor would be halved
about every eighteen months, accelerating their use.
Widespread applications of the device finally reached
Moore’s expansive stage by the end of the 1960s,
along with the rapid growth in sophistication of the
technology associated with design of operating sys-
tems and applications software, the linchpins of the
computer era. The end of the evolution of this field is
not yet in sight. All evidence suggests that silicon will
continue to play an unending role in electronics
(Figure 14).

See also: Semiconductors, History of.

PACS: 61.72.Tt; 01.65.þg
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Introduction

Biomolecules such as DNA and proteins assemble in-
to molecular machines and networks in biosystems
such as cells. The functions performed in molecular
machines and biosystems reflect the characteristic fea-
tures of the biomolecules. Recent developments in
molecular cell biology have allowed the biomolecules
and their roles to be identified. Advances in structural
biology have allowed the basic static structures to be
determined with atomic resolution. These molecules,
however, act in a kinetic and dynamic fashion, when
they function. To understand the underlying mecha-
nism of the functions it is therefore essential to
monitor the dynamic and kinetic behaviors of bio-
molecules under their normal working conditions.

In conventional ensemble measurements faint
signals from individual molecules are accumulated
from a large number of molecules. In the averaging
process the signals are amplified and the S/N ratio

increased but some of the information such as the
dynamic, kinetic, and fluctuating properties of bio-
molecules is hidden. Recent developments in lasers,
detectors, and other techniques have made it possible
to detect faint signals from individual molecules.
These techniques have allowed the behavior of the
individual biomolecules to be detected without
averaging. The single-molecule measurements have
provided unique information, which was not possible
to obtain in the conventional ensemble measure-
ments. The information is important particularly in
elucidating the mechanisms underlying the function
of biomolecules and biosystems.

Single-Molecule Fluorescence Imaging

Single-molecule measurement techniques include the
imaging and manipulation. Single molecules can be
visualized by attaching a fluorescent marker. Fluores-
cence is the technique in which only the molecules
that have been marked are visualized. The unneces-
sary signals such as light scattering are filtered out by
using different wavelengths for the excitation and
observation. Following the visualization of single
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fluorophores in dry air, visualizing single fluorophores
attached to active biomolecules was accomplished in
aqueous solution in 1995. For the measurements of
active biomolecules at work, it was essential to meas-
ure biomolecules in similar condition in which they
work, that is, in aqueous solution. The fluorescence in
aqueous solution, is however, low mainly because of
‘‘quenching’’ caused by the collision of surrounding
water molecules.

Since the fluorescence from single fluorophores is
faint, it is essential to reduce the background noise to
increase the S/N ratio. This was achieved by local
illumination. Total internal reflection fluorescence

(TIRF) microscopy was the most appropriate method
to image single molecules (Figure 1a). When a laser is
irradiated onto a surface between different refractive
index media from the high diffractive index medium
at angles greater than a critical angle, it is completely
reflected. At the same time the laser generates elect-
romagnetic fields called evanescent fields only in the
vicinity of the interface to a depth of B100 nm in the
medium of low refractive index. For example, a laser
is incident through a slideglass and the evanescent
field is generated on the surface in the aqueous sample
solution. The fluorophores on the glass surface can be
visualized over the irradiated areas. Other scanning
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Figure 1 Imaging single fluorescent molecules. (a) Fluorescence images from single fluorophores using total internal reflection

fluorescence (TIRF) microscopy: (left) single spots come from single fluorophores; (right) a schematic diagram of TIRF microscopy. (b)

Mechanism of fluorescence emission. Three electronic states (ground, excited, and triplet states) contain several vibrational levels

(horizontal lines). Transitions between these states (straight or dashed vertical lines) occur when fluorophores interact with light (wavy

lines) or in radiationless process. The order of the time constants is indicated. (c, d) Typical time record of fluorescence from single

fluorophores including photobleaching (c) and blinking (d).
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probe microscopy such as confocal microscopy and
near-field microscopy can also be used to visualize
single molecules. TIRF microscopy is advantageous
over other microscopy techniques for the systems
where molecules move on the surface.

Single biomolecules are observed as fluorescent
spots. Fluorescence spots are accumulations of pho-
tons emitted from single molecules. A single photon
results from a single cycle of excitation and emission
(Figure 1b). When fluorescent molecules are excited
by an excitation light, the electronic state of the mol-
ecules is shifted from a ground state to an excited state
using the energy of a photon of the excitation light.
The molecules return to the ground state via emission
of fluorescence with a lifetime in the order of nano-
seconds or return via radiationless processes. The
wavelength of fluorescence is longer than that of ex-
citation light because energy is lost due to the rapid
relaxation of the vibration levels within the excitation
and ground states after the absorption and emission of
light, respectively. The fluorescence intensity has been
determined through the probabilities for adsorbing
excitation light and emitting fluorescence presented by
an absorption coefficient and a quantum yield, re-
spectively. This process occurs stochastically and the
emission of photons is random with time. The number
of photons acquired in a measurement time or fluo-
rescence intensity fluctuates with time. In general, the
width of the fluctuation is BN1/2 when the number of
the photons for the signal is N. The S/N ratio increases
with the number of photons.

After a fluorescent molecule emits a large number
of photons, it suddenly ceases to emit photons (Figure
1c). This process is irreversible and is known as
photobleaching. In the case of tetramethylrhodamine
(TMR) or Cy3 which is used for single-molecule
measurements, the photobleaching occurs after a mol-
ecule emits approximately 100 thousand to 1 million
photons. The sudden drop of the fluorescence observed
in the recording time is characteristic of single mole-
cules and has been used as a test whether the fluores-
cence spots observed come from single molecules. The
fluorescence from a single fluorophore drops in a single
step and that from two molecules in two steps. Pho-
tobleaching occurs stochastically and the time for the
photobleaching is distributed in an exponential man-
ner. In agreement with this distribution, the fluores-
cence intensity decreases gradually with time due to
the photobleaching in ensemble measurements. The
photobleaching time shortens with an increase in laser
power. The number of photons that single molecules
emit until the photobleaching event is characteristic for
each fluorescent dye. Oxygen is known to accelerate
the photobleaching process so an oxygen scavenger
system is useful in single-molecule measurements.

Blinking, an event in which the fluorescence is
turned on and off reversibly, is more or less found
in almost all fluorescent dyes (Figure 1d). The dark
state which lasts from about a millisecond to a
second is thought to be related to a triplet state.
The power of the laser affects the interval time be-
tween the dark states but does not affect the du-
ration time in the dark state. Blinking does cause
problems in interpreting the data. It is difficult to
discriminate blinking from the turning on–off of the
fluorescence signals originating from the changes in
the biomolecule systems. In general, blinking de-
pends on the power of the laser but the fluorescence
changes originated from biomolecules do not.
Blinking does not depend on the solution condi-
tions whereas the fluorescence changes originated
from changes in biomolecules occur depending on
the solution conditions. The blinking may or may
not occur under conditions used for the ensemble
measurements. In the single-molecule measure-
ments, intense excitation light is used so that single
fluorophores are excited very frequently. In the en-
semble measurements, if blinking occurs, it would
be hidden.

In the fluorescence images, the spots from mole-
cules of nanometer size appear as large as the order
of the wavelength (several hundred nanometers) due
to the diffraction limit of the light. Molecules which
exist within B100 nm cannot be distinguished. For
measurements, the concentration of the protein must
be lower in order to distinguish individual spots. It is
difficult to discriminate two separate fluorescence
spots at this resolution; however, it is possible to de-
termine the change in the position of single spots
with greater resolution. Recently, the positions have
been determined with an accuracy of 10 nm with the
assumption of the distribution of the fluorescence
around the molecules. The determination of the spa-
tial resolution is dependent on the standard deviation
of the distribution of photons.

There are only a limited number of fluorescent
dyes that are suitable for the single-molecule meas-
urements. The dyes must have a high intensity (high
absorption coefficient and high quantum yield), a
high stability against photobleaching, and a high
stability against blinking. Many organic compounds
such as TMR and Cy3 have been used to attach
specifically to biomolecules. Natural fluorescent pro-
teins have been used to fuse to proteins. Green flu-
orescent protein (GFP) and its mutants, which have
different fluorescent colors, can also be used. Quan-
tum dots are new materials which can prolong the
photobleaching time. Further development of fluo-
rescent dyes remains a very important research topic
for single-molecule measurements.
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Imaging the Association and
Dissociation Events

Using single-molecule imaging it is possible to visualize
the binding and dissociation of fluorescently labeled
molecules to partner molecules at a fixed position. If
fixed molecules are labeled with different fluorescent
dyes, the position of the molecules that are fixed can
be marked. At the location of the fixed molecules,
fluorescent spots appear when the molecule binds and
disappears when it dissociates. When the fluorescent
molecules are free in solution, they undergo rapid
Brownian movement. They are not observed as spots
but contribute to the background noise. The concen-
tration required to successfully image the binding of
single molecules is limited below tens of nM. Thus, it
is difficult to measure the binding with an affinity
below 106 M� 1 s� 1 with this assay. The duration time
from the appearance of the fluorescence to its disap-
pearance is related to the dissociation rate. The time
from the disappearance of the fluorescence to the
reappearance of the fluorescence signal due to the

binding of the next molecule is related to the associ-
ation rate. The association rate depends on the con-
centration of the molecules. At lower concentrations,
the time between events is longer and single cycles of
binding and detachment are more easily identified.
The duration time varies from event to event and the
decay time can be calculated from histograms. In
equilibrium, the ratio of the two rates gives an asso-
ciation constant. The association constant can also be
presented by the ratio between the sum of the duration
time in the bound and unbound states.

Some enzymatic reactions involve the binding and
unbinding of the ligand. The ATP hydrolysis cycle
includes the binding of ATP and dissociation of ADP
after the hydrolysis of ATP to ADP (Figure 2a).
Fluorescently labeled ATP (Cy3-ATP) was added to
myosin molecules attached on the surface of slide-
glass (Figure 2d). The duration time from the binding
to the dissociation event could be well fitted to the
single exponential decay and the average duration
time gave the turnover time of ATP, which corre-
sponds to the ATP hydrolysis rate at the limit of
saturating ATP concentration (Figure 2c). The energy
released from the ATP hydrolysis is utilized as a fuel
for the function of many molecular machines inclu-
ding molecular motors. The visualization of this
reaction is important for the studies on the function
of these molecular machines.

Detecting the Dynamics of
the Biomolecules

The fluorescence emission processes are sensitive to
the environmental changes near the fluorophores.
The techniques monitoring these changes have been
developed as fluorescence spectroscopic methods.
When fluorophores are attached to protein mole-
cules, the structural changes occurring in the protein
molecules are sensed by fluorescence through the
environmental changes of the fluorophores. The
changes in the protein structure cannot be resolved
directly in fluorescence microscopy because of the
diffraction limit. It is possible to monitor the changes
in the structure of single molecules by combining
the spectroscopic methods with single-molecule
imaging. In addition to the structural changes,
changes such as the interaction with other mole-
cules, which affect the state of the fluorophores, can
also be monitored.

The environmental changes alter the energy levels
of the excited and ground states of the fluorophores by
altering their electronic states. These changes are de-
tected as changes in the fluorescence spectrum. For the
fluorescence spectrum the number of photons emitted
is measured as a function of wavelength (Figure 3a).
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Figure 2 Imaging chemical reaction of single ATP molecules.

(a) Chemical reaction of the ATP hydrolysis to ADP and inorganic

phosphate (Pi) by myosin (M). (b) Time record of the ATP flu-

orescence image at the position of a single myosin molecule. (c)

A histogram of the duration time for the ATP turnover. The data

were fit to a single exponential curve with the decay time of

0.045 s� 1.
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The changes in the fluorescence spectrum are depicted
by several parameters. The fluorescence intensity is one
of these parameters. However, the fluorescence inten-
sity is variant and it is difficult to compare the
intensity between different measurements, because the
intensity depends on the instruments, experimental

conditions, and preparation of the sample. In contrast,
the wavelength is an invariant number. The determi-
nation of the peak wavelength is useful when the
position of the spectrum shifts. The microenviron-
mental changes affect the spectral changes including
the hydrophobicity, the structure of water, and the
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electronic potential created by the charges around the
fluorophores.

Absorption and emission take place through the
interaction of photons with the absorption and
emission dipole moments of the fluorophores, re-
spectively. The polarity of the fluorescence against
the polarized excitation light reflects the relaxation
of the dipole moment during the lifetime of the flu-
orescent dyes in the order of nanoseconds. When the
fluorescent dyes attached to biomolecules are al-
lowed to rotate, rotational relaxation of the dye
molecules can be measured. The relaxation of the
rotational Brownian motion is affected by the mic-
roenvironment and the protein structure. When the
dye molecules are attached tightly to large biomol-
ecules, the mode of the rotational motion or flexi-
bility of the local regions of biomolecules can be
measured. Fluorescent dyes attached tightly to the
motor protein molecule probes can be used to detect
structural changes during movement, with single-
molecule measurements.

Fluorescence resonance energy transfer (FRET) is a
more direct method to monitor changes in the geo-
metrical relationship between two different fluoroph-
ores attached on the biomolecules in the nanometer
order (Figure 3b). When the donor fluorophore is ex-
cited, the excited energy is transferred to the acceptor
through the dipole–dipole interaction, resulting in the
emission of fluorescence from the acceptor. The effi-
ciency of the FRET depends on the geometry between
the two dyes, but primarily on the distance between
the two dyes. This method can be used to measure the
structural changes in biomolecules and the changes in
the interaction between two molecules. The fluores-
cence lifetime is also sensitive to the microenvironm-
ent of probes and the FRET efficiency.

The accumulation of a number of photons is nec-
essary for a single data point. These data are then
analyzed to obtain the fluorescent parameters. In ad-
dition to the stochastic nature of the fluorescence
emission process, the process for detecting photons is
stochastic. Whether the origin of the stochastic proc-
ess is quantum mechanics or a statistical mechanism,
the detection of a single photon does not have any
physical basis. For example, in the measurements of
FRET, single photons are detected as either a donor
or acceptor. When a number of photons are meas-
ured, the distribution of the donor and acceptor can
be obtained and the ratio of the donor and acceptor
gives the FRET efficiency. The measurement time
must be sufficient to acquire the appropriate number
of photons for statistical analysis and at the same
time short enough to monitor the dynamic changes if
any exist. Changes that occur faster than the acqui-
sition time are averaged.

For spectroscopic measurements it is possible to
measure and compare more than two parameters at
the same time. For example, the fluorescence spec-
trum includes several parameters such as the peak
position, fluorescence intensity, and the half-width
of the spectral band. The interpretation of the data,
however, is complex. The conclusion reached will
depend on the parameter being investigated. One
parameter may not distinguish two states but another
parameter will. The use of multiple parameters is
necessary for a more solid conclusion. The measure-
ments of the structural changes in proteins are sim-
ilar. The choice of parameters and the position of the
labeling is critical. There is currently no general the-
ory that describes which parameters can describe
the structural and state changes of proteins.

Studies using these technologies have shown that
many proteins are in equilibrium between multiple
conformations in solution; individual molecules have
different conformation and the conformation of
individual molecules changes spontaneously with
time in the time range of 100 ms or even B1 s. Pro-
teins are the main constituents of molecular ma-
chines and are responsible for their functions. This
dynamic picture of the structure of a particular pro-
tein may play an important role in their functioning.

Detection of the Movement of
Single Molecules

It is possible to trace the motion of fluorescently
labeled molecules if the molecules move at an ap-
propriate speed, that is, hundreds of nm s� 1 to
several mm s� 1. Brownian movement of fluorescently
labeled proteins and lipid molecules on biomem-
branes can be monitored for both artificial and nat-
ural cell membranes. In living cells, the movement
reflects the structures of the cell membrane and their
interactions with molecules of the cytoskeleton,
which is important in relation to their functions.

For the advancement of studies on molecular mo-
tors, it is essential that the movement of these motors
be visualized. In 1985, the sliding movement of flu-
orescently labeled actin filaments on myosin fixed on
a slideglass was visualized for the first time using
purified proteins under a microscope. Since then it
has been demonstrated that single fluorescently labe-
led molecular motors move smoothly along protein
tracks fixed on a slideglass. Kinesin and certain types
of myosin can move for long distances without
dissociating.

Larger and brighter probes instead of single fluor-
ophores are advantageous for the detection of these
molecules. Fluorescent beads attached to myosin and
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kinesin showed that linear molecular motors move
along track proteins. A fluorescently labeled actin
filament attached to a rotary motor protein F1 as a
marker has allowed the visualization of this rotary
motion, providing the first direct evidence for the ex-
istence of rotary motors. In this motor the rotational
motion is tightly coupled to the hydrolysis of ATP, and
was found to be very efficient: the work done at each
step was almost the same as the energy released from
the hydrolysis of a single ATP molecule.

Manipulation of Molecular Motors and
the Unitary Steps

The manipulation techniques have been used to carry
out measurements under well-controlled conditions.
Glass microneedles or beads trapped by a laser have
been developed to catch single molecules and ma-
nipulate them. For example, single motor proteins
attached to beads trapped by a laser can be brought
into contact with single filaments of the track pro-
teins (Figure 4). These systems can also be used for

the mechanical measurements of molecular motors,
because the displacement can be determined with
high resolution and glass microneedles and laser
traps have similar properties to a spring. These
probes exert a spring force to pull the molecules back
to the original position when they are displaced.
Thus, motor molecules attached to a large probe
move against the spring force until the force of mo-
lecular motors and the spring force are balanced and
then the movement stops. The displacement of large
probes has been measured using a divided photodi-
ode with nanometer and milliseconds accuracy. The
measurement of the displacement of the probes gives
the displacement of molecular motors, if the probes
attach tightly to the proteins and follow the quick
movement of the molecular motors. To measure the
displacement without disturbance due to Brownian
motion of the probes, the stiffness of the measure-
ment system, in general, must be high. Compliant
linkages between the probes and the proteins make
the system less stiff. To allow the probes to follow the
rapid movement of the motors, the friction coeffi-
cient of the probes must be low.

The movement of motors is fueled by the energy
released from the hydrolysis of ATP. Using single-
molecule measurements within an accuracy of nano-
meter and milliseconds, the unitary steps of single
motor molecules using the energy of single ATP mol-
ecules have been identified. Kinesin and unconventio-
nal myosin V and VI move in a stepwise manner along
protein tracks for long distances without dissociating.
This processivity is consistent with their function of
transporting cellular organelles for long distances. In
the case of kinesin, the step size during hydrolysis of
single ATP molecules is 8 nm, corresponding to the
periodicity of the tubulin heterodimers in a microtu-
bule (Figure 4). The movement occurs against an inc-
reasing load until the movement ceases at the stall
force of 7B8 pN. Thus, a kinesin walks on tubulin-
heterodimers using its two heads in an alternating
hand-over-hand fashion.

Myosin moves along actin filaments. In the case of
myosin V and VI, the processive movement has been
observed with the step size of 35 nm, which corre-
sponds to the pitch of the two-stranded helical fila-
ment of actin. Muscle myosin, in contrast to kinesin
and some unconventional myosin, dissociates every
ATP hydrolysis cycle. Single myosin molecules have
been found to generate mean displacements of 5–
25 nm at nearly zero load and mean forces of 3–5 pN
at high loads (Figure 5a). It was difficult to determine
the individual step size of muscle myosin because the
starting position of the displacements cannot be de-
termined due to the effects of Brownian movement
of beads attached to actin filaments. Instead of the
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manipulating actin filaments, the manipulation of
single myosin molecules with a very fine scanning
probe has provided a measurement system for the
displacement and force generation processes with a
high spatial and temporal resolution. With this meas-
urement system, it was found that the displacements
were coupled to the ATP hydrolysis and each dis-
placement contained several distinct steps (Figure 5b).
Each step was 5.5 nm in size, and corresponded to
the distance between adjacent monomers in an actin
filament. The steps took place stochastically and
some of them (o10% of total steps) were in the
backward direction. These results cannot be ex-
plained by the widely accepted model of structural
change in which the displacement results from struc-
tural changes in the myosin coupled to the ATP hy-
drolysis reaction. Rather it has been suggested that a
myosin head can walk along the actin monomers ar-
ranged in a filament utilizing Brownian motion. The
mechanisms underlying the movement of myosin is
still controversial and various measurements have
been attempted from the viewpoints of the structure–
function relationship.

Monitoring the Chemical Reactions

The functions in the biosystems take place in series
of events. In single-molecule measurements, the
series of events can be detected without interrup-
tion. In ensemble measurements, individual steps are
measured separately and the entire processes recon-
structed using this information. The kinetic param-
eters are determined by synchronizing the reactions
of constituent molecules using stop flow, flash
photolysis, or other transient kinetic methods. In

single-molecule measurements, the reaction time var-
ies from event to event reflecting the stochastic na-
ture of the reactions. The rate constants, which
characterize the reaction, are determined using the
data from individual events.

The data obtained in the single-molecule meas-
urements must be consistent with the data in the en-
semble measurements. The data of single-molecule
measurements contain more information than those
of ensemble measurements. Data points from
individual single molecules align with time. The time
correlation data are discussed in relation to the mem-
ory effects of biomolecules. In flavoenzyme, which
catalyzes the oxidation of cholesterol by oxygen,
the enzymatic turnover is dependent on previous
turnovers.

The series of events are described using several
different parameters obtained from different meas-
urements. It is unlikely that all the steps can be
detected using single parameters obtained experimen-
tally. In the ATP hydrolysis reaction, the fluorescence
of ATP senses only the binding and dissociation
events but not the hydrolysis steps or any other of the
chemical steps. The mechanical measurement detects
the displacement, association, and dissociation of the
motor molecules but not any of the chemical steps.
The chemical and mechanical parameters, which are
separately measured, are however related to each
other. Any change in the chemical reactions will in-
fluence the time record of the mechanical reactions.
Changes in the ATP concentration change the me-
chanical trace. Time records of single parameters are
influenced by the changes in other parameters that
cannot be directly detected. Thus, the coupling be-
tween two parameters can be studied.
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Figure 5 Stepwise movement of myosin measured using a fine scanning probe microscope. Single myosin molecules were attached

to a tip of a microneedle and brought into contact with actin filaments. The trace is plotted in a different timescale. Part (b) is an

expansion of (a).
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Direct Determination of Coupling
Between Two Different Events

A more direct way of relating different events is to
measure several parameters simultaneously. In single-
molecule measurements, the individual measurements,
in which the kinetic steps have not been averaged, can
be directly compared. In the case of the molecular
motors, the coupling between the ATP hydrolysis re-
action as an input of the energy and mechanical work
as the output has been determined (Figure 6). The ATP
hydrolysis cycle is measured by measuring the binding
and dissociation cycle of fluorescent ATP and the dis-
placement of myosin using a laser trap. It has been
suggested that the rising phase of the displacement
record is not always coupled to the chemical reactions
but instead is delayed. The energy released from the
hydrolysis of ATP is then stored and used afterwards
for the generation of the force.

With regard to the relationship between two
events, the structure–function relationship is a fun-
damental question that needs to be addressed. In
many proteins, the function can be explained by
structural changes in the proteins. These changes are
usually based on the atomic structures obtained from
crystallographic studies. The relationship between
structure and function has been studied by measuring
the function using mutated proteins. Now that the

structural changes of single protein molecules can be
detected, the structure–function relationship will be
experimentally studied in a more direct manner.

From Single Molecules to a Biosystem

Single-molecule measurements have been extended
to monitoring single molecules in cells. Using TIRF
microscopy it is possible to image both the basal and
apical surfaces of cells. Incident laser light is totally
internally reflected at the apical surface between the
cytoplasm and the cell culture medium, where the
diffractive indices are different. Other microscopy
such as confocal microscopy has been used especially
to image locations other than at the cell surfaces.

Cells perform their function in response to the ex-
ternal stimuli. At early processing stages, that is, from
stimulation to function, the ligands bind to their re-
ceptors on the surface of cells and the signals are
transmitted through a cascade of signaling proteins. In
this process, many different kinds of molecules par-
ticipate and chain reactions take place in a spatially
organized fashion. Single-molecule measurements
have been a powerful technique to explore early signal
transduction systems. Dictyostelium amoeba exhibits
chemotaxis along a gradient of adenosine 30,50-mono-
phosphate (cAMP). The binding of fluorescent cAMP
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to its receptor has been visualized at single-molecule
level (Figure 7). It was found from observations of the
dissociation rate constants that a receptor in the an-
terior half of the moving cells became activated when
there was a difference in the cAMP concentration gra-
dient compared to the posterior half.

In this process, in addition to the binding of the
ligands, the activation, structure, and interaction of
protein processes can be visualized using single-mol-
ecule imaging. Dimerization was visualized by me-
asuring the fluorescence intensity and phosphorylation
was visualized using fluorescent monoclonal antibody.

Concluding Remarks

Single-molecule measurements have allowed the
measurements of the properties of biomolecules hid-
den in averaged measurements involving over large
numbers of molecules. Dynamic, kinetic, and flu-
ctuating properties of biomolecules, which are im-
portant in elucidating the mechanism of their
function have been revealed. Using fluorescence mi-
croscopy the behavior of biomolecules at work can
be measured. Both temporal and spatial information
is included in the fluorescence microscopy measure-
ments. It is possible to detect the behaviors of bio-
molecules in complicated systems, allowing the
function of biomolecules to be imaged in living cells.

Using single-molecule measurements it is possible
to monitor series of events in real time. To interpret
the kinetic data, it is necessary to analyze large num-
bers of molecules from individual events. These com-
plicated procedures are necessary because the energy
used for the function of molecular machines is sim-
ilar to the thermal energy. The energy released from
the ATP hydrolysis is approximately 20 times the

thermal energy. Biomolecules of nanometer size are
largely disturbed by thermal energy. Thus, it is highly
likely that the single-molecule measurements of bio-
molecules are influenced by thermal disturbances. It
is an intriguing question as to how biomolecules
work efficiently under situations of thermal energy
disturbances. The mechanism that the biomolecules
harness the thermal energy rather than being dis-
turbed has been suggested from single-molecule
measurements. These properties most likely give the
systems flexibility in their function.

To measure the properties of single molecules,
probes are attached. The effects of the probes on the
activity can be examined by comparing the function
with molecules that have no probe attached. How-
ever, it is difficult to ascertain what the effects of the
probes on the properties of the biomolecules are as
revealed by single-molecule measurements. In situ,
the molecular motors move without the aid of beads
or microneedles and proteins change their structure
in the absence of fluorescent probes. Different probes
may disturb biomolecules in different ways. Biomol-
ecules may behave with different restrictions in dif-
ferent systems. Thus, measurements with different
probes and in different systems may be helpful in
understanding the effects of the probes.

In single-molecule measurements it is possible to
monitor states that occur less frequently compared
with other states. In ensemble measurements, the
majority states contribute largely and the minority
states are neglected. This is not to say, however, that
the states that occur more frequently are most im-
portant and the states that occur less frequently are
not important in the biological processes. The single-
molecule measurement in cells show that the binding
of a small number of ligands is sufficient to stimulate
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Figure 7 Single-molecule imaging of the binding of cAMP to the living cells. (a) Image of the binding to moving dictyostelium amoeba.
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the cells. It is possible that the minority state plays an
important role even though only a small population
of molecules is involved. Thus, single-molecule meas-
urements will play an important role in the future of
biosciences.

See also: Biomolecules, Scanning Probe Microscopy of;
Fluorescent Biomolecules; Fluorescent Proteins.

PACS: 82.37.Np; 82.37.Rs; 82.37.Vb; 87, 87.64.� t
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Introduction

Mesoscopic particles of nanometer size are consider-
ed to be the intermediate phase which bridges
between crystals and molecules and/or atoms. Ap-
pearance of various kinds of new properties – such as
quantum size effects of electronic and phonon states,
variations in shape and crystal structure, an increase
of optical nonlinearity, a change in the selection rule
of the optical transition, and an increase of surface
effects – is expected in the mesoscopic particles.

This article focuses on the optical properties of
small-size particles of semiconductors, ionic crystals,
and metals.

Semiconductors and Ionic Crystals

Quantum Size Effects of Electronic States

The lowest excitation energy state of an electron in an
ionic crystal and a semiconductor is the exciton state.
The exciton can be treated as a ‘‘particle.’’ Hence, in a
first approximation the exciton will be considered as
a particle in a spherical-shaped potential well. The
wave function of the infinitesimally small particle
with mass M in a spherical-shaped potential well with
radius R is expressed by a spherical Bessel function,
and the eigenenergies measured from the bottom of
the potential well are given as follows:

DEðRÞ ¼ _2

2M

f
R

� �2

½1a�

where f=p ¼ 1; 1:43; 1:83;y give 1S-state, 1P-
state, 1D-state, y, respectively. Thus, the transla-
tional energies become discontinuous and increase.

When the effective Bohr radius of the exciton, a�B, is
much smaller than the radius of the particle, the ex-
citon retains its size and can be treated as a particle.
This case is called the exciton confinement or the
weak confinement regime and eqn [1a] can be used
with a small modification. The energy difference be-
tween the bulk exciton and the confined exciton is
given by the following equation:

DEðRÞ ¼ _2

2ðm�
e þ m�

hÞ
� f2

½R � ZðsÞa�B�
2

½1b�

where ZðsÞ is a function of the ratio of the effective
mass of the hole, m�

h, to that of the electron, m�
e. The

term ZðsÞa�B expresses a dead-layer effect. That is, the
exciton cannot exist within a distance less than a�B=2
from the wall of the potential well.

On the contrary, when the potential well radius R is
comparable to or smaller than a�B, the exciton size di-
minishes and its internal motion is modified strongly.
The exciton energy is also quantized. Therefore, the
mass in eqn [1b], m�

e þ m�
h, should be changed to the

reduced mass of the exciton, m, given by

1

m
¼ 1

m�
e

þ 1

m�
h

This case is called the individual-confinement or the
strong-confinement regime.

When the Coulomb energy in the exciton becomes
equal to the energy of the relative motion of the ex-
citon, the confinement state changes from the ‘‘exci-
ton confinement’’ to the ‘‘individual confinement.’’
The transition between the two states occurs when

_2p2

2ma�2
B

X
e2

eR

R

a�B
¼ p2

2
E4:9

This transition has been observed at R=a�BE4 in a
CdS microcrystal.
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If a charge is placed in a small medium, a surface
polarization appears, which creates a Lorentz field in
the medium. Consequently, the Coulomb force and
the self-energy of the exciton in the small medium
vary from that of the free exciton. The Hamiltonian
of an electron–hole pair which includes the effect of
the Lorentz field is shown in the effective-mass
approximation as follows:

H ¼ � _2r2
e

2m�
e

� _2r2
h

2m�
h

� e2

e1jre � rhj
þ VeðreÞ þ VhðrhÞ

þ e2

2R

XN
n¼0

an
re

R

� �2n
þ rh

R

� �2n
� �

� e2

R

XN
n¼0

an
rerh

R2

� �n
Pnðcos yehÞ

h i
½2�

where

an ¼ ðn þ 1Þðe� 1Þ
e1ðneþ n þ 1Þ; e ¼ e1

e2

e1 and e2 are the dielectric constants of the small
particle and the surrounding material, respectively. re

and rh are the coordinates of the electron and the
hole. Pnðcos yehÞ is the Legendre polynomial, and yeh

is the angle formed by the two lines connecting the
center of the particle to the electron and to the hole.
The fourth and fifth terms in eqn [2] are the con-
finement potentials for the electron and the hole,
respectively. The sixth term is the Lorentz field cor-
rection, and the seventh term is the self-energy. The
calculated result of the lowest energy of the confined
exciton with the wave function, which is made by the
product of the 1s-state electron and the 1s-state hole
wave functions, is given as follows:

DE ¼ _2p2

2R2

1

m�
e

þ 1

m�
h

� �
� 1:786e2

e1R

þ e2

R

XN
n¼1

an
S

R

� �2n

½3�

The first term represents a change in the kinetic
energy, the second term the energy due to the shiel-
ding Coulomb interaction, and the third term the
polarization term. The ratio of the energy shift due to
the polarization term to the total energy shift is
B0.07 for CdS. In addition, the value of the dielec-
tric constant decreases with a decrease in the particle
size, but this effect is less than 1% in general. Equa-
tion [3] can be used in the weak-confinement regime,
if the total mass of the exciton is employed instead of
the reduced mass.

Figures 1 and 2 show the size dependence of exci-
tonic transition energies for CuCl and CdSe particles.

The solid line in Figure 1 shows the calculated result
assuming a dead zone with thickness a�B=2 on the par-
ticle surface. The effective Bohr radius of the exciton
in CuCl is 0.7 nm. Hence, the exciton confinement
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regime is valid in the entire region of measure-
ments. The radiation due to the dissociation of the
biexciton (the exciton molecule) has been observed
under intensive excitation. The binding energy of the
biexciton, Eb, given by 2Eex � Emol, also has size de-
pendence, but its dependence is small compared to
that of the exciton energy.

The exciton radius of CdSe is B5.6 nm. The
individual-confinement regime is valid in the size
region, shown in Figure 2. The agreement between
the experimental data and the effective-mass ap-
proximation calculation (solid line) is good in the
region of diameters larger than B6 nm. This implies
that the disagreement in the small-size region is
caused by the failure of the effective-mass approxi-
mation. In this region, the experimental data,
however, agree with the tight-binding approxima-
tion calculations (dashed lines) (Figure 2).

In the above treatment, the potential well has a
finite depth. Therefore, the wave function of the ex-
citon tunnels out from the potential well. This effect
becomes very important, when the small particles are
arranged in a dense state.

Oscillator Strength

The coherent state of the exciton spreads over the
entire region of a very small size particle; therefore,
the oscillator strength increases with increasing size
in the very small size region. This phenomenon is
called the ‘‘giant oscillator strength’’ (GOS) effect.
The oscillator strength of the exciton, fex, in the small
particle with radius R is given by

fex ¼ 8

p
R3

v
f0pR3

where v is the volume of the unit cell and f0 is the
oscillator strength in the bulk crystal and is given by

f0 ¼ 2m�o
_

jmegj2
1

pa�3
B

Here, meg is the electric dipole moment in the tran-
sition process between e and g states.

The lifetime of an exciton is inversely proportional
to the third power of the particle radius due to the
GOS effect:

t ¼ 3m�c3

16e3no2f0

v

R3

� �
p

1

R3

The bandwidth of the photoluminescence spectrum,
Gh, measured by a selective-excitation method is
inversely proportional to the lifetime. Thus, Gh in-
creases with an increase in the particle size. The

quantum yield of photoluminescence increases with
an increase in the size due to the GOS effect. For
example, the quantum yield in the case of very small
size for CuCl particles has been observed to be
B0.1%. The photoluminescence spectrum shifts to
the higher-energy side compared with that of the
bulk. The Stokes shift has not been observed, except
at very low temperatures. When the radius of the
particle becomes larger than the coherent length of
the exciton, the GOS effect saturates. The GOS effect
is important, especially in nonlinear optical effects.

Size Effect of Phonon

The binding force between atoms is mainly a short-
range force in general. Therefore, the quantum size
effect on the phonon energy does not appear appar-
ently. However, in optical transitions a relaxation of
the selection rule on the wave vector (the momen-
tum) occurs. This effect has been observed in Raman
scattering and photoluminescence spectra.

The size dependence of Raman intensity I(o)
owing to optical phonon scattering is expressed es-
sentially as follows:

IðoÞE
Z

d3q
jCð0; qÞj2

fo� oðqÞg2 þ ðG0=2Þ2

Here oðqÞ is the optical phonon dispersion, Cð0; qÞ
the Fourier coefficient of the phonon confinement
function, and G0 the natural bandwidth of the
Raman line. If the Gaussian function, wðr;LÞ ¼
expð�8p2r2=L2Þ, is used as an attenuation function,
the Fourier coefficient of the phonon confinement
function is given as follows:

jCð0; qÞj2 ¼ exp �jqj2L2

16p2

 !

Here L is the diameter of the particle, that is L ¼ 2R.
The range of the contributing wave vector q to the
optical excitation is inversely proportional approxi-
mately to R2. The Raman shift decreases and the
bandwidth of the spectrum becomes broader with a
decrease in the size, for example, in CdS and CdSe
particles. The Raman scattering owing to the sphe-
roidal and torsional modes in a spherical particle is
also expected. These modes have been observed in a
very low frequency region.

Exciton–Phonon Interaction

The exciton–phonon interaction has been investi-
gated extensively in CuCl particles. There are light-
and heavy-hole bands in a CuCl crystal, and the Z3

exciton state splits into light- and heavy-hole exci-
tons. The coherence of both the excitons is broken by

390 Small Particles and Clusters, Optical Properties of



the interband scattering between excitons through
the absorption and emission of LA phonon at low
temperatures, while they are broken by LO phonon
scattering at high temperatures. The temperature de-
pendence of the homogeneous bandwidth of the ex-
citon spectrum in CuCl particles has been interpreted
by the above mechanism with a consideration of the
localization properties of LA and LO phonons.

Optical Nonlinearity

Under intensive laser irradiation, the imaginary part
of the third-order dielectric constant, Im wð3Þ, is pro-
portional to the square of the oscillator strength, f,
and inversely proportional to the square of the
homogeneous bandwidth, Gh, of the absorption spec-
trum. The absorption intensity in the selective exci-
tation is given by aGh. Here a is the absorption
coefficient. aGh is proportional to fN (N is the
number density of particles). Therefore, the third-or-
der electronic susceptibility, jwð3Þj, is given as follows:

wð3Þ
�� ��pf 2NT1

G2
h

Here T1 is the longitudinal relaxation time. In very
small size particles, jwð3Þj at the resonance energy for
the lowest excitation state becomes larger with an
increase in the size, up to a critical size. According to
the theory of the GOS effect on the confined exciton,
the oscillator strength of the exciton increases as R3,
up to the critical size. The oscillator strength satu-
rates at the critical size. Then, the oscillator strength
decreases with a further increase in the size. The
critical size decreases with an increase in the tem-
perature. The reasons are the following: the energy
separation between the excitonic states decreases
with increasing particle size. Therefore, the thermal
population of the exciton in the higher excitonic
states increases and the coherent length of the lowest
excitonic state decreases due to an increase in the
scattering between the excitonic states. Contribu-
tions from the higher excitonic states overcome the
resonance increment of the oscillator strength in the
lowest state. Some theories have also suggested that
the enhancement of jwð3Þj is larger in materials having
a relatively smaller Bohr radius. The maximum val-
ues reported for jwð3Þj are 2 � 10�7; 3 � 10�8, and
1 � 10�6 esu for CdTe-, CdS-, and CuCl-doped oxide
glasses, respectively.

Taking into account the two-energy-level system,
jwð3Þj=aT1 is proportional to f, and inversely propor-
tional to Gh, as described previously. Therefore, the
oscillator strength can be estimated from the meas-
ured values of jwð3Þj=aT1 and the homogeneous band-
width. The estimated value of the oscillator strength

is B5.5 for the 4.5 nm-size CuCl particle at the
wavelength where jwð3Þj=aT1 is maximum. Compared
to the value of the oscillator strength in bulk,
5:85 � 10�3, the enhancement factor is B103.

Many other nonlinear optical phenomena, such as
the superradiation, the formation of the molecular
exciton (the electron–hole droplet), and the satura-
tion of absorption (the hole burning), are enhanced
strongly due to the GOS effect. For example, the hole
burning in the inhomogeneous broad band has been
observed easily in CuCl particles with an average size
of B3.6 nm at 77 K. Not only is the hole burning
formed but also the absorption at the lower-energy
side of the exciting energy decreases and the absorp-
tion at the higher-energy side of the exciting energy
increases. These phenomena are caused by the multi-
selective excitations which occur due to the size dis-
tribution of particles and the production of bi- and
tri-excitons.

Photoluminescence at an energy lower than that of
the usual exciton luminescence has been observed in
nanoparticles of some ionic crystals under irradiation
of an intense laser with the resonance energy of the
exciton. When this luminescence occurs, the absorp-
tion coefficient at the exciting energy is only about
half of that obtained in the usual light irradiation.
Therefore, this luminescence originates from the dis-
sociation of the molecular exciton created by the
two-photon absorption. The luminescence occurs in
smaller excitation intensity compared to that in the
bulk. It may be due to the enhancement of mutual
interaction among excitons owing to the occupancy
of the close position. According to the results of the
research on the dynamical properties of the relaxa-
tion of a molecular exciton, the optical density, IST1,
is proportional to 1/R3, where IS and T1 are the sat-
uration intensity of absorption and the longitudinal
relaxation time of the molecular exciton, respectively.

In the highly excited Frenkel exciton system, in a
small-size particle, a new elementary excitation
(called an excitonic n-string) appears, and a super-
radiation from the n-string is expected. In the highly
excited Wannier exciton system, the electron–hole
droplet has been observed in Si and Ge, and the ex-
citonic molecule has also been observed in III–V and
III–VI compounds. However, the exchange interac-
tion does not support the bound states of more than
two Wannier excitons (exciton molecule). In con-
trast, a bound state of several Frenkel excitons (i.e.,
excitonic n-string) is possible in a linear chain of
molecules, when the exciton accompanies the static
dipole moment larger than the transition dipole mo-
ment along the chain.

The superradiation from a Wannier exciton in
microcrystallites has been shown theoretically and
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experimentally. New sharp superradiance with a
strong peak intensity from the Frenkel exciton sys-
tem is expected in intense excitation because of the
high density of oscillators. According to the calcu-
lated results of the spectrum and pulse width in time,
the peak intensity, I, from the n-string is given by

I ¼ 1
2Ns

1
2Ns þ 1
	 


G

where G is a spontaneous emission rate of a single
exciton and Ns is the number of excitons in the n-
string, that is, Ns ¼ n. The pulse width is inversely
proportional to Ns. The intensity I increases as N1:5

s .
This should be compared with the N2

s dependence for
Diche’s superradiation from atomic and/or molecular
gas systems. This may be because the cooperation
number is kept to the maximum for the two-level
atoms, while it decreases in the emission process due
to the effect of excitation transfer.

Crystals which have a zinc blende structure, such
as CuCl and CuBr, have two types of excitons, Z3

and Z12, due to the splitting of the valence band. The
Z12 exciton consists of the multicomponent exciton
states due to light and heavy holes and a k-linear
term in the G8 valence band. The energies of both the
excitons in a small particle are higher than that in the
bulk crystal. In addition, the Z12 exciton level splits
off into two levels due to a confinement effect be-
cause of the multicomponent exciton. Spectral anal-
yses on the degenerated four-wave mixing signals
have shown that the correlation curve between the
luminescence signal and the delay time consists of an
oscillatory structure superimposed onto the expo-
nential decay. The oscillation period corresponds to
the energy separation of the Z12 exciton levels in the
nanoparticle. Thus, this oscillation has been inter-
preted as the quantum beat between the separated
Z12 exciton levels.

Metal Particles

Absorption of Surface Plasmon

The so-called stained glass consists of glass-dispersed
fine particles of metal. The optical properties of iso-
lated fine particles in a transparent matrix were first
treated by Mie. There are many different modes in
the particle. Higher modes are localized on the sur-
face, and the lowest mode, the so-called Frölich
mode, polarizes uniformly in the particle. The Frölich
mode is important in the small particle – it gives rise
to surface plasmons which cause the colors present in
a stained glass. The Frölich mode is treated in the
following.

The dielectric constant of metal, em, differs from
that of the matrix, ed. Therefore, the local field in

the metal particle, El, should differ from the field of
incident radiation, E, and is given by

El ¼
3ed

em þ 2ed
E ¼ flE

The constant fl is termed as the factor of the local
field. The averaged electric field in the material, Eav,
and the averaged polarization of the material, Pav,
can be defined as

Eav ¼ð1 � f ÞE þ fEl

Pav ¼ ½ð1 � f Þðed � 1ÞE þ f ðem � 1ÞEl�=4p

Here f is the volume fraction of the metal (i.e., the
filling factor of the metal). The average dielectric
constant of the material with dispersed metal parti-
cles, eav, calculated by the dipole–dipole interaction
approximation is given as follows:

eavðoÞ ¼ edðoÞ 1 þ 3f ½emðoÞ � edðoÞ�
emðoÞð1 � f Þ þ edðoÞð2 þ f Þ

� �

The absorption coefficient a is given by

aðoÞ ¼ o
c

Im eavðoÞ
Re

ffiffiffiffiffiffiffiffiffiffiffiffiffi
eavðoÞ

p
The peak of absorption is given by the condition that
Re

ffiffiffiffiffiffiffiffiffiffiffiffiffi
eavðoÞ

p
¼ 0. Thus, the peak of absorption is

given by

Re emðosÞ ¼ �edðosÞ
f þ 2

1 � f

Here os is the angular frequency of the surface
plasmon. The above equation can be written as

Re emðosÞ ¼ �2edðosÞ

in the small-f region. The absorption spectrum in the
small-f region is given as follows:

a ¼
18pf e3=2

d

l
Im em

ðRe em þ 2edÞ2 þ ðIm emÞ2

Here l is the wavelength of light. The results calcu-
lated by the above equation show that the absorption
peak shifts to the shorter-wavelength side and the
width of the absorption band becomes narrower with
a decrease in the particle size. However, the experi-
mental results do not coincide with the calculated
results, because the mean free path length of the elec-
tron in a metal is generally several tens of nanometers
and is limited by the particle size in small particles. If
one calculates the dielectric constant including this
effect, the peak value of the absorption band becomes
smaller and the bandwidth of the absorption becomes
wider with a decrease in the particle size.
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Third-Order Electric Susceptibility

The third-order susceptibility, wð3Þ, in the composite
material which has dispersed metal nanoparticles in a
transparent material is given by

wð3Þ ¼ f � f 2
l jflj2wð3Þm ½4�

Here f and fl are the volume fraction of the metal and
the factor of the local field, respectively, as denoted
previously. wð3Þm is the third-order electric susceptibility
of the metal itself. As mentioned already, the factor of
the local field increases at the surface plasma frequen-
cy. When the combination of the matrix and the par-
ticle satisfies the resonance condition, Re em ¼ �2ed,
the factor of the local field increases. As seen in eqn
[4], wð3Þ increases as f 4

l . The susceptibility depends on
the size of the metal particle. If one can choose the size
that satisfies the resonance condition, wð3Þ increases.
The enhancements of wð3Þ in Cu and Ag composite
SiO2 glasses are approximately 5 times and 104 times
in the best condition, respectively.

The time dependence of a nonlinear response was
measured by a pump–probe method under several
mJ cm�2 energy density of irradiation. The bleaching
of absorption at the pumping wavelength and the
enhancement of absorption on either side of the
pumping wavelength were observed. The shapes of
the absorption bands before and after irradiating
the pumping light were Lorentzian. However, the
bandwidth was observed to be a few times wider on
pumping. Therefore, the decay character of the ab-
sorption band gives information on the scattering
mechanism of hot electrons. The decay curve is
composed of fast and slow components. The decay
times of these components are approximately a few
picoseconds and a few hundreds of picoseconds, re-
spectively. The fast component is due to the electron–
phonon scattering and the slow component may be
due to the electron–matrix scattering. The decay
time of the fast component becomes shorter with a
decrease in the energy density of irradiation. A similar
decay character has also been observed under high-
intensity radiation condition for particles of II–VI
compounds such as CdS, CdSe, and CdTe.

See also: Semiconductor and Metallic Clusters, Electronic
Properties of; Semiconductors, General Properties; Sem-
iconductors, Optical and Infrared Properties of.

PACS: 36.40.Vz
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Nomenclature

a�B effective Bohr radius of exciton
c speed of light
C(0, q) Fourier coefficient of phonon confine-

ment function
E energy, electric field
Eav averaged electric field
Eb binding energy of biexciton
Eex energy of exciton
El local field of metal particle
Emol energy of exciton molecule
f oscillator strength, volume fraction of

metal (filling factor)
f0 oscillator strength in bulk crystal
fex oscillator strength of exciton
fl factor of local field
_ h=2p (h: Planck constant)
I intensity (Raman, emission)
Is saturated intensity of absorption
m�

e effective mass of electron
m�

h effective mass of hole
M mass
n refractive index
N number density of particles
Ns number of excitons in excitonic n-string
P polarization of material
Pav averaged polarization of material
Pn(x) Legendre polynomial
q wave vector
re coordinate of electron
rh coordinate of hole
R radius
T1 longitudinal relaxation time
v volume of unit cell
a absorption coefficient
G spontaneous emission rate
Gh homogeneous line width
e dielectric constant
ed dielectric constant of matrix
em dielectric constant of metal
yeh angle formed by the two lines connecting

the center of particle to electron and hole
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t lifetime
l wavelength of light
m reduced mass of exciton
meg electric dipole moment in optical tran-

sition between e and g states
s ratio of m�

h to m�
e

w(3) third-order dielectric constant (electron-
ic susceptibility)

w(3)
m third-order dielectric constant of metal

o angular frequency
os angular frequency of surface

plasmon
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Introduction

Unlike macroscopic scattering methods such as
X-ray diffraction, electron microscopy, or neutron
diffraction, nuclear magnetic resonance (NMR)
delivers structural information indirectly by probing
the local electronic and magnetic environment of a
nuclear magnetic moment (spin) or by investigating
spin–spin interactions, both in the presence of a static
magnetic field. The choice of NMR methods to de-
tect such interactions can be strongly related to the
mobility of the molecule of interest. In fact, molec-
ular motion, or more generally speaking, the overall
molecular correlation time tc, can be used to classify
the type of NMR techniques for studying structure at
the atomic level. Solution-state NMR studies in pro-
teins are usually applied to systems with an overall
correlation time in the nanosecond regime, while
solid-state NMR, the area of research discussed in
this article, traditionally relates to long or infinite
correlation times (Figure 1).

In general, an increase in molecular correlation
time may result from large molecular size, interac-
tions with an anisotropic environment or from a de-
crease in temperature. In the context of this article,
such phenomena may be related to large proteins,
proteins interacting with membranes, or protein
aggregates that are indicated in a growing number
of protein folding disease states. In all cases, the
molecular correlation time becomes longer than the

inverse of the magnetic resonance frequency and all
possible molecular orientations in the magnetic field
are sampled in the NMR frequency spectrum. Unlike
in solution, the spectral resolution and the overall
sensitivity of solid-state NMR are furthermore influ-
enced by the size of the nuclear spin interactions.
Recent progress in NMR instrumentation, in partic-
ular the combination of ultrahigh magnetic fields
(i.e., above 14 T) with rapid sample rotation (dis-
cussed in more detail below) has considerably im-
proved the use of solid-state NMR in biophysical
applications.

So far, such conditions have not permitted a
widespread application of high-resolution 1H NMR
spectroscopy, the most sensitive detection method
in solution, but have greatly extended the possibi-
lities for studying multiply or uniformly [13C, 15N]-
isotope-labeled polypeptides with high sensitivity and
adequate spectral resolution. In this article, an over-
view of the principal interactions that can be probed
in NMR is provided, and a set of high-resolution sol-
id-state NMR (HR-SSNMR) techniques that permit
the detection of multiple structural parameters from a
single protein sample or NMR data set, is introduc-
ed. In general, solid-state NMR spectra directly report
on the conformational heterogeneity of the sample.
Maximum spectral resolution is often obtained for
proteins exhibiting a high degree of structural
homogeneity. Hence, particular attention is placed
on sample preparation and isotope labeling schemes.
Finally, the possible range of applications of HR-
SSNMR for the structural investigation of solid-phase
(membrane) proteins is exemplified in three cases.

Interactions

The microscopic interactions that can be probed by
NMR techniques are summarized in Figure 2 and
encompass the chemical shielding, the quadrupolar
coupling, the dipolar coupling, and the scalar coup-
ling. The chemical shielding describes the interaction
between a nucleus and the applied magnetic field, as
mediated by the environment of the nucleus. It is

Solution-state
10−9 10−6 10−3 1

Correlation time (s)

Solid-state
∞

Figure 1 Typical ranges of molecular correlation times acces-

sible to solution-state and solid-phase NMR.
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observed as a shift in the resonant frequency, with
isotropic and anisotropic contributions. In general,
chemical shielding information can directly deliver
information about the local electronic environment
of a spin or the molecular coordination. In addition,
for applications in polypeptides, the resulting reso-
nance frequencies are not only diagnostic for each
individual peptide residue but are also very sensitive
to local backbone conformation.

The second interaction is the quadrupolar coup-
ling, between the electric quadrupole moment of a
nucleus and the electric field gradient at the nucleus.
Only nuclei with a spin quantum number greater
than 1/2 possess an electric quadrupole moment,
making this interaction unimportant when dealing
with spin-1/2 nuclei such as 1H, 13C, and 15N. On
the other hand, naturally abundant 14N and deute-
ration with 2H spins (both spin-1) may yield novel
insights into the details of polypeptide structure and,
in particular, dynamics. In addition to the interac-
tions probing local chemical environments, two-spin
interactions are invaluable tools for studying protein
structure. For example, the dipolar coupling between
pairs of nuclei, of either the same species (homonu-
clear) or different species (heteronuclear) directly re-
ports on internuclear distances. This coupling is
anisotropic in nature, having the same dependency
upon spatial rotation as the anisotropic part of the
chemical shielding. Finally, spin–spin interactions
may be mediated by the through-bond coupling, also
known as the scalar or J-coupling. This is an iso-
tropic interaction between nuclei (homo- or hetero-
nuclei) modulated by the bonding electrons. Both the
dipolar and J-couplings can be exploited to transfer
magnetization between nuclei, giving invaluable

information about the proximity (dipolar) and
bonding (J) of the nuclei.

In solutions, the rapid tumbling of molecules leads
to an averaging out of the anisotropic interactions. In
solids, these interactions remain and directly influ-
ence the detected NMR spectra. Because the depend-
ence upon spatial rotation of both the chemical shift
anisotropy (CSA) and the dipolar coupling is given
by 3 cos2 y� 1, where y is the angle between the z
principal axis of the interaction and the applied
magnetic field, spinning a sample at an angle of 54.71
to the field axis results in a strong suppression of the
anisotropic components of both interactions. The
corresponding technique is known as magic-angle
spinning (MAS). When MAS is combined with dec-
oupling of the 1H nuclei (whose dipolar couplings are
larger and not generally removed by MAS) the line
widths of many nuclei, including 13C and 15N, are
narrowed toward values observed in solution-state
NMR. By removing the dipolar and CSA interactions
under ultrahigh magnetic fields (i.e., above 14 T),
MAS makes the acquisition of high-resolution solid-
state NMR spectra possible.

In addition, a variety of radio frequency (RF)
NMR techniques have been developed to recover the
structural information contained in the four interac-
tions of Figure 2 under MAS conditions. Some of
these NMR schemes rely solely on particular settings
of the MAS rate and are called rotor-driven recoup-
ling techniques. Other techniques, known as radio-
frequency-driven polarization transfer techniques,
employ a series of RF pulses to overcome the effects
of MAS or chemical shift perturbations and allow the
detection of specific structural parameters in high
resolution.

Sample Preparation

In general, for HR-SSNMR based studies on proteins,
[13C, 15N]-isotope labeling is mandatory. Labeling
patterns ranging from the incorporation of specifi-
cally [13C, 15N]-labeled amino acids to uniform [13C,
15N] substitution are often most economically gene-
rated during bacterial growth in minimal media.
In addition, chemical synthesis, such as fluor-
enylmethoxycarbonyl (Fmoc) chemistry, or cell-free
approaches can be employed to produce isotope-labe-
led polypeptides. In both cases, structural studies
using solid-state NMR can be performed using a
variety of macroscopic sample preparations. For glob-
ular proteins, NMR experiments can be conducted
after lyophilization and subsequent rehydration,
which often increases the structural homogeneity of
the sample. For the same purpose, precipitants such as
polymers (e.g., polyethylene glycol, PEG) or organic

Chemical shielding Quadrupolar coupling

Dipolar coupling Scalar coupling

Chemical environment
coordination
local structure 


Distances
Connectivities
dihedral angles

J

Local symmetry
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Figure 2 Summary of the four principal interactions probed by

NMR. While chemical shielding and quadrupolar interactions

involve only one-spin interactions, dipolar and scalar coupling

refer to two-spin contacts.
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solvents can be added that can lead to nano- or mi-
crocrystalline material. In the context of membrane
proteins, structural studies have been conducted using
frozen, detergent-solubilized specimens or liposomes
in which the protein of interest has been reconstituted.
Finally, fibrillized proteins have been extensively stud-
ied using solid-state NMR.

The highest sensitivity is usually achieved if the
sample of interest is studied under MAS conditions
using randomly oriented samples. In addition, macro-
scopically oriented samples, for example, mechanical-
ly oriented biopolymers or membrane-reconstituted
peptides, aligned on thin polymer films, can be studied
under fast MAS conditions. Furthermore, macroscop-
ically oriented systems can also be investigated after
orientation onto glass plates in static experiments or
under MAS conditions.

Structural Analysis Using Solid-State
NMR

Spectral Assignment

Of particular importance in the context of studying
multiply or uniformly labeled proteins are polarization
transfer methods employing scalar or dipolar two-spin
interactions. Because of the isotropic character of

the scalar coupling, polarization transfer mediated by
through-bond interactions between two nuclei gene-
rally proceeds in an oscillatory manner, irrespective of
the macroscopic orientation in the magnetic field
(Figure 3a). In contrast, polarization transfer trans-
mitted by through-space interactions under MAS
conditions is dependent upon the orientation y, of
the dipolar vector in the static magnetic field. Integra-
tion over all possible molecular conformations can
lead to a polarization transfer behavior, as depicted in
Figure 3b, where positive and negative signal buildup
corresponds to zero-quantum or double-quantum
transfer, respectively.

An essential first step in NMR studies of multiply
labeled proteins is the spectral assignment, based on
the known amino acid sequence. Chemical shifts can
be used to distinguish between general types of nuclei
(e.g., 13C nuclei in carbonyl (CO) and alpha (Ca) po-
sitions) but, for a full assignment, correlation exper-
iments are necessary. These experiments generate
two-dimensional (2D) spectra in which pairs of nuclei
in close proximity are correlated. Two types of ex-
periments exist, designed to establish intra- and inter-
residue correlations. Different 13C spin topologies of
the amino acids give characteristic intra-residue cor-
relation patterns, allowing the 13C resonances to be
assigned to the different residue types. Experiments
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for acquiring these correlation spectra may use single-
quantum or double-quantum signal in an indirect di-
mension to separate out different contributions to the
simple one-dimensional spectrum.

To acquire inter-residue information, 13C nuclei
can be correlated with 15N nuclei in the same residue
and the adjacent residues. This requires selective
transfer of polarization between 13C and 15N in or-
der to generate the desired indirect dimension and to
ensure good resolution in the direct dimension. A
common method involves two experiments, carried
out on uniformly 13C and 15N labeled samples. In the
first, magnetization is transferred from the backbone
15N nuclei to the adjacent carbonyl (CO) 13C and
then, in a subsequent step, on to the a 13C nuclei.
This links the 15N in residue i to the 13C nuclei in
residue i–1 (Figure 4, upper row) and is, in general,
referred to as an NCOCA correlation experiment. In
the second experiment, magnetization is transferred
from the peptide bond 15N nuclei to the nearest
neighbor 13Ca spin, linking the 15N and 13C nuclei
within the same residue. A subsequent (13C, 13C)
transfer step leads to Cb resonance of the same res-
idue corresponding to an NCACB-type experiment
(Figure 4, lower row). From these two experiments,
all backbone 13C and 15N nuclei of the polypeptide
can be investigated.

Secondary Structure

The secondary structure of a protein encompasses the
arrangement of the backbone atoms, depicted in
Figure 5a. As the bond lengths are invariant, the
secondary structure is largely defined by the torsional
angles CO(i� 1)–N(i)–Ca(i)–CO(i) and N(i)–Ca(i)–
CO(i)–N(iþ 1), known as the f and c angles, re-
spectively. These may be measured in a variety of
ways. A strong correlation exists between the 13C

chemical shifts at the Ca and Cb positions and the
values of f and c. In particular, the two main back-
bone conformational types, the a-helix and the b-
sheet, may be distinguished by comparing these 13C
chemical shifts to the average chemical shifts (so-
called ‘‘random-coil’’ values) for each amino acid. An
example of the strong correlation between, so-called,
secondary chemical shifts Dd and the torsion angle c
is shown in Figure 5b for a U-[13C, 15N]-labeled
sample of the SH3 domain from a spectrin.

Dihedral angle constraints may also be determined
directly by experiments monitoring the relative ori-
entation of the appropriate internuclear vectors. This
encoding can be carried out by allowing the dipolar
interactions to generate cross-peaks in a correlation
spectrum characteristic of their relative orientation
or by creating a multiple-quantum state that evolves
under the influence of surrounding dipolar interac-
tions. Distance measurements are also important for
the determination of secondary structure. For exam-
ple, the Ha(i)–HN(iþ 1) distance is a sensitive meas-
ure of the c torsional angle and can be probed by
indirect detection schemes in solid-state NMR. Spe-
cifically, 13C and 15N labeled samples can also be
used to measure distances between residues, which
are sensitive to the f and/or c angles. In both cases,
experiments are used which involve dipolar recoup-
ling between the two nuclei of interest. The buildup
of either magnetization transfer or double-quantum
coherence depends upon the internuclear distance
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and may be analyzed by appropriate theoretical or
numerical models to give a measure of the distance.
Of particular importance for structural characteriza-
tion of side chains are HCCH and HNCH torsional
angles, both of which can be measured using the
methods outlined above.

Tertiary Structure

In order to establish the overall fold of a protein,
distances must be measured between separate parts
of the peptide chain. For a long time, the determi-
nation of these long-range contacts represented a
major challenge for solid-state NMR due to an effect
known as dipolar truncation, where the strong,
short-range dipolar interactions dominate weaker,
long-range interactions. As a result, relay effects over
several short-range interactions may determine the
spin system dynamics. These problems are most se-
rious for uniformly [13C, 15N]-labeled proteins.
Three approaches have been recently suggested to
circumvent these difficulties. One is to dilute the iso-
tope labeling of the protein by, for example, block
labeling. A second approach involves the use of
selective recoupling methods that establish polariza-
tion transfer for particular two-spin systems only.
Finally, useful information may be obtained from an
analysis of (1H, 1H) contacts, which is common
practice in solution-state NMR. Because of the lim-
ited spectral resolution in solid-state 1H NMR spec-
tra, such interactions may be encoded indirectly in
high-resolution 13C and/or 15N spectral dimensions.
Correspondingly, the 2D NMR experiments have
been denoted by CHHC and NHHC correlation
methods, respectively.

Similar to the solution-state, NMR structure de-
termination in the solid state subsequently involves
the calculation of families of molecular conforma-
tions that are consistent with the experimentally
derived distance or angle constraints. The number
and precision of these parameters determine the ac-
curacy of the resulting 3D structure.

Protein Orientations, Interactions, and Dynamics

In addition to revealing structural information about
the protein in a near-biological environment, the ori-
entation of the protein with respect to a macroscopic
reference frame (for example, one defined by the
membrane bilayer for membrane peptides and pro-
teins) can be investigated. The application of such
methods often involves the NMR study of macro-
scopically aligned polypeptides and has resulted in
several high-resolution structures of membrane-em-
bedded systems. Furthermore, interactions between
different proteins, proteins–ligand interactions (e.g.,

involving drugs, hormones, etc.), or monomer–mon-
omer interactions in oligomeric proteins (quaternary
structure) can, in principle, be investigated by high-
resolution solid-state NMR.

Applications

In the following, three examples for the range of
structural problems in immobilized proteins that can
be addressed by high-resolution solid-state NMR are
given. In Figure 6, results of 2D CHHC correlation
experiment conducted on a uniformly [13C, 15N]-
labeled sample of the 2� 10.4 kDa dimeric form
of the regulatory protein Crh in microcrystalline
form are shown. Each correlation reflects close pro-
ton–proton contacts encoded in 13C resonance fre-
quencies. Three sections are highlighted where short,
inter-residue (1H, 1H) distances are observed. A com-
bination of these results with NC correlation exper-
iments discussed earlier leads to NMR assignments
of the largest protein studied by HR-SSNMR thus far
and provides the basis for investigating the Crh
folding pathway from a monomeric, soluble protein
to a domain-swapped dimer observed in the micro-
crystalline state. Domain-swapping is a process by
which one protein molecule exchanges a domain
with an identical partner, and has been discussed as a
general means for creating protein complexes and as
a mechanism for misfolding and aggregation.

Solid-state NMR not only can report on the com-
plete structure of a membrane protein but can also
probe dynamics in the protein of interest. Both as-
pects have recently been investigated in the context
of a uniformly [13C, 15N]-labeled version of the LH2
light-harvesting complex, one of the largest mem-
brane systems studied by solid-state NMR to date
(B150 kDa). Here, the application of ultrahigh
magnetic fields (up to 750 MHz) was crucial to es-
tablish high-resolution conditions in the solid state.
Two-dimensional (15N, 13C) correlation experiments
(such as shown in Figure 7) were conducted to assign
backbone and side-chain resonances at different tem-
peratures. At –101C, a variety of spectral assign-
ments within the transmembrane sections of the
protein were possible. Additional correlations occur
at lower temperatures consistent with the immobili-
zation of flexible loop regions of the protein. A more
detailed structural study in membrane proteins could
include (13C, 13C) or indirect (1H, 1H) correlation
experiments possibly in conjunction with advanced
isotope-labeling approaches, to determine the com-
plete 3D structure of a membrane protein in the solid
state.

To date, no structural information of a high-affin-
ity ligand bound to a G-protein-coupled receptor
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(GPCR) is available. The recombinant expression of
GPCRs in large quantities is usually difficult and
must involve carefully optimized biochemical proce-
dures. Restrictions regarding the availability of func-
tional receptors also affect the quantities of ligand
that can be studied. Moreover, the chemical
environment including lipids and receptor protein
can hamper the unambiguous spectral identification
of a bound ligand in a solid-state NMR experiment.
It has been recently shown how 2D solid-state NMR
experiments can be used to detect microgram quan-
tities of bound neurotensin, a 13-residue neuropep-
tide that binds in high affinity to the NTS-1
(101 kDa) receptor. For the 6-residue, biologically
active, C-terminal sequence of neurotensin, a
homonuclear (2Q, 1Q) correlation spectrum is suf-
ficient to assign all Ca and Cb resonances of the uni-
formly [13C, 15N]-labeled ligand. These chemical
shift assignments can be used to construct the back-
bone model of the ligand complexing with the re-
ceptor. Using the only high-resolution structure of a
GPCR, rhodopsin, as a template, this information
could be used to establish a molecular model for the
binding pocket of NT(8-13) (Figure 8).

Conclusions and Outlook

In many research fields, NMR methods have made
important contributions to the present understanding
of molecular structure and function. In particular,
NMR has become a standard method for the char-
acterization of 3D structure and dynamics of pro-
teins that undergo fast molecular reorientations in
solution. Such macroscopic sample conditions are,
however, difficult to establish for protein aggregates,
which are associated with a growing number of pro-
tein folding diseases. Moreover, integral membrane
proteins, which constitute about 30% of all proteins,
are often difficult to solubilize or crystallize in func-
tional form. In all these cases, NMR techniques par-
ticularly designed for the study of solid-phase
systems (‘‘solid-state NMR’’) offer unique possibili-
ties to elucidate structural or dynamic parameters at
atomic resolution.

In this article, a summary of high-resolution solid-
state NMR methods that permit the detection of
multiple structural parameters from a single protein
sample or NMR data set is given. Recent applica-
tions in (membrane) proteins underline the growing
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potential of HR-SSNMR to provide exclusive insight
into the microscopic details of biological functioning.
Advances regarding sample preparation (for exam-
ple, including modular labeling, in vitro expression,
and intein technology) and improvements in NMR
hardware instrumentation could open up additional
areas of solid-state NMR research, such as the
investigation of large protein–protein complexes or

the complete 3D characterization of larger mem-
brane proteins. Solid-state NMR studies of multiply
labeled biomolecules will furthermore profit from
improved procedures for calculating 3D structures,
in particular, in the presence of ambiguous or a lim-
ited number of structural constraints. In general,
protein motion does not hinder the application of
solid-state NMR methods, providing a very efficient
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means of studying protein folding, flexibility, and
function under biologically relevant conditions.
Complementary to solution-state techniques and cry-
stallographic methods, solid-state NMR can give
detailed insight into protein structure and function.
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Introduction

Solidification has been an important manufacturing
process dating as far back as the bronze age. In more
recent times, research has focused on controlling the
microstructure – the internal segregation pattern
which forms upon freezing – in order to control the
properties of the product. This article describes how
thermodynamics and heat and mass transfer interact
to produce the complex patterns associated with so-
lidification in crystalline materials. The discussion is
restricted to binary alloys, which still leaves one with a
rich spectrum of behavior. To begin with, the physical

phenomena which occur during solidification are dis-
cussed, and then, some of the background material
that supports the description is provided.

As a liquid alloy is cooled, crystallization begins at
some temperature. In general, the composition of the
solid is different from that of the liquid. Under the
conditions normally found in conventional processes,
thermodynamic equilibrium is established at the
liquid–solid interface, and this provides a relation-
ship between the interface temperature and the com-
positions of the phases. Microstructure formation
represents the competition between heat transfer and
mass transfer, mediated by thermodynamic equilib-
rium. The material properties which control the rates
of the transport processes are the thermal di-
ffusivities aS and aL, and the chemical diffusivities
DS and DL. Throughout this article, the subscripts S
and L are used to indicate the solid and liquid phases,

Figure 8 Schematic representation of the neurotensin NT

(8-13) backbone structure, as obtained from solid-state NMR,

and its interaction with a G-protein coupled receptor. For illus-

tration, the only currently known GPCR structure (rhodopsin) is

included.
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respectively. For most materials, these quantities fol-
low the relation that aSEaLcDLcDS. It is shown
by scaling analysis that this hierarchy of values leads
to a situation where the motion of the liquid–solid
interface is controlled by heat flow, under the action
of external boundary conditions, and the solute is
unable to keep up with the heat transfer process. The
resulting segregation pattern, called the microstruc-
ture, provides a frozen record of the results of the
competition.

In the following sections, the thermodynamics of
solutions is described first in order to establish the
relationship between temperature and composition
during solidification. Heat and mass transfer, and the
unique mathematical and computational issues posed
by the moving phase boundary are then taken up.
Finally, some example calculations are given showing
how these concepts can be used to compute micro-
structures.

Thermodynamics and Equilibrium
Phase Diagrams

Thermodynamics tells about the equilibrium state of
materials – the phases present, their compositions,
and relative amounts at a given temperature – after an
infinite time has passed. Although this is clearly never
the case, the concepts of phase equilibria normally do
apply locally, at the solidifying interface, and so an
understanding of solidification begins with thermo-
dynamics of solutions. The thermodynamic state of a
mixture can be specified via the compositions of its
constituents, and two of the three thermodynamic
variables: temperature T, pressure p, and volume V.
The third thermodynamic variable comes from an
equation of state. For condensed phases, it is most
convenient to choose T and p as the thermodynamic
variables. It may also be noted that all but one of the
compositions of the phases are independent, once the
overall composition of the alloy is specified.

The free energy of the mixture can be computed
from these thermodynamic quantities. Equilibrium is
defined as the minimum in the free energy. Here,
open systems are considered, for which the effect of
pressure can be neglected, and a model which gives
the free energy of the solution for any given temper-
ature and composition is introduced. The regular
solution model is a very powerful model which per-
mits a wide range of experimentally observed
behavior to be reproduced through the variation of
just two parameters. Consider binary alloys, with
components A and B. The composition of the alloy
can be written as a mole fraction X, or as a mass
fraction designated C. These measures are related
through the molecular weights MA and MB, such that

C¼MBX/(MAþ (MB�MA)X). Solution models are
more conveniently formulated in terms of X, while
transport models are more compact when written in
terms of C. In the regular solution model for binary
alloys, the free energies of mixing Gmix in the solid
and liquid states are given by

Gmix
L ðXL;TÞ ¼RTðXL ln XL þ ð1 � XLÞ

� lnð1 � XLÞÞ þ OLXLð1 � XLÞ ½1�

Gmix
S ðXS;TÞ ¼ ð1 � XSÞDSA

f ðT � TA
mÞ

þ XSDSB
f ðT � TB

mÞ þ RT ðXS ln XS

þ ð1 � XSÞlnð1 � XSÞÞ
þ OSXSð1 � XSÞ ½2�

where R is the ideal gas constant, DSA
f and DSB

f are
the entropies of fusion of pure materials A and B,
respectively, TA

m and TB
m are their melting points and

OS and OL are the regular solution model parameters.
Three cases are considered, involving different val-

ues of OS and OL, and the relationship between the
free energies and the equilibrium phase diagram is
demonstrated. Free energy curves for the solid and
liquid are shown at an interesting temperature for
each case at the top of Figure 1. The intersection of
the two free energy curves, called the T0 point, in-
dicates a temperature T0 and composition X0 which
lies in a region of two-phase coexistence.

The compositions XS and XL of the solid and liq-
uid phases in equilibrium are the same for any alloy
in the two-phase region, including, of course, X0. It
follows from a simple mass balance that the fraction
of each phase present is

fS ¼ XL � X0

XL � XS
; fL ¼ X0 � XS

XL � XS
½3�

It follows that the total free energy Gtotal of the two-
phase mixture is

Gtotalðx0;T; ½XS;XL�Þ
¼ fSG

mix
S ðXS;TÞ þ fLGmix

L ðXL;TÞ ½4�

where the parametric dependence of Gtotal on the
phase compositions XS and XL are explicitly indicated.

The equilibrium phase compositions are those
which minimize the free energy. Thus, this may be
posed as an optimization problem: find those values
of XS and XL which minimize Gtotal in eqn [4]. The
optimization problem has side constraints. For the
example shown in Figure 1a, 0pXLoX0 and
X0oXSp1. The equilibrium values for XS and XL

are also the points on the two curves which share a
common tangent, as indicated in the upper figure.
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The entire phase diagram can be constructed by per-
forming a series of optimization problems over a
range of temperatures, and plotting the results in the
form shown in the lower part of Figure 1. The locus
of all of the (XL, T) pairs is called the ‘‘liquidus’’
curve, and the similar locus of all (XS,T) curves is
called the solidus. In the next section, these two
curves are referred to as Tliq and Tsol, respectively.

The regular solution can produce a rich variety of
phase diagrams, as shown in Figure 1. By varying
only OS and OL, many different types of reactions can
occur. For example, in Figure 1b, there are two
points of common tangency between the liquid and
solid free energy curves, and this leads to a eutectic
reaction at lower temperature when the two liquid
compositions coincide and there is a three-phase
equilibrium. In Figure 1c, in addition to the liquid–
solid equilibrium, a miscibility gap in the solid is
seen. The solution parameters are normally found by
fitting to experimental data, or from electronic struc-
ture models. While the principles are the same, the
process of finding equilibrium compositions is more
complicated when binary compounds AaBb can
form, and when more than two components are
used. The reader is referred to the ‘‘Further reading’’
section to find out more about these cases.

The thermodynamic data reveals the phases
and compositions which should be in equilibrium
for a given temperature and composition. How-
ever, it contains no information about either spatial

distribution or the dynamics of the transformation.
To address these issues, attention is drawn to heat
and mass transfer.

Heat and Mass Transport

The discussion of microstructure evolution is given
here in the context of the prototype experimental
system called ‘‘directional solidification,’’ illustrated
in Figure 2. An alloy of interest is encapsulated be-
tween two microscope slides, and placed on a mi-
croscope stage with a fixed temperature gradient
maintained by two temperature-controlled blocks.
The alloy is frozen by translating the stage at a con-
trolled velocity V. The experiment is normally per-
formed in such a way that the liquid–solid interface is
fixed in space, that is, the solidification velocity and
the speed of traverse are the same. As suggested by
the simulated microstructure shown in Figure 2b, a
flat interface is unstable, leading to a complex pat-
tern called the microstructure. This microstructure
consists of tree-like forms called dendrites, which
evolved from an initially flat interface. Primary arms
are seen growing from left to right with a character-
istic spacing that may be called l1. The goal here is to
predict such structures from a knowledge of the alloy
and process parameters.

To this end, the heat and mass transfer problem is
taken up for the moving interface. The governing
equations come from statements of the conservation
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Figure 1 Correspondence between free energy and equilibrium phase diagrams for three different sets of parameters. For all three
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f ¼ 20. (a) An isomorphous system (OS¼OL¼ 0), (b) a eutectic system (OS¼15 000,

OL¼ �15 000), and (c) a system with a peritectic and a monotectic reaction (OS¼15 000, OL¼20 000) are shown. The dashed lines in

the figures show how the common tangents in free energy correspond to two-phase equilibria. ( : liquid; : solid; and : common
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of energy and mass in the system, respectively. A
linear relationship between the heat flux and tem-
perature gradient (Fourier’s law), and a similar rela-
tionship between solute flux and composition
gradient (Fick’s law) are assumed. It is more conveni-
ent to describe mass transport using the mass frac-
tion C, as opposed to the mole fraction X used in the
preceding section. The governing equations for heat
and mass transport in the liquid and solid are

ric
i
p

DTi

Dt
¼ r � ðkirTÞ ½5�

ri

DCi

Dt
¼ r � ðriDirCiÞ ½6�

where i¼ S, L indicates the phase. The symbol D/Dt
represents the material derivative @=@tþ n � r where
t is time and is the mass-averaged velocity, r is the
density, cp is the specific heat at constant pressure, k
is the thermal conductivity, C is the composition,
measured in mass fraction, and D is the diffusion
coefficient.

As the interface moves, it surrenders the latent heat
of fusion Lf. The concentrations of the liquid and
solid at the interface are different, given by the con-
dition of thermodynamic equilibrium, as discussed
previously. Denoting the normal velocity of the in-
terface as Vn, energy and solute balances at the in-
terface may be written as

kS
@TS

@n
� kL

@TL

@n
¼ rSLfVn ½7�

DS
@CS

@n
�DL

@CL

@n
¼ ðCL � CSÞVn ½8�

where derivatives with respect to n represent the pro-
jection of the gradient normal to the interface. The
necessary equations for solidification are completed
using the assumption of thermodynamic equilibrium
at the interface. This leads to a ‘‘coupling condition’’
between the temperature and composition, known as
the Gibbs–Thomson equation:

TS ¼ TL ¼ TliqðCLÞ �
g

DSf

� �
k� bVn ½9�

where g is the surface tension, DSf is the entropy of
fusion, k is the mean curvature, and b is a coefficient
interface attachment kinetics. It is worth reiterating
that Tliq(CL) comes from thermodynamics and the
equilibrium phase diagram.

In order to elucidate some important physics, con-
sider the special case of directional solidification with
a flat interface; there is no motion except for the
translation of the stage at fixed velocity V in the
x-direction. It is assumed that all material properties
are constant, and that aS¼ aL. The latter assumption
simplifies the presentation, and the temperature is
simply written as T. The governing equations are now
all one dimensional. If it is assumed that the process is
steady with respect to a frame which is fixed at the
interface, the governing equations reduce to

� V
@T

@x
¼ a

@2T

@x2
; �V

@CL

@x
¼ DL

@2CL

@x2

� V
@CS

@x
¼ DS

@2CS

@x2
½10�

Even though the interface is considered to be flat
(at the moment), Figure 2b shows clearly that there
are characteristic length scales. The length is scaled
on the primary dendrite spacing l1, defining x¼ x/l1.
Each form in eqn [10] will then have a dimensionless
ratio on the left-hand side called the Péclet number,
representing the relative importance of advective to
diffusive transport. The transparent organic system
succinonitrile-acetone has been extensively studied
experimentally, and if typical values from such ex-
periments are taken to compute the dimensionless
coefficients (see Table 1), one obtains

Vl1

a
¼ 0:018;

Vl1

DL
¼ 1:6

Vl1

DS
¼ 16 000

½11�

Dropping terms that are small compared to the ones
in eqn [10] leaves

0E
@2T

@x2
; �V

@CL

@x
¼ @2CL

@x2
;

@CS

@x
E0 ½12�

Microscope

Light source

Solid
LiquidV

Tcold Thot

(a) (b)

Figure 2 Schematic of (a) a directional solidification apparatus, and (b) a simulated microstructure showing the interface evolving over

time. This simulation was done in three dimensions using adaptive finite elements, discussed later.
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The first and third equations are easily integrated to
find that the temperature profile is linear and ‘‘frozen’’
in space, and the composition of the solid is constant

T ¼ Tcold þ Gðx � xcoldÞ; CS ¼ constant ½13�

The composition in the liquid is obtained using
eqn [8] as a boundary condition at the interface, and
the far-field condition that CL(x-N)¼C0, the nom-
inal composition of the alloy. As part of the solution
process, one finds that CS¼C0. Thermodynamic
equilibrium at the interface implies that the temper-
ature there is Tsol(C0), and correspondingly that
CL(0)¼Cliq(Tsol), and so, DC0¼Cliq(Tsol)�C0, and
finally the solution for CL is

CL ¼ C0 þ DC0 exp �Vx

DL

� �
½14�

The solution is shown schematically in Figure 3.
When the temperature gradient is relatively low,

there is a region ahead of the interface where the local
liquidus temperature is below the actual temperature,
shown as a shaded region in the lower part of Figure 3.
The existence of this region makes the interface un-
stable with respect to morphological disturbances. The
interface will be stable when GpmL@CL/@x, where mL

is the slope of the liquidus curve on the equilibrium
phase diagram at T¼Tsol. This can be rewritten in
terms of a dimensionless constant M called the
morphological number:

M ¼ �mLVDC0

GDL
p1 ½15�

To obtain information about the length scales
which evolve from the unstable interface, one can
perform a linear stability analysis, using the planar
interface as a base state. Space does not permit
reproduction of the analysis here, but there is an
important piece of physics that comes out of it. When
the interface is flat, the curvature term in eqn [9] plays
no role. However, when the interface shape is per-
turbed, surface tension provides a restoring force.
The strength of the surface tension is characterized

through a second dimensionless parameter S given by

S ¼ � gV
DLmLDC0

½16�

Figure 4 shows the dispersion relation for various val-
ues of S. It can be seen that for S¼ 1, the presence of
surface tension stabilizes small wavelength disturban-
ces, and that only certain wave numbers are unstable.
These are the ones that one expects to see in the di-
rectional solidification experiment. Note that for
sufficiently high values of S, such as S¼ 10, all
wavelengths are stable, a condition known as absolute
stability. The linear stability analysis is useful for un-
derstanding the length scales of the initial disturban-
ces. Figure 2 shows, however, that a complex selection
process continues after the initial instability, and this is
beyond the scope of analytical treatment.

Table 1 Physical properties and experimental parameters for

succinonitrile-acetone system used to evaluate dimensionless

parameters

Quantity Value Units

aS 1.125�10� 7 m2 s� 1

aL 1.125�10� 7 m2 s� 1

DL 1.3�10�9 m2 s� 1

DS 1.3�10�13 m2 s� 1

V 3.4 mm s�1

l1 610 mm

C0

x

x

C

T

T

Undercooled

Liquidus

Solid LiquidV

Cliq (Tsol)

Tliq

Tliq
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Figure 3 Pictorial view of the temperature and composition

profiles during directional solidification with a flat interface. The

solid and liquid compositions at the interface are given by the

equilibrium phase diagram.
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The critical question in directional solidification is
to predict the microstructure which will evolve under
a given set of processing conditions. The answer is
understood in a semiquantitative way for a single
isolated dendrite. If one imagines an isolated dendrite
whose shape near the tip resembles a paraboloid of
revolution, then the shape is characterized by a single
parameter, the tip radius rtip. A solution of the trans-
port equations gives only the product rtipV as con-
stant, leaving the exact shape undetermined. The
stability analysis of the transport solution indicates
that r2

tipV¼ s%, a constant, and the two criteria
combine to provide a unique solution or operating
state. The value of the selection constant s% is de-
termined by experiment. The theory for the isolated
dendrite has been applied to directional solidifica-
tion, with reasonable agreement with experiment.
The dynamics of the selection process, and depend-
ence on initial conditions must be addressed by nu-
merical simulations, which is taken up in the next
section.

Numerical Simulation of Microstructure

The numerical simulation of microstructure evolut-
ion poses some unique challenges. The governing
equations of heat and mass transfer eqns [5] and [6]
are to be solved, satisfying the boundary conditions
given in eqns [7]–[9]. The two principal difficulties
are the disparity in length and time scales in the heat
and mass transfer processes, and the fact that the
boundary conditions on the liquid–solid interface
must be applied on a boundary whose position is
unknown a priori.

While the length/time scale problem can be at-
tacked by brute force, the free-boundary problem
requires more care. There are two principal ap-
proaches to the problem: fixed-grid methods, which
somehow spread the interface over a finite width,
and recover its position from the solution; and in-
terface-tracking methods, in which the mesh is ad-
justed locally to ensure that grid points coincide with
the interface. In the fixed-grid methods, there is no
longer a phase boundary, and the technique by which
the interface is spread ensures that the boundary
conditions are met. Interface-tracking methods spe-
cifically satisfy the boundary conditions. Most such
methods follow a two-step procedure. First, the in-
terface position is fixed, and the field equations are
solved for temperature and composition using one of
the boundary conditions, typically eqn [9]. Next, the
interface is relocated using the remaining boundary
conditions, typically the flux conditions. The grid is
then adjusted, and the procedure begins anew. There
are advantages and disadvantages to both methods,

and to some extent, the choice is a matter of taste. To
demonstrate this point, one example of a fixed-grid
method, and another of an interface-tracking method
are included.

One of the fixed-grid methods is called the phase-
field method. In this approach, a continuous function
c is introduced which has the property that c¼ 1
corresponds to the solid phase, c¼ � 1 corresponds
to the liquid phase, and intermediate values are as-
sociated with the interface. The phase-field function
c satisfies an evolution equation of the form

t
@c
@t

¼ �dF
dc

½17�

where d/dc indicates a variational derivative, and F
is a function of the form

F ¼
Z

V

1

2
jwrcj2 þ f ðC;T;cÞ dV ½18�

where w is the interface width, and the function f(C,
T, c) is chosen such that it has a ‘‘double well’’ form,
with minima at c¼71, and contrived such that the
functional dependence on C and T ensures that ther-
modynamic equilibrium is enforced. Flux conditions
are satisfied by adding source terms proportional to
@c/@t to the field equations for T and C. There are
many possible choices for f, but they should all lead
to the same computational result when their param-
eters are chosen properly.

There are two major challenges in using the phase-
field method. It is necessary to determine the rela-
tionship between the phase-field model parameters
and the physical parameters, such as g and b in eqn
[9]. This usually requires an asymptotic analysis of
the phase-field model, and may lead to very restrictive
computational limits for some sets of parameters,
most notably when the diffusion coefficients in the
liquid and solid are quite different. This problem can
be solved, but it always requires that computa-
tions be carried out such that the interface width w
is small compared to the characteristic diffusion
length, in this case DL/V. Further, the grid spacing D
must be small compared to w in order to resolve the
interface in the computations. The second difficulty
comes from the need to resolve microstructural length
scales as well, which implies that the computational
domain characteristic length L must be large com-
pared to DL/V.

Taking these two requirements together, the
number of grid points in each direction in a uniform
grid is N¼L/D¼O(103). This poses a severe limit
on 2D computations, and makes 3D computations
prohibitively expensive. One approach to deal with
this restriction is to use an adaptive grid, fine near the
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interface, and much coarser elsewhere. Figure 5
shows an example of this technique for computing a
directionally solidified microstructure. The simula-
tion begins with a random disturbance on the inter-
face, which evolves over time to form the pattern
shown. The temperature gradient is assumed to re-
main constant (see eqn [13]) and the material moves
through the domain at the pulling speed V. The
figures have stripped most of the domain, showing
the interface and concentration profiles in the solid
on the front, and in the liquid on the rear of the
domain. Periodic boundary conditions are applied on
the narrow faces. Clearly, there are computational
costs associated with the adaptive gridding proce-
dure, but it enables these computations.

The level-set method uses front tracking to study
microstructure evolution. In the level-set approach,
there is an underlying fixed grid, and the interface is
tracked as it moves through by defining a level-set
function f, contrived such that the interface corre-
sponds to the level set f¼ 0, and f(x) represents the

normal distance from the interface. The field equations
are first solved with the interface fixed, applying the
Gibbs–Thomson condition. Determining an accurate
representation for the curvature (for use in the Gibbs–
Thomson equation) from the sequence of points,
which define the interface, is one of the challenges of
this method. In the second step, the interface is moved
using a pure advection equation for f:

@f
@t

þ u � rf ¼ 0 ½19�

The velocity u is chosen such that on the interface,
u �n¼Vn. Solution of eqn [19] requires great care to
control oscillations and artificial diffusion due to
truncation errors in the numerical schemes. Most an-
alysts use a high-order WENO scheme to integrate
eqn [19]. One of the main advantages of this method
is that there is no asymptotic analysis required, and
the typical condition that DS{DL is readily incorpo-
rated. An example calculation of a 2D dendritic inter-
face, obtained using level sets, is shown in Figure 6.

Figure 5 Time sequence of images simulating directional solidification using an adaptive finite element mesh. Color represents

concentration. Note the evolution of length scales and segregation patterns during growth.

Figure 6 Sequence of images depicting the microstructure and concentration field during directional solidification, obtained using a

level-set method. The crystallographic direction corresponding to the direction of fastest growth is oriented at 451 to the growth direction.

Notice that the concentration field ahead of the interface is compressed as the growth velocity increases with time.
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There are similar issues in the level-set method to
those described for the phase-field method concern-
ing the need for higher resolution near the interface
than far away from it. However, the level-set method
is less restrictive on this point, because it does not
need to resolve a diffuse interface. Rather, the re-
striction on grid spacing comes from the need to re-
solve the local diffusion fields and the interface
curvature. The combination of adaptive gridding
with level sets for interface tracking provides a pow-
erful combination for this type of problem.

Outlook

The modeling of microstructure development is be-
coming mature. The combination of more powerful
computers and advanced modeling techniques has
made the simulation of realistic systems accessible.
However, the simulations are still limited to the size
of the systems which can be modeled. Simulations in
2D are the rule, and simulations in 3D are still rather
rare. Fluid flow is only occasionally included.

Extending these calculations to macroscopic-scale
solidification processes requires a different approach.
Consider, for example, a cast metal part which has
dimensions 250� 25� 100 mm, and an average
grain diameter of 100 mm. This object contains more
than 108 grains. Clearly, it is neither practical nor
sensible to model each one.

Instead, microstructure models, such as those pre-
sented earlier, should be used to develop scaling laws
relating microstructure to process parameters, such
as local thermal and flow conditions. Stochastic ap-
proaches used to predict nucleation events can be
combined with the growth laws to determine the
overall microstructure.

The value of such simulations is limited also by
available data. Many material properties whose val-
ues are not well known appear in the simulations. In
particular, the surface tension and attachment kinet-
ics, along with their crystallographic anisotropy, are
not well characterized. This topic is amenable to
molecular dynamics simulations, which are now
being used to address it. This is another example of
the hierarchy of length scales in the problem, and
how simulations at one length scale feed into those
performed at larger ones.
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Introduction

For the description or the study of properties of
physical systems, symmetry is of paramount impor-
tance. The symmetry groups of crystals are the so-
called space groups. Other symmetry operations,
such as time reversal, are sometimes also relevant,
but the most important operations are the elements
of the space groups. Space group symmetry is a
generalization of the property that crystals are, usu-
ally, periodic in three dimensions. This article deals
with the periodicity, the other symmetry operations
of crystals, the classification of the space groups, and,
what is of greater relevance for the physical proper-
ties, their representations.

Lattice Periodicity

Ideally, the most common crystals consist of a peri-
odic array of identical building blocks repeated in all
three directions. There are other types of crystals al-
so, but a discussion of these will be taken up at the
end of this section. Real crystals always have short-
comings in their periodic order; they are finite, which
implies that there is a limit to the periodicity. Rep-
etition means that one may go from one block into
another by a translation. Such a translation is given
by a vector n. All vectors of the translations form a
lattice. That means there are three fundamental
translations, with vectors a, b, and c, such that each
lattice translation n is a linear combination of these
three with integer coefficients, and each such com-
bination transforms a building block into another:

n ¼ n1aþ n2bþ n3c; with integers n1;n2;n3 ½1�

The building blocks do not have an overlap, and
there are no gaps between them. Each building block
consists of an arrangement of atoms or molecules. It
is called a unit cell. The whole structure then remains
the same if it is shifted by any of the translations of
the lattice. Suppose that there are N atoms in the
building block at positions r1,y, rN. Then the posi-
tion of an arbitrary atom of the crystal is given by the
expression

rn;j ¼ r j þ n1aþ n2bþ n3c ½2�

for specific values of j, n1, n2, and n3. The vectors rj
may be chosen inside the unit cell. The vectors a, b,
and c are the basis vectors.

Because the building blocks are repeated in all di-
rections, the three fundamental vectors are inde-
pendent, which also means that every point in space
can be reached from a fixed point by a linear com-
bination, not necessarily with integer coefficients. In
general, the coefficients are real numbers. In partic-
ular, the position of an arbitrary atom with respect to
a chosen origin can be written as

rn;j ¼ ðn1þx1Þaþ ðn2 þ x2Þbþ ðn3 þ x3Þc ½3�

Here (n1þ x1), etc., are real numbers. For example,
for CsCl, the three basis vectors are in Cartesian co-
ordinates (a, 0, 0), (0, a, 0), and (0, 0, a). There is a Cs
atom at r1¼ (0, 0, 0) and a Cl atom at r2¼ (a/2, a/2,
a/2). With respect to the lattice basis, the Cl coordi-
nates are x1 ¼ x2 ¼ x3 ¼ 1=2. The unit cell is a cube.

Distance-Preserving Transformations

Physical laws remain the same if positions are trans-
formed into newer positions with the same distances.
Therefore, such distance-preserving transformations
are important for physics. Among them are transla-
tions, where all positions are shifted by the same
translation vector. In addition, rotations around an
arbitrary point and the full reflection of all points
through an arbitrary point leave the distances invar-
iant. Let O be an arbitrary point in space. Then the
orthogonal group consists of all rotations leaving this
point invariant and all products of such a rotation with
the reflection through O. The group of three-dimen-
sional orthogonal transformations is denoted by
O(3)O. Choosing O as origin and a basis of space
consisting of three basis vectors e1, e2, e3, an or-
thogonal transformation R corresponds to a matrix via

Rei ¼
X3
j¼1

Rjiej ði ¼ 1;2; 3Þ ½4�

For a special choice of the basis, namely, with three
mutually perpendicular vectors of the same length, the
matrices satisfy

P
j RijRkj ¼ dik or RRT ¼ E, where T

indicates the transpose, and E the unit matrix. Such
matrices are called orthogonal. Their determinant is
either þ 1 (for rotations) or � 1. If one chooses an-
other origin, the orthogonal group around that point
gives the same group of matrices, which can then be
indicated by O(3).
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All distance-preserving transformations can be ob-
tained as a combination of a translation and an or-
thogonal transformation around an origin O. The
effect on a point r of an orthogonal transformation R
together with a translation t is

fRjtgr ¼ Rr þ t ½5�

All these transformations again form a group, the
Euclidean group E(3). Its elements are called Euclid-
ean transformations. The product of two such trans-
formations then is the subsequent execution of the
two:

fR1jt1gfR2jt2gr ¼fR1jt1gðR2r þ t2Þ
¼R1R2r þ R1t2 þ t1 ½6�

from which it follows that

fR1jt1gfR2jt2g ¼ fR1R2jt1 þ R1t2g ½7�

In particular, {R|t}¼ {E|t}{R|0} and {R|t}�1¼
{R�1|�R� 1t}.

A rotation R from O(3)O leaves the point O invar-
iant. A translation u transfers O to Oþu and this
point is left invariant by {E|u}{R|0}{E|�u}. This
means that, the product {R|u�Ru} belongs to the
orthogonal group Oð3ÞOþu. In other words, the
translation part t of a space group element {R|t} may
be changed by an origin shift u according to

t ¼ t þ ðE� RÞu ½8�

The combination of a translation and a rotation
around O is then the same as a combination of an-
other translation and a rotation around Oþu (see
Figure 1).

There is a simple matrix formulation for the action
of a Euclidean transformation on a point r with co-

ordinates x, y, and z:

fRjtg

x

y

z

1

0
BBB@

1
CCCA ¼

R11 R12 R13 t1

R21 R22 R23 t2

R31 R32 R33 t3

0 0 0 1

0
BBB@

1
CCCA

x

y

z

1

0
BBB@

1
CCCA ½9�

Space Groups, Plane Groups, Higher
Dimensions

A collection of atoms which is invariant under the
translations of a three-dimensional lattice is, in gen-
eral, invariant under still more Euclidean transfor-
mations. A space group is a group of Euclidean
transformations that has a translation subgroup as a
lattice group, with three linearly independent basis
vectors. If {E|a} is a translation from the translation
subgroup, and {R|t} an arbitrary element of the space
group, then the following relation holds:

fRjtgfEjagfRjtg�1 ¼ fEjRag ½10�

The first consequence is that the translation
subgroup is an invariant subgroup. (A subgroup A
of a group G is invariant if, for each element a of A
and each g from G, the element gag� l is an element
of A.) Because {E|Ra} is a translation, and therefore
an element of the translation subgroup, Ra belongs
to the lattice. Consequently, the lattice is invariant
under R, and because all R’s form a subgroup of
O(3), this is a crystallographic point group, one of
the 32 point groups. The Euclidean transformations
leaving the CsCl structure invariant are the 48 ele-
ments of the cubic point group, combined with the
lattice translations of the cubic lattice.

A plane group is a subgroup of the Euclidean
group in two dimensions having as translation
subgroup a two-dimensional lattice group. The ele-
ments R now form one of the 10 two-dimensional
crystallographic point groups. The generalization to
space groups in arbitrary dimensions then is
straightforward. Such a group in arbitrary dimen-
sions (including two) is also called a space group.

The Structure of a Space Group

The translation subgroup A of a space group G is
invariant. (It is also called a normal subgroup.) The
orthogonal transformations R appearing in the ele-
ments {R|t} form a three-dimensional crystallographic
point group K. All the elements of K can now be
numbered: R1¼E, R2,y, RN. All elements {Ri|t} inG
form a set Si for fixed i. One can multiply two such
sets: the product SiSj is the set Sk if RiRj¼Rk. In this

A

B

ab

c

Figure 1 The 901 rotation around A brings a to b, a 901 rotation

around B plus a translation brings a via c to b.
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way, the sets Si form a group, which is in fact identical
to the group of all elements Ri, that is, the point
group K. The group of sets Si is called the factor
group, and it is identical to (more precisely isomor-
phic to) the point group K. So, the space group G has
an invariant subgroup A and the factor group G/A is
isomorphic to the point group K.

From each set Si, one may choose an element
{Ri|ti}. Then, every other element from Si may be
written as the product of the representative {Ri|ti} and
a lattice translation {E|a}. Of course, one could have
chosen another representative element fRijt 0ig. Then
the two translations ti and ti

0 differ by a translation a
from the lattice. The translations ti are not necessar-
ily lattice vectors, and they are determined by Ri only
up to a lattice vector. If the representatives can be
chosen such that their translation part is zero, that is,
when all translations ti are lattice vectors, the group
has a simple structure: each element is a product of
an element of the translation subgroup and an ele-
ment of the point group. Then the space group is
called symmorphic.

Consider as examples the plane groups of the two-
dimensional structures for which the unit cell is given
in Figure 2. The unit cells are rectangles, the lattices
have bases vectors (a, 0) and (0,b). The example of
Figure 2a has two different atoms in (0,0) and (1/2,
1/2). The point group symmetry of the lattice consists
of the identity E, the two mirrors mx and my, and the
inversion �E. All four elements transform the posi-
tion of an atom to a position that is related to the
original position by a lattice vector. Thus, the plane
group has a point group (2mm) with four elements.
The example of Figure 2b has one molecule at the
position (0, 0). There are only two point group ele-
ments leaving the molecule invariant, and the point
group is 2 with elements E and �E, although the
lattice is the same. In example (c), there are molecules
at (0, 0) and (1/2, 1/2). The subgroup leaving each
molecule invariant has two elements: 7E. The trans-
formation mx does not leave a molecule invariant,
but the Euclidean transformation fmxjð1=2; 1=2Þg
does. The space group elements are the elements of the
translation subgroup A and the cosets {�E|0}A, fmxj
ð1=2; 1=2ÞgA, and fmyjð1=2; 1=2ÞgA. The point
group is again 2mm.

Space Group Elements

Each element of a space group is a product of an
orthogonal transformation (an element of the point
group K) and a translation t, the latter not always a
lattice translation. The translations ti form a vector
system for the space group. The translations satisfy

t i þ Rit j ¼ tk up to a lattice vector a

if RiRj ¼ Rk

½11�

The translations ti, however, depend on the choice of
the origin. According to eqn [8] they change to
tiþ (E�Ri)u, if the origin is shifted by a translation
u. This makes it necessary to review the concept of a
symmorphic space group. A space group is called
symmorphic if there is an origin such that all repre-
sentatives {Ri|ti} may be chosen with ti¼ 0. Then each
element of G is the product of a point group element
and a lattice translation. If the group is not symmor-
phic, then it is called nonsymmorphic.

A three-dimensional rotation has an axis and a
rotation angle. If one chooses an orthonormal coor-
dinate system and the rotation angle along the z-axis,
then the rotation is given by a matrix

cos f �sin f 0

sin f cos f 0

0 0 1

0
B@

1
CA

When an orthogonal transformation has a determi-
nant equal to � 1, it has the same form but with an
overall minus sign. Consider the case that the or-
thogonal transformation is combined with a transla-
tion t with coordinates a, b, and c in the same
reference system. By a shift of origin over the vector
u with components x, y, and z, the translation is
transformed into the translation tþ (1�R)u, with
components

aþ xð1� cos fÞ þ y sin f;

b� x sin fþ yð1� cos fÞ; c

By a proper choice of u, the first two components can
be eliminated, but not the third. It is the case of a
screw axis, a rotation combined with a translation
along the rotation axis. If the rotation is over an

(a) (b) (c)

Figure 2 Three unit cells for the space groups (a) pmm, (b) p2, and (c) pgg.
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angle f¼ 2pm/n, with n¼ 2,3,4, or 6, the translation
is always 1/n of a lattice vector. When the determi-
nant is � 1, the origin can always be shifted such that
the translation vanishes, except for the case n¼ 2.
Then the orthogonal transformation is

1 0 0

0 1 0

0 0 �1

0
B@

1
CA

and the first two components cannot be changed. It is
a mirror operation with a translation in the mirror
plane, and is called a glide operation. The plane of
the mirror is the glide plane (Figure 3).

In two dimensions, the only plane group elements
with intrinsic nonzero translation components are
glide operations. For a rotation with a translation, the
latter can always be eliminated by a shift of the origin.

Classification

Because the orientation and the lattice constants may
vary continuously, the number of space groups is in-
finite. However, there is good reason to identify space
groups under certain conditions, for example, if they
are just different orientations of the same group in
space. In principle, which groups may be identified
depends on the physics of the problem one wants to
study by symmetry. Space groups are subgroups of the
inhomogeneous affine group as well, the group of
pairs of nonsingular linear transformations and trans-
lations. If a group G1 may be transformed into group
G2 by a change of origin (translation) and a linear
transformation of the lattice (homogeneous affine
transformation), the two may be identified, or in oth-
er words considered as equivalent, because the choice
of origin and basis does not change the physics. This
is a definition inspired by physics. In mathematical
language, the two groups are conjugated subgroups
of the inhomogeneous affine group. This means that
the groups G1 and G2 are considered to be equivalent
if there is a nonsingular linear transformation S and a

translation {E|t} such that

G1 ¼ fSjtgG2fSjtg�1 ½12�

With this relation, there are 219 equivalence classes
of three-dimensional space groups. If the handedness
of the basis is relevant, for instance, in the case of
helical structures, there is a finer definition, which
calls the groups equivalent if the conjugation is by an
element {S|t} such that det(S)40. Then there are 230
equivalence classes of space groups in three dimen-
sions. With both definitions, there are 17 different
plane groups in two dimensions. A theorem by
Bieberbach states that conjugation in the affine group
is equivalent to isomorphism.

The space groups can also be grouped into larger
classes. A coarser classification uses arithmetic
equivalence. Choosing an origin and a lattice basis,
the point group K of a space group corresponds to a
group of integer matrices D1(K). After a basis trans-
formation, corresponding to an integer nonsingular
matrix S, the same group is represented by an integer
matrix group D2(K)¼ SD1(K)S

� 1. Two such groups
are called arithmetically equivalent. Then a space
group determines an arithmetic crystal class. If one
drops the condition that the conjugation matrix S has
integer entries and allows real matrices, two groups
conjugated by S are said to be geometrically
equivalent. Arithmetic equivalence implies geomet-
ric equivalence. Space groups may be grouped into
affine equivalence classes, and further into arithmetic
and geometric crystal classes. In three dimensions,
there are 219 affine classes, 73 arithmetic classes, and
32 geometric classes. The latter two classifications
can, of course, be used for point groups as well. For
each arithmetic class there is exactly one symmorphic
space group. Finally, there are seven systems (triclin-
ic, monoclinic, orthorhombic, tetragonal, rho-
mbohedral, hexagonal, and cubic) and six families
(each three-dimensional system is a family, except the
rhombohedral and hexagonal, which belong to the
same family). The reader is referred to more special-
ized works on crystallography for a definition.

Notation

Because the full explanation of the notation and no-
menclature for crystallographic groups requires much
more space, only a brief discussion is presented here.
There are two systems, the Hermann–Mauguin sym-
bols, recommended by the International Union for
Crystallography (IUCr), and the Schoenflies symbols.
The latter are based on the symbols for the 32 point
groups arranged in geometric classes. For each class
there is a numbering of the corresponding space

Figure 3 A two-dimensional pattern with pgm symmetry:

rectangular lattice, horizontal mirrors, and vertical glides.
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groups. An example is C2
2 with point group C2 con-

sisting of an identity and a two-fold rotation. It is the
second group with this point group. The Hermann–
Mauguin symbols tend to have more information.
They are based on the IUCr symbols for point groups.
A second ingredient are the lattices. Lattices are con-
sidered to be equivalent if the point groups that leave
them invariant (which on a lattice basis may be given
by groups of integer matrices) may be represented by
a change of lattice basis by the same groups of ma-
trices. These classes are the Bravais classes. In three
dimensions, there are 14 Bravais classes (Table 1). For
lattices with the same point group symmetry, there is
a common conventional basis on which the point
group elements are simple, but one needs additional
lattice vectors. For example, there are three Bravais
classes for which the symmetry is the symmetry group
of the cube, with 48 elements. The lattices of one
Bravais class have a basis with three mutually per-
pendicular basis vectors of the same lengths. For the

other two, the face-centered cubic (f.c.c.) and body-
centered cubic (b.c.c.), there is a sublattice of this
kind, but not all lattice vectors belong to that. One
needs additional vectors to obtain all the lattice trans-
lations: (0, 1/2, 1/2), (1/2, 0, 1/2), and (1/2, 1/2, 0) for
f.c.c. and (1/2, 1/2, 1/2) for b.c.c (Figure 4). These
additional vectors are given by capital letters in three
dimensions, and lower case letters in two dimensions.
The symbols of the symmetry groups of the three cu-
bic lattices are Pm %3m, Fm %3m, and Im %3m. These are
the Hermann–Mauguin symbols for the space groups
of the primitive cubic, f.c.c., and b.c.c. lattices, re-
spectively. For each of the 73 arithmetic crystal class-
es, and thus for all symmorphic space groups there is
such a symbol, consisting of the symbol for the point
group preceded by a letter indicating the additional
lattice vectors (the centering).

Finally, for nonsymmorphic space groups, the
nonlattice translations for the elements appearing
in the symbol for the symmorphic space group are

Table 1 The 14 Bravais classes in three dimensions and their maximal symmorphic space groups

System Centering translations Maximal symmorphic

space group

Basis

Triclinic None P %1 No relations

Monoclinic None P2/m a.c¼b.c¼0

ð1=2; 0; 1=2Þ B2/m

Orthorhombic None Pmmm Three axes perpendicular

ð1=2; 1=2; 1=2Þ Immm

ð0; 1=2; 1=2Þ; ð1=2; 0; 1=2Þ; ð1=2; 1=2; 0Þ Fmmm

ð1=2; 1=2; 0Þ Cmmm

Tetragonal None P4/mmm Three axes perpendicular

ð1=2; 1=2; 1=2Þ I4/mmm |a|¼ |b|

Rhombohedral None R %3m |a|¼ |b|¼ |c|

+(a,b)¼+(b, c)¼+(c, a)

Hexagonal None P6/mmm |a|¼ |b|, c>a, c>b

+(a,b)¼2p/3

Cubic None Pm %3m All basis vectors mutually perpendicular

and equal in length

ð0; 1=2; 1=2Þ; ð1=2; 0; 1=2Þ; ð1=2; 1=2; 0Þ Fm %3m

ð1=2; 1=2; 1=2Þ Im %3m

(c)(a) (b)

Figure 4 Unit cells for lattices from each of the three cubic Bravais classes. (a) Primitive, (b) b.c.c. with additional basis vector (1/2, 1/2,

1/2), and (c) f.c.c. with additional (0, 1/2, 1/2), (1/2, 0, 1/2), and (1/2, 1/2, 0).
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indicated by either a change of the letter or by a
subindex. The symbol for a symmorphic space group
with point group m may be Pm. If the mirror m
becomes a glide with nonlattice translation in the
third direction, the symbol is Pc. The symbol P2
gives a symmorphic space group with point group 2,
P21 indicates a nonsymmorphic group with a screw
axis. All space groups, their symbols and their ele-
ments can be found in the International Tables for
Crystallography, vol. A.

Reciprocal Lattice, Invariant Functions,
Extinction Rules

A function that is invariant under translations has
special properties for its Fourier transform. Suppose
r(r) is such a function (e.g., a density function of a
crystal). It has the property that r(r) and r(rþ a) are
equal for every translation a from the lattice. Writing
down the Fourier decomposition yields

rðrÞ ¼
Z

#rðkÞ expðik � rÞdk

rðr þ aÞ ¼
Z

#rðkÞ expðik � ðr þ aÞÞdk
½13�

from which it follows that k � a¼ 0 (mod 2p) for each
translation vector a. Therefore, for each wave vector
k occurring in the Fourier expansion, one has this
relation. All vectors k satisfying this relation form a
lattice, as is easily checked. This lattice is called the
reciprocal lattice for the so-called direct lattice of the
vectors a.

If a, b, and c span the direct lattice, a basis for the
reciprocal lattice is givenby a�; b�; c� defined by

a� ¼ 2pðb� cÞ=V; b� ¼ 2pðc� aÞ=V;

c� ¼ 2pða� bÞ=V
½14�

where V¼a � (b� c) is the volume of the unit cell.
Then the Fourier decomposition is

rðrÞ ¼
X
kAL�

#rðkÞ expðik � rÞ ½15�

where L� is the reciprocal lattice. Each vector of the
reciprocal lattice can be expressed in terms of the
basis of the lattice

k ¼ ha� þ kb� þ lc�AL� ½16�

The reciprocal lattice is left invariant by the point
group K as well.

Apart from translations, a lattice periodic function
is generally left invariant by other distance-pre-
serving transformations as well. Suppose g¼ {R|t} is
an element of the space group that leaves a function
r(r) invariant. This means that r(r) and r(g�1r) are

the same (the exponent � 1 is just for convenience).
Then one has the relation

rðrÞ ¼ rðfRjtg�1rÞ ½17�

For the Fourier components #rðkÞ, this implies

#rðkÞ ¼ #rðRkÞ expðiRk � tÞ ½18�

This is a very interesting formula. It is known that
the wave vectors occurring in the Fourier decompo-
sition belong to the reciprocal lattice. Now, consider
a reciprocal lattice vector k that is invariant under
orthogonal transformation R. Then the expression
becomes r(k)¼ r(k) exp(ik � t). This is only possible if
r(k)¼ 0 or if k � t¼ 0 (mod 2p). If t is a translation
from the lattice, this relation is trivially fulfilled. But
if there is a t such that the second relation is not
satisfied, this means that the corresponding Fourier
component #rðkÞ vanishes. This is an extinction rule.

An important example is the diffraction intensity.
A crystal diffracts and the diffraction pattern consists
of sharp Bragg peaks at the positions k. The intensity
of the peaks is given by the square of the absolute
value of the static structure factor:

IðkÞ ¼ jFðkÞj2 ¼ 1

N

XN
j¼1

expðik � r jÞ
�����

�����
2

½19�

Here j runs over the N particles in the unit cell. It is
the Fourier transform of the autocorrelation func-
tion, which is invariant under space group elements.
Hence, the positions of the Bragg peaks are on the
reciprocal lattice, and the extinction rules apply: the
intensity is zero at k if there is a space group element
{R|t} with Rk¼ k and k � ta 0 (mod 2p). Additionally,
one has for arbitrary k that I(Rk)¼ I(k). Conse-
quently, the diffraction has the point group in its
symmetry group.

Representations of Space Groups

Euclidean transformations act on positions in space. A
quantum mechanical system in such a space has states
on which the Euclidean transformations act as linear
operators. For example, if the state is given by a wave
function c(r), the effect of a Euclidean transformation
{R|t} gives a new wave function c0(r)¼c(R� 1(r� t)).
This is the action of a linear operator Tg, with
g¼ {R|t}. Choosing a basis c(r) in the space of states,
such a linear operator corresponds to a matrix D(g):

TgciðrÞ ¼
XN
j¼1

DðgÞjicjðrÞ ½20�

6 Space Groups



(n is the dimension of the state space.) Now the ma-
trices satisfy D(g1)D(g2)¼D(g1g2). This is called a
(matrix) representation. If the dimension of the space
is n, then the representation is said to be n-dimen-
sional, and the matrices are n� n. These representa-
tions are important for characterizing energy levels
and other properties. Clearly, the space is mapped
onto itself and, therefore, it is invariant under the
group of transformations G. If there is no subspace
(different from the origin or the whole space) that is
invariant, the representation is said to be irreducible.
In general, an energy level space carries an irreducible
representation of the symmetry group, the dimension
of the space is the level degeneracy, and there are or-
thogonality relations between states from the state
space.

This gives a short argument why one should look
at the irreducible representations of the space groups.
The simplest space group is just a translation group,
with three basis translations. Because the order in
which translations are applied is not relevant, it is a
commutative group, and according to the results of
group theory the irreducible representations of co-
mmutative groups are one-dimensional, that is the
matrices are just numbers. They satisfy D({E|a})
D({E|b})¼D({E|aþ b}). The solution is D({E|a})¼
exp(ik � a) for some vector k. Two vectors k and k0

give the same representation if k� k0 belongs to the
reciprocal lattice, because then k � a¼ k0 � a (mod 2p)
for all lattice vectors a. Therefore, the irreducible
representations are characterized by a vector from
the unit cell of the reciprocal lattice. A special choice
of this unit cell is the Brillouin zone. It is the unit cell
of the reciprocal lattice consisting of all points in
reciprocal space which are closer to the origin than to
any other point of the reciprocal lattice. Of course,
the unit cell of a lattice is not uniquely defined.
However, the choice of the Brillouin zone is very
convenient when studying electrons or elementary
excitations in crystals.

A wave function c(r) in a lattice periodic crystal
which belongs to an irreducible representation of the
lattice subgroup has a special form, the Bloch form,
as follows from a group-theoretical argument. Under
a translation a, the function transforms to c(r� a)
which should be equal to exp(ik � a)c(r) for some k.
Then define U(r)¼ exp(ik � r)c(r). It follows that

Uðr þ aÞ ¼ expðik � ðr þ aÞÞcðr þ aÞ
¼ expðik � ðr þ aÞÞexpð�ik � aÞcðrÞ
¼UðrÞ

which proves that c(r) is the product of a plane wave,
exp(� ik � r) and a lattice periodic function U(r). This
constitutes the well-known Bloch’s theorem.

Consider a state space that is invariant under a
space group acting on the space by operators Tg for
each element g of the space group G. Suppose, fur-
thermore, that the representation is irreducible. The
translation subgroup A is a subgroup of G. So, there
is a basis formed by functions ci for the space con-
sisting of the eigenvectors of the commuting opera-
tors Ta. One has

Tacj ¼ expðikj � aÞcj ½21�

A subspace of the space is that belonging to one
particular wave vector k. For each state, c from this
space it holds that Tac¼ exp(ik � a)c. Applying Tg to
any state from this space, c transforms to Tgc. How
does this transform under the translations? Applying
a translation {E|a} to the transformed vector:

TaTgc ¼TgðTg�1TaTgÞc ¼ TgTbc

¼ expð�ik � bÞTgc

Here b¼R�1a if g¼ {R|t}. The state Tgc, therefore,
acquires a phase factor exp(iRk � a) and belongs to
the subspace of states transforming with a wave vec-
tor Rk. This means that, if there are states transfor-
ming under translations with a wave vector k, then
there are, in the irreducible space, states transfor-
ming with the wave vector Rk for every point group
element. One can write the whole space as a sum of
spaces each belonging to a specific Rk. One of these
spaces is that of states transforming with k.

Now define the subgroup of G consisting of all
elements {R|t} for which Rk¼ k (modulo the recip-
rocal lattice because k and kþK give the same rep-
resentation if K belongs to the reciprocal lattice).
This group is called the group of k: Gk. The subspace
of states transforming with k under translations is
invariant under the group of k. Then for an element g
from the group of k:

Tg ¼ expðik � tÞDR ðg ¼ fRjtgÞ

The operators form an irreducible representation of
the group of k. For a symmorphic group of k the
elements g can be written as a product {E|t}{R|0} of a
lattice translation and a point group element. In this
case, the operators DR form an irreducible represen-
tation of the point group of the group of k, denoted by
Kk. These are known, and can be labeled by a label v.
Then a basis of the space of Gk transforms under g as

Tgcj ¼ expðik � tÞDkjðRÞck ½22�

The basis carries an irreducible representation v of
the point group K (simply take t¼ 0 in the last for-
mula). Here the matrices D(R) are the irreducible
representation v of the point group Kk. For non-
symmorphic groups, the procedure is somewhat
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more complicated, because not only standard repre-
sentations but projective representations also occur.

Finally, a basis for the full state space can be con-
structed as follows. The group of k is a subgroup of
the space groupG.G can be decomposed according to

G ¼ Gk þ g2Gk þ?þ gsGk

where the space group elements gi have homogeneous
parts Ri for which Rik¼ ki. Then the basis is defined as

Cij ¼ Tgicj ½23�

The dimension of the representation is sd, where s is
the number of points ki, and d the dimension of the
point group representation D(Kk). The irreducible
representation carried by the state space then is char-
acterised by the so-called ‘‘star’’ of k (all vectors ki),
and an irreducible representation of the point group
Kk. This means that electronic states and phonons can
be characterized by k, v. Their transformation prop-
erties under space group transformations follows from
this characterization.

Aperiodic Crystals

Apart from crystals with three-dimensional lattice
periodicity, there are materials with a diffraction
pattern with sharp Bragg peaks on positions

k ¼
Xn
i¼1

hia
�
i ðinteger hiÞ ½24�

When n¼ 3, the structure is periodic. If n43, the
structure is aperiodic, but it is still considered as
crystal, because there is long-range order. Examples
are modulated phases and quasicrystals. They may
be described as intersections of physical space with a
higher-dimensional lattice periodic structure. The
symmetry of such structures is a space group in n
dimensions, and in this case the theory of space
groups in arbitrary dimensions can be used.

See also: Crystal Structure; Electron–Phonon Interactions
and the Response of Polarons; Group Theory; Insulators,

Electronic States of; Lattice Dynamics: Vibrational Modes;
Periodicity and Lattices; Point Groups; Quantum Mechan-
ics: Foundations; Quasicrystals; Scattering, Elastic
(General).

PACS: 61.50.Ah; 02.30.� a
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Nomenclature

a, b, c lattice basis vectors
a�, b�, c� reciprocal lattice basis vectors
A translation subgroup of a space group
D(R) matrix representation
exp(� ik � r)U(r) Bloch form of a wave function
E(3) Euclidean group
F(k) structure factor
G space group
K point group
n lattice translation vector
O(3) orthogonal group in three dimensions
rj position of an atom in the unit cell
R orthogonal transformation
{R|t} space group element
Tg linear operator for group element g:
#rðkÞ Fourier component of r(r)
r(r) density function
ci basis of a state space
c(r) wave function
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Introduction

The specific heat of a substance is the amount of heat
required to raise the temperature by one degree.

When heat is introduced under certain specified con-

ditions, it is a well-defined thermodynamic property

that gives a measure of the increases in the entropy,

the energy, and the enthalpy with increasing temper-

ature. It is related to other thermodynamic proper-

ties, for example, the thermal expansion, which is a

measure of the pressure dependence of the entropy.
Specific-heat data make an important contribution to
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the determination of the Gibbs and Helmholtz
energies, the thermodynamic properties that govern
the direction of spontaneous change and the equilib-
rium conditions for chemical reactions and phase
transitions. When interpreted in terms of microscop-
ic models and theories, they provide information on
the forces and interactions at the atomic and molec-
ular level that determine the macroscopic properties.

Thermodynamic Relations

The specific heat of a substance is the amount of heat
required to increase the temperature by one degree:

C � dq
dT

where dq, an inexact differential, is the quantity of
heat added and dT is the increase in temperature
produced in the process. By the first law of thermo-
dynamics, dq ¼ dU � dw, where U is the internal
energy and dw is the work done in the process. Since
U is a ‘‘thermodynamic property,’’ a quantity that
depends only on the thermodynamic state of the sys-
tem, dU is an exact differential and depends only on
the initial and final states. However, dw, and there-
fore both dq and C, depend on details of the way the
process takes place as well as on the initial and final
states. If the work is done by an external hydrostatic
pressure, P, dw ¼ �P dV, where V is the volume. In
that case,

C ¼ dU þ P dV

dT
¼ d U þ PVð Þ � V dP

dT

With the definition for the enthalpy, H � U þ PV,
this leads to expressions for the constant volume and
constant pressure specific heats,

CV ¼ @U

@T

� �
V

and

CP ¼ @H

@T

� �
P

thermodynamic properties, which can be expressed
in, for example, units of J K–1mol–1. If work is done
by magnetic or electric forces, the relevant variables
are the magnetic induction, B, the magnetization, M,
the electric field, E, and the dielectric displacement,
D. (In free space B ¼ m0H, where m0 is the perme-
ability of free space and H is the magnetic field.) The
expressions for the work are dw ¼ H dM and
dw ¼ E dD, respectively. In other thermodynamic
relations, H or E replaces the intensive variable P
and �M or �D replaces the extensive variable V.

With other thermodynamic relations, based on
both the first and second laws, it can be shown that

CP � CV ¼ TVa2

k

where a ¼ V�1ð@V=@TÞP is the thermal expansion,
and k ¼ V�1ð@V=@PÞT is the isothermal compress-
ibility. Thermodynamic stability requires that both
CV and k be positive. Although a can be either po-
sitive or negative, it appears as the square, and
CP�CV is always positive: when the heat is absorbed
at constant volume, dw ¼ 0. In the constant-pressure
process there is, generally, a change in V, dwa0 and
can be either positive or negative, but the increase in
U ensures that the heat absorbed is always greater
than in the constant-volume process. Evaluation of a
and k for an ideal gas, for which PV ¼ RT, where R
is the gas constant, gives CP � CV ¼ R.

Microscopic Interpretation

Classical, High-Temperature Limit

In classical statistical mechanics, each term in the
Hamiltonian for the total energy that is the square
of either a momentum or a coordinate, contributes
(l/2)kBT to the thermal energy, where kB is the Boltz-
mann constant. For a particle moving freely in space,
the translational kinetic energy includes three terms
in the square of a momentum, corresponding to the
three dimensions in space: U ¼ ð3=2ÞkBT, and
CV ¼ ð3=2ÞkB. For Avagadro’s number, NA, of such
particles, one mole of an ‘‘ideal gas,’’ CV ¼
NAð3=2ÞkB ¼ ð3=2ÞR: For a particle bound by har-
monic forces to a lattice site in three dimensions,
there are three terms in the square of a momentum in
the kinetic energy and three in the square of a co-
ordinate in the potential energy: U ¼ 3kBT, and
CV ¼ 3kB. At sufficiently high temperatures, quan-
tum statistical mechanics gives the same results, the
classical or high-temperature limit. At temperatures
for which kBT is of the order of, or smaller than, the
spacing of the quantum mechanically allowed energy
levels, the higher energy levels are not fully accessi-
ble, and U and C do not reach the classical limit.
The energies of the allowed translational states of
the particles of an ideal gas are proportional to

m–1/2V2/3, where m is the mass of the particles and V
is the volume of the container. For gases of atoms and
molecules at ordinary densities, the energy levels are
so closely spaced that the classical limit applies at all
temperatures of interest, but for an electron gas at
densities of the conduction electrons in a metal, that
limit is reached only at temperatures B105K. The
specific heat of a harmonic oscillator offers a typical
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example of the effects of quantization: the energy
levels are equally spaced, at intervals of _o � kByv,
where _ is Planck’s constant divided by 2p, T is the
characteristic frequency, and yv is a defined charac-
teristic temperature. As shown in Figure 1, the spe-
cific heat approaches kB in the high-temperature
limit and goes to zero, as expð�yv=TÞ at tempera-
tures for which kBT is less than the energy of the first
excited level.

Gases

The heat capacities of gases are often treated in the
ideal-gas, rigid-rotor, harmonic-oscillator approxi-
mation, in which C is the sum of contributions, Ct,
Cr, and Cv, associated with translational, rotational,
and vibrational motion, respectively. At sufficiently
high temperatures, excited electronic states can also
contribute to CV. For a molecule with n atoms, 3n
coordinates are required to specify the positions of
the atoms: there are 3n ‘‘degrees of freedom.’’ Three
of these are associated with translation of the mol-
ecule as a whole; three are associated with rotation
for nonlinear molecules, but only two for linear
molecules (there is no rotation about the axis); the
rest, 3n� 6 or 3n� 5, respectively, are associated
with vibration. Each translational degree of freedom
contributes one square term to the kinetic energy;
each rotational degree of freedom contributes one
square term, in an angular momentum, to the kinetic
energy; each vibrational degree of freedom contrib-
utes one square term to the kinetic energy and one to
the potential energy. In the high-temperature limit,
and for one mole of gas, Cv ¼ 3nR for nonlinear
molecules, but (3nþ 1/2)R for linear molecules. The
vibrational contributions decrease to zero at temper-
atures below the characteristic temperatures yv, as
shown in Figure 1. The rotational contributions go to

zero below characteristic temperatures yr that are
defined by the allowed rotational energy levels, but
there is no general expression for Cr in closed form.
Some representative values of yv and yr are given in
Table 1. Figure 2 shows the temperature dependence
of CV for HD, an asymmetric, linear, diatomic mol-
ecule. The local maximum near 50K is related to
details of the spacing and degeneracy of the rota-
tional levels. For symmetric molecules, certain com-
binations of rotational and nuclear spin states are not
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Figure 1 The contribution to the specific heat of a one-dimen-

sional harmonic oscillator, Cv, displayed as Cv/kB, vs. T/yv.

Table 1 Characteristic temperatures associated with the vib-

rational and rotational specific heats of some diatomic molecules

and one linear, symmetric, triatomic molecule, CO2

Molecule yvðKÞ yvðKÞa

H2 6332 88

D2 4487 43.8

HD 5500 66

HF 5955 30.2

HCl 4304 15.2

HBr 3812 12.2

HI 3321 9.4

N2 3393 2.88

O2 2274 2.08

F2 1283 1.27

Cl2 805 0.351

Br2 463 0.116

CO 3122 2.78

NO 2719 2.45

CO2 3380b 1.13

1928c

960d

a All yr are doubly degenerate.
b Antisymmetric stretch.
cSymmetric stretch.
d Perpendicular bending (doubly degenerate).
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Figure 2 The specific heat at constant volume, CV, of HD gas.

CV is the sum of translational, rotational, and vibrational contri-

butions, Ct, Cr, and Cv, respectively. The horizontal dashed lines

mark the high-temperature limits of the different contributions.

(The rotational contribution was obtained from tabulations in:

Mayer JE and Mayer MG (1940) Statistical Mechanics, p. 450.

New York: Wiley.)
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allowed. The prototypical examples are o-H2, with
triplet spin and even rotational states, and p-H2, with
singlet spin and odd rotational states. Depending on
conditions, transitions between the two spin states
can be very slow; o-H2 and p-H2 can exist as separate
molecules with very different specific heats.

Condensed Matter

Separability of contributions The specific heat of a
condensed matter phase is usually taken to be the sum
of contributions arising from different modes of
excitation. For a nonmagnetic metal these are the
lattice, Cl, and electron, Ce, contributions that are
associated with, respectively, the vibrational states of
the ions that form the lattice and the energy states of
the conduction electrons. The vibrational states of the
lattice and the energy states of the electrons are not
independent, however: The frequencies of the normal
modes of the lattice are affected by the presence of the
conduction electrons, and the allowed energy states
of the electrons are affected by the spatially periodic
potential of positive ions of the lattice and also by
interaction with the quanta of vibrational energy of
the lattice, the phonons. Nevertheless, to an adequate
degree of approximation for most purposes, the spe-
cific heat can be taken to be the sum of separable
contributions from the lattice and the conduction
electrons, with the understanding that the energy
levels of each system are determined in part by inter-
action with the other. In experimental data, the two
contributions are generally separated by assigning
them different, theoretically expected temperature
dependences. Similar considerations apply to magne-
tic contributions, Cm, associated with electronic
magnetic moments, and hyperfine contributions, Ch,
associated with nuclear moments.

Phonon contribution For one mole of a ‘‘monatom-
ic’’ solid, which has one atom per primitive cell, there
are 3NA vibrational degrees of freedom. In the har-
monic-lattice approximation, the phonon or lattice
contribution to the specific heat, Cl, is the sum of
3NA harmonic-oscillator contributions, one for each
of the normal vibrational modes. In the high-tem-
perature limit, also called the Dulong–Petit limit in
this context, each contributes kB to Cl, giving Cl ¼
3R: Anharmonic effects make a contribution to Cl

that becomes more important at high temperatures,
and can give values of Cl that exceed the Dulong–
Petit limit.

In the Einstein model, the normal modes were ap-
proximated by 3NA harmonic oscillators with the
same frequency, oE, corresponding to the characteris-
tic, Einstein temperature, YE � _oE=kB. The Einstein

expression for the specific heat is

CE

3R
¼ YE

T

� �2 expðYE=TÞ
½expðYE=TÞ � 1�2

This model is of historical importance because it was
the first to account for the decrease of Cl at low tem-
perature, but it gives Clpexpð�YE=TÞ in the low-
temperature limit, while the experimentally observed
behavior is ClpT3.

In the Debye model, the frequencies of the normal
modes were approximated by those of the acoustic
modes in an elastic continuum. A cutoff frequency,
oD, was introduced to limit the number of modes to
3NA. The cutoff frequency, and the Debye temper-
ature, YD � _oD=kB, can be calculated from the
elastic constants. The Debye specific heat, given by
an integral over the phonon density of states,

CD

3R
¼ 3

T

YD

� �3Z YD=T

0

x4ex

ðex � 1Þ2
dx

is a function of T/YD. In the low-temperature limit,
CD ¼ ð12=5Þp4RðT=YDÞ3, in agreement with exper-
iment with respect to both the T3 temperature de-
pendence and the relation of YD to the elastic
constants. Figure 3 is a comparison of the Debye
model with the lattice specific heat of Cu. The best fit
to the data for 10pTp300 K is obtained with
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Figure 3 The lattice specific heat, Cl, of Cu: compared with the

Debye model for 10pTp300 K in the main panel; compared with

the low-temperature, T 3 behavior predicted by the Debye model

in the inset. The electron contribution to CV has been subtracted

to obtain Cl as plotted here. The data for the main panel are from:

Giauque WF and Meads PF (1941) The heat capacities and en-

tropies of aluminum and copper from 15 to 300 K. Journal of the

American Chemical Society 63: 1897. The measurements were

made at constant pressure, but corrected to CV with the values of

a and k. (The low-temperature data in the inset are from meas-

urements (unpublished) made in the authors’ laboratory at the

University of California, Berkeley, California 94720, USA.)
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YD ¼ 310 K, but the data in the low-temperature, T3

region gives YD ¼ 344 K, in agreement with the
value calculated from the elastic constants. This
comparison of data for a monatomic metal with the
Debye model is fairly typical: at low temperatures,
the Debye model gives the T3 term, the contribution
of the lowest-frequency acoustic phonons, correctly.
Although the Debye model gives T3 behavior for
TpYD=10, and negative deviations from T3 beha-
vior at higher temperatures, experimental data typ-
ically show deviations that are positive and occur at
lower temperatures. The negative deviations given by
the model are a consequence of the sharp cutoff fre-
quency; the positive deviations in a real solid are a
consequence of phonon dispersion, which is negle-
cted in the model. At higher temperatures, where the
model is an approximation, experimental data can-
not be fitted accurately with a single value of YD.
The value determined by the ‘‘best fit’’ in some in-
terval of temperature is an average that reflects the
structure in the phonon density of states for the real
lattice at frequencies that contribute to Cl in that
interval. The T3 phonon contribution to the specific
heat is also observed in liquids, as shown in an inset
to Figure 11 for 4He.

Although the Debye model is a useful approxima-
tion to the lattice specific heat of many materials
over a wide range of temperatures, experimental data
can show substantial deviations, particularly at in-
termediate temperatures. For a discrete lattice with n
atoms per primitive unit cell, the frequency distribu-
tion of the normal modes is that of three acoustic
phonon branches and 3n� 3 optical phonon branch-
es. For the acoustic branches, phonon dispersion, the
variation of the sound velocity with frequency, has
an important effect on the phonon density of states
that is not taken into account in the Debye model.
The optical modes are omitted in this model. The
harmonic-lattice approximation, which gives an ex-
pansion of Cl in odd powers of T that starts with the
Debye T3 term, is often used to fit experimental data
at low temperatures. Sums of Einstein functions,
which represent contributions from the optical
modes or other peaks in the phonon density of
states, and a Debye function are useful over a wide
range of intermediate temperatures. Figure 4 shows
an unusual case, Cl for YbGaGe, which is well rep-
resented by a single Einstein frequency and a Debye
function.

Conduction electron contribution At ambient and
low temperature, and at the densities at which they
occur in metals, the conduction electrons must be
treated with Fermi–Dirac statistics: there can be at
most two electrons, with opposite spin, in any energy

state. Their contribution to the specific heat is similar
to that of the hypothetical ‘‘free electron gas,’’ in
which there are no interactions between the electrons
or with the lattice. For free electrons, the allowed
states have kinetic energies proportional to the sum
of the squares of the wave vectors. At T ¼ 0, the
states are filled up to the Fermi energy,

EF ¼
_2

2me

 !
p2zNA

V

� �2=3

where me is the electron mass, z is the ‘‘valence,’’ and
zNA the number of electrons in the atomic volume, V.
For values of the parameters appropriate to metals,
the corresponding characteristic temperature, the
Fermi temperature, TF � EF=kB, has values B104–
105K. For T{TF, most of the states at EoEF remain
fully occupied. It is only electrons with energies
within a range kBT in energy in the vicinity of EF that
can be thermally excited, and by an energy that is
also of order kBT. The simple argument that a frac-
tion of the electrons, T=TF, makes the classical con-
tribution gives CeBRT=TF, which agrees both in
temperature dependence and order of magnitude
with experimental observations. An exact calculation
gives

Ce ¼
p2zR
2

� �
T

TF

� �
¼ p2k2B

3

� �
NðEFÞT � gT

where N(EF) is the density of electron states at the
Fermi level. The coefficient g, as defined here for the
free electron gas, is proportional to me.
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Figure 4 The lattice heat capacity of YbGaGe, as Cl/T
3 vs.

logT, fitted with the sum of one Einstein function and one Debye

function. The peak in Cl/T
3 centered near 20 K is an unusually

prominent, but otherwise typical, signature of a ‘‘soft mode,’’ a

peak in the phonon density of states. (Specific-heat data are from

measurements made at the Los Alamos National Laboratory,

Los Alamos, New Mexico: Drymiotis FR, Lawes G, Migliori A,

Ledbetter H, Betts JB, et al. (2004), unpublished. The electron

contribution was subtracted from the data for this figure.)
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The properties of the conduction electrons in a
metal are modified by the interactions of the elec-
trons with the periodic potential of the lattice, by
electron–electron interactions, and by the electron–
phonon interaction. However, according to Landau’s
Fermi-liquid theory, there is a one-to-one corre-
spondence between excitations in the free electron
gas and those in the gas with interactions; the coef-
ficient g is changed, with me replaced with an ‘‘ef-
fective mass,’’m�, but the temperature dependence of
Ce is unchanged. The periodic potential of the lattice
modifies the relation between electron energy and
wave vector. The effect on N(EF) is to replace me

with mbs, the ‘‘band-structure mass,’’ in the expres-
sion for g. The electron–phonon interaction, which is
also responsible for the pairing of the electrons in the
BCS theory of superconductivity, introduces an en-
hancement of g by a factor (1þ l). In many cases mbs

can be calculated with good accuracy, and compar-
isons with experimental values of g give the values of
l. For most metals, l is in the range 0.2–1, with
higher values occurring for strong-coupled supercon-
ductors such as Hg and Pb. (There is also a contri-
bution to m� from electron–electron interactions, but
it is small, difficult to determine, and usually igno-
red.) The combined effect of the lattice potential and
the electron–phonon interaction gives m� ¼ ð1þ lÞ
mbs. Experimental values of m�=me are B1 for many
metals, as high as 10 for some transition and lan-
thanide metals, and 102–103 for heavy-fermion com-
pounds, mainly Ce and U intermetallic compounds,
in which the large effective mass is associated with
the Kondo effect.

Many metals undergo a transition to the super-
conducting state at a critical temperature, Tc. In
most cases, the superconducting-state Ce is approx-
imately exponential in temperature as predicted by
the BCS theory, but T2 and T3 dependences are found
in some ‘‘unconventional’’ superconductors, inclu-
ding heavy-fermion and cuprate superconductors. Ce

for Al, a BCS superconductor with Tc ¼ 1:2 K, is
shown for both the superconducting and normal
states in Figure 5. In this case the lattice contribution
to the specific heat at Tc and below is relatively
small, and Ce in the superconducting state is partic-
ularly well defined by the experimental data.

Magnetic contribution Magnetic moments, of the
order of magnitude of the Bohr magneton, mB, can be
associated with the itinerant electrons in a metal and
can appear as localized moments in both metals and
insulating materials. At sufficiently high tempera-
tures, in the paramagnetic phase, and in the absence
of an applied magnetic field, they are randomly ori-
ented and contribute R lnð2J þ 1Þ to the entropy, S,

where J is the resultant angular momentum. How-
ever, there is always some internal interaction that
tends to produce an ordered structure at tempera-
tures for which kBT is small relative to the energy of
the interaction. In both metals and insulators, the
possible interactions include dipole–dipole interac-
tions and exchange interactions. In metals, the
RKKY interaction that couples the localized mo-
ments via an intermediate polarization of the con-
duction electrons, and the Kondo effect, which leads
to a compensation of the localized moments by con-
duction electron moments, are also important. In
accordance with the third law of thermodynamics,
the interactions produce a completely ordered, zero-
entropy state at T ¼ 0. (Possible exceptions are
‘‘frustrated’’ antiferromagnets, in which the ex-
change interactions cannot all be satisfied simulta-
neously.) In the temperature region in which the
ordering and the associated reduction in entropy
occur, there is a ‘‘specific-heat anomaly,’’ a peak in
the specific heat, which is related to the entropy by
CP ¼ ð@S=@TÞP: The temperature at which the or-
dering occurs can vary widely, reflecting differences
in the energies of the interaction, for example, less
than lmK for Ce2Mg3(NO3)12 � 24H2O and 1043K
for metallic iron.

When the ordering is driven by an external field,
there are 2J þ 1 states with energies gmJmBB, where g
is the spectroscopic splitting factor and mJ takes val-
ues from –J to þ J. The specific heat associated with
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cific heat of a BCS superconductor (Bardeen J, Cooper LN, and

Schriffer JR (1957) Microscopic theory of superconductivity.

Physical Review 106: 162), with numerical values from: Mühls-

chlegel B (1959) Zeitschrift fur physik 155: 313. Specific-heat

data for aluminum are from: Phillips NE (1959) Heat capacity of

aluminum between 0.1 and 4.0 K. Physical Review 114: 676.

Specific Heat 13



the magnetic ordering, Cm, takes the form

Cm

R
¼ gmBB

2kBT

� �2

csch2
gmBB
2kBT

� ��

� 2J þ 1ð Þ2 csch2 2J þ 1ð Þ gmBB
2kBT

� �� ��

This is an example of a Schottky anomaly, a term
that is used more generally for any specific-heat
anomaly associated with a finite number of energy
levels. Electric fields of the crystal lattice acting on
the orbital component of the angular momentum can
also split the manifold of 2J þ 1 states of the isolated
ion to produce a Schottky anomaly, in that case
called a crystal-field anomaly. For an external
magnetic field and J ¼ 1=2, an example of a ‘‘two-
level system,’’ the anomaly takes a particularly sim-
ple form,

Cm

R
¼ D

kBT

� �2 expðD=kBTÞ
½1þ expðD=kBTÞ�2

where D is the energy difference between the two
states, in this case gmBB. CuK2(SO4)2 � 6H2O in a
field of 1.5T provides an example of this behavior:
the internal interactions, which produce an ordering
near 0.05K in the absence of an external field, can be
neglected and the experimental data are in good
agreement with the calculated two-level Schottky
anomaly, as shown in Figure 6.

The internal interactions in a-MnCl2 � 4H2O pro-
duce antiferromagnetic ordering that results in a

specific-heat anomaly near 1.5K. Figure 7 shows the
zero-field anomaly, which has a shape typical of that
associated with ordering by exchange interactions,
and the evolution of the anomaly to a more Schottky-
like form in an increasing external field. Figure 8
shows the specific heat of CeCu6, a heavy-fermion
compound, in the low-temperature region where the
Kondo effect produces a compensation of the Ce
moments by an exchange interaction with the con-
duction electrons.

Nuclear moment contribution Contributions to the
specific heat associated with nuclear moments, the
‘‘hyperfine’’ specific heat, Ch, are analogous to those
associated with electronic moments. The differences
arise from the small size of the nuclear magnetic
moments, of the order of magnitude of the nuclear
magneton, mN, three orders of magnitude smaller
than mB, and the existence of nuclear electric quad-
rupole moments, Q, which interact with electric-field
gradients in the lattice. The nuclear magnetic mo-
ments interact with external applied magnetic fields
and with internal hyperfine fields produced by
ordered electronic moments. They interact with each
other through direct dipole–dipole interactions and,
in the case of metals, through RKKY coupling. Ex-
cept in the case of the internal hyperfine fields, which
can be very large, it is generally only the high-tem-
perature tail of a Schottky anomaly, associated with
the interactions with magnetic fields or electric-field
gradients, that is observed. For the case that the
electric-field gradient and the magnetic field are in
the same direction, the first two terms in the high-
temperature expansion of the Schottky anomaly for
Ch are D2/T

2 and D3/T
3, the coefficients of which

have the forms

D2

R
¼ 1

80

� �
ðI þ 1Þð2I þ 3Þ

Ið2I � 1Þ

� �
e2qQ

kB

� �2

þ 1

3

� �
I þ 1

I

� �
mB
kB

� �2

and

D3

R
¼ � 1

1120

� �
ð2I � 3ÞðI þ 1Þð2I þ 3Þð2I þ 5Þ

2I2ð2I � 1Þ2

" #

� e2qQ

kB

� �3

� 1

10

� �
ðI þ 1Þð2I þ 3Þ

2I2

� �

� e2qQ

kB

� �
mB
kB

� �2

where I is the nuclear spin, m is the nuclear moment
in units of mN, e

2q is the electric field gradient, and Q
is the nuclear quadrupole moment. These terms have
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in a magnetic field of 1.5 T. At the temperatures of the measure-

ments, the interactions between the magnetic Cu2þ ions have a

negligible effect, and a ‘‘two-level’’ Schottky function for isolated

ions provides an excellent fit to the data. (The data are from:

Giauque WF, Brodale GE, Hornung EW, and Fisher RA (1971)

Magnetothermodynamics of CuK2(SO4)2 �6H2O. II. Magnetic mo-

ment, heat capacity, entropy from 0.5 to 4.2 K with fields to 90 kG

along the g magnetic axis. Journal of Chemical Physics 54: 273.)
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been identified in experimental data, usually in the
vicinity of 0.1–1K. The large internal hyperfine field,
930T, in Ho, produces a Schottky anomaly with a
maximum near 0.3K. Figure 9 is a comparison of the
experimental data with the fitted Schottky anomaly,
which includes a small quadrupole contribution. Ex-
amples of nuclear ordering at the other extreme of
the temperature range in which the phenomenon is
known are provided by Cu and Ag: in both cases the
nuclei order antiferromagnetically, by a combination
of dipole–dipole and RKKY interactions, and reduc-
tions in the nuclear entropy related to the associated
specific-heat anomaly have been observed experi-
mentally. The ordering occurs in the vicinity of 50 nK
for Cu, and in the vicinity of 0.8 nK for Ag, which
has a lower concentration of nuclear magnetic mo-
ments that are also smaller in magnitude.

Phase transitions Phase transitions take a variety of
forms and display a corresponding variety in the as-
sociated specific-heat anomalies. Discontinuities in
the entropy and the volume, the first derivatives of the
Gibbs energy, G, are the defining characteristic of a
thermodynamic first-order transition. They are related
to the slope of the phase boundary in the P–T plane
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temperatures and the anomaly is attenuated. For sufficiently large B, the antiferromagnetic ordering is suppressed and the specific heat

evolves into a more Schottky-like anomaly. (The data are from: Giauque WF, Fisher RA, Brodale GE, and Hornung EW (1970)
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The high values of the heat capacity at temperatures below 5 K

are a manifestation of the Kondo effect, in which the exchange

interaction between the localized 4f moments of the Ce ions and

the conduction electrons produces a compensation of the Ce

moments by the conduction electrons. The associated specific

heat is described by a temperature-dependent coefficient of the

electron specific heat, g(T). At T ¼ 0:064 K, g(T) has increased to

1.63 J K–2 mol–1, corresponding to a conduction electron effective

mass, m�, that is three orders of magnitude greater than the free

electron mass. (The data are from: Fisher RA, Lacy SE, Marcenat

C, Olsen JA, Phillips NE, et al. (1987) Specific heat of heavy-

fermion CeCu6: effect of pressure and magnetic field. Journal of

Applied Physics (Japan) 26: 1257.)
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by the Clapeyron equation, dP=dT ¼ DS=DV: Ideally,
there would be a d function in C at the transition that
would integrate to TDS, but the transition is usually
broadened by impurities, inhomogeneity, or other
factors. Figure 10 shows the specific heat at the first-
order transition associated with the ferromagnetic
ordering in La0.65Ca0.35MnO3. In that case, the
random mixture of La and Ca ions on their common
sites accounts quantitatively for the breadth of the
transition. The fitted curves correspond to broadened
discontinuities in the entropy and the specific heat.
The thermal-expansion data, included in the same
figure, illustrate the similarity in the temperature
dependence of the two properties, which is expected
on the basis of simple thermodynamic models. They
also give the value of DV, which, together with DS
from the specific-heat data, satisfies the Clapeyron
equation, confirming the first-order nature of the
transition.

At an Ehrenfest second-order transition, the first
derivatives of the Gibbs energy are continuous, but
there are discontinuities in the second derivatives, the
specific heat, the thermal expansion, and the com-
pressibility. The Ehrenfest relations for the slope of
the phase boundary are dP=dT ¼ Da=Dk ¼ DCP=
DVTDa. The zero-field transition of a metal from
the normal state to the superconducting state is an
Ehrenfest second-order transition with a discontinu-
ity between two finite values of the specific heat. The

transition in Al, shown in Figure 5, is an example. For
many second-order transitions, the specific heat
diverges at the transition, as illustrated by the antifer-
romagnetic ordering in a-MnCl2 � 4H2O in Figure 7.
They are frequently called l transitions, as suggested
by the shape of the specific-heat anomaly and the
name given to the transition to the superfluid state in
liquid 4He at the ‘‘l point.’’ The l transition in 4He,
for which the specific heat is shown in Figure 11, has
been particularly intensively studied because an ex-
ceptionally high degree of sample purity and homo-
geneity can be attained. In the vicinity of the l point,
the specific heat varies as lnjT � Tlj.

Thermodynamics of Chemical Reactions

Currently, most measurements of specific heat are
made for the interest in their microscopic interpreta-
tion, but historically a major motivation was to ob-
tain data relevant to the third law of thermodynamics
and to the thermodynamics of chemical reactions
more generally. At constant pressure and temperature,
the conditions for equilibrium between the products
and reactants of a chemical reaction, and for equilib-
rium between two phases of the same substance, are
determined by the change in Gibbs energy for the
transformation. At constant volume and temperature,
the change in the Helmholtz energy, A, takes that role.
Specific-heat data contribute to the determination of
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Figure 9 The hyperfine specific heat, Ch, for two samples of

ferromagnetically ordered Ho metal. The splitting of the nuclear

spin states arises mainly from the interaction of the nuclear

magnetic moments with the effective hyperfine field created by

the ordered 4f electron moments, but there is also a small effect

of interaction of the electric quadrupole moment with an electric

field gradient. The solid curve, a theoretical fit to the data, is a

Schottky function calculated for the resulting, unevenly spaced

levels. (The data for sample x1 are from: Van Kampen H, Mi-

edema AR, and Huiskamp WJ (1964) Heat capacities of the

metals terbium and holmium below 1 K. Physica 30: 229; for

sample x2, from: Lounasmaa OV (1962) Specific heat of holmium

metal between 0.38 and 4.2 K. Physical Review 128: 1136.)
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the Gibbs and Helmholtz energies through the ther-
modynamic relations G � H � TS, ð@H=@TÞP ¼ CP,
ð@S=@TÞP ¼ CP=T, A � U � TS, ð@U=@TÞV ¼ CV ,
and ð@S=@TÞV ¼ CV=T. They determine the values
of the entropy, and the temperature dependences of
the enthalpy, energy, and Gibbs and Helmholtz
energies.

As stated in one of the many formulations of the
third law of thermodynamics, for any substance in a
perfect crystalline state, the entropy is zero in the
limit T-0. The importance for chemical thermody-
namics is that values of the entropy can be obtained
from specific-heat data alone: the ‘‘third-law entro-
py’’ is obtained by extrapolating specific-heat data to
0K, integrating CP/T to obtain S(T)–S0, and assu-
ming, as suggested by the third law, that S0, the en-
tropy at the 0K state reached by the extrapolation, is
zero. Typically, the data extend to a temperature be-
tween 1 and 15K, the extrapolation is by a semi-
empirical fit to the lowest-temperature data that is
based on appropriate theoretical expressions, and the
entropies are tabulated for 298.15K and the stand-
ard state (the thermodynamically stable form of the
substance at a pressure of one bar).

The agreement obtained in comparisons of the val-
ues of DS for chemical reactions calculated with and

without using third-law entropies, and in comparisons
of the third-law entropies with values calculated from
spectroscopic data played an important role in estab-
lishing the third law. In other cases, however, similar
comparisons led to the identification of substances, for
example, CO, NO, and H2O, that do not attain a
‘‘perfect crystalline state’’ at 0K, and for which S0a0.
The existence of such materials emphasizes the im-
portance of caution in applying the third law to the
determination of entropies from specific-heat data.
The third law of thermodynamics, unlike the first and
second laws, cannot be expressed by a simple math-
ematical relation that applies rigorously in all cases.
Its application requires an understanding of its nature,
which can be based on a statistical mechanical ex-
pression for the entropy, the Boltzmann formula, S ¼
kB lnO (where O is the number of accessible quantum
states, subject to the constraint of a fixed energy),
together with the principle that there is a single state
of lowest energy that is reached at T ¼ 0 by systems
that are in thermodynamic equilibrium. The case of
CO, which is well understood, is a useful illustration
of the factors that determine whether or not S0 ¼ 0: In
the solid, the two orientations of a molecule that differ
by an interchange of the C and O atoms are two
distinguishable states, but, because the molecule is
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relatively symmetric with respect to both shape and
electric charge distribution, the difference in energy is
small. The lowest energy configuration is one in which
there is a perfectly ordered arrangement of the mol-
ecules with each in a definite orientation relative to
the others, but the energy is not much lower than
that of the higher-entropy, random distribution of
orientations that is thermodynamically stable at high
temperature. Below B5K the lower-energy, ordered
configuration does become thermodynamically stable,
but there is a potential barrier to reorientation of the
molecules that exceeds the thermal energy at that
temperature, and the perfectly ordered state is not at-
tained. For kinetic reasons, there is ‘‘frozen-in disor-
der’’ at 0K and S0a0. In the completely random
configuration, there are two possible states for each
molecule, O ¼ 2NA , S ¼ R ln 2 ¼ 5:76 J K�1 mol�1.
The experimental value is S0 ¼ 4:2 J K�1 mol�1, in-
dicating that the molecules are partially ordered, at
least in the particular measurement that gave this re-
sult. There are other cases, for example, NO, H2O,
and the H2O in Na2SO4 � 10H2O, in which the dis-
order is complete. These examples afford an unders-
tanding of the treatment of nuclear contributions to
the entropy: the random distribution over the lattice
sites of different isotopes of the same element persists
to 0K, the disorder is frozen-in, and there is no con-
tribution to experimental specific-heat data. The dis-
order associated with nuclear spin orientation is not
frozen in, but at temperatures above 1K it is normally
complete, the associated entropy is constant, and there
is no contribution to the specific heat. Both of these
contributions to the entropy cancel in chemical reac-
tions, and, although they could be calculated with the
Boltzmann formula, they are omitted in tabulations of
the entropies of chemical substances. There are also
some paramagnetic salts in which the magnet mo-
ments of the unpaired electrons, as in the case of nu-
clear moments, order only below 1K. Specific-heat
measurements to 1K would suggest S0a0, but meas-
urements to sufficiently low temperature would give
S0 ¼ 0.

The enthalpy, energy, and Gibbs and Helmholtz
energies cannot be determined from specific-heat da-
ta alone. Tabulations of thermodynamic data give the
values of these quantities for compounds in their
standard states, relative to the values for the elements
in their standard states, for example, as values of the
‘‘heat of formation,’’ DH, for the reaction in which
the compound is formed from the elements. Specific-
heat data do determine the temperature dependences
of these quantities, but determination of absolute
values requires, in addition, the evaluation of con-
stants of integration. For the enthalpy and energy,
one constant of integration is needed, for example,

one value of a heat of formation for the enthalpy; for
the Gibbs and Helmholtz energies, two are needed.

See also: Bose–Einstein Condensation; Diffusionless
Transformations; Incommensurate Phases; Irreversible
Thermodynamics and Basic Transport Theory in Solids;
Phase Transformation; Phase Transformations, Mathe-
matical Aspects of; Phases and Phase Equilibrium; Ther-
modynamic Properties, General.

PACS: 51.30.þ i; 63.20.� e; 65.40.Ba; 65.40.De;
65.40.Gr; 67.40.Kh; 74.25.Bt; 75.20.Hr; 75.20.�g;
75.40.Cx; 75.50.Cc; 75.50.Ee; 82.60.Fa; 75.20.Hr
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Nomenclature

A Helmholtz energy (Jmol–1)
B magnetic induction (T) (tesla �

weber m�2)
Bh hyperfine magnetic induction (T)
C specific heat (J K� 1mol� 1)
Ce electronic specific heat (J K� 1mol� 1)
Ch hyperfine specific heat (J K� 1mol� 1)
Cl lattice specific heat (J K� 1mol� 1)
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Cm magnetic specific heat (J K� 1mol� 1)
CP specific heat at constant pressure

(J K� 1mol� 1)
Cr rotational specific heat (J K� 1mol� 1)
Ct translational specific heat (J K� 1

mol� 1)
Cv vibrational specific heat (J K� 1mol� 1)
CBCS specific heat of a BCS superconductor

(J K� 1mol� 1)
CD Debye specific heat (J K� 1mol� 1)
CE Einstein specific heat (J K� 1mol� 1)
CV specific heat at constant volume (JK� 1

mol� 1)
D electric displacement vector (Cm� 1

(coulomb m� 1))
e electron charge (C (coulomb))
e2q electric-field gradient at the nucleus

(Vm� 2 (voltm� 2))
E electric field (Vm� 1 (voltm� 1))
EF Fermi energy (Jmol–1)
g spectroscopic splitting factor (dimen-

sionless)
G Gibbs energy (Jmol–1)
H magnetic field (Am–1 (ampere m–1))
H enthalpy (Jmol� 1)
I nuclear spin quantum number (dimen-

sionless)
J electronic spin quantum number (di-

mensionless)
kB Boltzmann constant (J K� 1)
m mass (kg)
me free electron mass (kg)
mJ quantum numbers labeling sublevels of J

in a magnetic field (dimensionless)
mbs electron mass from band structure cal-

culations (kg)
m* effective electron mass (kg)
M magnetic moment (J T� 1mol–1)
n number of atoms (dimensionless)

NA Avagadro’s number (mol� 1)
N(EF) density of states at the Fermi energy

(states J� 1mol� 1)
P pressure (Nm� 2 (newton m� 2¼ pas-

cal))
q heat (Jmol� 1)
Q nuclear electric quadrupole moment

(m2)
R gas constant (J K� 1mol� 1)
S entropy (JK� 1mol� 1)
T temperature (K)
Tc superconducting critical temperature

(K)
TF Fermi temperature (K)
Tl lambda temperature for 4He superfluid

transition (K)
U, E energy (Jmol� 1)
V volume (m3)
w work (Jmol� 1)
z valence (dimensionless)
a thermal expansion (K� 1)
D energy difference between two states (J)
g Sommerfeld constant (J K� 2mol� 1)
yr characteristic rotation temperature (K)
yv characteristic vibration temperature (K)
YD Debye temperature (K)
YE Einstein temperature (K)
k isothermal compressibility (m� 2 kg� 1)
l electron–phonon interaction parameter

(dimensionless)
m nuclear magnetic moment (in units of

mN)
m0 permeability of free space (henrym� 1)
mB Bohr magneton (J T� 1)
mN nuclear magneton (J T� 1)
o frequency (s� 1)
oD Debye cutoff frequency (s� 1)
oE characteristic Einstein frequency (s� 1)
_ Planck’s constant h divided by 2p (J s)

Spin Density Waves and Magnons
N Harrison, Los Alamos National Laboratory, Los
Alamos, NM, USA

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

A review of semiconductors would be incomplete
without the inclusion of those classes of extremely
narrow gap semiconductors and semimetals that re-
sult from microscopic interactions between itinerant
(or nearly free) electrons in a correlated metal. This

article is devoted to spin-density waves, which are a
consequence of Coulomb interactions between elec-
trons causing a system to become antiferromagnetic,
which would otherwise be metallic. Perhaps, the
most extreme example is that where the Coulomb
interactions between electrons exceed the total elec-
tronic bandwidth, leading to an insulator that can be
very well described by the Hubbard model. Spin-
density waves are subtle by comparison, being much
more dependent on details of the Fermi surface to-
pology. It is, therefore, more convenient to consider
spin-density waves as perturbations of electronic
bands of quasiparticles in a metal. The gaps are
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significantly smaller, enabling quasiparticles to be
easily excited across the spin-density wave gap, with
tiny pockets of metallic carriers surviving in many
cases.

The resulting antiferromagnetism can be mapped
onto the simple case of a Heisenberg antiferro-
magnet. The moments are nevertheless smaller with
comparatively long spatial periodicities of the spin
modulation projected in preferred crystallographic
directions that are predetermined by the details of
the band structure. The existence of thermodynamic
coupling between the spin-density wave and the
charge degrees of freedom of the electronic bands
causes these systems to be subject to phase excitations
(or phasons) in a manner similar to the charge-density
wave systems. Changes in the orientation of the spins,
in contrast, take place via spin-wave excitations (or
magnons), which are qualitatively similar to those
that occur in Heisenberg antiferromagnets.

This article begins by considering the instability at
the Fermi surface responsible for the spin-density
wave formation, and then continues by discussing
their static and dynamic properties. These include
collective excitations involving both electronic (pha-
son) and spin (magnon) degrees of freedom. Finally,
the topic of field-induced spin-density waves, in
which orbital contributions to the total free energy
help stabilize such ground states in the presence of a
strong magnetic field, is discussed. Transitions be-
tween different field-induced spin-density wave phas-
es involving different levels of orbital quantization
give rise to a novel manifestation of the bulk quan-
tum Hall effect.

Fermi Surface Nesting and Spin-Density
Wave Formation

The term ‘‘spin-density wave’’ refers to a simple one-
dimensional (1D) antiferromagnetic modulation of
the local spin density S ¼ S0 cosðr �Q0 þ f0Þ con-
densed from electrons that may subsequently become
insulating. An essential precondition for spin-density
wave formation to be energetically favorable is that a
large fraction of the electron and hole quasiparticles
share the same group velocity vF at the Fermi energy
eF. The residual Coulomb potential between quasi-
particles U must also be significant, but smaller than
the total electronic bandwidth W. These requirements
tend to be met in systems where the calculated elec-
tronic bands (1) are very narrow and (2) are highly
anisotropic or have large flat sections of Fermi surface
that can efficiently nest. The term ‘‘nesting’’ refers to
the process by which the translational symmetry bre-
aking of the crystalline lattice at a characteristic wave

vector Q0 eliminates major sections of the Fermi sur-
face upon opening a gap 2D. In a spin-density wave
system, this gap opens up wherever spin-up and spin-
down electronic bands cross. Figure 1 shows an
example of the cross section of a Fermi surface ame-
nable to nesting. The combined process of nesting
and gap formation saves energy by greatly reducing
the total electronic density of states at eF.

Ground states of spin-density waves occur most
commonly in molecular or organic metals, although
classic examples occur in elemental chromium and its
alloys. The antiferromagnetic ground states of heavy
fermion systems, which have quasiparticle effective
masses many times the free electron mass, can also
sometimes be understood in terms of spin-density
waves. While many of these materials have compli-
cated electronic structures, the spin-density wave
theory is most easily applied to systems with only a
single electronic band,

ek;s ¼ _2k2x=2mþ e>ðky; kzÞ þ sgmBB ½1�

crossing eF. The simplest case, by far, is that for a
metal where the single electronic band has a signi-
ficant dispersion only along chains parallel to x,
where kx is the x-component of the momentum vec-
tor k and s ¼ 71=2 represents spin-up and spin-
down branches. A purely 1D dispersion is obtained
by setting the limit e>ðky; kzÞ-0. Because spin-den-
sity wave formation only affects states that are close
to eF, it is often convenient to consider a linear ap-
proximation of the form

ek;s ¼ _nFjkx � kFj þ sgmBB ½2�

vF vF

 

 ky

kx

Q0

Figure 1 An example of a fictional Fermi surface susceptible to

nesting. The Fermi velocity vF is always perpendicular to the

Fermi surface. Translation of the Fermi surface by the nesting

vector Q0 enables sections of the Fermi surface with opposing

Fermi velocities to meet each other tangentially. The nested

sections become dielectric if the bands anticross upon opening of

a gap. The dotted lines represent shadows of the translated

Fermi surface.
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where nF ¼ _kF=m at the 1D Fermi surface where
k ¼ 7kF. Theoretical models of spin-density waves
regularly consider a dispersion of the form given by
eqn [2] in conjunction with a lattice spacing along x
equal to a ¼ 2kF=p. This situation then corresponds to
a half-filled band containing one electron per unit cell.
There are two reasons why theoreticians make such a
choice. One is that stoichiometric metals always con-
tain an integral number of electrons per unit cell,
where 1 is then the simplest number. The other is that
half-filled bands facilitate direct comparisons with the
Hubbard model, which can also yield antiferromagne-
tic ground states. Here, eqn [2] is assumed to apply to
more general band fillings. Figure 2a shows a sketch of
this dispersion relation for which e>ðky; kzÞE0 and
the degeneracy of the spin-up and spin-down states is
lifted by a finite B in order to demonstrate the inde-
pendence of Q0 ¼ 2kF on a magnetic field. Figure 2b
shows this same dispersion relation after undergoing
translational symmetry breaking with respect to the
nesting vector and gap formation. The resulting mul-
tiple bands are obtained by solving

ð2eD � ðek;s þ enQ0�k;�sÞÞ2 � ðek;s � enQ0�k;�sÞ2

¼ 4D2 ½3�

for eD. The existence of a 1D Fermi surface enables
perfect nesting in this case, giving rise to a fully gapped
quasiparticle spectrum. Because spin-up and spin-
down bands are mixed, spin is no longer a good
quantum number for quasiparticle excitations across
the gap.

Microscopic Theory

The opening of the gap 2D can be formally described
in terms of the Bardeen–Cooper–Schrieffer (BCS)
theory that applies to superconductivity, but with the
pairing occurring at a finite momentum Q ¼ Q0 be-
tween electron and hole quasiparticles of opposite
spin. The distinction between electrons and holes is
purely a relative one, introduced to account for the

fact that their group velocities oppose. In charge- and
spin-density wave systems alike, the Fermi surface
instability originates from a divergency in the Q-de-
pendent charge and spin susceptibilities at Q0 ¼ 2kF
which becomes logarithmic, w0ðQÞplnjðQþQ0Þ=
ðQ�Q0Þj, when the electronic dispersion is 1D as
given by eqn [2]. Spin-density wave formation be-
comes increasingly favorable over the charge-density
wave formation when the spin susceptibility is en-
hanced by a Stoner factor such that wðQÞ ¼ w0ðQÞ=
ð1�Uw0ðQÞ=2m0m2BÞ. Because Q0 is independent of
the magnetic field, spin-density waves are particular-
ly robust in magnetic fields, and in some cases can
even be strengthened, as will be shown to be the case
of the field-induced spin-density wave systems. For
the dispersion relation given by eqn [2] and Figure
2a, the mean-field theory yields

DT¼0 ¼ We�1=l ½4�

at zero temperature, where l ¼ UnðeFÞ is the effective
coupling constant, and nðeFÞDW�1 is the density of
the electronic states (per unit cell) at eF. The effective
electronic bandwidth is W ¼ p_nF=a for the disper-
sion relation given by eqn [2]. As is the case for su-
perconductivity, the transition into a spin-density
wave phase is expected to be of second order in the
absence of an applied magnetic field and additional
interactions, with the transition temperature TSDW

given by

2DD3:52kBTSDW ½5�

in the weak coupling limit. The single-particle elec-
tronic density of states becomes

nðeÞ ¼ W�1Re
e� eFj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðe� eFÞ2 � D2
q

8><
>:

9>=
>; ½6�

upon opening a gap, which can be obtained by dif-
ferentiating kx in eqn [3] with respect to energy e.

0

�F

� �

0
(a) (b)

kx kx

Q0 = 2kF

�F

Q0

Figure 2 (a) The electronic dispersion according to eqn [2] with a finite magnetic B included to lift the spin degeneracy. The up and

down arrows indicate the spin-up and spin-down branches respectively, while Q0 denotes the nesting vector. (b) The same bands,

according to eqn [3] after Fermi surface nesting and gap formation. The size of the gap at eF is 2D.
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The spin-density wave condensation energy at zero
temperature is given by

F ¼ �1
2 nðeFÞD

2 ½7�

which is again similar to that in superconductivity.
Since the present model considers only the case of a
1D dispersion, the coherence length, x0 ¼ _nF=pD, is
strictly defined in one dimension.

Basic Static Properties

In high-quality samples at temperatures far below
TSDW, the correlation length over which the spin-den-
sity wave remains periodic greatly exceeds the coher-
ence length. It often follows that the low-temperature,
low electric field, and low-frequency conducting prop-
erties are those of a simple semiconductor or semi-
metal. In the case of the simple dispersion given by
eqn [2], perfect nesting leads to a classic semiconduc-
tor-like behavior of the conductivity

sxx ¼ s0e�D=kBT ½8�

Ordinary quasiparticles must be thermally excited
across the spin-density wave gap in order to contrib-
ute to the electrical conductivity, just as in a semicon-
ductor. In metals with more complicated band
structures, such as chromium, however, imperfect
nesting leaves behind residual electron and hole pock-
ets that continue to conduct in a conventional metallic
fashion. In such a case, the electrical properties of the
ground state are those of a semimetal, for which the
conductivity contribution from quasiparticles excited
across the spin-density wave gap is comparatively
negligible. An important exception occurs in the case
of magnetic field-induced spin-density waves, where
the gap is augmented by a magnetic field as a con-
sequence of Landau quantization.

The magnetic properties of spin-density waves are
qualitatively similar to those of an antiferromagnet
with a reduced moment

m ¼ gmBS ¼ 4D
U

mB ½9�

and with a long period

L ¼ 2p
Q0

½10�

that is matched to 2kF rather than the crystalline
lattice period a. The direction in which the spins
preferentially align is determined by the effective
coupling constants between them. The primary
coupling constant for a simple 1D chain is given by

J ¼ _nFð1� lÞ1=2

L
½11�

in the weak coupling limit. If the spins order in a pre-
ferred direction orthogonal to the chains, the magnetic
susceptibility wjj along that preferred direction is zero
at temperatures T{TSDW, provided the applied
magnetic field is lower than that required to flop the
spin. In other directions, the spins are able to cant,
giving rise to a finite spin susceptibility w> ¼
Ng2m0m

2
B=2VJ, where V is the volume per unit cell.

In a similar manner to charge-density waves, the
commensurability of a spin-density wave is deter-
mined by the number of electrons per unit cell, N ¼
Q0a=p where 2p=a is the length of the 1D Brillouin
zone prior to ordering. If N can be accurately reduced
to a simple fraction of the form N ¼ A=B, where A
and B are integers, the superlattice period over which
both the spin-density and atomic positions repeat is
aB, in which case the spin-density wave is considered
to be commensurate. The spin-density wave is incom-
mensurate if N is an irrational number.

Collective Excitations: Phasons

The close correlation between the periodicity of spin-
density waves and the electronic structure near the
Fermi energy implies that they can undergo charge
excitations like charge-density waves. These excita-
tions then determine the electrodynamics of spin-
density waves. It also serves as a useful approxima-
tion to simplify the treatment of the charge degrees of
freedom by expanding the free energy in even powers
of the order parameter and its spatial and temporal
derivatives so as to obtain

F ¼ a Dj j2þb
dD
dx

� �2

þg
dD
dt

� �2

½12�

Compatibility with the mean-field theory is obtained
by setting a ¼ �nðeFÞ=2; b ¼ nðeFÞð_nF=2DÞ2, and
g ¼ nðeFÞð_=2DÞ2. The order parameter itself can be
expanded as

D ¼ ðD0 þ dÞeif ½13�

where d respresents a small perturbation in its am-
plitude and f ¼ Q � r ¼ Qx accounts for the phase of
the spin modulation described in the introduction.
The dispersion relations for the excitation of the
spin-density wave can then be obtained by assuming
independent oscillatory variations d ¼ d0eiðoAt�kxÞ

and f ¼ f0 þ dfeiðoft�kxÞ of the amplitude and phase
of the spin-density wave, respectively. Noting that
the first two terms on the right-hand side of eqn [12]
are potential energy terms while the third is a kinetic
energy term, the application of Lagrangian mechan-
ics yields

ð_oAÞ2 ¼ 2D2 þ ð_nFkÞ2 ½14a�
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and

of ¼ nFk ½14b�

for the amplitude and phase modes, respectively,
which are illustrated in Figure 3. The first mode oc-
curs at energies comparable to the gap. Since SpD,
this mode is effectively a high-energy magnon mode.
The second mode vanishes at k ¼ 0, therefore corre-
sponding to a collective sliding mode of the spin-den-
sity wave phase, which carries a dissipationless current
analogous to the Fröhlich mode in charge-density
wave systems. In practice, spin-density waves become
strongly coupled to impurities and defects in the crys-
talline lattice, resulting in the opening of a small gap at
k ¼ 0. This inhibits dissipationless sliding, thereby
restoring the familiar semiconducting properties of the
spin-density wave state at low excitation energies.

The frequency-dependent conductivity can be es-
timated by considering an electric field, EðtÞ ¼
E0e

iðoft�kxÞ that then couples directly to the conden-
sate charge. The equation of motion becomes

d2f
dt2

þ n2F
d2f
dx2

¼ 2kFeEðofÞ
m

½15�

where

r ¼ e

p
df
dx

½16�

is the accumulated electrical charge resulting from
compression or tension of the spin-density wave and

jSDW ¼ e

p
df
dt

½17�

is the electrical current resulting from its sliding mo-
tion. The solution of eqn [15] yields a frequency-
dependent conductivity of the collective mode of the
form

scollðofÞ ¼
ne2

m

p
2
dðofÞ þ

i

of

� �
½18�

where n is the carrier density (becoming N/a in one
dimension) and dðofÞ is a Dirac delta singularity.
Since it does not include pinning interactions with
impurities, which occur in real systems, this result is
somewhat academic. Such interactions have two ef-
fects: the first is to bind the spin-density wave to the
lattice, causing the Dirac delta singularity to be shift-
ed to finite frequencies, dðof � o0Þ, and the second is
to resist the sliding motion of the spin-density wave
causing losses that broaden the collective mode. This
broadening can be phenomenologically modeled by
considering an effective relaxation time, t. In spite of
these complications, eqn [18] is a useful result be-
cause an integration ð2=pÞ

R
scoll dof of the con-

ductivity over the frequency yields the same total
spectral weight ne2/m as is obtained in the normal
metallic state. The implication of this result is that
the spin-density wave collective mode is able to ac-
count for all of the spectral weight. This contrasts
with the case of a charge-density wave where coup-
ling to the ionic lattice distortion causes the collective
mode to acquire a heavy effective mass, reducing its
share of the spectral weight.

A convenient means of modeling the effects of im-
purities on the frequency-dependent conductivity is
to assume that the pinning forces dominate for small
local perturbations of the spin-density wave position
compared to the spin-density period L ¼ 2p=Q0,
causing it to resonate about pinning sites at a char-
acteristic frequency o0. This can be formally accom-
plished by inserting a pinning restoring force o2

0x
and a damping term ð1=tÞdf=dt into eqn [15], and
by assuming rigid motion of the spin-density wave,
whereby n2Fðd

2f=dx2Þ ¼ 0. Hence,

d2f
dt2

þ 1

t
df
dt

þ o2
0f ¼ 2kFeEðofÞ

m
½19�

which facilitates a particularly trivial solution of the
form

scollðofÞ ¼
ne2

iofm

o2
f

o2
0 � o2

f � iof=t

 !
½20�

Owing to the simplifications made in eqn [19], eqn
[20] can only be considered as an approximation. In
addition to not taking into consideration deformations

0

�m

�A

��

�

k

Figure 3 Approximate dispersion relations of excitations of a

simple spin-density ground state at low temperatures, ignoring

the effects of impurities and magnetic anisotropy. oA is the am-

plitude mode, which effectively corresponds to high-energy

magnon excitations. of is the phason mode, corresponding to

deformation and translational motion of the spin-density wave.

om is the magnon mode, corresponding to spin-waves involving

purely rotational degrees of freedom of the spins.
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of the phase, it also does not consider any details of
the mechanism by which spin-density waves interact
with impurities and defects. In the case of a charge-
density wave, for example, the collective mode con-
sists of a spatial modulation of the local charge,
providing a direct means of coupling to charged im-
purities in the lattice. A spin-density wave must un-
dergo relative phase shifts between its spin-up and
spin-down components in order to realize a quali-
tatively similar type of coupling. In spite of these lim-
itations, eqn [20] provides a surprisingly good account
of the frequency-dependent conductivity observed in
most spin-density wave systems. The conductivity at
yet higher frequencies then includes an additional res-
onance corresponding to quasiparticle excitations
across the gap 2D, which is typically two to three or-
ders of magnitude larger than o0.

By taking appropriate limits, eqns [19] and [20]
also provide one with a rough phenomenological
understanding of the reaction of spin-density waves
to a constant electric field. By setting of ¼ 0 in eqn
[20], for example, one can obtain zero conductivity,
which is an appropriate value for small values of the
electric field E0 at T ¼ 0. By seeking a time-inde-
pendent solution to eqn [19], one can see that the
spin-density wave will undergo a continuous sliding
motion provided the electric field exceeds a threshold
value E04mo2

0f=2ekF, where the pinning force
should eventually reverse and oscillate with x for
f4p=2. This leads to a situation for large E0 where
the force of the electric field is balanced against the
damping term, yielding a Drude-like conductivity.

Collective Excitations: Magnons

In eqn [14a], the amplitude of the spin modulation
can be seen to undergo excitations, but with a rather
large gap 2D equivalent to that for quasiparticle ex-
citations at T ¼ 0. Low-energy magnon modes are
not obtained from the simple model of the free
energy given by eqn [12], because it does not con-
sider the rotational degrees of freedom of the spins
that are necessary to produce spin waves. These can
instead be obtained by mapping the spin degrees of
freedom onto a simple 1D Heisenberg antifer-
romagnet Hamiltonian of the form

H ¼ m
mB

� �2

J
X
p

S2pS2pþ1 � gmBB
X
p

S2p þH>

½21�

Here, the prefactor accounts for the reduced mo-
ment, while the index p refers to a system with the
periodicity L of the reconstructed Brillouin zone
rather than the original lattice. The magnetization is

expected to be isotropic for isolated chains, in which
case H> ¼ 0, leading to a gapless spin wave
behavior.

The equation of motion

_
dSpþq

dt
¼ m� Beff ½22�

for spin waves is obtained by equating the rate of
change of the angular momentum against the torque
imposed on spins rotated with respect to each other
along the chain. Here, m ¼ mgS is the reduced mo-
ment expressed in vector form to account for its ori-
entation. The total effective molecular field of an
antiferromagnet,

Beff ¼ ð�1Þq J

gmB
ðS2pþq�1 þ 2S2pþq þ S2pþqþ1Þ ½23�

felt by each moment due to its two nearest neighbors
alternates between odd and even q sites. The solution
to eqn [22] is well known to have the form

_om ¼ 2JS sin
Lk
2

����
���� ½24�

where, L=2 is the effective separation between spins
along the chain. The dispersion relation given by eqn
[24] is sketched in Figure 3 along with the other
modes, and can be seen to be approximately linear at
low excitation energies.

In real spin-density wave systems, the crystal ex-
tends in three dimensions, leading to the possibility
of additional couplings between the chains. Should
the spins then have preferred axes of orientation, the
antiferromagnet becomes anisotropic. The spins may
no longer be free to rotate under such circumstances,
causing the linear dispersion given by eqn [24] to
become gapped. These effects are usually modeled by
considering the anisotropy term H> in eqn [21] to
include contributions that increase or reduce the
energy D associated with the alignment of spins
along certain directions. The size of the gap is typ-
ically of the order 2S

ffiffiffiffiffiffi
JD

p
.

Field-Induced Spin-Density Waves

Equation [3], as depicted in Figure 2a, yields a set of
bands that change with the magnetic field, but where
the gap in the density of electronic states at eF re-
mains symmetric about eF. This occurs because the
spin-density waves are the consequence of pairing
between electron and hole quasiparticles of opposite
spin, causing simple spin-density wave systems to be
independent of a magnetic field. This situation
changes, however, as soon as the nesting becomes
imperfect. Imperfect nesting leaves behind small
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pockets of the Fermi surface that then undergo
orbital quantization in a magnetic field. Orbital
quantization has a pronounced effect on the free
energy of the total system at low temperatures,
providing an additional term that can help make the
spin-density wave ground states more stable in a
magnetic field. Such effects should occur in all spin-
density wave systems with imperfect nesting, inclu-
ding elemental chromium, but are more pronounced
in systems where the transition temperature into the
spin-density wave phase is low, or where the elec-
tronic bands are highly anisotropic. By far, the most
striking behavior occurs in systems with an incipient
spin-density wave, as has been shown to be the case
in certain examples of the Bechgaard salts. ‘‘Incipi-
ent’’ here means that the Coulomb interactions are
present to the extent that the metal is on the thresh-
old of forming a spin-density wave phase, but where
the efficiency of the nesting is insufficient to make a
spin-density wave ground state stable at zero magne-
tic field. The system then has the potential to undergo
transitions into spin-density wave phases in a magne-
tic field; hence, the term ‘‘field-induced spin-density
waves.’’ At zero magnetic field, the ground state can
be a normal metal or a superconductor. The spin-
density wave phase supersedes superconductivity in a
magnetic field, because superconductivity is inhibited
by magnetic fields.

One way to understand the origin of field-induced
spin-density waves is through the process of one di-
mensionalization of the electron motion in a magne-
tic field. A simple model to consider is that where the
ky component of the electronic dispersion given by
eqn [1] has the form

e>ðkyÞ ¼ �2tb cos kyb� 2t0b cos 2kyb ½25�

where tboW=4 and t0botb are the nearest neighbor
and second nearest neighbor electron transfer en-
ergies along the b-axis of a crystal. As shown in
Figure 4a, the Fermi surface can no longer be nested
by Q0 ¼ ð2kF; 0Þ or Q0 ¼ ð2kF; p=bÞ owing to the
finite values of the transfer integrals along b. A
magnetic field causes electrons on the 2D Fermi sur-
face to follow a snake-like path similar to that in
Figure 4b, where its real space width 4btb=_ob and
period c ¼ 2pnF=ob decrease inversely proportion-
ately with the frequency ob ¼ eBnFb=_, and hence
the magnetic field B. One can make the qualitative
argument that the motion becomes 1D as soon as
4tbo_ob, whereupon quasiparticles are mostly con-
fined to single 1D chains.

From the quantum mechanical perspective, the one-
dimensionalization can be understood by making a
Landau–Peierls substitution, k-ir� eA=_, into the

dispersion relation given by eqns [1] and [25], which
yields a 1D Schrödinger equation

_2

2m

@2

@x2
cðxÞ � 2tb cos kyb� 2p

c
x

� �
� 2t0b

� cos 2kyb� 4p
c

x

� �
¼ ecðxÞ ½26�

that is a function of only x where ky then merely de-
termines the shift in the coordinate of the center of the
wave function.

The spin-density wave formation now involves the
nesting of e as determined by eqn [26]. In spite of the
added complexity, the thermodynamics is shown to
be surprisingly similar to that of a conventional spin-
density wave ground state. Notably, eqns [4],[5], and
[7] continue to be applicable but with the effective
coupling constant having a modified form

l ¼ UnðeFÞJ20
2t0b
ob

� �
½27�

where J0 is a zeroth-order Bessel function. The elec-
tronic density of states continues to be fully gapped,
but with 2D also functioning as a Landau gap
between Landau bands dispersed with respect to kx,
in which the orbital motion of quasiparticles is quan-
tized. The orbital angular momentum of each
quasiparticle in each Landau band is given by

Q0

0

�/b

�/a

ky

kx

vF
l= h/ebB

(a)

(b)

Figure 4 (a) A sketch of a Fermi surface similar to that seen in

the Bechgaard salts, in which the nesting at vector Q0 is imper-

fect. The dotted lines show what the Fermi surface looks like

when e>ðky Þ ¼ 0, whereupon perfect nesting is recovered. Ar-

rows indicate the direction of motion of quasiparticles on the

Fermi surface for a magnetic field pointing out of the page.

(b) The trajectory of a quasiparticle in real space, obtained

through the equation of motion, _@k=@t ¼ evF � B, where

vF ¼ rk e. The spatial dimensions of the real space trajectory

are inversely proportional to the magnetic field strength. The

product cb encloses a single flux quantum.
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_ðl þ 1=2Þ, where the quantum number has values
l ¼ 0; 1; 2;y, as for Landau levels in a simple 2D
electron gas. The Landau bands are each separated in
energy by an effective cyclotron energy _oc that de-
pends on the details of the nested band structure. By
making an analogy with 2D electron gas systems, one
can gain further insight into understanding as to why
imperfectly nested spin-density waves are stabilized
by a magnetic field. The free energy of a 2D electron
gas experiences sharp minima as a function of B
whenever eF is situated in a Landau gap (i.e., some-
where in the gap between two adjacent Landau
levels, l and l þ 1). It is by utilizing such minima
between Landau bands that field-induced spin-den-
sity waves become stable. This, therefore, exerts a
constraint by which eF must always be situated with-
in a Landau gap in a field-induced spin-density wave
phase.

The above constraint has two important implica-
tions for field-induced spin-density wave systems.
The first is that the Landau bands are always com-
pletely filled, giving rise to a type of integer quantum
Hall effect where

sxy ¼ 7
2ne2

h
½28�

per layer, n is the quantum number of the highest
occupied Landau level and the sign depends on
whether one or two closed pockets contain a net
number of electrons or holes. The second implication
is that the nesting vector is quantized, where

Q0 ¼ 2kF7
2pn
c

;
p
b
þ dky

� �
½29�

in the simplest case, in order to sustain an integer
filling factor n. This type of quantum Hall effect dif-
fers from that in conventional 2D electron gas sys-
tems in several ways. The first is the factor of 2 in the
numerator of eqn [28], which results from the fact
that up- and down-spin states are paired with no net
spin quantum numbers, giving rise to completely
spin-degenerate Landau bands. The second is that
the net slope of the Hall resistivity rxyE1=sxy
throughout the field-induced spin-density wave phas-
es, depicted in Figure 5, does not intersect rxy ¼
B ¼ 0. Finally, the quantum Hall effect does not
depend on the existence of localized states in the tails
of Landau levels as it does in conventional 2D elec-
tron gas systems. The inability of eF to reside in a
Landau band implies that a change in the value
of the quantized Hall conductivity must be realized
by means of a first-order phase transition between
phases with different optimal values of n. An alter-
native possibility is that the normal metallic phase is

restored between stable Hall plateaux. Orbital
quantization within field-induced spin-density wave
phases causes the off-diagonal components of the
conductivity tensor to dominate over the diagonal
ones, giving rise to a low resistivity state, rxxB
sxx=s2xy-0, as in the conventional quantum Hall
effect. This contrasts with the semiconductor-like
behavior seen in perfectly nested spin-density wave
phases.

See also: Fermi Surface Measurements; Spin Density
Waves and Magnons.
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Nomenclature

a or b lattice constant along x or y (m)
A or B arbitrary integers (dimensionless)
B or B magnetic flux density (magnetic field) (T)
Beff Heisenberg molecular field (T)
D anisotropy energy (J, eV)
e electron charge (C)
E electric field (Vm–1)
g electronic g-factor (dimensionless)
h Planck constant (J s)
_ Planck constant divided by 2pðJ sÞ
H Heisenberg spin Hamiltonian (J, eV)
H> anisotropy Hamiltonian (J, eV)
i square root of –1 (dimensionless)
jSDW current of collective mode (C s–1)
J Heisenberg interaction (J, eV)
k electronic wave vector (m–1)
kF Fermi wave vector (m–1)
kx, ky, or kz electronic wave vector along x, y, or z

(m–1)
l Landau level index (dimensionless)
c one-dimensional Fermi surface traversal

length (m)
m quasiparticle effective mass (kg)
m or m moment of spin (Am2 or units of mB)
n carrier density (3D) (m–3)
nðeÞ electronic density of states per unit cell

(J–1, eV–1)
N number of electrons per unit cell (di-

mensionless)
p or q indices of spin (dimensionless)
Q quasiparticle excitation wave vector

(m–1)

Q0 or Q0 optimum nesting vector (m–1)
S or S spin per unit cell (dimensionless)
t time (s)
tb transfer integral along b (nearest neigh-

bor, second nearest) (J, eV)
T temperature (K)
U Coulomb potential (J, eV)
vF or nF quasiparticle group velocity at Fermi

surface (m s–1)
W electronic bandwidth (J, eV)
x spatial dimension along x (m)
2D gap energy (J, eV)
e electronic dispersion (J, eV)
eF Fermi energy (J, eV)
e> electronic dispersion orthogonal to x

(J, eV)
L period of spin modulation (m)
l effective coupling constant (dimension-

less)
r charge density per unit length (Cm–1)
n Landau level filling factor (dimension-

less)
rxy Hall resistivity ðOmÞ
s electronic spin (dimensionless)
scoll conductivity of collective mode ðO21

m21Þ
sxx conductivity (diagonal) ðO21m21Þ
sxy Hall conductivity ðO�1 m�1Þ
t relaxation time (transport) (s)
F free energy per unit cell (J–1, eV–1)
f phase (radians)
w spin susceptibility (dimensionless)
c electronic wave function (dimensionless)
o0 pinning frequency (s–1)
oA amplitudon frequency (s–1)
ob one-dimensional Fermi surface traversal

frequency (s–1)
om magnon frequency (s–1)
of phason frequency (s–1)
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Introduction

Statistical mechanics was created in the second half
of the nineteenth century as a branch of theoretical
physics with the purpose of deriving the laws of
thermodynamic systems from the equations of mo-
tion of their elementary constituents, that is, atoms
and molecules.

It is commonly recognized that statistical mechan-
ics originated principally through the efforts of
Rudolf Clausius (1822–1888), who first interpreted
heat as the kinetic energy of molecules, James Clerk
Maxwell (1831–1879), who derived the velocity dis-
tribution of the molecules in an ideal gas and, most
importantly, Ludwig Boltzmann (1844–1906), who
gave a statistical meaning to entropy.

Statistical mechanics was also the field where
quantum physics first revealed itself: indeed, in 1900,
Max Planck proposed the quantization hypothesis
and gave a statistical interpretation of the black body
radiation. Only two years later, Josiah Willard Gibbs
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(1839–1903) introduced the statistical-ensembles ap-
proach, which is commonly used today and allows
one to extend statistical methods to a great variety of
physical systems.

In the 1920s, the application of statistical methods
to quantum mechanical systems gave rise to a sub-
stantially new discipline which was called quantum
statistical mechanics; the theory in use up to that
time, and its further developments – not involving
quantum mechanics (e.g., the theory of phase tran-
sitions and critical phenomena) – were accordingly
called classical statistical mechanics.

Usually, statistical mechanics deals with equilibri-
um phenomena and it should be called, more precise-
ly, equilibrium statistical mechanics. Nonequilibrium
phenomena are typically more difficult to study, but
several important statistical treatments of them exist,
starting with the famous and seminal Boltzmann
equation. These topics of nonequilibrium statistical
mechanics are generally discussed as specific subjects
directly related to their applications (e.g., transport
phenomena, relaxation phenomena). In the following
sections, the basics of classical equilibrium statistical
mechanics are introduced.

Macroscopic and Microscopic Variables

The physical systems studied by statistical mechanics
are composed of a very large (typically 1023) number
(N) of particles or degrees of freedom. In classical
mechanics, the (microscopic) state of a system is
univocally identified by giving the generalized posi-
tions q and momenta p of all the constituents.

For the sake of clarity the following will focus on a
system composed of N pointlike particles. The 6N-
tuple of all momenta and positions are denoted by (p,
q) (or, when it is convenient to explicitly specify the
number of particles, by (p(N), q(N))), defining

ðp; qÞ ¼ ðpðNÞ; qðNÞÞ
¼ ðp1x; p1y; p1z;y; pNx; pNy; pNz;

q1x; q1y; q1z;y; qNx; qNy; qNzÞ

The microstate (p, q) is, therefore, a point in the 6N-
dimensional phase space XN, which is the set of all
possible physical states of the system.

According to classical dynamics, the time evolut-
ion of a system is determined by its Hamiltonian
H(p, q), and its coordinates (p(t),q(t)) satisfy the
Hamilton equations

dpi
dt

¼ �@H

@qi
;

dqi
dt

¼ @H

@pi

On the other hand, the macroscopic state (macro-
state) of a system, which is the object of thermody-
namics, is described by a very small number of
macroscopic variables (e.g., volume, pressure, tem-
perature); therefore, it corresponds to many different
microscopic states. The macroscopic variables ap-
pearing in thermodynamic laws can be divided into
two different categories: the mechanical (or, in more
general systems, the magnetic, the electric, etc.) and
the statistical (or thermal) ones. The former can be
calculated even for a single microstate from its co-
ordinates (p, q), that is, they are functions, f(p, q), of
the points of the phase space (e.g., the internal
energy). The latter cannot be determined for a single
microstate, but all the microstates belonging to a
given macrostate are needed in order to calculate
them, that is, they are functions of subsets of the
phase space (e.g., the entropy).

Time Averages

A fundamental assumption of classical statistical me-
chanics concerns the characteristic times of micro-
scopic versus macroscopic dynamics. It is assumed
that the microscopic dynamics is much faster than
the macroscopic one, so that during a macroscopic
measurement (the measurement of a macroscopic
variable) the system assumes many different micro-
states (indeed, for continuous coordinates, infinite
microstates). Therefore, the measured value of a me-
chanical macroscopic variable M is to be considered
the time average %mt of the corresponding microscop-
ic one m:

%mt ¼
1

t

Z t

0

mðtÞ dt ½1�

t being the measurement duration. Considering that t
is typically very large with respect to all character-
istic times involved in microscopic dynamics, one
takes the t-N limit, defining the macroscopic
variable M as

M ¼ lim
t-N

%mt ½2�

Even with this simplifying assumption, the problem of
determining M would require the solution of the
equations of motion for the system, unless some fur-
ther hypotheses are introduced. These are connected
with the statistical equilibrium condition, that is, to
the experimentally observed time independence of
macroscopic variables: first, it must be supposed that
the limit in [2] exists; then, M is required to be inde-
pendent of the specific microstate (belonging to the
given macrostate) assumed by the system at the instant
t¼ 0 (formally the beginning of the measurement).
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Phase-Space Averages

A crucial technical step in the development of clas-
sical statistical mechanics is the passage from time
averages to phase-space averages. To introduce it, it
is considered that in classical mechanics every me-
chanical variable m is a function, m(p, q), of the
phase-space coordinates p and q. Therefore, to cal-
culate time averages one could simply consider the
number of times the system has visited each point in
phase space (or, more precisely, an infinitesimal
volume dp dq around that point); associating with
every point (p, q) a weight r(p, q) proportional to the
number of visits, one can then obtain the time
average of any variable m by computing its weighted
average on the phase-space points. These heuristic
considerations can be mathematically formalized as
follows (assuming all the conditions for the inter-
change of the integrals and the limit hold)

M ¼ lim
t-N

1

t

Z t

0

mðpðtÞ; qðtÞÞdt

¼ lim
t-N

1

t

Z t

0

Z
mðp; qÞdðp� pðtÞÞ

�
�dðq� qðtÞÞdp dq�dt

¼
Z

mðp;qÞ lim
t-N

h 1

t

Z t

0

dðp� pðtÞÞ

�dðq� qðtÞÞdt�dp dq

�
Z

mðp;qÞrðp; qÞdp dq ½3�

where

rðp; qÞ � lim
t-N

1

t

Z t

0

dðp� pðtÞÞdðq� qðtÞÞdt

with dp � dp1x?dpNz and dq � dq1x?dqNz ½4�

Notice that the introduction of r(p, q) allows one
to calculate the average values of any mechanical
variable without knowing its dynamics: in other
words, once r(p, q) is known, the time can be com-
pletely neglected in all further calculations.

From the requirements introduced at the end of the
last section, and from the generality of M, it follows
that the function r(p, q) only depends on, and com-
pletely determines, the macrostate it corresponds to.
Therefore, it must parametrically depend only on the
restricted number of macroscopic variables defining
that macrostate. The same requirements would imply
that, for any starting point (p, q) belonging to the
macrostate, the system visits all the microstates be-
longing to it and that the frequency of visits is r(p,
q). This property cannot be proved for a generic dy-
namical system, and it has to be considered as one of
the fundamental assumptions of classical statistical
mechanics.

The Statistical Ensembles

The calculation of r(p, q) from its definition would
imply the complete solution of the equations of mo-
tion with any initial condition. This is in practice
impossible even for simple systems, due to the large
number of degrees of freedom. In fact, r(p, q) was
determined in a general form once and for all by
Gibbs for the most significant cases, on the basis of
physical considerations and assumptions.

Gibbs followed an alternative approach. Instead of
just one system, he considered a large set of physically
identical systems at once, all having the same Ham-
iltonian but being in different microstates at a given
time t, and he assumed that the representative points
(p, q) in phase space were distributed with a density
r(p, q). He called such a set a statistical ensemble and
r(p, q) its distribution. In other words, each system in
the ensemble is, at time t, in a microscopic state (p, q)
corresponding to the macroscopic state described by
r(p, q), with a probability given by r(p, q) itself. Then
he imposed the statistical equilibrium condition by
requiring that the density of the points representing
the systems in the phase space was left invariant
during their time evolution. Finally, he proved that
this condition is fulfilled if and only if

rðp; qÞ ¼ f ðHðp; qÞÞ ½5�

that is, if and only if r(p, q) depends on the phase-
space coordinates p and q only through the Hamil-
tonian of the system.

Now, considering the typical macroscopic con-
straints characterizing a thermodynamic system, he
identified three main general kinds of ensembles and,
using [5] and some specific hypotheses, he calculated
their distributions. Gibbs called these ensembles mi-
crocanonical, canonical, and grand canonical, and
these names have been used ever since.

The Microcanonical Ensemble

Even though Gibbs first considered the canonical en-
semble and then derived the microcanonical one
from it, the following formal development of statis-
tical mechanics suggested inverting the order, to have
a stronger connection with the microscopic dynam-
ical equations.

The microcanonical ensemble describes a closed
isolated system, that is, a system which cannot ex-
change particles and energy with the external world,
confined in a fixed volume. Therefore, the macro-
scopic variables characterizing it are the number of
particles N, the volume V, and the total energy E.
Notice that all of them are mechanical variables: in-
deed, the microcanonical ensemble is the statistical
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ensemble which is most directly connected with a
classical dynamical system. The variablesN, V, and E
are also all extensive, that is, they are asymptotically
proportional to the number of degrees of freedom
(usually 3N) for largeN. Many physical properties of
thermodynamic systems turn out to be simpler by
taking the thermodynamic limit N-N; in that case,
it shall be required that the ratios of V and E to N
(called the specific volume and the specific energy,
respectively) are constant in this limit:

lim
N-N

V

N
¼ v; lim

N-N

E

N
¼ e ½6�

Due to its defining conditions, the energy of each
system belonging to the microcanonical ensemble is
constant during time evolution; in other words, its
trajectory in phase space entirely lies on the hyper-
surface H(p, q)¼E. The microcanonical distribution
is obtained assuming that r(p, q) is constant on this
hypersurface and zero elsewhere:

rmCN;V;Eðp; qÞ ¼
e0dðE�Hðp; qÞÞ

GðN;V;EÞ ½7�

where

GðN;V;EÞ ¼ e0

Z
dðE�Hðp; qÞÞdp dq ½8�

is the measure of the region of the phase space ac-
cessible to the system, that is, it measures how large
the set of microstates corresponding to the given
macrostate identified by N, V, and E is, and e0 is an
arbitrary but fixed constant with the dimension of an
energy, which is convenient to introduce to give G the
dimension of a volume in phase space (without loss
of generality, it can be set equal to 1).

The assumption leading to [7] means that the sys-
tem, in its motion, explores ‘‘in a uniform way’’ the
whole constant-energy hypersurface. Many attempts
have been made during the last century to mathe-
matically prove this hypothesis to be a consequence
of general properties of Hamiltonian dynamical sys-
tems. However, this problem, known as the ergodic
problem, has not been solved but for a very restricted
class of systems (typically hard-spheres gases), and
the ergodic hypothesis will be considered to be a
reasonable assumption leading to experimentally
verifiable results.

Knowing the microcanonical distribution rmCN;V;E

ðp; qÞ, it is possible to calculate the average of any
mechanical variable according to [3]. However, there
is no rule to calculate the fundamental thermal
variables, such as the entropy S and the temperature
T. In order to connect the microcanonical distribution
with the thermodynamics, the most important postu-
late of all statistical mechanics has to be introduced,

namely, the Boltzmann relation, which derives the
entropy from G:

SðN;V;EÞ ¼ kB ln
GðN;V;EÞ

G0
½9�

where kB¼ 1.3807� 10�23 JK� 1 is the Boltzmann
constant and G0 is a fixed but arbitrary number with
the same dimensions as G. It represents a unit of
measure for volumes in phase space and it is necessary
to make the argument of the logarithm adimensional.
It is to be noted that it does not make the definition
[9] ambiguous, since the entropy, like every thermo-
dynamic potential, is always defined up to an arbi-
trary additive constant. As is well known, this
arbitrariness can be eliminated by introducing the
so-called third principle of thermodynamics, or the
Nernst postulate, according to which the entropy
must vanish for T-0: this requirement univocally
fixes the value of G0. Moreover, in order to have a
coherent definition of G0 for different values of N
when taking the thermodynamic limit, it is customary
to choose once for all the unit of measure g for the
smallest phase space, corresponding to only one par-
ticle in one dimension, and then define G0(N) for a
system of N particles (in three dimensions) as

G0ðNÞ ¼ g3N ½10�

Considerations based on the semiclassical limit of
quantum mechanics suggest then to choose g¼ h,
where h is the Planck constant, but this is outside the
proper domain of classical statistical mechanics.

The Boltzmann relation cannot be mathematically
proved and one has to consider it as a postulate. All
that can be done is proving that, under some re-
strictive hypotheses, the statistical entropy defined by
[9] has the same mathematical properties as the ther-
modynamic entropy defined by the differential rela-
tion dS¼ dQ/T. The fundamental of these hypotheses
concerns the interactions between the particles in the
system: they must decay rather fast with increasing
distance. More precisely, suppose the interactions are
isotropic, for the sake of simplicity, the interaction
potentials V(r) must decay faster than r� 2 as r-N.
This means that equilibrium statistical mechanics
cannot be applied to systems with (non-negligible)
gravitational interactions, as well as to systems con-
taining electrically charged particles and having non-
zero total charge.

An important modification to [9] has to be intro-
duced if the particles of the system are indistinguish-
able. Indeed, many years before the quantum concept
of identical particles was introduced, Gibbs proved
that G needs to be divided by N! in order to preserve
the asymptotic additivity of the entropy (his argument
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is commonly know as the Gibbs paradox):

SðN;V;EÞ ¼ kB ln
GðN;V;EÞ

G0N!
½11�

In the most general case, not all the particles are in-
distinguishable, but one can haveN1 indistinguishable
particles of one kind, N2 of a different kind, and so
on. If the system is composed of m different kinds of
indistinguishable particles, with

Pm
i¼1 Ni ¼ N (allo-

wing even Ni ¼ 1 for the sake of generality), the most
general expression of the entropy is given by

SðN1;y; Nm;V;EÞ ¼ kB ln
GðN1;y;Nm;V;EÞ

G0N1!?Nm!

½12�

A slightly different definition of the microcanonical
ensemble can be found in literature, according to
which the systems belonging to the ensemble have
energy between E and EþDE instead of exactly E.
Assuming a constant distribution in the entire phase-
space region satisfying that constraint, and defining G
to be the volume of this region, one can again define S
using [12]. It can be shown that in the thermodynamic
limit, the two definitions of the entropy are asymp-
totically equivalent and the corresponding distribu-
tions give the same thermodynamic behavior.

Equation [12] is the starting point for deriving all
the thermodynamics of the microcanonical ensemble.
Applying basic thermodynamic relations, one obtains

1

T
¼ @S

@E

����
V; N1;y; Nm

½13�

P

T
¼ @S

@V

����
E; N1;y; Nm

½14�

mi
T

¼ � @S

@Ni

����
V; E

½15�

giving the temperature, the pressure, and the chem-
ical potentials, respectively.

The Canonical Ensemble

The most typical system studied in statistical mechan-
ics is confined in a fixed volume and is closed, but it is
not isolated and it can exchange energy with a ther-
mal bath (or a reservoir) at a fixed temperature. It is
described by the canonical ensemble, and the macro-
scopic variables characterizing it are the number of
particles N, the volume V, and the temperature T.

It can be considered as a small but macroscopic
subsystem of a closed isolated system, the remaining
part of which acts as a reservoir. Therefore, the ca-
nonical distribution from the microcanonical one can

be obtained, calculating the distribution of a closed
subsystem whose volume and number of particles in
the thermodynamic limit satisfy

lim
N-N

V

N
¼ v;

lim
N-N

N

NTOT
¼ lim

N-N

V

VTOT
¼ 0 ½16�

NTOT and VTOT being the number of particles and
the volume of the whole closed isolated system. In-
troducing, as usual, some suitable hypotheses (e.g.,
the ratio between the external surface of the subsys-
tem and its volume must vanish in the thermody-
namic limit) after some calculations, one gets

rCN;V;Tðp; qÞ ¼
e�Hðp;qÞ=kBT

ZðN;V;TÞ ½17�

where

ZðN;V;TÞ ¼
Z

e�Hðp;qÞ=kBTdp dq ½18�

is called the canonical partition function.
For the canonical ensemble, Z plays a role

analogous to G for the microcanonical one: it is a
sort of normalization factor which is not directly
measurable, but it is the starting point for deriving all
the thermodynamic quantities. The basic relation
connecting it to a thermodynamic potential is

FðN;V;TÞ ¼ �kBT ln
ZðN;V;TÞ

Z0
½19�

F being the Helmholtz free energy and Z0 an arbi-
trary constant with the same dimensions as Z, play-
ing the same role of G0 in [9]; indeed, F too is defined
up to an additive constant like S and the arbitrariness
can be eliminated in the same way by assuming the
third principle of thermodynamics to hold. More-
over, the same considerations introduced for G0,
concerning the normalization in the thermodynamic
limit and the presence of indistinguishable particles,
apply. Accordingly, the general form of [19] becomes

FðN1;y;Nm;V;TÞ

¼ �kBT ln
ZðN1;y;Nm;V;TÞ
Z0ðNÞN1!?Nm!

½20�

with

Z0ðNÞ ¼ g3N ½21�

After determining F by [20], all the thermodynamics
of the canonical ensemble can be easily deduced. The
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main thermodynamic equations needed are

S ¼ �@F

@T

����
V; N1;y; Nm

½22�

P ¼ �@F

@V

����
T; N1;y; Nm

½23�

mi ¼
@F

@Ni

����
V; T

½24�

E ¼ F þ TS ½25�

where E denotes the internal energy and coincides
with the average value of the Hamiltonian.

The Grand Canonical Ensemble

The case of a system occupying a fixed volume but
exchanging particles and energy with the external
world, at fixed temperature and chemical potentials,
is described by the grand canonical ensemble. In the
simplest situation, all the particles are of the same
kind and a macrostate is as usual defined by three
macroscopic variables, the volume V, the tempera-
ture T, and the chemical potential m (representing the
energy increment due to the addition of a particle).
However, a microstate is no longer represented by a
point in a usual phase space. Indeed, the dimension
of the phase space depends on the number of parti-
cles N, and here N is variable.

To consider this problem, one has to introduce an
extended space X given by the union of the phase
spaces XN corresponding to all possible N:

X ¼
[N
N¼0

XN ½26�

A point in this space is given by the (6Nþ 1)-tuple
(N, p(N), q(N)), that is, by the number of particles N
and a point in the corresponding phase space XN

(note that one has to include the case N¼ 0, corre-
sponding to an empty system). For any N, one has
also to consider a specific Hamiltonian
HNðpðNÞ; qðNÞÞ and, to have a coherent definition of
volumes in phase spaces of different dimensions, the
volume unit Z0(N)¼ g3N is chosen according to [21].

To obtain the grand canonical distribution, a pro-
cedure similar to the one used to derive the canonical
distribution from the microcanonical one can be
followed.

A small but macroscopic subsystem of a closed
isolated system is considered, the remaining part of
which acts as a reservoir of energy and particles. The
subsystem is open (it can exchange particles and
energy with the external world), but it occupies a

fixed volume V in space. It is assumed that, taking
the thermodynamic limit,

lim
V-N

V

VTOT
¼ 0 ½27�

where VTOT is the volume of the whole closed iso-
lated system, and that the ratio between the external
surface of the subsystem and its volume also vanishes
in the thermodynamic limit. After some algebra, one
obtains

rGC
m;V;TðN; pðNÞ; qðNÞ ¼ eðmN�HNðpðNÞ;qðNÞÞÞ=kBT

g3NN!ZGCðm;V;TÞ ½28�

where

ZGCðm;V;TÞ

¼
XN
N¼0

emN=kBT

g3NN!

�
Z

e�ðHNðpðNÞ;qðNÞÞ=kBTÞdpðNÞ dqðNÞ ½29�

is the grand canonical partition function or grand
partition function. The last expression can also be
written as

ZGCðm;V;TÞ ¼
XN
N¼0

zNZðN;V;TÞ
g3NN!

½30�

in terms of the canonical partition functions Z(N, V,
T) and of the activity z, defined by

z ¼ em=kBT ½31�

In the most general case of a system composed of m
different kinds of indistinguishable particles, a dif-
ferent chemical potential for each kind of particle has
to be introduced; therefore, the macroscopic vari-
ables characterizing a macrostate are T, V, and the m
chemical potentials m1,y ,mm.

As for the microstates, the number Ni of particles
of each kind i¼ 1,y ,m has to be specified, and the
corresponding phase space XN1;y; Nm

has to be in-
troduced with coordinates ðpðN1;y; NmÞ; qðN1;y; NmÞÞ.
Accordingly, the extended space X of [26] becomes

X ¼
[N

N1¼0

?
[N

Nm¼0

XN1;y; Nm
½32�

and a point of X is specified by the coordinates
ðN1;y; Nm; p

ðN1;y; NmÞ; qðN1;y; NmÞÞ, while the Ham-
iltonian acting on it is HN1;y; Nm ðpðN1;y; NmÞ;
qðN1;y; NmÞÞ. Using this notation, the grand canonical
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partition function is given by

rGC
m1;y; mm;V;TðN1;y; Nm; p

ðN1;y; NmÞ; qðN1;y; NmÞÞ

¼ e
Pm

i¼1
miNi�HN1 ;y; Nm ðpðN1 ;y; NmÞ;qðN1 ;y; NmÞÞð Þ=kBT

g3
Pm

i¼1
NiN1!?Nm!ZGCðm1;y; mm;V;TÞ

½33�
with

ZGCðm1;y; mm;V;TÞ

¼
XN
N1¼0

?
XN
Nm¼0

Ym
i¼1

zNi

i

g3NiNi!

�
Z

e�ðHN1
;y; Nm ðpðN1 ;y; NmÞ;qðN1 ;y; NmÞÞÞ=kBT

� dpðN1;y; NmÞ dqðN1;y; NmÞ ½34�
and

zi ¼ emi=kBT ½35�

The thermodynamics of the grand canonical ensem-
ble can be derived from the basic equation

Oðm1;y;mm;V;TÞ
¼ �kBT ln ZGCðm1;y; mm;V;TÞ ½36�

where the thermodynamic potential O is defined by

O ¼ �PV ½37�

The other thermodynamic quantities are obtained
from O applying the relations

S ¼ �@O
@T

����
V;m1;y; mm

½38�

Ni ¼ �@O
@mi

����
V;T

½39�

E ¼ Oþ TSþ
Xm
i¼1

miNi ½40�

where Ni denotes the average number of particles of
kind i.

The Perfect Gas

The simplest and best-known application of classical
statistical mechanics concerns the so-called perfect
gas, that is, a system of noninteracting particles. This
is obviously an ideal case, since a complete absence
of interaction would prevent a system from reaching
the equilibrium, but it can be considered a good ap-
proximation for rarefied real gases, where the po-
tential energy is negligible with respect to the kinetic
energy. It also represents the natural starting point

for the study of more complicated systems by per-
turbative techniques.

Choosing, for the sake of simplicity, a monatomic
gas composed of indistinguishable pointlike particles
of only one kind, the perfect gas Hamiltonian is

HNðpðNÞ; qðNÞÞ ¼
XN
i¼1

p2i
2m

½41�

with pi ¼ (pix, piy, piz) and m being the mass of each
particle.

Microcanonical Ensemble

The case of a closed isolated system is studied first
and described by the microcanonical ensemble. It is
supposed that the gas is confined in a fixed space
volume V, with a fixed energy E, and number of
particles N.

To calculate the thermodynamic properties of such
a system, first its entropy is to be determined ac-
cording to [11], and to do that, the measure G(N, V,
E) of the region of the phase space accessible to the
system is needed:

GðN;V;EÞ

¼ e0

Z
dðE�Hðp; qÞÞdp dq

¼ e0VN

Z
d E�

XN
i¼1

p2i
2m

 !
dp1?dpN ½42�

After some straightforward steps, one obtains

GðN;V;EÞ ¼ e0VNðEÞ3N=2�1ð2mpÞ3N=2

GEulð3N=2Þ ½43�

and, substituting in [11] and using [10],

SðN;V;EÞ ¼ kB ln
e0VNðEÞ3N=2�1ð2mpÞ3N=2

GEulð3N=2Þg3NN!
½44�

which, for N-N and using the definitions [6], gives
the asymptotic expression

SðN;V;EÞEkBN 5=2þ ln
ð4mep=3Þ3=2v

g3

 !
½45�

It is to be noted that the entropy [45] is extensive as
expected, due to the Gibbs factor N! introduced in
[11]. Finally, applying [13]–[15], the usual thermo-
dynamic equations for the perfect monatomic gas are
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obtained:

1

T
¼ 3

2

kB
e

½46�

P

T
¼ kB

v
½47�

m
T

¼ �kB ln
ð4mep=3Þ3=2v

g3
½48�

It can be noted that, due to the presence of the ar-
bitrary normalization constant g, the chemical po-
tential is not univocally defined unless one introduces
the third principle of thermodynamics or quantum
mechanical arguments (see the comments to eqns [9]
and [10]).

Canonical Ensemble

Consider the perfect monatomic gas composed of N
particles in a fixed volume V, in thermal equilibrium
with a reservoir at temperature T. This system is de-
scribed by the canonical ensemble, and to calculate
its thermodynamics the partition function Z defined
in [18] is needed. Calculating Z for the Hamiltonian
[41] one obtains

ZðN;V;TÞ ¼
Z

e�Hðp;qÞ=kBTdp dq

¼VN

Z
e
�
PN
i¼1

ðp2i =2mkBTÞ
dp1?dpN

¼VNð2pmkBTÞ3N=2 ½49�

and, applying [20] for m¼ 1 and N-N,

FðN;V;TÞ ¼ � kBT ln
ZðN;V;TÞ

N!g3N

E � kBTN lnðevð2pmkBTg�2Þ3=2Þ ½50�

Again, the Helmholtz free energy is extensive due to
the Gibbs factor N!

The main thermodynamic equations are then given
by eqns [22]–[25]:

S ¼ NkB lnðe5=2vð2pmkBTg�2Þ3=2Þ ½51�

P ¼ kBT

v
½52�

m ¼ �kBT lnðvð2pmkBTg�2Þ3=2Þ ½53�

E ¼ 3
2NkBT ½54�

Grand Canonical Ensemble

Finally, consider the case of a perfect monatomic gas
in a fixed volume V, exchanging energy and particles
with a reservoir at fixed T and m. Using expression

[30] for the grand canonical partition function, with
Z(N, V, T) given by [49], one obtains

ZGCðm;V;TÞ ¼
XN
N¼0

zNZðN;V;TÞ
g3NN!

¼
XN
N¼0

zNVNð2pmkBTÞ3N=2

g3NN!

¼ ezVð2pmkBTg�2Þ3=2 ½55�

and, from [36] and [37],

O ¼ �PV ¼ �kBZVT
5=2ð2pmkBg�2Þ3=2 ½56�

while the thermodynamic relations given by eqns
[38]–[40] are

S ¼ 5

2
� m
kBT

� �
kBzVð2pmkBTg�2Þ3=2 ½57�

N ¼ zVð2pmkBTg�2Þ3=2 ½58�

E ¼ 3
2kBTzVð2pmkBTg�2Þ3=2 ½59�

The thermodynamic equations derived for the
three ensembles have obviously different meanings,
since they refer to different physical situations. In-
deed, quantities which are fixed in one of the en-
sembles can be fluctuating in a different ensemble
(e.g., E is fixed in the microcanonical and fluctuating
in the other ensembles). However, if the average val-
ues of the fluctuating quantities are considered, all
these equations become equivalent from a mathe-
matical point of view, allowing a unified thermody-
namic description. From a physical point of view,
this makes sense as far as the fluctuations around the
average values are negligible with respect to the
average values themselves or, in other words, as far
as the relative fluctuations vanish.

This can be shown to happen usually in the ther-
modynamic limit, with the important exception of
systems near critical point, where even the relative
fluctuations typically diverge.

See also: Phases and Phase Equilibrium; Quantum Me-
chanics: Critical Phenomena; Statistical Mechanics:
Quantum; Stochastic Processes in Physics and Chemis-
try; Specific Heat; Thermodynamic Properties, General.
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E energy
F Helmholtz free energy

H Hamiltonian
kB Boltzmann constant
m mass
N number of particles
p momenta
P pressure
q coordinates
S entropy
t time
T absolute temperature
v specific volume
V volume
e specific energy
m chemical potential
X phase space
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One of the fundamental results in classical statistical
mechanics is the Boltzmann distribution function.
Given a system formed by a large number of iden-
tical particles and in contact with a thermal re-
servoir, it gives the probability for the system to have
a given energy E. The Boltzmann distribution can be
derived by counting the number of possible micro-
scopic configurations which lead to the same energy
and assuming that they occur with the same prob-
ability. Another crucial assumption, which seems
perfectly justified in the classical world, is that the
particles, albeit identical, are supposed to be dis-
tinguishable. This last hypothesis does not hold in
the quantum world, as one of the postulates of
quantum mechanics states that identical particles
should be considered as indistinguishable. The wave
function of a system of identical particles should be
unchanged, up to a phase factor, under a permuta-
tion of two of them. The standard argument to
derive the statistics is to apply a permutation be-
tween two particles twice, that is, restoring the in-
itial configuration. It immediately follows (the 2D
case is not considered) that under a permutation,
the wave function can remain unchanged (symmet-
ric) or change sign (antisymmetric). These two cases
define two different classes of particles named
bosons and fermions, respectively. Bosons are parti-
cles with an integer spin, while for fermions, the spin
assumes half-integer values. In both cases, the pres-
ence of a particle in a given state influences the

probability of the other particles to be in that state;
this is not the case in the hypothesis which leads to
the Boltzmann distribution. (Indistinguishability of
identical particles and then quantum mechanical ef-
fects are intimately related to the fact that the wave
functions of two particles have appreciable overlap.
Decreasing the temperature T or increasing the den-
sity, r, of an identical particle system will lead to a
wave packet overlap when the thermal de Broglie

wavelength ldBðTÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p_2=mkBT

q
becomes of the

order or greater than the average distance between
particles, ldBðTÞXdE1=r1=3.) If P1 is the probability
of adding a classical particle to a state with n parti-
cles, from the symmetry properties of the wave func-
tions, it is easy to show that in the case of fermions or
bosons, this probability is respectively suppressed by
a factor ð1� nÞ, or enhanced by a factor ð1þ nÞ. The
probability for two bosons to be in the same quantum
state is enhanced; on the contrary, fermions obey the
Pauli principle which forbids two fermionic particles
to have the same quantum numbers.

In order to obtain the distribution function
for fermions and bosons one can proceed as follows.
Consider two energy states E1 and E2; the principle
of detailed balance states that in equilibrium the ratio
of transition rates between the two states is equal to
the ratio of the populations of particles in the two
states or, equivalently, to the ratio of the Boltzmann
factors: G2-1=G1-2 ¼ n1=n2 ¼ e�bE1=e�bE2 . The
probability of having n fermions/bosons in a given
state can be expressed in terms of the Boltzmann
distribution if the rates are properly modified so
as to account for the suppression/enhancement
factor due to the occupancy of the final state. The
detailed balance condition can then be rewritten as
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n1ð17n1Þ=½n2ð17n2Þ� ¼ e�bðE1�E2Þ where b¼ 1=kBT,
T is the temperature and kB is the Boltzmann constant.
From the previous equation it follows that the distri-
bution functions for quantum particles are

nFDðEÞ ¼
1

ebðE�mÞ þ 1
for fermions ½1�

nBEðEÞ ¼
1

ebðE�mÞ � 1
for bosons ½2�

In the previous equations the chemical potential m
fixes the average total number of particles. The func-
tions n(E) are named after the scientists who formu-
lated them, as Bose–Einstein and Fermi–Dirac
distribution functions. Equations [1] and [2] are rep-
resented in Figure 1 for different values of the tem-
peratures. At energies E much larger than 1=b, the
quantum statistics approaches the Boltzmann distri-
bution; in the limit of high temperatures, the average
occupation of each energy state is much smaller than
one and the quantum effects can be ignored. Indeed for
n{1, the suppression/enhancement factor related to
the quantum statistics can be ignored and thus the
classical distribution function is recovered. In the low
temperature limit, the quantum effects become dom-
inant. Bose–Einstein statistics lies always above the
Boltzmann distribution. The Fermi–Dirac distribution
function is always less than one (due to the Pauli prin-
ciple), and at zero temperature, drops abruptly from
one to zero at the (so-called) Fermi energy EF (coin-
cident in this case with the chemical potential).

The differences in the distribution functions will
reflect in the properties of Fermi and Bose systems at
low temperatures. Although it is impossible to briefly
review this huge field of investigation, it is neverthe-
less useful to recall a few brief important examples
where quantum statistics plays a dominant role. In
order to keep the presentation as simple as possible,
perfect gases are considered, that is, the only contri-
bution to the energy is due to the kinetic term while
interaction between particles are disregarded. The
fact that a direct interaction term is not present does
not mean that the particles do not feel each other. As
discussed already, indistinguishability implies that
the probability for a particle to occupy a given state
influences the probability of the other particles being
in the same state. Let fermions be considered first. At
zero temperature, from the Pauli principle, it follows
that all states below a certain energy are occupied
while all the states above it are empty. The energy of
the highest occupied level is defined as the Fermi
energy. A Fermi gas is said to be degenerate when its
temperature is small compared to EF/kB; in the op-
posite limit of a non-degenerate gas, the properties
are those of a classical gas and therefore, they are not
discussed here. For a gas of N fermions contained in
a volume V, the Fermi energy is given by

EF ¼ _2

2m

3p2N
V

� �2=3

½3�

where _ is the Planck constant divided by 2p, and m
is the fermion mass. Another useful quantity to char-
acterize the system is the density of states N(e), de-
fined as the number of states which are present in an
energy shell between E and Eþ dE. For a Fermi gas,
counting the states in the given shell results in a
density of states

NðEÞ ¼ V

2p2
2m

_2

� �3=2

E1=2 ½4�

The chemical potential m coincides with the Fermi
energy at zero temperatures; on increasing T, it de-
creases and becomes negative (a 3D system is con-
sidered) at temperatures of the order of the Fermi
temperature TF ¼ EF=kB. Typical values of the Fermi
energy for metals are such that at room temperature
the ratio T/TF is of the order of 10�2. In this case,
which is the most frequently encountered situation,
the density of states can be assumed to be constant in
an interval of the order of T centered in TF. A good
example to see deviations in the thermodynamic
quantities due to quantum effects is to consider the
heat capacity of a Fermi gas, such as electrons in a
metal. One can recall the equipartition theorem
which states that, for a monoatomic gas the heat

0.8

0.4

n(
E

)

0 1
(E−�)/�

0

Figure 1 The Fermi–Dirac distribution function (thin solid

curve) is compared to the Boltzmann distribution (dashed-dotted

curve) for a temperature of T ¼ 0:2 m=kB. The agreement with the

classical distribution is good only for energies far above the Fermi

energy. At low energies the Pauli principle prevents the double

occupancy of the same state as it would follow from the classical

analysis. For completeness, the Fermi–Dirac distribution is plot-

ted also at lower temperature T ¼ 0:01 m=kB; it can be noted that

it approaches a step function at zero temperature.

36 Statistical Mechanics: Quantum



capacity is constant and is 3/2. That is what is ex-
pected for a Fermi gas at temperatures higher than
the Fermi temperature. In the low temperature limit,
the only states which contribute to the heat capacity
are those in a strip of width kBT around the Fermi
energy, that is, those in the energy region where the
Fermi function is smeared. All the other electrons are
effectively frozen due to the Pauli principle. The
number of electrons thus contributing to the temper-
ature dependence of the internal energy are of the
order ofNT/TF, each of them having an energy of the
order of kBT. A detailed calculation leads to the re-
sult Ce ¼ ðp2=2ÞNkBT=TF; it goes to zero linearly
with temperature. It is possible to measure the elec-
tronic contribution to the heat capacity in metals at
low temperature (typically of the order of kelvin)
when the lattice contribution (which depends on T3)
can be disregarded. Another interesting example of
the consequence of the Pauli principle in the ther-
modynamic quantities is the Pauli spin susceptibility,
which measures the spin response of the electron
system to an applied magnetic field. Using the same
line of reasoning as before, it is evident that at low-
temperature spin susceptibility, w ¼ NðEFÞ. Indeed
the argument goes as follows: the number of spins
which can be flipped by an applied magnetic field is a
fraction of T/TF around the Fermi energy because,
due to the Pauli exclusion principle, the other spins
cannot be flipped since the corresponding (spin-
flipped) state is occupied. The susceptibility per spin
is given by the Curie law B1/T. From here it there-
fore follows that the Pauli result of a spin suscepti-
bility is independent of temperature and proportional
to the density of states at the Fermi energy. In the
presence of electron–electron interaction and/or ex-
ternal potential, instead of the particles, one can de-
scribe the properties of the Fermi liquid by means of
the long-lived quasiparticle excitations close to the
Fermi energy. The leading temperature dependence
of the various observables is not modified (for ex-
ample the heat capacity remains linear in the tem-
perature dependence); however, the effect of the
interaction enters in the renormalization of the pa-
rameters characterizing the Fermi liquid. Degenerate
Fermi systems are observed in a variety of very dif-
ferent physical situations ranging from electrons in
metals to electrons in white dwarfs. It is worth
stressing at this point that the effect of interaction
between electrons, or interaction of the electrons
with the ions of the lattice does not always result in
the renormalization of the parameters (such as ef-
fective mass).

A completely different behavior is observed in a
gas of bosons at low temperatures. Here there is no
Pauli blocking; on the other hand, for bosons, the

probability of being in the same quantum state is en-
hanced as compared to the classical value. A very
interesting phenomenon observed in the Bose system is
that of the Bose–Einstein condensation. Below a given
critical temperature, there is a macroscopic fraction of
the particles which condense into the state with the
lowest energy. In order to grasp the process of Bose–
Einstein condensation, it is useful to understand the
behavior of the chemical potential close to the tran-
sition temperature. (If the total number of bosons is
not conserved, as for photons, the chemical potential is
zero and the Bose–Einstein distribution coincides with
the Planck distribution for the blackbody radiation.)
As in the case of fermions, an ideal boson gas with a
macroscopic fixed numberN of particles of spin zero is
considered. The density of states N(E) of this system is
given by eqn [4]. The factor 1=2 is due to the fact that
the density of states per spin species is being consider-
ed. In order to avoid that some occupation number
could be negative, the value of chemical potential must
always be less than the ground-state energy which, for
simple reasons is assumed to be equal to zero, mo0
(see eqn [2]). The chemical potential depends on the
number of particles and on the temperature. At zero
temperature all the N particles are in the ground state;
from this fact it is easy to show that for T-0, the
chemical potential tends to the ground-state energy as
m ¼ �kBT=N. The particles are distributed among the
ground state and all the excited states as

N ¼
X
i

1

eðEii
�mÞ=kBT � 1

¼ N0ðTÞ

þ
Z

N

0

NðEÞ 1

eðE�mÞ=kBT � 1
dE

¼N0ðTÞ þNexðTÞ ½5�

The integral in eqn [5] can be calculated and the
result is

N ¼ N0ðTÞ þ
V

l3dBðTÞ
g3=2ðem=kBTÞ ½6�

where gZðzÞ ¼
P

N

t¼1 zt=tZ.
At ‘‘high’’ temperature the value NexðTÞ is of the

same order of magnitude of N, and the population is
distributed over all the states, each state being weak-
ly occupied. Below a critical temperature Tcpr2=3,
where r is the particle density, the ground state be-
comes macroscopically occupied and the fraction of
particle in the ground state is

N0ðTÞ
N

¼ 1� T

Tc

� �3=2

½7�

The temperature Tc is the Einstein condensation
temperature and satisfies the relation NexðTcÞ ¼ N; it
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is important to note that the critical temperature is
usually several orders of magnitude higher than the
level spacing between the ground state and the first
excited state. The occurrence of a single quantum
state macroscopically occupied is the key to the
Bose–Einstein condensation. The experimental
observation of Bose–Einstein has been recently real-
ized with dilute alkali gases.

Quantum statistical mechanics embraces a large
class of situations where quantum effects do not nec-
essarily stem from the quantum statistics of the con-
stituent particles. There are a large number of
situations where, though the particles are localized
(therefore, the indistinguishability is not important),
quantum mechanics plays a crucial role. Probably,
among the most popular situations, the studies on
localized spins interacting through an exchange coup-
ling are mentioned. In this case, quantum effects
emerge due to the quantum nature of the spin degree
of freedom. The fact that different components of the
spin do not commute reflects in a kind of quantum
frustration. The impact of spin models in quantum
statistical mechanics is not confined only to the theory
of magnetism. More generally, pseudo-spin models
should be considered as they cover a wider range of
materials, for example, glasses and superconductors.
They can be described in terms of fictitious spins lo-
cated in a given network, in certain limits.

As it is already hinted in the previous paragraph,
interaction between the particles is responsible for a
huge variety of phenomena which will appear in many
articles in this encyclopedia. In the brief description
made of the properties of Fermi systems, it is men-
tioned that electron–electron interaction can be incor-
porated by means of renormalization of the physical
parameters characterizing the fermion liquid. How-
ever, this is not always the case. Among the others,
interaction between particles often leads to instabili-
ties and consequently a phase transition to a con-
densed phase occurs. Examples of phase transitions
are ferromagnetism, superconductivity, and charge/
spin density waves, just to mention a few important
cases. Phase transitions can be driven both by thermal
fluctuations and by quantum fluctuations. In the
former case, below a certain temperature the system
orders spontaneously even in the absence of any ap-
plied field. The prototype example is the ferromagne-
tic transition; below the Curie temperature, the system
will present a spontaneous magnetization even in the
absence of any external magnetic field. A quantum
phase transition instead takes place at zero tempera-
ture, and it is driven by the changing of some param-
eter, for example, a coupling constant or an external
field, of the system. In this case the thermodynamical
properties, for example, the magnetization, are deeply

connected to the dynamical ones since both derive
from the quantum dynamics of the many-body system.
Probably, the simplest example of a quantum phase
transition can be described in a model of spin interact-
ing via an (ferromagnetic) exchange coupling (with
strong anisotropy in the x-direction) Jx, and subjected
to an external magnetic field B (say along the z-direc-
tion). This model Hamiltonian, known as Ising model
in a transverse field, appropriate for this model is

H ¼ �Jx
2

X
/ijS

sxi s
x
j � B

X
i

szi ½8�

where sa are the Pauli matrices ða ¼ x; y; zÞ. The in-
teraction, in order to give an example, is chosen to be
between nearest neighbors. In the limit of a large ex-
ternal field the spin will align along the z-direction.
However, because of the quantum nature of the spin
degree of freedom, the alignment along the direction of
the external field prevents any kind of ordering along
the x-direction due to the exchange interaction. By
increasing the ratio between Jx/B, at a given critical
value the spin will prefer to order along the x-direc-
tion, and the system will develop a nonzero magnet-
ization along the x-direction. The transition to the
ordered state can be induced at zero temperature solely
by the variation of the parameter Jx/B and, as has al-
ready been said, is intimately related to the quantum
properties of the spin. All the signals for the emergence
of a phase transition are contained in the dynamical
properties of the interacting spins. If the spins of the
Ising model are arranged in a chain, this is one of the
few exactly solvable models in quantum statistical
mechanics. Here the case of a 3D lattice is considered
and the quantum phase transition by means of the
mean field approximation is discussed. It consists in
replacing the interaction among the neighboring spins
by an effective field which acts on each spin, that is, it
consists in replacing sxi ¼ /sxi Sþ ðsxi � /sxi SÞ, where
the angular brackets /::S mean the quantum statis-
tical average, disregarding the quadratic fluctuations
around the average internal field. The value of/sxS is
determined self-consistently by imposing that the
average value of the magnetization calculated with
the approximated form of the Hamiltonian, which
reads HMF ¼ �ðJxz/sxS=2Þ

P
i sxi �B

P
i s

z
i , coin-

cides with the mean field. In the previous equation, z is
the number of nearest neighbors. This condition leads
to the self-consistent equation

/sxS ¼ /cMFjsxjcMFS ½9�

where the jcMFS is the ground-state wave function of
the mean field Hamiltonian (only the case of zero
temperature is considered). A numerical solution of
eqn [9] sketched in Figure 2, shows the behavior that is
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briefly outlined. As it is beautifully described by
Nielsen and Chuang in 2000, thanks to universality,
most of the properties of a system close to a phase
transition do not depend on the microscopic details of
the model. For the example discussed, while the value
of the critical field is indeed dependent on the ex-
change coupling, the behavior of the magnetization is
only related to the dimensionality of the system and to
the symmetry which is spontaneously broken.

As it should emerge from these remarks, quantum
mechanics plays a different role in classical and quan-
tum phase transitions. Let superconductivity as an
example be taken in order to elucidate this point. A
transition to the superconducting state is induced by
the condensation of a pair of electrons (the Cooper
pairs). The effective electron–electron attractive inter-
action (which in conventional superconductors is
mediated by the phonons) is responsible for the for-
mation of the pairs. The formation of a bound state of
two electrons is a Fermi surface effect, which relies on
quantum mechanics. Although quantum mechanical
effects are responsible for the instability to the super-
conducting state, the properties of the transition itself
can be described by classical statistical mechanics. In a
quantum phase transition, instead, the quantum fluc-
tuations are primarily responsible for the transition
itself, which is now related to a modification of the
ground-state wave function.

This last paragraph represents a return to the theme
in the introduction and a slight deviation from the
traditional quantum statistical mechanics. The ques-
tion of indistinguishability viewed from a different
perspective, has stimulated a number of works in
the newly born field of quantum information. The
(anti-)symmetrized form of the wave function for a
system composed by N (fermions) bosons implies that
the many-body state cannot be written, even in the

absence of any interaction, as a product of wave
functions related to each single particle. The many-
body wave function is said to be entangled. En-
tanglement is the property of quantum states to
exhibit correlation which cannot be accounted for by
classical physics. It arises as a consequence of the
principle of superposition in the presence of a Hilbert
space with a tensor product structure. Entanglement
denotes the nonlocal correlations that exist, even in
the absence of direct interaction, between two (spa-
tially separated) parts of a given quantum system.
Since the early days of quantum mechanics, unders-
tanding the phenomenon of entanglement has been
central to the understanding of the foundations of
quantum theory. Besides its fundamental importance,
a great deal of interest has been brought forth by its
role in quantum information. Entanglement is be-
lieved to be the main ingredient of computational
speed-up in quantum information protocols. In the
case being discussed here, entanglement is of statisti-
cal origin. With the development of information the-
ory, a great deal of attention has been devoted to the
characterization and quantification of entanglement
contained in a given quantum state. Although the
progress has been impressive, a full characterization is
still far from being completed. Parallel to understan-
ding entanglement in systems of two-level systems
(qubits) used for quantum information, research has
touched the question on how to characterize en-
tanglement in ‘‘traditional’’ condensed matter systems
with the aim of finding a bridge between information
science and condensed matter. In order to understand
more deeply the role of quantum mechanics in the
collective properties of quantum many-body systems,
probably conventional approaches in quantum statis-
tical mechanics can be conveniently supplemented by
the use of a variety of techniques developed in quan-
tum information theory. As a final example, the at-
tention devoted recently to the study of quantum
phase transitions from a ‘‘quantum information’’
point of view is mentioned. Both classical and quan-
tum phase transitions can indeed be formulated in the
framework of Ginzburg–Landau approach. A crucial
point that determines all the properties close to the
transition is the fact that the systems behave coope-
ratively. Classical correlations between particles do
not, however, imply that quantum correlations (en-
tanglement) do follow the same behavior. As en-
tanglement is one of the major resources in quantum
computation, it is certainly important to be able to
understand the properties and the amount of en-
tanglement possessed by a large number of particles
close to a quantum phase transition. The link between
statistical mechanics and quantum information theory
has been carried ahead in refining established methods

Quantum phase
transition

MX

B/JX

Figure 2 A sketch of the magnetization, at zero temperature,

along the x-axis is plotted against the ratio B=Jx . The spontane-

ous magnetization is different from zero only at sufficiently low

fields. Close to the critical point the magnetization goes as

jl� lwjb. In the mean field analysis discussed in the text b ¼ 1=2.
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for examining many-body interacting systems. An
QJ;example is the entanglement preserving Density
Matrix Renormalization Group, where a deep un-
derstanding of the entanglement properties of the
many-body systems has helped in reformulating and
generalizing this method. A final mention is made of
the attention which is being devoted to the possibility
of using quantum spin networks, a traditional arena
for quantum statistical mechanics, as quantum chan-
nels for transporting and/or manipulating quantum
information.

See also: Bose–Einstein Condensation; Statistical Me-
chanics: Classical; Thermodynamic Properties, General.

PACS: 05.30.�d; 03.67
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Introduction

The adjective ‘‘stochastic’’ goes back to the Greek
word stowoB, meaning ‘‘target’’ and is more or less
equivalent to ‘‘random.’’ Thus, a stochastic process is
governed by a probabilistic rather than a determin-
istic law.

The typical example of a stochastic process is the
Brownian motion, called after the English botanist
Robert Brown, who noticed (in 1827) that pollen
grains suspended in water jiggle about, following a
zigzag path. Several scientists of the nineteenth cen-
tury remarked that an explanation of this movement
is provided by the molecular theory of matter. A
suspended particle is constantly and randomly bom-
barded from all sides by the molecules of the liquid.
If the particle is very small, the hits it takes do not
balance (as is the case for a sizable object) and cause
it to jump. These small random jumps are what make
up the Brownian motion. The first detailed theory of
this phenomenon was developed by Einstein in 1905.

Stochastic processes are involved in physics be-
cause there are many phenomena which depend on
time in an extremely complicated way, far beyond
any possibility of calculation, but which have some

average features that obey simple laws. For example,
the instantaneous value of the force exerted by the N
molecules of a gas on the walls of a container varies
rapidly in an unpredictable way, but when averaging
over a small time interval, it becomes a simple func-
tion of the density and the average kinetic energy of a
molecule. Thus, probability considerations in physics
are due to the ignorance of the precise values of mi-
croscopic variables and the remarkable fact that it is
still possible to detect regularities in the behavior of a
few quantities that describe the macroscopic beha-
vior in a satisfactory way.

The microscopic state (or microstate, in short) of a
gas is determined by 6N variables, the coordinates,
and the components of momentum of the N mole-
cules. If one assigns the values of these variables at
time t ¼ 0, then their values at any other time instant
are determined by the equations of motion, provided
the forces are known as functions of position and
velocity. In other words, the initial microstate x de-
termines the microstate y(x, t) at any time t.

If one considers the set of initial microstates with a
probability distribution, one has a stochastic variable
X, which determines the subsequent microstates, de-
scribed by another stochastic variable Y; in other
words, Y ¼ YðX; tÞ describes a stochastic process. To
find Y (X, t) is as hard as finding the original motion.

From a purely Newtonian standpoint, one should
not talk of a stochastic process, but rather of a stoc-
hastic model of a process. As a matter of fact, the
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complex trajectory of a tossed coin, or a die, are all
phenomena ruled by deterministic laws, and thus,
not random at all. The stochastic description is useful
due to the fact that one can obtain simplified evolut-
ion equations by averaging over the irrelevant
variables. In the case of a dilute gas, this leads to
the famous Boltzmann equation, which may even
become exact, in a probabilistic sense, when the
number of particles N tends to infinity.

Quantum mechanics brings in an additional unpre-
dictability due to the basic theory and not the com-
plicated nature of the system. The classical averaging
over microscopic states in a region of phase space is
equivalent, in quantum mechanics, to the averaging
over all unit vectors in a linear subspace of the Hilbert
space of the system. This is the conventional interpre-
tation of quantum mechanics; a description of quan-
tum processes as genuine stochastic processes has been
provided by E Nelson, which is discussed at the end of
this article.

Stochastic Variables

First the concept of the stochastic (or random)
variable: it is a variable X which can have a value
in a certain set O, usually called ‘‘range,’’ ‘‘set of
states,’’ ‘‘sample space,’’ or ‘‘phase space,’’ with a
certain probability distribution. When a particular
fixed value of the same variable is considered, the
small letter x is used.

The set may be discrete; the simplest example is
heads or tails, where the probability distribution is
1/2 for each outcome (if one assumes an unloaded
coin). More commonly, the set is continuous: for ex-
ample, the kinetic energy of a particle undergoing a
Brownian motion may take any real non-negative
value x. The set of states may be multidimensional,
in which case, X is conveniently written as a vector
X. For example, X might be the velocity of a particle
undergoing a Brownian motion; in this case, the set
of states is a three-dimensional space and Xmay take
any vector value x.

When the variable is continuous, the probability
distribution PðXÞX0 is a non-negative function nor-
malized to unity in the sense thatZ

O
PðxÞ dx ¼ 1 ½1�

where the integral extends to the whole range. When
not stated otherwise, the stochastic variables are as-
sumed to be continuous. More generally, the prob-
ability can be a measure m of the subsets of the set
O ðmðOÞ ¼ 1Þ; the measure can be defined for a fam-
ily F of ‘‘elementary sets’’ and then extended to other

subsets of O, via the basic properties of m (positivity,
additivity for disjoint subsets).

The average or expectation value of any function
f(X) of the stochastic variable X is given by

/f ðXÞS ¼
Z
O
f ðxÞPðxÞ dx ½2�

In particular, mn ¼ /XnS is called the nth moment of
X, and m1 the average or mean of X. Also,

s2 ¼/ðX�/XSÞ2S ¼ m2 � m21
¼/X2S�/XS2 ½3�

is called the variance or dispersion and is the square
of the standard deviation s.

If X is a stochastic variable having r components
X1;X2; :::;Xr, its probability density PðxÞ ¼ Prðx1;
x2; :::; xrÞ is also called the joint probability distribu-
tion of the r variables X1;X2; :::;Xr. If one takes a
subset of sor variables X1;X2; :::;Xs, their proba-
bility distribution, regardless of the values of the re-
maining variables Xsþ1; :::;Xr, is

Psðx1; x2; :::; xsÞ ¼
Z
Or�s

Prðx1; x2;y; xs; xsþ1;y; xrÞ

� dxsþ1;y; dxr ½4�

and is called the marginal distribution of the given
subset of variables.

One can also attribute fixed values to Xsþ1; :::;Xr

and consider the joint probability distribution of the
s variables X1;X2; :::;Xs. This is called the condi-
tional probability of distribution of X1;X2; :::;Xs

when Xsþ1; :::;Xr have the prescribed values
xsþ1; :::; xr: It is usually denoted by Psjr�sðx1;
x2; :::; xsjxsþ1; :::; xrÞ. This probability is related to
the previous one by the Bayes rule

Psjr�sðx1; x2; :::; xsjxsþ1; :::; xrÞ

¼ Prðx1; x2; :::; xrÞ
Pr�sðxsþ1; x2; :::; xrÞ

½5�

Stochastic Processes

Once a stochastic variable has been defined, an in-
finite number of other variables can be derived from
it, that is, all the quantities Y which are functions of
X; Y ¼ f ðXÞ. If a family of functions indexed by a
variable t is taken Yt ¼ f ðX; tÞ; a stochastic process is
obtained. Mathematically, the functions are assumed
to be measurable, that is, belong to a suitable meas-
ure space.

In most applications t is the time variable, as
suggested by the notation and the name process, but
this is not a part of the definition. t might belong to a
set T. For example in the so-called Bernoulli scheme
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(or the heads and tails process), O is the set [þ 1,
� 1], where þ 1 represents heads and � 1 tails. In
this case, T is the set (N) of natural numbers; and the
process is the set of sequences y ¼ ða1; a2;yÞ with
ai ¼ þ1 or � 1, each with probability 1/2. If T is
manifold (such as space or space–time), a stochastic
process is usually called a stochastic field.

For a stochastic process, one can define joint prob-
ability densities referring to different values of t (or
different instants of time), Pnðy1; t1; y2; t2; :::; yn; tnÞ:
This hierarchy of functions obeys four consistency
conditions:

1. PnX0,
2. Pn does not change when interchanging two pairs

ðyi; ti and yk; tk),
3.
R
Pnðy1; t1; :::; yn�1; tn�1,yn,tn)

dyn¼ Pn� 1(y1,t1;...,yn�1,tn� 1); and
4.
R
P1ðy1; t1Þdy1 ¼ 1.

Kolmogorov has shown that any set of functions
satisfying these four conditions determines a stoc-
hastic process. One can similarly discuss the condi-
tional probabilities.

A stochastic process is called stationary if all the
joint probability densities depend on the time differ-
ences alone. A necessary, but not sufficient, condition
is that P1ðy1Þ is independent of time.

Markov Processes

A Markov process is a stochastic process with the
property that the state at a certain time t0 determines
the states for t4t0 and not the states tot0. In other
words,

P1jn�1ðyn; tnjy1; t1;y; yn�1tn�1Þ
¼ P1j1ðyn; tnjyn�1; tn�1Þ for t1ot2?otn ½6�

A Markov process is fully determined by the two
functions P1ðy1; t1Þ and P1j1ðy2; t2jy1; t1Þ. Thus, for
example,

P3ðy1; t1; y2; t2; y3; t3Þ ¼P1ðy1; t1ÞP1j1ðy2; t2jy1; t1Þ
� P1j1ðy3; t3jy2; t2Þ
for t1ot2ot ½7�

Integrating this identity with respect to y2, one ob-
tains

P2ðy1; t1; y3; t3Þ

¼ P1ðy1; t1Þ
Z
O
P1j1ðy2; t2jy1; t1Þ

� P1j1ðy3; t3jy2; t2Þdy2 ðt1ot2ot3Þ ½8�

or

P1j1ðy3; t3jy1; t1Þ

¼
Z
O
P1j1ðy2; t2jy1; t1ÞP1j1

� ðy3; t3jy2; t2Þdy2 ðt1ot2ot3Þ ½9�

This is called the Chapman–Kolmogorov equation.
This equation and the obvious equation

P1ðy2; t2Þ ¼
Z
O
P1j1ðy2; t2jy1; t1ÞP1ðy1; t1Þdy1 ½10�

are both necessary and sufficient for two non-
negative functions P1ðy1; t1Þ and P1j1ðy2; t2jy1; t1Þ to
uniquely define a Markov process.

There are two examples of the Markov process
which are worth discussing in some detail. The first is
the so-called Wiener process defined by

P1j1ðy2; t2jy1; t1Þ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pðt2 � t1Þ

p exp �ðy2 � y1Þ2

2ðt2 � t1Þ

" #
ðt1ot2Þ ½11�

which can be checked to satisfy the Chapman–Ko-
lmogorov equation with P1ðy1; 0Þ ¼ dðy1Þ. It de-
scribes the stochastic behavior of the position of a
Brownian particle (for simplicity, the diffusion coef-
ficient n is taken to be unity; to reinstate it, one must
replace time t by nt and, as a consequence, multiply
P1j1 by n). The probability density for t40, according
to eqn [10], is

P1ðy; tÞ ¼
1ffiffiffiffiffiffiffi
2pt

p exp �y2

2t

� �
½12�

It is easy to check that

lim
t-0þ

/½Yðt þ tÞ � YðtÞ�2S
t

¼ lim
t-0þ

1ffiffiffiffiffiffiffiffiffiffi
2pt3

p
Z

N

�N

y2 exp �y2

2t

� �
dy ¼ 1 ½13�

In the second example, Y(t) takes on non-negative
integer values n and tX0. A Markov process is de-
fined by

P1j1ðn2; t2jn1; t1Þ ¼
ðt2 � t1Þn2�n1

ðn2 � n1Þ!
e�ðt2�t1Þ ðt1pt2Þ

P1ðn; 0Þ ¼ dn;0 ½14�

This is called a Poisson process.
When a Markov process is stationary, then P1j1 de-

pends on just the time difference t ¼ t2 � t1 and the
Chapman–Kolmogorov equation simply states that
the integral operator Tt with kernel P1j1ðy2; y1; tÞ has
the semigroup property Ttþt0 ¼ TtTt0.
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The best known example of a stationary Markov
process, after the Wiener process, is the Ornstein–
Uhlenbeck process, for which

P1j1ðy2jy1; tÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pð1� e�2tÞ
p exp �ðy2 � y1e

�tÞ2

2ð1� e�2tÞ

" #

P1ðyÞ ¼
1ffiffiffiffiffiffi
2p

p e�y2=2 ½15�

In the case of a stationary Markov process, eqn [7]
becomes

P3ðy1; t1; y2; t2; y3; t3Þ ¼ P1ðy1; t1Þ
� P1j1ðy2jy1; t2 � t1ÞP1j1ðy3jy2; t3 � t2Þ ½16�

and, of course, it can be trivially extended from P3 to
Pn. Thus, the probability that a particle starting from
x ¼ 0 will be found between a1 and b1 at time t1;
between a2 and b2 at time t2, etc., and between an
and bn at time tn, is given by the formulaZ b1

a1
:::

Z bn

an
P1ðy1; t1ÞP1j1ðy2jy1; t2 � t1Þ:::P1j1

� ðynjyn�1; tn � tn�1Þ ½17�

If the Wiener process for which P1ðy1; 0Þ ¼ dðy1Þ is
considered, eqn [10] with t1 ¼ 0 becomes

P1ðy2; t2Þ ¼ P1j1ðy2j0; t2Þ ½18�

and eqn [17] becomesZ b1

a1
:::

Z bn

an
P1j1ðy1j0; t1ÞP1j1ðy2jy1; t2 � t1Þ

:::P1j1ðynjyn�1; tn � tn�1Þ ½19�

This result was first derived by Einstein and Smolu-
chowski for a free Brownian particle.

Time Evolution Equations for
the Probability Density

A stationary Markov process can be characterized by
the transition probability per unit time Wðy3jy1Þ of
going from state y1 to y3. Then, the Chapman–Ko-
lmogorov equation may be replaced by the so-called
master equation

@

@t
P1j1ðy3jy1; tÞ ¼

Z
O
fWðy3jy2ÞP1j1ðy2jy1; tÞ

�Wðy2jy3ÞP1j1ðy3jy1; tÞgdy2 ½20�

which is sometimes written as

@

@t
Pðx; tÞ ¼

Z
O
fWðxjx0ÞPðx0; tÞ

�Wðx0jxÞPðx; tÞgdx0 ½21�

when it is not necessary to mention the argument y1
of the previous equation.

If the range of Y is a discrete set of states with
labels n, the master equation for the probability pn of
a state reads as follows:

@

@t
pnðtÞ ¼

X
n0

fWnn0pn0 ðtÞ �Wn0npnðtÞg ½22�

This equation can be applied to a chemical reaction
which changes the number of molecules n of a given
species.

One can easily show that if the coefficients Wnn0

are non-negative, then pnðtÞis non-negative for t40,
if it is for t ¼ 0. In most situations of interest, there is
an equilibrium solution pen such thatX

n0
fWnn0p

e
n0 �Wn0np

e
ng ¼ 0 ½23�

If this is the case, introduce a function H(t) by

HðtÞ ¼
X
n

penf
pn
pen

� �
¼
X
n

penf ðxnÞ ½24�

where xn ¼ pn=p
e
n for convenience, and f ðxÞ is a non-

negative differentiable convex function:

fX0; ðx� yÞf 0ðxÞXf ðyÞ � f ðxÞ ð0pxoNÞ ½25�

where the equality sign applies if and only if y ¼ x. If
f ðxÞ is twice differentiable, this implies (and is im-
plied by) f 00ðxÞX0. Then

dHðtÞ
dt

¼
X
n;n0

Wnn0p
e
n0 fxn0f 0ðxnÞ � xn0f

0ðxn0 Þg ½26�

It is also remarked that for any set of numbers cn, eqn
[23] implies X

n0
Wnn0p

e
n0 ðcn � cn0 Þ ¼ 0 ½27�

Thus, if one chooses cn ¼ f ðxnÞ � xnf
0ðxnÞ and adds

the result to eqn [26], one obtains

dHðtÞ
dt

¼
X
n;n0

Wnn0p
e
n0 fðxn0 � xnÞ þ f ðxnÞ � f ðxn0 Þg

p0 ½28�

where [25] has been used. Thus, H decreases in time
unless xn ¼ 1 or pn ¼ pen. Since H cannot become
negative, it must tend to zero when t-N; if the
number of states is finite, this immediately implies
that pn also tends to a limit and this limit is pen. To
show that this is true under more general conditions
requires a more detailed argument.
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Any convex function such as, f ðxÞ ¼ xaða41Þ
could do, but one usually chooses

f ðxÞ ¼ x log x; H ¼
X
n

pn log
pn
pen

½29�

for at least two reasons. One is that this choice also
works for the nonlinear Boltzmann equation and the
other is that this choice of H produces a function
which has all the properties of entropy (except for
the sign).

Similar arguments work in the continuous case as
well, which is taken up again. Sometimes, it is
convenient to write Wðxjx0Þ ¼ Wðx0; rÞ, where
r ¼ x� x0. If one assumes that Wðx; rÞ is a peaked
function of r about r ¼ 0 and P varies slowly with x,
then a Taylor expansion to the second order in r leads
to the so-called Fokker–Planck equation (also called
the ‘‘Smoluchowski equation,’’ ‘‘second Kolmogorov
equation,’’ or ‘‘generalized diffusion equation’’)

@

@t
Pðx; tÞ ¼ @

@x
½a1ðxÞP� þ

1

2

@2

@x2
½a2ðxÞP� ½30�

where

anðxÞ ¼
Z
O
rnWðx; rÞ dr ½31�

If a1 ¼ 0 and a2 is independent of x, the Fokker–
Planck equation becomes the standard diffusion
equation describing the Brownian motion. In more
than one dimension, the coefficients a1 and a2 be-
come a vector and a tensor, respectively.

The Wiener Measure and the
Feynman–Kaç Integral

Wiener introduced a probability measure for the tra-
jectories of the Brownian motion. For the sample
space O, the set of all real-valued functions
xðtÞ ð0otoNÞ, normalized by the condition
xð0Þ ¼ 0, is first taken. As a family of ‘‘elementary
sets,’’ one takes sets of functions defined by condi-
tions of the form

fa1oxðt1Þob1; a2oxðt2Þob2;y; anoxðtnÞobng
0ot1ot2?otn ½32�

The measure (Wiener measure) assigned to the set
eqn [32] is given by the Einstein–Smoluchowski for-
mula (eqn [19]) with P1j1ðxjy; t2 � t1Þ as given by
eqn [11]. It is now easily verified that this particular
assignment of measures to the elementary sets satis-
fies the usual consistency conditions. In fact, it is seen
that consistency conditions are implied by the Chap-
man–Kolmogorov equation [10]. Once consistency is
established, one can construct (by a general theorem

of Kolmogorov) a completely additive measure in the
space of all real-valued functions x(t) ðxð0Þ ¼ 0Þ. So
constructed, this measure is nearly useless because
many sets of direct relevance and interest are non-
measurable. For instance, the set C of continuous
functions turns out to be nonmeasurable. It has been
shown by Doob that if one restricts to continuous
functions and maintains the measures [19] for the
sets in [32] (but now only continuous functions are
allowed in these sets), then a completely additive
measure mw with mwðCÞ ¼ 1 can be constructed. The
set of differentiable functions turns out to have a
vanishing measure; this means that the instantaneous
velocity of the Brownian motion as described by the
Wiener process is meaningless.

Having a completely additive measure in C, one
can define an integral (Wiener integral) which has all
the basic properties of the Lebesgue integral. For any
continuous function V(x) defined in ð�N;NÞ with
VðxÞ40, Kaç considered the Wiener integral

I ¼
Z
aoxðtÞob

exp �
Z t

0

VðxðtÞÞdt
� �

dmWt ½33�

which is easily shown to exist and to be equal to the
ordinary integral

I ¼
Z b

a

cðx; tÞ dx ½34�

where cðx; tÞ is given by

cðx; tÞ ¼
XN
k¼0

ð�1Þkckðx; tÞ ½35�

where

c0ðx; tÞ ¼ ð2ptÞ�1=2 exp �x2

2t

� �

cnþ1ðx; tÞ ¼
Z t

0

Z
N

�N

½2pðt � tÞ��1=2

� exp �ðx� yÞ2

2ðt � tÞ

" #
VðyÞcnðy; tÞ dy dt ½36�

As a consequence, cðx; tÞ satisfies

cðx; tÞ ¼c0ðx; tÞ �
Z t

0

Z
N

�N

½2pðt � tÞ��1=2

� exp �ðx� yÞ2

2ðt � tÞ

" #
VðyÞcðy; tÞ dy dt ½37�

and hence, the partial differential equation

@c
@t

¼ 1

2

@2c
@x2

� VðxÞc ½38�
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that is, there is a relation between the solutions of
this equation and the functional integral [33].

In his research, Kaç was inspired by the famous
Feynman path integral. If the connection is consider-
ed, the integral I can be seen as the limit

lim
n-N

ð2ptn�1Þ�n=2
Z

N

�N

:::

Z
N

�N

exp �tn�1
Xn
k¼1

VðxkÞ
("

þ 1

2

Xn
k¼1

xk � xk�1

tn�1

	 
2)#
½39�

which makes it obvious that the exponent is simply a
discretization of

�
Z t

0

1

2

dx

dt

� �2

þVðxðtÞÞ
( )

dt ½40�

In this form, the symbolism is physically appealing,
since the expression in braces is the Hamiltonian of a
particle under the action of a potential V(x). Fol-
lowing Feynman’s notation, the functional integral
[33] may be written as
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Actually Feynman, in his approach to nonrelativistic
quantum mechanics, was led to considering

Z
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where _ ¼ h=2p (h¼ Planck’s constant). The func-
tional

A ¼
Z t

0

1

2

dx

dt

� �2

�VðxðtÞÞ
( )

dt ½43�

is the classical action along the path x(t). Because of
the factor i ð¼

ffiffiffiffiffiffiffi
�1

p
Þ in the exponent, Feynman’s

theory is not easily made rigorous. One way is to
replace _�1 by _�1 þ ie; this gives an integral which
can be treated as Kaç’s integral, and then one can
pass to the limit when e-0þ. Of course, the partial
differential equation [38] then becomes the Schrö-
dinger equation:

i_
@c
@t

¼ �_2

2

@2c
@x2

þ VðxÞc ½44�

When _ tends to zero, the trajectories become very
irregular and their contributions to the Feynman
integral tend to cancel by interference, except for the
contribution of the classical trajectory.

Stochastic Differential Equations and
Stochastic Mechanics

In many cases, the coefficients a1 and a2 appearing in
eqn [30] permit one to reconstruct the corresponding
diffusion process (i.e., to find P(y, t)). Another way of
constructing a diffusion process from these coeffi-
cients is based on the theory of the stochastic differ-
ential equations. It can be said that the stochastic
process X is a solution of the stochastic differential
equation

dX ¼ sðt;XÞ dWt þ bðt;XÞ dt ½45�

with initial condition X ¼ X0, if

X ¼ X0 þ
Z t

0

sðt;XÞ dWt þ
Z t

0

bðt;XÞ dt ½46�

where b(t, x) is uniformly Lipschitzian in t, Wt ¼
WðtÞ is the Wiener process, and the first integral
makes sense as a stochastic integral; in the simplest
case, s is a constant and the integral equals
sðWðtÞ �Wð0ÞÞ. The notation [45] is a purely sym-
bolic notation in place of the rigorous one in [46]
because, generally speaking, the trajectories of the
processes W(t) and X(t) are continuous but almost
nowhere differentiable, and hence, dX/dt does not
exist with probability 1. There are very general the-
orems which state the existence of solutions to eqn
[46]. The relation between the two methods occurs
through an important formula due to Itô. Frequently,
the stochastic equation for a diffusion process is
called the Langevin equation in physical literature.

It is clear that

lim
t-0þ

/½Xðt þ tÞ �XðtÞ�2S
t

¼ ½sðtÞ�2

lim
t-0þ

/½Wðt þ tÞ �WðtÞ�2S
t

¼ ½sðtÞ�2
½47�

Thus, the coefficient sðtÞ is related to a2ðtÞ, used be-
fore, by a2ðtÞ ¼ ½sðtÞ�2.

Nelson has proposed a stochastic kinematics for
Markov processes. He defines a forward velocity DX
(the limit of the expected value of ðXðt þ tÞ �XðtÞÞ=t
conditioned by the past history of the process when
t-0þÞ and a backward velocity D�X (the analogous
limit of the expected value of ðXðtÞ �Xðt � tÞÞ=t
conditioned by the future history of the process). They
both coincide with ’x when the particular history x(t)
is differentiable. v ¼ ðDXþD�XÞ=2 is called the
mean velocity and u ¼ ðDx�D�XÞ=2 the osmotic
velocity. For the acceleration, one can consider DDX,
D�D�X, D�DX, DD�X, and even more choices
are available for the mean acceleration a ððDDXþ
D�D�XÞ=2; ðDD�XþD�DXÞ=2; ðDDXþ D� D�Xþ
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DD�Xþ D�DXÞ=4Þ. By giving examples, Nelson
shows that the only choice which makes sense is
a ¼ ðDD�XþD�DXÞ=2.

Assuming a process with forward velocity b¼
bðx; tÞ, backward velocity b� ¼ b�ðx; tÞ, and constant
diffusion coefficient n ¼ s2=2, it is easy to show that
the expected value for the derivative of any function
f ðX; tÞ is, by [47],

/DfS ¼ lim
t-0þ
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and, similarly

/D�fS ¼ @f
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� n
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½49�

In a similar way, one can obtain the Fokker–Planck
equations satisfied by the backward and forward
processes
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þ n

@2P

@x2
½50�
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@2P
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In principle, the probability density in the second
equation should be P�aP, but Nelson says that at the
basic level, there should be time symmetry and, more
or less explicitly, assumes P ¼ P�; n ¼ n�. This im-
plies

u ¼ b� b�
2

¼ n
1

P

@P

@x
½52�

Since v ¼ ðbþ b�Þ=2, one also has

@P

@t
þ @ðPvÞ

@x
¼ 0 ½53�

The mean acceleration a can be easily shown to be
(by [48] and [49])

a ¼ @v

@t
þ v

@v

@x
� u

@u

@x
� n

@2u

@x2
½54�

If a ¼ F=m, where F is the force, one obtains the
dynamics of the stochastic motion, described by [53]
and [54], provided u is given by eqn [52]. It is an
extremely remarkable fact that, by a change of un-
knowns ðc ¼

ffiffiffi
P

p
expði

R x
0 vðx0Þ dx0=ð2nÞÞÞ, this sys-

tem becomes the Schrödinger equation (eqn [44]),
provided n ¼ _=2m. In more than one dimension, this
holds if and only if the force is a gradient plus (pos-
sibly) a Lorentz force.

Equations [53] and [54] (with a ¼ F=m) constitute
the stochastic version of quantum mechanics pro-
posed by Nelson.

See also: Irreversible Thermodynamics and Basic Trans-
port Theory in Solids; Statistical Mechanics: Classical;
Statistical Mechanics: Quantum.

PACS: 02.50.Cw; 02.50.Ey; 02.50.Fz; 05.10.Gg
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H v Löhneysen, Universität Karlsruhe, Karlsruhe,
Germany

& 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Atomic magnetic moments arise from the presence of
partly filled orbitals classified by their main quantum

number n and angular momentum lpn� 1 in the
atomic configuration of the elements. In addition,
the electron spin also contributes to the magnetic
moment. In the solid state, the electrons occupying
these orbitals are subject to the electrostatic potential
not only of their ‘‘own’’ ion core but also of the po-
tential generated by the surrounding ions and elec-
trons. This effect depends on the spatial extent of the
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wave function of the partly filled shells. Electrons in
strongly localized orbitals behave like localized mo-
ments retaining their atomic quantum numbers, with
the ground-state multiplet given by Hund’s rules.
Hence the magnetic susceptibility w increases with
decreasing temperature T, often in a Curie–Weiss
behavior wBðT � yÞ�1, where y is a measure of the
interaction between moments. The ground-state mul-
tiplet is split by the weak crystalline electric field of the
neighboring ions. On the other hand, electrons in spa-
tially extended orbitals such as s or p electrons, in gen-
eral, delocalize, resulting in a weak Pauli susceptibility
independent of T. An interaction between magnetic
moments leads to various types of magnetic order.

In nature, magnetic properties of solids often fall
between these two extremes – localized versus delo-
calized moments – where the electron correlations
are particularly strong and lead to a wealth of novel
effects. One can order the metallic elements in a new
fashion, not with increasing atomic number as in the
periodic table of the elements, but with increasing
spatial extent of the partly filled orbitals. The
approximate sequence, 4f� 5f� 3d� 4d� 5d, maps
the increasing degree of delocalization. In interme-
tallic 4f systems, due to the strong localization of the
4f electrons, charges of the surrounding ligands dis-
turb the spherically symmetric atomic potential only
weakly, providing a splitting of the Hund’s rule
ground-state multiplet, commonly referred to as
crystalline electric field (CEF) splitting. The ground
state Hund’s rule multiplet is determined by (1) max-
imizing the total spin S, (2) maximizing the total
angular momentum L compatible with (1), and (3)
taking account of the spin–orbit (SO) interaction
with J ¼ jL8Sj where �ðþÞ applies when the shell is
less (more) than half-filled. In 3d systems, on the
other hand, the SO coupling, depending strongly on
the atomic number ðBZ4Þ, is rather weak. Here the
d-electron wave functions are rather extended, so
that the ligands strongly affect the wave functions
and the orbital moment ceases to be a good quantum
number (‘‘quenching’’ of orbital momentum). This
often leads to a ‘‘spin only’’ magnetic moment in
insulating 3d systems. This article focuses on inter-
metallic compounds and alloys where interactions
between electrons lead to a wealth of new phenom-
ena. Of particular interest are systems where the
electrons in partly filled orbitals behave ‘‘between’’
being localized and delocalized.

Fermi Liquids

In a metal, the conduction electrons interact with
each other due to their Coulomb repulsion. At the
same time, there is a strong correlation by virtue of

the Pauli principle, which states that two electrons
(or, more generally, two indistinguishable fermions,
i.e., particles with half-integer spin) cannot be in the
same quantum state. The physics of a noninteracting
electron gas is well known. For kT{EF, the specific
heat of a noninteracting electron system is given by
C ¼ g0T with g0 ¼ ðp2k2=3ÞNðEFÞ, where NðEFÞ is
the density of levels at the Fermi energy EF, and k the
Boltzmann constant. For free electrons, NðEFÞ ¼
m0kF=ð_2p2Þ ¼ ð3=2ÞNA=EF where m0 is the free-
electron mass, kF the Fermi wave number, and NA

the Avogadro number. The Pauli spin susceptibility is
independent of T, w0 ¼ m0m

2
BNðEFÞ where m0 ¼ 4p�

10�7 V s A�1 m�1 and mB is the Bohr magneton. The
contribution to the electrical resistivity due to elec-
tron–electron (e–e) scattering is given by re2e ¼
cðkT=EFÞ2 where c is a microscopic scattering cross
section. Because of the large EF in simple metals, re–e
is difficult to observe.

Assuming a one-to-one correspondence between the
excitations of an interacting electron system, termed
‘‘quasiparticles,’’ and of the noninteracting electron
gas, Landau postulated that the low-T properties for
the interacting system obey the same laws as for the
Fermi gas, with a renormalized effective massm� (with
respect to the free-electron mass m0) and a few addi-
tional parameters taking account of the residual inter-
actions among the quasiparticles. This special case of
an interacting electron system which can be obtained
from the noninteracting Fermi gas by adiabatically
turning on the interaction is called a (Landau) Fermi
liquid. In such a Fermi liquid (FL), the specific heat is
given by C ¼ gT ¼ ðm�=m0Þ g0T, the spin suscepti-
bility by w ¼ w0ðm�=m0Þð1þ F a

0 Þ where Fa
0 is an ad-

ditional Landau parameter, and the resistivity by re–e,
which is again proportional to ðkT=EFÞ2 where EF

may be modified due to the interactions.

Heavy-Fermion Systems

Heavy-fermion systems (HFS) are perhaps the most
remarkable manifestation of strongly correlated elec-
tron systems. These are compounds with a (often)
regular sublattice of 4f or 5f atoms, notably Ce, Yb,
or U. They are close to a magnetic instability giving
way to long-range magnetic order arising from the
interactions between the 4f or 5f magnetic moments
via the conduction electrons. It is instructive to con-
sider first the case of an isolated magnetic impurity in
a nonmagnetic metallic host. The hybridization be-
tween conduction electrons and f electrons, together
with a large on-site Coulomb repulsion U between f
electrons, may lead to a complete screening of the
magnetic moment, resulting in a singlet ground state.
(Historically, this interaction was first considered
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between conduction electrons and localized d elec-
trons, hence often termed as ‘‘s–d exchange’’ in older
literature.) The interaction between conduction elec-
trons and f electrons can be described in terms of
the Kondo Hamiltonian H ¼ �JS � s, where S is the
impurity spin and s the conduction-electron spin,
with an effective antiferromagnetic (AF) exchange
interaction J. This screening is dynamic and can be
visualized as being due to virtual transitions between
the localized f level and the conduction-electron states
at EF, leading to a resonance at EF, the so-called
Kondo or Abrikosov–Suhl resonance (Figure 1). The
‘‘binding energy’’ of this singlet state is of the order
kTK. At sufficiently low T well below the character-
istic Kondo temperature TK, a local FL is formed
around the magnetic impurity, exhibiting a huge spe-
cific heat CBkT=TK. By comparison with the free-
electron expression for g0; TK plays the role of an
effective Fermi temperature, TF ¼ EF=k.

In a grossly simplified picture, HFS can be con-
sidered as lattice-coherent superpositions of these
local FLs. Hence at low T, most HFS can be de-
scribed within the framework of the FL theory with,
however, a very large effective mass m� derived from
the huge linear specific heat coefficient g ¼ C=T –
hence the term heavy fermions – and a correspond-
ingly large Pauli susceptibility w, both being only
weakly dependent on T. m� exceeds m0 by a factor of
several hundreds in some cases. The contribution
re�eBðT=TKÞ2 to the resistivity is readily observable
in HFS, because the characteristic temperature
scale TKB10 K is much smaller than TF in typical
metals.

The competition between the on-site Kondo inter-
action just discussed (quenching the 4f or 5f localized
magnetic moments) and the spatially oscillating
intersite Ruderman–Kittel–Kasuya–Yosida (RKKY)
interaction between these moments mediated by the
conduction electrons via the exchange interaction J
allows for nonmagnetic or magnetically ordered
ground states in HFS. This competition is, in prin-
ciple, governed by a single parameter, namely the
effective exchange constant J which enters the char-
acteristic energy scales kTKBexpð�1=NðEFÞJÞ and
kTRKKYBJ2NðEFÞ for Kondo and RKKY interac-
tions, respectively. Figure 2 illustrates the competi-
tion between TK and TRKKY, first pointed out by
Doniach. The magnitude of J is usually tuned by
composition or pressure. Because of the exponential
dependence of TK on J which in turn depends on the
hybridization, volume changes are often the domi-
nant effect in producing a magnetic–nonmagnetic
transition. The hybridization can, of course, be
strongly affected when alloying with nonisoelectron-
ic ligands.

Magnetic Phase Transitions in Strongly
Correlated Electron Systems

Magnetic phase transitions are usually observed by
varying the temperature T and monitoring changes in
thermodynamic quantities such as the magnetic sus-
ceptibility or the specific heat. Second-order transi-
tions, where the first derivatives of the free energy,
that is, the magnetization or entropy, vary continu-
ously, are strongly influenced by thermal fluctuations.
These fluctuations determine how at the critical tem-
perature Tc, the system goes from a disordered state
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Figure 1 Local Kondo resonance at the Fermi level in the

electronic density of states of a metal with a magnetic impurity.

The width of the resonance is given by the Kondo temperature TK

and its height by 1/TK. In a simple picture, the density of states of

a heavy-fermion compound may be viewed as a lattice-coherent

superposition of local Kondo resonances.
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Figure 2 Competition between the on-site Kondo energy kTK

favoring singlet formation and the amplitude of the oscillating in-

tersite RKKY interaction kTRKKY as a function of conduction elec-

tron–4f electron exchange J, leading to magnetic order Tmag at

intermediate values of J (dashed line).
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at T4Tc to a magnetically ordered state at ToTc.
The fluctuations diverge spatially as Tc is approached,
as characterized by the correlation length xBjT �
Tcj�n with a critical exponent n, and have a typical
lifetime given by tBxz, where z is called the dynam-
ical critical exponent. The renormalization group the-
ory predicts that the static properties near a phase
transition (PT) depend on a few parameters only,
namely the spatial dimension of the system d, the
symmetry of the order parameter (OP), and the range
of the interaction leading to magnetic order. These
parameters determine the universality class of the
system. For magnetic systems, the OP is usually the
spontaneous magnetization (for antiferromagnets and
incommensurate magnets, the staggered magnetizat-
ion), which is zero above Tc and acquires a finite
value below Tc. In HFS, an AF or incommensurate
order is found much more often than a ferromagnetic
(FM) order.

In many cases, for example, when the magnetic
moments are spatially localized, the symmetry of the
OP is described completely by the number n of its
components, that is, n ¼ 1 (Ising model), n ¼ 2 (XY
model), or n ¼ 3 (Heisenberg model). While the crit-
ical behavior of static properties such as the specific
heat or magnetization for these examples is entirely
determined by the universality classes, the dynamic
behavior within a given class may differ, depending
on z. Fluctuations can actually suppress a PT
altogether, the more so, the easier it is to generate
fluctuations, that is, the larger n is. A PT to a long-
range order is only possible above a lower critical
dimension dL. dL ¼ 2 for n ¼ 3; dL ¼ 2 for n ¼ 2,
and dL ¼ 1 for n ¼ 1. (For n ¼ 2 and d ¼ 2, a special
type of PT, the Kosterlitz–Thouless transition, ex-
ists.) On the other hand, there is an upper critical
dimension dU above which fluctuations in local-mo-
ment systems are deemed unimportant because they
effectively average out, with dU ¼ 4 for a wide range
of models. In general, for d4dU a mean-field theory
(MFT) accurately describes the PT.

Of particular interest is the possibility that Tc may
be driven to zero by some external parameter d. This
can indeed occur in HFS, where d can be pressure or
composition, thus tuning J. The picture of a ‘‘clas-
sical’’ phase transition (CPT) has to be modified
when Tc vanishes at a critical value dc. For such a
quantum phase transition (QPT), the relevant length
scales and timescales of the critical fluctuations are
coupled via the uncertainty principle. At finite tem-
peratures, the quantum energy of fluctuations _=t
becomes relevant when _=t4kT, leading to the time
entering as additional z dimensions. For any finite Tc,
the quantum energy becomes irrelevant because
t-N for T-Tc (critical slowing down). Formally,

the inverse temperature corresponds to an imaginary
time, hence the system acquires its full effective
dimensionality deff ¼ d þ z only at T ¼ 0. The added
time dimensions drive the system toward a mean-
field behavior, where above deff ¼ 4 only Gaussian
fluctuations are observed and genuine critical beha-
vior is absent. In all cases of a QPT, however, the
static properties are influenced by z. This leads to a
behavior even at finite T close to dc, which distinctly
differs from that at a CPT.

A QPT scenario relevant to HFS is sketched in
Figure 3, where an itinerant electron system is driven
toward (or away from) the magnetic order by d. While
far away from dc, the low-T properties of the system
can be described in the framework of an FL; unusual
‘‘non-Fermi liquid’’ (NFL) behavior is observed at
finite T around dc. This picture assumes that the heavy
quasiparticles generated by virtue of the Kondo effect
retain their identity when passing through the quan-
tum critical point (QCP), while part of the electron
system goes into a spin–density wave (SDW) state.
This model is in accordance with the simple Doniach
picture (Figure 2). An alternative view, based on
experimental inelastic neutron scattering (INS) data
on CeCu6�xAux (see next section), suggests that the
Kondo effect itself becomes inoperative at the QCP,
leading to the appearance of nearly independent local
moments. NFL signatures close to a QPT have been
observed in weakly magnetic transition-metal com-
pounds and in rare-earth based HFS. On the other
hand, NFL behavior in metals does not necessarily
arise from the proximity to a magnetic instability.
Single-ion effects such as the multichannel Kondo
effect or a distribution of Kondo temperatures may
also lead to NFL-like properties.

When magnetic order is driven towards an insta-
bility by a control parameter, the relevant interac-
tions also become weak or cancel each other. Hence
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Figure 3 Schematic phase diagram of a metal with an insta-

bility towards magnetic order driven by a control parameter d
which may be pressure or composition.
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new low-energy scales may appear which are other-
wise masked by the magnetic order. This may lead to
an inherent instability of a QPT itself, in the sense
that residual interactions drive the system toward a
first-order transition where the coherence length and
time of the critical fluctuations remain finite, or
altogether new phases may appear. A prominent ex-
ample of the latter is the occurrence of supercon-
ductivity (SC) near a QCP in a number of HFS
(see below).

A recently discovered very interesting example of a
possible novel phase is the partial order in MnSi. This
compound exhibits a long-wavelength (l¼ 175 Å)
helical magnetic order below Tc ¼ 29:5 K. Upon ap-
plication of hydrostatic pressure p, Tc is reduced, with
Tc ¼ 0 for pc ¼ 14:6 kbar. In the vicinity of and
extending considerably even above pc, the helical
order persists partially: while the l remains practically
constant, the orientation of the helix pointing toward
the /1 1 1S directions at p ¼ 0, is largely lost. This
resembles the structure of certain liquid-crystal phas-
es. An open question at present is how this partial
order, here observed for the first time in a magnetic
system, is related to the NFL resistivity DrBT1:5

found over a large T and p range.

Magnetic Instability in Heavy-Fermion
Systems: CeCu6�xAux, A Case Study

A large number of investigations have been carried
out on HFS close to the magnetic instability. NFL
behavior, that is, deviations from the FL predictions
in the low-T thermodynamic and transport proper-
ties has been reported for systems too numerous to
be mentioned here. The main observations are a spe-
cific heat coefficient g exhibiting a logarithmic T
dependence, saturating toward low T in a number of
cases, and a Tm dependence of the electrical
resistivity r with mo2. There are only relatively
few magnetization studies. The most decisive probe
for magnetic fluctuations near a QPT, INS, has been
employed only for a few systems so far.

Since many of the HFS are driven through the QPT
by changing the composition, introducing disorder,
its effect on the critical behavior is an important is-
sue. One has to distinguish between disorder by di-
lution of the 4f or 5f site as, for example, in
Ce1�xLaxRu2Si2, or by altering the ligand configura-
tion as, for example, in CeCu6�xAux. In the first case,
a ‘‘Kondo hole’’ introduced by dilution might lead to
a substantial quasiparticle scattering and an ultimate
loss of coherence. In the second case, the Ce atoms
experience different local environments and this may
lead to different local Kondo temperatures. In

CeCu6�xAux, the QPT was tuned both by composi-
tion and pressure, with no difference in the func-
tional C(T) and rðTÞ dependencies. Disorder may,
however, play an important role in other systems.

Practically, all HFS investigated so far are close to
an AF instability (as opposed to an FM instability). A
number of systems, notably Ce1�xLaxRu2Si2, have
been compared in detail with the SDW model (see
Table 1). A long-range AF is introduced into
CeRu2Si2 by a moderate La doping because of the
concomitant lattice expansion. The behavior near the
QPT, occurring for xcB0:075, is broadly consistent
with the expectations, although some differences be-
tween INS-derived and specific-heat-derived param-
eters remain.

In CeCu6�xAux which has been studied most ex-
tensively, the QPT can be tuned by the Au concen-
tration x, again by virtue of a weakening of J upon
expansion of the CeCu6 lattice by Au doping. At the
critical concentration xcB0:1, an NFL behavior oc-
curs with g ¼ a lnðT0=TÞ observed as temperature T
changes by two orders of magnitude (see Figure 4),
and rEr0 þ AT, between 0.02 and 0.5K. These T
dependences can be understood in terms of the SDW
model when two-dimensional critical fluctuations are
assumed (hence d ¼ 2), which are coupled to quasi-
particles with three-dimensional dynamics. Indeed,
INS experiments for x ¼ 0:1 reveal quasi-one-dimen-
sional features in the dynamical structure factor
Sðq;E ¼ constÞ which correspond to quasi-two-di-
mensional ‘‘rods’’ in real space. Here, the neutron
energy transfer was E ¼ 0:15meV. For strictly two-
dimensional fluctuations, the system would be at the
upper critical dimension deff ¼ d þ z ¼ 4.

The energy dependence of the critical fluctuations
measured at Q ¼ ð0:8 0 0Þ, that is, at a q point on
the ‘‘rods’’ where Sðq;E ¼ constÞ is maximal, has
revealed an anomalous scaling with E and T of
the imaginary part of the dynamical susceptibility
w00ðq;E;TÞ ¼ Sðq;E;TÞ � ð1� expð�E=kTÞÞ, that is,
w00ðE;TÞ ¼ T�agðE=kTÞ with a ¼ 0:74 (Figure 5).
The scaling is incompatible with the SDW scenario,
and the scaling function g is consistent with a simple

Table 1 Predictions of the SDW model for the temperature

dependence of the linear specific heat coefficient C/T and the

electrical resistivity r at the quantum critical point. d is the di-

mensionality of the system and z the dynamic critical exponent

for an FM and an AF

d ¼ 3 d ¼ 2

z ¼ 3 ðFMÞ z ¼ 2 ðAFÞ z ¼ 3 ðFMÞ z ¼ 2 ðAFÞ

C/T B� lnðT=T0Þ Bg0 � b
ffiffiffiffi
T

p
BT�1=3 B� lnðT=T0Þ

r BT 5=3 BT 3=2 BT 4=3 BT
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form of the dynamical susceptibility

wðq;E;TÞ ¼ cðf ðqÞ þ ð�iEþ bTÞaÞ�1 ½1�

where c and b are constants. The anomalous T de-
pendence of the uniform static magnetic susceptibility
can be modeled up to 7K by w ¼ c0ðw�1

0 þ b00TaÞ�1

with a ¼ 0:8. The fact that a as obtained from INS for
Q ¼ ð0:8 0 0Þ is equal to a ðq ¼ 0;E ¼ 0Þ may imply
that: (1) the nonlocal physics is contained in f(q)
which vanishes as q-Q where Q is a critical vector,
that is, belongs to the quasi-one-dimensional features
of Sðq;E ¼ constÞ, and (2) the anomalous scaling ex-
ponent is a local property since it appears to be in-
dependent of q. This ‘‘local’’ behavior is, however,
different from a simple local Lorentzian fluctuation
spectrum that would be described by a ¼ 1. Figure 5
also shows that the uniform magnetization obeys a
field-temperature scaling with the same anomalous
exponent a.

The QPT in CeCu6�xAux has not only been tuned
by x but also by pressure. Figure 4 shows that
magnetically ordered samples with x4xc can be
driven to the QPT, that is, TN ¼ 0 by appropriate

hydrostatic pressure p. This proves that lattice expan-
sion by Au is indeed the dominant effect leading to a
long-range magnetic order. Near the QPT, C/T is
identical for all samples indicating the equivalence
of pressure and concentration tuning in this system.
Likewise, the sample with x ¼ 0:1 can be driven by
p away from the QPT toward an FL behavior
C=TBconst approximately followed by pure CeCu6.
The linear TN(p) and TN(x) dependencies are in agre-
ement with the scenario of two-dimensional fluctua-
tions. The detailed mechanism of how local moments
and long-range fluctuations work together to produce
the unique quantum-critical behavior of CeCu6�xAux
has yet to be disentangled.

The QPT in the related system CeCu6�xAgx and
also in CeCu6�xAux has been tuned by a magnetic
field. The T dependencies of C/T and r are compat-
ible with the SDW scenario with d ¼ 3 and z ¼ 2
(Table 1), although this scenario does not include a
magnetic field.

Thorough studies of YbRu2Si2, which is close to
quantum criticality at ambient pressure (AF order
occurs at TNB70mK), have shown not only simi-
larities to CeCu6�xAux in that DrBT over an even
larger T range, but also differences in the specific
heat which exhibits a low-T deviation in excess of
the gBlnðT0=TÞ behavior. Replacement of Si by Ge
(doping of nominally 5 at. % Ge leads to
TN ¼ 20mK) amplifies these differences. The data
have been suggested to support the local-criticality
model introduced to account for the behavior of
CeCu6�xAux. Furthermore, the disparity between
thermodynamic and transport data — the resistivity
does not show deviations from DrBT — has been
emphasized for YbRh2Si2. Unfortunately, neutron
scattering data are not yet available for this interes-
ting system.

Superconductivity in the Vicinity of
Magnetic Order

Superconductivity (SC) was long believed to be
incompatible with a long-range magnetic order. This
belief was based on two facts: (1) a magnetic field
drives the superconducting transition to lower tem-
peratures, and (2) minute amounts of magnetic
impurities often suppress SC. However, as Figure 6
shows, there are a number of examples where SC
exists in the proximity of a magnetic order. The com-
mon theme of all these materials is that they exhibit
strong electronic correlations. These materials exhibit
‘‘unconventional’’ SC, in the sense that either the
symmetry of the Cooper-pair wave function differs
from the ‘‘conventional’’ s-wave pairing found for
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elemental and many alloy superconductors, or the
mechanism for an attractive interaction between elec-
trons leading to the formation of Cooper pairs differs
from the conventional electron–phonon interactions.
Of course, these two aspects are related, as the k
dependence of the attractive interaction determines
the Cooper-pair wave function. The first ‘‘strongly
correlated’’ superconductor, CeCu2Si2, was discovered
in 1979, followed by several other systems. UPt3
presents a particularly interesting case with several
superconducting phases that differ by the spatial de-
pendence of the superconductive order parameter. The
high-temperature cuprate superconductors discovered

in 1986, that is, La2–xSrxCuO4 or YBa2Cu3O7�d, are
derived from parent compounds (x ¼ 0 or d ¼ 1,
respectively) that are AF insulators because of strong
on-site electronic correlations. The CuO2 planes that
are the constituting feature in these materials become
metallic and even superconducting upon doping with
charge carriers. The interplay between SC and magne-
tic correlations is not completely understood at
present. A particularly interesting case is CePd2Si2,
which in a small p range where TN is suppressed to
zero, exhibits SC below a large T range of NFL
behavior. An analogous behavior was found for CeIn3
(TN ¼ 10 K at ambient pressure) and a number of
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other Ce systems. This is suggestive of a spin-fluctu-
ation-mediated SC. A very interesting new material
class, based on CeIn3, was recently introduced. This is
CeMIn5 where M ¼ Co, Rh, Ir, that is, isoelectronic
3d, 4d, and 5d elements. While CeRhIn5 is AF
ðTN ¼ 3:8 KÞ, CeIrIn5 ðTc ¼ 0:4 KÞ and CeCoIn5
ðTc ¼2:3 KÞ are superconducting. A pressure of
16kbar drives CeRhIns superconducting with a max-
imum Tc of 2.1K. The wealth of new phenomena in
these materials is presently exploited by using pressure
and composition as tuning parameters, and employing
a large number of experimental techniques. How-
ever, the detailed interplay between SC and AF order
in these materials is not known yet. Low-dimensional
organic conductors, also shown by example in
Figure 6, present an equally rich phase diagram of
SC and magnetic order. At first sight, even more
surprising, coexistence of SC with ferromagnetism,
recently reported for UGe2, URhGe and ZrZn2 –
theoretically anticipated more than 20 years ago – is
possible if the spins of the two electrons forming a
Cooper pair line up parallel, instead of antiparallel in
‘‘classical’’ superconductors and also in high-Tc

cuprates.

Non-Fermi Liquid Behavior Due to
Single-Ion Effects

Multichannel Kondo Effect

A perfect screening of the magnetic moment via the
Kondo effect, leads to a local FL around a magnetic

impurity in a metal as discussed above. In general,
however, several conduction-electron channels N
may be present and the Kondo Hamiltonian reads
H ¼

PN
a¼1 JaSs

a, where a is the channel index. For
No2S, the screening is not complete, whereas N ¼
2S leads to a perfect screening for T-0. In the case
of degenerate channels, Ja ¼ J for all a, the impurity
spin will be overscreened if N42S. For the special
case S ¼ 1=2 and N ¼ 2, an NFL behavior is pre-
dicted with C=TBwB� lnðT=TKÞ and rB1�
ðT=TKÞ1=2 for T-0. Up to now, the experimental
evidence for an NFL behavior by overscreening of
the magnetic moment of an impurity has been scarce.

In a more general sense, the Kondo effect may
also pertain to orbital degrees of freedom of an
impurity acting as a pseudospin instead of the spin.
This has been discussed for the interaction of con-
duction electrons with tunneling states, first in
amorphous metals and more recently in metallic
nanoconstrictions. In these cases, the two channels
are provided by the spectator spin of the conduction
electrons. For certain rare-earth and actinide metals,
a quadrupolar Kondo effect (QKE) has been con-
sidered where the pseudospin of the impurity is the
quadrupolar moment arising from the aspherical
charge distribution of the 4f or 5f electrons. Again,
the two channels are provided by the spin degene-
racy of the conduction electrons. Indeed, the NFL
anomalies as first reported for U0.2Y0.8Pd3 were
suggested to arise from the QKE. Here, NFL anom-
alies persist to rather dilute U alloys thus favoring

YBa2Cu3O6+x
CePd2Si2
CeRhIn2

CeCu2Si1.9Ge0.1 U(Pt1− xPdx)3
UGe2

ZrZn2 (?)

TM2X
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T T T

T T

CL

SP
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SCSC
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AF AF
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Pressure Pressurex
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Figure 6 Qualitative picture of the proximity of SC to magnetic order in different types of strongly correlated electron systems. Upper

left presents the qualitative phase diagram of cuprate high-temperature superconductors, upper right presents that of quasi-two-

dimensional organic conductors. AF¼ antiferromagnetic order, FM¼ ferromagnetic order, SC¼ superconductivity, SP¼ spin-Peierls

phase, SDW¼ spin-density wave order, CL¼ charge-localized phase. TM2X is a quasi-one-dimensional organic conductor, where TM

stands for TMTTF ((CH3)4C6S4) or TMTSF ((CH3)4C6Se4), and X for PF6 or AsF6 (so-called Bechgaard salts).
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the single-ion QKE model. On the other hand, the
NFL behavior might be due to an AF instability,
supported by long-range AF order in U0.4Y0.6Pd3. In
addition, a divergence of the quadrupolar suscepti-
bility for T-0 as predicted for the QKE scenario
was not found. Hence the situation for UxY1–xPd3 is
not clear at this point.

The clearest signature of a QKE is found in
U1–xThxBe13. In U1–xThxPd2Al3 single-ion scaling
of the NFL properties compatible with the QKE is
observed, while U1–xYxPd2Al3 exhibits signatures of
a magnetic instability around xc ¼ 0:7 whence the
NFL properties might be due to a QPT.

Distribution of Kondo Temperatures

Features of an NFL behavior may arise from quite a
different single-ion scenario, that is, a distribution of
Kondo temperatures P(TK) in disordered systems.
Fluctuations in J or the local N(EF) near a disorder-
induced metal–insulator transition may lead to a
wide distribution of P(TK). In the case of heavy-fer-
mion solid solutions, the statistical distribution of
atoms may lead to a distribution of TK, as first put
forward for the case of UCu5–xPdx (x¼ 1 and 1.5) on
the basis of NMR measurements which directly
showed a distribution of Knight shifts, and hence
Kondo temperatures. Even for a rather narrow dis-
tribution of J and/or N(EF), a broad P(TK) with a
finite value for TK-0 may occur because of the ex-
ponential dependence of TK on J and N(EF). A model
combining the proximity to a magnetic instability
and disorder, the so-called Griffiths phase model,
invokes tunneling of ordered regions between differ-
ent magnetic configurations.

See also: Disordered Magnetic Systems; Ferromagnet-
ism; Kondo Effect (Theory); Liquids, Electronic Structure
of; Liquids, Theory of: Fermi Liquids; Localized and
Itinerant Magnetism; Quantum Mechanics: Critical Phe-
nomena.

PACS: 71.10.Hf; 75.30.Kz; 75.30.Mb; 71.27.Ta;
74.70.Tx
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Introduction

The classification of structure types is an invaluable
process for revealing and systematizing relationships
between different compounds and for understand-
ing basic principles governing chemical stability and

physical properties. Moreover, the ab initio computa-
tion of atomic arrangements in solids of given stoic-
hiometry remains a key problem in materials science,
and although a general predictive method remains el-
usive, structural classification schemes provide gui-
dance in constraining such calculations.

While more than 150 000 entries can be found in
the two main databases of inorganic solids and alloys
(ICSD and CRYSTMET, respectively), there is a stri-
king contrast between the simplicity of some com-
pounds such as NaCl, which is readily described by
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simple hard sphere packing, and the apparently over-
whelming diversity of more complex structures. It
should also be added that intricate atomic patterns
do not necessarily predicate involved chemistries. For
example, boron offers a rich diversity of complex
polymorphs.

It is well appreciated that structural diversity origin-
ates from manifold atomic interactions – ionic,
covalent, van der Waals, and so on – that define
bonding characteristics. Even subtle changes in atomic
interactions, perhaps as a function of temperature,
pressure, or chemistry, can lead to variations in the
atomic arrangement that create hurdles for structural
cataloging and make the development of systematic
taxonomies a challenging task. Nevertheless, the goal
of all classification schemes is to establish mutually
exclusive categories, while at the same time, striving
to be as comprehensive as possible. Practically, all
sorting regimes will be complicated, and to some ex-
tent limited by intrinsic disturbances such as non-
stoichiometry, solid solution series, structural or
compositional modulations, polytypism, and so on.

Structure Types

Although the need for categorization was evident
from the earliest days of crystallography, the ‘‘struc-
ture type’’ concept remains ambiguous; its meaning
nuanced according to scientific discipline and the
family of solids under consideration. However, the
definition of structure type must be resolved as it
underpins, and indeed dictates, the lexicon of any
classification scheme. To address this issue the Inter-
national Union of Crystallography has proposed a set
of definitions to create a hierarchy-of-resemblance
between structures in which:

1. isopointal structures correspond to structures pos-
sessing the same space group and Wyckoff se-
quence;

2. configurational isotypic structures are isopointal
structures with each corresponding Wyckoff posi-
tion showing a similar geometrical environment;
and

3. crystal-chemically isotypic structures are con-
figurational isotypic structures with similar phys-
ical/chemical characteristics.

It is noted that only isopointal structures are the
same and allow a precise assignment of crystallogra-
phic equivalence. The next levels classify structures
as similar because of the ‘‘inherent difficulty in de-
fining a priori limits on the similarity,’’ or in other
words, the problem of defining mutually exclusive
structure types cannot be resolved uniquely.

In the special case of strictly cubic configurational
isotypic structures, the similarity ambiguity is removed
as all atoms are located in fixed crystallographic po-
sitions (the coordination of corresponding atoms is
identical), however there is no restriction placed on
physical/chemical properties. So, for instance, NaCl
(rocksalt) and PbS (galena) are strict configurational
isotypes, but not crystal-chemical isotypes (Figure 1).
Their bonding properties are different – ionic versus
covalent character – leading to bandgap energies of
about 0.4 eV (PbS) and 8.5 eV (NaCl) and numerous
other differentiating characteristics.

Despite such obvious limitations the hierarchy-of-
resemblance provides useful guidance for classifica-
tion, and in-line with its principles, four main styles
of representation can be selected for infinitely peri-
odic structures (Figure 2). The chemical mode de-
scribes the compound as a formula, based on the
stoichiometric composition only. The geometric view
emphasizes the local environment of individual at-
oms, particularly the shape of nearest-neighbor co-
ordination polyhedra (normally, but not exclusively
cation-centered) that define the coordination num-
ber. The structural approach highlights the symmetry
of the structure, including the space group, Wyckoff
positions, and lattice complexes. The topological de-
scription represents structures as a net, where the
atoms are vertices and bonds are the edges. These
four genres are employed in various forms to sys-
tematize mineral, oxide, and alloy structural families.
Although many structural classification schemes have
been proposed, some are rarely used or applicable to

Figure 1 The atomic arrangement in the isopointal structures

NaCl (rocksalt) and PbS (galena) are precisely the same al-

though their physical and chemical characteristics are different.

The crystallographic or unit cell repeat is outlined.
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a limited subset of materials. Only the better-known
sorting methods are considered here.

Strukturbericht Symbols

The antecedent for grouping similar structures was
developed by P P Ewald and C Hermann for ar-
ranging early crystallographic determinations collat-
ed in the journal Strukturberichte (1913–1939). This
simple nomenclature was based on chemical compo-
sition (Table 1), with stoichiometry specified by an
upper case letter: A for an element, B for binary, and
C for AB2 compounds. The letter D represents the
AmBn family that is subdivided according to the A:B
ratio such that D0 � AB3, D1 � AB4, D5 � A2B3,
and so on. The letters L and S represent the family of
alloys and silicates respectively. A number, or some-
times a letter, follows the composition code, which
reflects an entry number.

The type of crystal structure adopted by the ele-
ments depends on their position in the periodic table.
Most metals are known to crystallize as a close
packing of atoms because of the nondirectional char-
acter of the metallic bond. The elements in the copper
group possess face-centered cubic (f.c.c.) structures,
which are assigned the Strukturbericht type A1. The
alkali metals are found in general as body-centered
cubic (b.c.c.) with Strukturbericht type A2. Some al-
kaline earth metals or their polymorphic modifica-
tions, as well as zinc and cadmium, adopt the
hexagonal close packing (h.c.p.), Strukturbericht
symbol A3. The diamond type A4 is found in the
carbon group where covalent bonding is prevalent,
and graphite is assigned the Strukturbericht A9.

Tetragonal distortions of the f.c.c. (A1) may be
face-centered tetragonal (f.c.t.) A6 or body-centered
tetragonal (b.c.t.) Aa, depending on the c/a ratio
of the unit-cell parameters. In this scheme, some

configurational isotypes are regrouped with different
Strukturbericht symbols, as in the case of CaCl2
(C35) and marcasite FeS2 (C18), the orthorhombic
form of pyrite. A further complexity is that revised
structures can be found with new entries as in the
case of boron nitride, B12, and Bk.

While the Strukturbericht classification can in
principle accommodate any kind of alloy (Cu3Au,
L12), mineral (olivine, S12), or molecular (NH3, D1)
structure, there is inherent limitations. In particular,
although the designations are convenient for simple
phases, they become increasingly confusing and ar-
bitrary as structures become more complex. For this
reason, the Strukturbericht designation was not
maintained in editions published after 1940 (then
known as Structure Reports) and to a large extent
this nomenclature has fallen into disuse except for
common structures.

Pearson Symbols

Fourteen different three-dimensional lattices, the
Bravais lattices, are possible: aP, mP, mS, oP, oS,
oI, oF, tP, tI, hP, hR, cP, cI, cF. In this nomenclature,
the first lower case letter indicates the crystal family
a, m, o, t, h, c (anorthic, monoclinic, orthorhombic,

Chemical name:

Mineral name:

Composition:

Structural formula:

Space group

Zinc sulfide

Sphalerite

ZnS

[Zn] [S]

F4m3

(a) (b) (c) (d)

Figure 2 The cubic sphalerite form of ZnS is represented in: (a) the chemical mode where the crystallographically distinct sites are

emphasized in square brackets; (b) the geometric mode where the ZnS4 tetrahedra is shown to form a continuous motif; (c) the

structural mode where set of equivalent positions occupied by the atoms Zn and S and symmetry are highlighted, in this case two

orthogonal mirror planes are inserted; and (d) the topological mode where a net is constructed with Zn or S at the nodes and connections

drawn between these.

Table 1 Strukturbericht symbols

Strukturbericht types Compounds

A Elements

B AB

C AB2

D AmBn

D0, D1, D5y AB3, AB4, A2B3y

E, F, G, H, K AmBnCoy

L Alloys

O Organic solids

S Silicates
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tetragonal, hexagonal, and cubic) while the second
upper case letter gives the Bravais lattice P, S, I, F, R.
The assignments mS and oS stand for any setting of a
face-centered Bravais lattice in the monoclinic and
orthorhombic families respectively, independent of
the unit-cell setting adopted. So, to avoid confusion,
the symbol S designating the ‘‘side-face centered’’
type is used rather than C.

Pearson symbols unite crystal lattice symmetry
with the total number of atoms in the unit-cell by
combining the two-letter code of the Bravais lattice
and the total number of atoms in the cell. Thus, NaCl
crystallizes in a face-centered cubic unit-cell cF with
four Na cations and four Cl anions per cell, yielding
its Pearson symbol cF8. The Pearson classification is
concerned with Bravais translations but not with
symmetry operations that can be applied on the unit-
cell content. For example, non-isopointal structures
may possess the same Pearson symbol, as observed in
the case of diamond (A4), NaCl (B1) and zinc blende
ZnS (B3) (Table 2). To address such limitations,
ASTM proposed a nomenclature based on the
Bravais centering and the number of atoms in the
unit-cell, but added a lower case letter to distinguish
between different structure types: diamond – 8aF,
NaCl – 8bF, ZnS – 8cF. A suggestion from IUPAC
was to add the name of a prototype to the Pearson
symbol (e.g., cF8, NaCl).

Pearson symbols are widely used by scientists
studying intermetallic alloys and are recorded in
comprehensive treatises such as ‘‘Pearson’s Hand-
book of Crystallographic Data for Intermetallic
Phases’’ or the ‘‘Gmelin Handbook of Inorganic
and Organometallic Chemistry.’’ Perhaps more prac-
tically, Pearson symbols are used as search codes in
structure databases.

Lattice Complex Notation (Bauverband)

A lattice complex is defined as a set of all point con-
figurations that may be generated within one type of
Wyckoff sets. The same lattice complex may belong to
different space groups and are designated by the sym-
bol of the space group of the highest symmetry, fol-
lowed by a Wyckoff letter. In the simplest cases,

invariant lattice complexes are formed from Wyckoff
sets containing fixed crystallographic positions and are
represented by an upper case letter named after the
Bravais lattice (P, C, I, F), or representative of the lat-
tice of common structural types. For example, the
structure of diamond corresponds to the invariant lat-
tice complex D with characteristic Wyckoff position
Fd-3m a, which defined the eight symmetrically
equivalent points generated by the position 000 (8a)
in space group Fd-3m. It follows that lattice complexes
can be used for the systematic enumeration of struc-
tural elements in different crystal systems. Indeed, the
combination of all 16 invariant cubic lattice complexes
allows all possible invariant structures to be defined.

A nomenclature has been derived from this ap-
proach in which a structure type is represented by
listing the lattice complex and the relative shifts be-
tween different lattice complexes, expressed by a
vector in fractional coordinates. For example, NaCl
can be represented by the combination of two lattice
complexes F, shifted along the diagonal of the unit
cell, as Fþ 1

2
1
2
1
2F, while ZnS is described as Fþ 1

4
1
4
1
4F.

The lattice complex F appears in second order, as
F222, when the complex F can be found in a subcell
with volume an eighth of the basic unit-cell.

Although precise, the description becomes cumber-
some if the geometrical configuration of lattice com-
plexes is variable in ways that lead to different
coordination numbers and geometry of coordination
polyhedra. In these cases, the distances between nodes
of a complex depend on fractional parameters x,y,z
and the relative values of the cell parameters a:b:c and
a:b:g for crystal systems with less than cubic symme-
try. Consequently, two structures with the same com-
bination of lattice complexes may not necessarily be
configurationally isotypic. Those lattice complexes
with degrees of freedom are described by adding to
the invariant complex symbol the splitting number of
the fixed crystallographic position and the coordinate
triplet of the characteristic Wyckoff positions. For
example, the univariant lattice complex P8xxx splits
the invariant complex P (where x ¼ 0) into eightfold
position xxx along the diagonals of a cube.

To address the examination of more intricate
structures, Bauverband terminology extends lattice

Table 2 Comparison of nomenclatures for some common materials

Compound Strukturbericht Pearson Lattice complex

NaCl (halite) B1 cF8 F þ 1
2

1
2

1
2F

PbS (galena) B1 cF8 F þ 1
2

1
2

1
2F

C (diamond) A4 cF8 D

ZnS (sphalerite) B3 cF8 F þ 1
4

1
4

1
4F

SrTiO3 (perovskite) E21 cP5 P þ 1
2

1
2

1
2P þ J

MgAl2O4 (spinel) H11 cF56 D þ 1
2

1
2

1
2Tþ3

4
3
4

3
4F222xxx
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complex notation with symbolism representing the
nature of coordination polyhedra around atoms, the
type of linkedness (corner, edge, face sharing) and their
mutual orientation by selected symmetry operations,
such that configurational isotypes might be more easily
recognized. In particular, different Bauverband sym-
bols can be assigned to the same structure.

Topological Descriptions

A consideration of topology (in this instance referring
to descriptions of connectedness) offers a different
perspective on structure types and their classification.
In this case, structures are represented by nets (infinite
graphs), where each vertex corresponds to an atom
and each edge corresponds to a representative bond.
Individual atoms can be advantageously replaced by
groups of atoms as vertices, to yield simplified de-
scriptions. Thus, structures composed of corner-con-
nected polyhedra are usually described as nets where
the central atoms are the vertices, and the edges con-
nect the vertices corresponding to the same coordina-
tion spheres. This approach can be extended to larger
groups of atoms and is well suited for streamlining the
description of complex structures as illustrated in the
case of faujasite, an alumino-silicate framework
T192O384 ðT ¼ Si or AlÞ, that can be described as a
diamond net of sodalite cages composed of 24T
atoms (Figure 3).

Topological isotypism can be recognized irre-
spective of differences in chemical composition or
symmetry, so diamond (Struckturbericht A4, lattice
complex D) is topologically isotypic to ZnS (Struck-
turbericht B3, lattice complex Fþ 1

4
1
4
1
4F).

Often, nets are named after simple structures, such
as diamond net, or the well-known Kagome net. Un-
named nets can be designated using their Schlafli
symbol Nn that specifies the number n of N-gons
around each vertex (e.g., diamond 66). However,
there is no systematic nomenclature for solids, except
for the family of zeolites and other microporous sol-
ids, which are identified by a three-letter code.

Prototype Assignments

Amongst mineralogists and solid-state chemists, crys-
tal structures are often referred to by the name, or
the chemical composition, of a representative solid
known as the prototype or aristotype, a structural re-
presentative in the space group of highest sym-
metry. For example, NaCl (rocksalt, halite) is the
prototype of a very common structure type, represen-
tative of more than 20 distinct chemical compositions.
This approach, while embracing the concept of crys-
tal-chemical isotypism, is broadened by excluding the

requirement for similar physiochemical properties.
Given this latitude, it is perhaps surprising that a small
number of common prototypes of similar topology,
account for several thousand common, and tech-
nologically significant structures. Although prototypes
are generally simple structures of high symmetry and
the more common are shown in Table 3, heterotypes
derived from these may be chemically diverse and of-
ten have lower symmetry.

A well-known example is the perovskite-type in
which the prototype is SrTiO3. This cubic structure
consists of corner-connected TiO6 octahedra that
create cavities containing strontium. Crucially, it is
the capacity of these octahedra to twist and distort
that allows perovskites to accommodate a wide
range of compositions – in excess of 800 distinct

NaCl topology Diamond topology

Sodalite Faujasite

Figure 3 In complex structures, such as zeolites, relationships

can be simplified by highlighting particular topologies, in which the

nodes are not single atoms, as in the case of ZnS (see Figure 2)

but groups of atoms. Uppermost is shown the progressive sim-

plification of an atomic cluster in sodalite. Far left the AlO4 and

SiO4 tetrahedra are highlighted in a representation that is difficult

to visualize. This can be clarified by converting each tetrahedron

to a single node. It is then evident that the arrangement is that of a

truncated octahedron. Finally, this entire polyhedron can be

regarded as a packing ‘‘sphere.’’ In this way, it then becomes

obvious that these units are packed together in NaCl topology in

the case of sodalite, or in diamond topology in the zeolite faujasite.
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species are known – that can display properties
ranging from ion conductivity to superconductivity
to semiconductor characteristics amongst others
(Figure 4). It is interesting to note that the structure
of the mineral perovskite CaTiO3 is an orthorhombic
derivative of the prototype.

Another useful feature of prototype classification is
that an even greater variety of structures may be de-
scribed as intergrowths of two prototypes. For ex-
ample, the olivine-type Mg2SiO4 is important in
geochemistry and as a refractory material. However,
a different structural family – the humite family – is
created by intergrowth of slabs of olivine with the
prototype brucite Mg(OH)2 (Figure 5). Thus, in ad-
dition to relating different structures, this approach
may also be extended to describe, and in some cases
predict, the existence of new compounds.

Applying Structural Classification

Several different ways to describe crystallographic
structures have been summarized here, but many oth-
ers are known – Laves notation, Povarennykh’s min-
eral systematization and so on. While each differs in
its precision and breadth of coverage, no classification

scheme is more or less correct, rather it is a question
of appropriateness for a particular application, and
the insights that may be drawn from their use. It is not
surprising that schemes devised for comparing simple
ionic solids are inadequate for complex covalent
compounds, or conversely that the simplifications
made for complicated systems fail to satisfy the need
for exactitude in austere structures.

Table 3 Frequently occurring structural prototypes

Prototype Approximate number of

distinct species

Name Compound

Perovskite SrTiO3 4800

Spinel Mg2AlO4 4800

Apatite Ca5(PO4)3(OH) 4150

Olivine Mg2SiO4 4400

Rocksalt NaCl 420

SrTiO3 CaTiO3

Figure 4 The Pm-3m perovskite prototype (or aristotype) is

shown left with the TiO6 octahedra shaded and Sr inserted large

cuboctahedral cavities. SrTiO3 adopts the prototype structure

precisely, but many compounds belong to the perovskite family.

The capacity to accommodate a wide range of chemistries arises

because the octahedra are connected through their vertices in a

manner that allows tilting and distortion to accommodate atoms of

different sizes. The mineral perovskite CaTiO3 has tilted octahe-

dra and adopts Pnma symmetry.

Olivine-type
Brucite type

Orientation 1

Orientation 2

Olvine: Brucite = 3:1Humite

Olivine: Brucite = 1:1

Clinohumite

Figure 5 Structure types can be ‘‘intergrown’’ to build new and

more complex structures. The humite structural series is derived

from the olivine (Mg2SiO4) and brucite (Mg(OH)2) prototypes

through variation of the olivine:brucite ratio. In nature, four mem-

bers of this structural family are known – norbergite

ðolivine : brucite ¼ 1 : 1Þ, chondrodite (2 : 1), humite (3 : 1), and

clinohumite (4 : 1) – but many complex intergrowths have been

observed in synthetic analogs.
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See also: Molecular Crystallography; Periodicity and Lat-
tices; Point Groups; Space Groups.

PACS: 61.66.Bi; 61.66.Fn; 91.60.Ed
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General Description of Nonlinear Optical
Functions

Nonlinear optics includes a number of phenomena,
which are of great interest and have come to be of
very common use with the availability of intense la-
ser radiation. Among them are multiple-frequency
generation, dynamic Stark effect, two-photon ab-
sorption, stimulated Raman absorption, and elect-
romagnetically induced transparency. All these
phenomena must obey the causality principle and
consequently the Kramers–Kronig (KK) relations,
and optical sum rules may be obtained for nonlinear
optical phenomena in a way totally analogous to
those used in linear optics.

One may start with the definition of the nth order
polarization of a medium, expressed in terms of the
external electric fields as

PðnÞðtÞ ¼
Z þN

�N

dt1?dtnG
ðnÞðt1;y; tnÞ

� E1ðt � t1Þ?Enðt � tnÞ ½1�

where the response function is symmetric under an
exchange of variables, and satisfies the time causality
condition

GðnÞðt1; t2;y; tnÞ ¼ 0 if any tio0 ½2�

The electric fields are taken to be sinusoidal, with
given frequencies, of the form

EnðtÞ ¼ EnðonÞexp½�iont� þ E�
nðonÞexp½iont� ½3�

where, by convention, the first term gives contribu-
tions to the susceptibility of argument on and the
second of argument �on.

Taking the Fourier transform of the polarization,
the expression for the frequency component of the
polarizability at any order is obtained as

PðnÞðoÞ ¼ wðnÞðo1;y;onÞE1ðo1Þ?EnðonÞ
� d½o� ðo1 þ?þ onÞ� ½4�

where wðnÞðo1;y;onÞ is defined as the Fourier trans-
form of GðnÞðt1;y; tnÞ

wðnÞðo1;y;onÞ

¼
Z

N

0

dt1?
Z

N

0

dtnexp½iðo1t1 þ?þ ontnÞ�

�GðnÞðt1;y; tnÞ ½5�

and the symmetry in time implies that it is symmetric
for the exchange of frequencies. The reality of
G

ðnÞ
n ðt1;ytnÞ, also implies

wðnÞð�o1;y;�onÞ ¼ wðnÞ�ðo1;y;onÞ ½6�

If the fields are not sinusoidal, one can expand them
in their Fourier components of type [3] and the sum
over the frequencies o1;y;on must be considered,
with the appropriate field amplitudes.

One may observe that in the nonlinear case, the
polarization is obtained by multiplying the nth order
susceptibility by all the field amplitudes, so that its
dimensionality depends on the order considered. The
susceptibilities wðnÞðo1;y;onÞ contain all the optical
properties of the system to all orders, in the presence
of a number of radiation beams.

The various terms of the susceptibilities to any or-
der correspond to particular phenomena, and specific
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expressions can be obtained in each case, but, since
one is interested in the general properties, only the
asymptotic behavior for o-N or t-0þ is of inter-
est. A simple way to obtain it in the classical model is
to extend the Lorentz oscillator scheme described in
the linear case by adding to the harmonic contribu-
tion a potential with all the anharmonic terms, and
solving the resulting equations of motion by itera-
tion. A more precise quantum-mechanical expression
can be used, which is an extension of the expression
given for the linear case

GðnÞðt1;y; tnÞ

¼ 1

n!ði_Þn
X

Tð1;y; nÞ

� fTr½Pð�t1Þ;y; ½Pð�tnÞ; R0��Pg ½7�

where the sum is from 1 to n and T denotes the time
ordering operator, and P is the dipole moment oper-
ator whose time dependence is expressed in the inter-
action representation in terms of the Hamiltonian H0.

Since dissipation is proportional to the time
average

� dPðtÞ
dt

EðtÞ
� �

½8�

it vanishes when the fields and the polarization os-
cillate at different frequencies.

At different orders, one has different effects by
considering all possible frequencies of the external
electromagnetic fields. It is convenient to indicate the
frequency of PðoÞ and those of the external fields
explicitly in the susceptibilities.

In the second order, an intense beam results in the
second-harmonic generation from wð2Þð2o1;o1;o1Þ
and optical rectification from wð2Þð0;o1;�o1Þ; at
higher orders one has higher harmonic generation
wðnÞðno1;o1;y;o1Þ. With different beams, in the
second order one has the sum and difference fre-
quency generation wð2Þðo1 þ o2;o1;o2Þ and
wð2Þðo1 � o2;o1;�o2Þ, and at higher order, all pos-
sible sums and differences. These do not give any
absorption because the polarization frequency and
the field frequency are different; the real and
imaginary parts define in this case the phases of the
susceptibility amplitudes.

In the third order and at higher odd orders, an
important contribution to the susceptibility corre-
sponds to the so-called pump and probe experiments,
where one detects the dispersion and the absorption
of a weak probe beam of frequency o, in the presence
of an intense beam of frequency o2. The nonlinear
susceptibility wð2nþ1Þ is proportional to the intensity
of the pump beam at the nth power. The suscepti-
bility wð3Þðo;o;o2;�o2Þ and more generally

wð2nþ1Þðo;o;o2;�o2;yÞ contains a dynamical Stark
effect when o is close to a first-order resonance, a
two-photon absorption when oþ o2 is close to a
possible transition frequency, the stimulated Raman
effect when o� o2 is close to a transition frequency.
In the pump and probe case, with a three-level sys-
tem, one also obtains, under particular conditions, a
coherent interference effect which produces an elect-
romagnetically induced transparency (EIT) inside the
first-order absorption line.

To consider the general properties related to pump
and probe nonlinear dispersive–dissipative effects,
the dielectric function which is the sum of the linear
contribution and all odd nonlinear contributions
with final frequency o of the probe field may be
studied

etotðo;o2;E2ðo2ÞÞ
¼ eLðoÞ þ eNLðo;o2;Eðo2ÞÞ
¼ 1þ 4p

X
n odd

anwðnÞ

� ðo;o;o2;�o2;y;o2;�o2ÞEn�1ðo2Þ ½9�

where

an ¼ 1

2n�1

ðn� 1Þ!
ðn� 1Þ=2ð Þ! ðn� 1Þ=2ð Þ! ½10�

The nonlinear contribution eNL is given by the sum of
the terms with n 41, and the numerical factor is
given by the invariance of the susceptibility for per-
mutation of the frequencies. The most important
nonlinear term is clearly wð3Þðo;o;o2;�o2Þ.

Kramers–Kronig Relations and Sum Rules

The analytic properties of the nonlinear optical sus-
ceptibilities can be examined in increasing order, and
a number of sum rules can be obtained easily, when
KK relations hold, by extending the procedure given
for the linear case.

A first property follows immediately from causal-
ity due to the Titchmarsh theorem: the susceptibility
is holomorphic in the upper half of the complex
plane associated with one of the frequency variables
when all the others are kept fixed. A second more
general theorem due to time causality was derived by
Scandolo: the nonlinear susceptibility is holomorphic
in the upper half-plane of any straight line with a
positive slope in the frequency space of all the oi.
This also holds by taking the line with zero slope
along a given axis, provided the other values can be
kept fixed.

From the above results, it can be seen immediately
that KK relations can be established in most cases
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previously described, in second and higher harmonic
generation along o1, as well as in pump and probe
experiment along o, keeping o2 fixed. They do not
apply in optical rectification, because any straight
line in the space o;o2 ¼ �o cannot have positive
slope; they do not apply also for wð3Þðo1;o1;
�o1;o1Þ, when only one beam is present. The as-
ymptotic behavior of the nonlinear susceptibilities is
in general much faster than in the linear case, so that
one may consider all integrable products of the type
okwðnÞðoÞ, along the line of positive slope which is
considered, and thus obtain a number of KK rela-
tions. From them, (using the superconvergence the-
orem as shown in the linear case) the asymptotic
behaviors of the real and the imaginary part of the
susceptibility can be obtained in terms of their mo-
ments (integrals of powers of the frequency times the
susceptibility), up to a given value, above which the
integral does not converge. A comparison of such
asymptotic behaviors of the susceptibility with the
behavior obtained from specific calculations gives a
number of new sum rules for the nonlinear suscep-
tibilities considered.

Harmonic Generation

As a first example, consider the second-harmonic
generation. The asymptotic behavior of wð2Þð2o;
o;oÞ as o-N can be obtained easily from the an-
harmonic oscillator model or equivalently from the
quantum theory. They give similar results, provided
the appropriate third-order derivative @3VðxÞ=@x3
for x-polarized radiation is substituted in the quan-
tum theory by its expectation value on the ground-
state wave function. The following second-harmonic
asymptotic behavior obtains

wð2Þ
o-N

ð2o;o;oÞ ¼ þ 1

2!

e3

m2
R

@3VðxÞ
@x3

� �
0

� 1

4

1

o6
þ oðo�6Þ ½11�

where r is the electron density and the potential term
is given by the anharmonic coefficient in the extend-
ed Lorentz model, and by its expectation value on the
ground state in the quantum-mechanical approach.
In the presence of the polarized beams of the same
frequency, the derivatives can refer to the polariza-
tion directions of the fields and to the polarization
directions of P, so that a third-order tensor compo-
nent is defined. As a consequence of the asymptotic
behavior [11], three independent KK relations are
obtained, one for wð2Þð2o;o;oÞ, one for o2wð2Þ, and
another one for o4wð2Þ. They can be summarized as
follows in terms of their real and imaginary part w1

and w2:

o2awð2Þ1 ð2o;o;oÞ ¼ 2

p
TT

Z
N

0

o
02aþ1wð2Þ2 ð2o0;o0;o0Þ

o02 � o2
do0

o2a�1wð2Þ2 ð2o;o;oÞ ½12�

¼ �2

p
TT

Z
N

0

o
02awð2Þ1 ð2o0;o0;o0Þ

o02 � o2
do0

with 0pap2 where the line on the integral denotes
that the principal part has to be considered. By com-
paring the asymptotic behaviors obtained from the
above KK relations, via the superconvergence theo-
rem, which amounts to neglecting o02 in the denom-
inator of [12], with the requested one given above
[11] six sum rules are obtained, which can be sum-
marized as follows:Z

N

0

o2awð2Þ1 ð2o;o;oÞdo ¼ 0; for a ¼ 0; 1; 2

Z
N

0

o2aþ1wð2Þ2 ð2o;o;oÞdo ¼ 0; for a ¼ 0; 1

Z
N

0

o5wð2Þ2 ð2o;o;oÞdo ¼ �p
2
.
e3

8
m�2R

@3V

@x3

� �
0

½13�

The procedure given has been extended to higher
harmonics and gives a large number of sum rules. All
integrals of even moments of the real part of the
susceptibility vanish up to the 2n moment, and all
odd moments of the imaginary part of the suscepti-
bility vanish, with the exception of the 2nþ 1 mo-
ment which gives a result depending on the dynamics
of the system.

Pump and Probe

Now, consider the pump and probe experiments,
where the response to a beam of frequency o is
studied in the presence of an intense beam of fre-
quency o2. The nonlinear contributions due to the
probe beam alone are neglected, and the nonlinear
susceptibility wð3Þðo;o;o2;�o2Þ, or more generally
wð2lþ1Þðo;o;o2;�o2;y;�o2Þ for a very intense
pump beam is considered. The asymptotic behavior
can also be obtained in this case from the anhar-
monic oscillator model, or from the quantum-
mechanical approach by using the Fourier transform
[5] of the response function [7] for t1-0þ . One can
show that the asymptotic behavior of the nonlinear
susceptibility is

*wNL ¼ � C

o4
þ oðo�4Þ ½14�
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with

C¼�
X

n odd41

ane
2

n!ð�i_Þn�1m2
En�1
2 ðo2Þ

Z
dt2?

Z
dtn

� exp½�iðo2t2 � o2tnÞ�

�Tr
@2V

@x2

X
P

Tð2;y; nÞ½Pð�t2Þ . ½yPð�tnÞ; R0��
( )

½15�

and

an ¼
1

2n�1

ðn� 1Þ!
ðn� 1Þ=2ð Þ! ðn� 1Þ=2ð Þ! ½16�

From this, it can be seen that two KK relations are
obtained. One is the same as the linear KK relations
and applies to wNLðo;o2; E2Þ. The other, typical of a
nonlinear contribution for the probe–pump situa-
tion, applies to o2 wNLðo;o2; E2Þ: It is

o2wNL
1 ðo;o2; E2Þ ¼

2

p
TT

Z
N

0

do0 o
03wNL

2 ðo0;o2;E2Þ
o02 � o2

o2wNL
2 ðo;o2; E2Þ ½17�

¼ �2o
p

TT

Z
N

0

do0 o
02wNL

1 ðo0;o2;E2Þ
o02 � o2

These relations, appropriate to the nonlinear contri-
bution, can be used to relate dispersive to dissipative
nonlinear phenomena, as well as the original KK
relation in the linear approximation.

By comparing the asymptotic expansion [14] and
asymptotic expansions of the two KK relations ob-
tained, one can derive four sum rules for the nonlin-
ear susceptibility by following the usual procedure of
imposing that their asymptotic behaviors coincide.
They are the following:

Z
N

0

wNL
1 ðo;o2;Eðo2ÞÞdo ¼ 0Z

N

0

owNL
2 ðo;o2;Eðo2ÞÞdo ¼ 0Z

N

0

o2wNL
1 ðo;o2;Eðo2ÞÞdo ¼ 0Z

N

0

o3wNL
2 ðo;o2;Eðo2ÞÞdo ¼ C

p
2

½18�

where C is given by [16]. The first two are analogous
to the linear sum rules whose validity is thus extend-
ed to the optical response to all orders in the presence
of a pump beam. The last two are typical of the non-
linear susceptibility. The last one, in particular, gives
a measure of the strength of the nonlinear response
through the value of the constant C.

Another simple sum rule gives immediately the
nonlinear contribution of the pump field to the static
susceptibility (limit o-0 in the KK dispersion rela-
tions)

wNLð0;o2;Eðo2ÞÞ

¼ 2

p

Z
N

0

do0 w
NL
2 ðo0;o2;Eðo2ÞÞ

o0 ½19�

Analogous sum rules can be obtained for all the
nonlinear optical functions related to the suscepti-
bility, as in the linear case.

It has been shown by Zimmermann that the sum
rules given here are also valid when the expansion [1]
in terms of the electric field does not converge, and
the polarizability must be obtained in a non perturb-
ative way, because the presence of the external field
does not affect the short-time inertial character of the
response function.

Examples and Applications

The Anharmonic Oscillator

One can display the relevance of the above-described
sum rules by considering the simple, but physically
significant anharmonic-oscillator case.

By solving the equation of motion with the probe
frequency o and the pump o2, the anharmonic con-
tribution wð3Þðo;o;o2;�o2Þ is obtained in the third
order. The result is displayed in Figure 1 as a function
of the frequency of the probe beam, o.

One can observe the modification of the absorp-
tion near the resonance o0 which is a dynamic Stark
effect with a positive and a negative contribution;
also a peak is present in correspondence to a two-
photon absorption at o0 � o2 and another peak due
to stimulated Raman absorption at o ¼ o0 þ o2.
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Figure 1 Nonlinear susceptibility of the anharmonic oscillator

(o2¼ 0.75o0.).
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The sum rules [18] are all verified, but include con-
tributions from all these effects and cannot be re-
ferred to a particular phenomenon on its own.

Analogous results are obtained from a quantum
mechanical study of the oscillator, where however
differences are found from the classical model in the
nonlinear optical functions.

Three-Level System

The sum rules can be useful in the study of a system
consisting of three levels, denoted with E0, E1, E2,
when the pump beam is nearly resonant with the
transition between E1 and E2.

The two possible configurations in the three-level
system are shown in Figure 2, and are called, re-
spectively, the ladder and the lambda configurations.
In both cases, the sum rules must be obeyed if no
other levels are considered, and coherence effects
must be included in studying the time dependence of
the dipole moment of the system in terms of the
density matrix Rij.

Using the Heisenberg equation for the time evolut-
ion of the density matrix and accounting for all the
lifetime decay processes, one obtains in the lowest
order

wð3Þðo;o2;E2Þ

CR
j 1h jex 0j ij2

E10 � _o� iG1 � a22=ðE207_o2 � _o� iG2Þ

(

þ j 1h jex 0j ij2

E10 þ _oþ iG1 � a22=ðE207_o2 � _oþ iG2Þ

)

½20�

where the sign þ (� ) refers to the ladder (lambda)
configuration and a2 ¼ 2h jex 1j iE2=2 is the Rabi fre-
quency of the pump beam in energy units. The sum
rules [18] can be immediately verified in both cases
by observing that the asymptotic behavior of [20] is
of order o�4 as expected, and the constant C can be
directly estimated.

In the case of resonant o2, the typical results are
given in Figures 3 and 4 for large and small values of
G2, respectively. The nonlinear contributions become
negative at resonance, and nearly cancel the absorp-
tion. Total transparency is obtained, when the life-
time ðt ¼ ðh=GÞÞ of level 2 is much longer than that
of level 1, in particular when E2 is a metastable state
ðG1cG2Þ and a2 is sufficiently large. This phenom-
enon has been called coherent electromagnetically
induced transparency (CEIT) (first observed by Al-
zetta et al. in 1976). It is of great interest because of
its important applications. The CEIT effect has been
so far observed in hot and cold atomic systems, but is
now being studied also in solid-state materials. For
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instance, Figure 5 shows the computed absorption of
a three-level system consisting of the ground state,
the 1s metastable exciton, and 2p exciton in Cu2O.
These results can be seen as effects forced by the sum
rules, which also have the effect of increasing the
absorption away from the induced transparency in a
way appropriate to verify them.

The EIT has important consequences in all phe-
nomena related to propagation of light in dispersive
media, because it produces hyperanomalous disper-
sion with a very large value of dn/do. The most im-
portant effect observed is the reduction of the group
velocity of light to extremely small values down to a
few meters per second (slow light).

Second-Harmonic Generation

A further example of how the sum rules can be used
to verify detailed theories, and to implement useful
simplified models can be seen as an application to
second-harmonic generation.

The quantum-mechanical calculation of wð2Þð2o;o;
oÞ is very complicated, because a knowledge of all
excited states and a double summation involving all
dipole matrix elements between them is required. A
simple model is set up by considering an expansion
about the main poles at o0 and o0/2, o0 being the
average frequency of the direct interband transitions in
the semiconductors, which is also responsible for the
static linear dielectric constant. Thus:

wð2Þð2o;o;oÞ

¼ f1
o� o0 þ ieþ

þ f2
ð2o� o0Þ þ ieþ

þ f3

ðo� o0 þ ieþÞ2

þ c:cðo-� oÞ ½21�

where eþ is a positive infinitesimal which can be set to
zero. The coefficients fi give the strength of the poles
and substitute the detailed double sum of the dipole
matrix elements. Imposing the sum rules, one can ob-
tain expressions for all the coefficient fi, in terms of the
quantity C which appears in the 5th moment sum rule
(see eqn [18]).

Taking the limit eþ-0; and expressing the first-
order susceptibility in terms of the average transition
frequency to the conduction band as

w ¼ Re21
mðo2

0 � o2Þ
½22�

one obtains Miller’s empirical rule

wð2Þijk ð2o;o;oÞ ¼ Dijkw
ð1Þ
ii ð2oÞwð1Þjj ðoÞwð1Þkk ðoÞ ½23�

where Miller’s empirical constant D is given by

Dijk ¼ � 1

2e3R2
@3V

@ri@rj@rk

� �
0

½24�

This can be easily computed for crystals from the
pseudopotential theory, by means of the values of the
pseudopotential parameters used in the energy band
calculations. One can thus compute the static limit in
a number of semiconductors and obtain values of
wð2Þð0; 0Þ in good agreement with experiment, as
shown in Figure 6.

A similar result can be obtained for third- and
higher-order harmonic generation processes.
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Data Analysis

The above described sum rules and KK relations can
be also used to complete the experimental data
available by imposing that they verify such general
properties. This is particularly useful in nonlinear
optics, where results on a limited frequency range are
experimentally available, and only at a few fixed
frequencies, both real and imaginary nonlinear sus-
ceptibilities are measured. For details on this, refer to
the ‘‘Further reading’’ section.

Conclusions

It has been shown that the principle of time causality
implies a number of KK relations between the real
and the imaginary part of the nonlinear susceptibility
and of all nonlinear optical constants. From them, a
variety of sum rules can be obtained for the frequen-
cy moments of the real and the imaginary parts of the
nonlinear susceptibilities. All frequency moments of
the susceptibility vanish up to the highest integrable
odd moment of the imaginary part of the suscepti-
bility, which gives a value related to the density and
to the expectation value of appropriate derivatives of
the potential on the ground state.

The dispersion relations and the sum rules are
shown to be useful to interpret experimental data
and to verify the accuracy of the calculation models.

See also: Electromagnetically Induced Transparency; El-
emental Semiconductors, Electronic States of; Interaction
of Light and Matter; Nonlinear Optics; Optical Absorption
and Reflectance; Optical Properties of Materials; Optical
Sum Rules and Kramers–Kronig Relations; Organic Sem-
iconductors; Semiconductor Optics.

PACS: 78; 78.20� e; 78.40�q; 11.55.Hx; 42.65� k
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Introduction

In this section, what superconductivity is, why it is
interesting from a scientific point of view, and why it
has attracted the significant attention it has for ap-
plications will be discussed. This section shall lay the
groundwork for the later detailed discussions of the
applications of superconductivity.

The twentieth century was truly the century of the
electron. At the beginning of the century, mankind
had harnessed to a remarkable degree the power and
benefits of machines of a great many kinds ranging
from trains and cars to printing presses and steam
engines. However, the electron was only beginning to
be understood and used widely. However, by the end
of the century we had computers, airplanes, cars,
radios, TVs, EKG machines, and the Internet. None
of these would have been possible without a century

of extraordinary achievements in harnessing the use
of the electron. However, in a century of remarkable
discoveries, none is perhaps as revolutionary as the
discovery of the effect called superconductivity.

One way to parametrize the nearly infinitely wide
range of solid matter is by how well a given sample
can carry electrical currents. At one end of the spec-
trum are metals such as copper, aluminum, gold, and
silver that can carry electrical currents very well.
These materials are conductors whose electrical re-
sistivity is low. At the other end of the spectrum are
materials that do not carry currents at all, called in-
sulators. Examples of such insulating materials are
glass, plastic, cloth, and paper. Typical electrical cir-
cuits of the kind found in homes for lighting consist
of conductors – the wires (typically copper) and in-
sulators (typically plastics) to keep the wires from
making accidental connections. Despite the fact that
many materials are good conductors, they all suffer
from the disadvantage that the resistance is always
nonzero. The resistance can be small but it is always
finite for normal conductors. For example, when a
house gets wired, the builder uses a large diameter
wire to keep the losses small, but they are always
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finite. In a house, these nonzero losses can be kept
acceptably small. However, in an electric power sta-
tion, these losses can be as much as 10% of the total
power through the plant and represent a significant
economic cost.

Before the discovery of the phenomenon of super-
conductivity, these losses found in normal conductors
appeared to be inevitable. However, the discovery by
Kamerlingh Ohnes in 1904 that below B4K the re-
sistivity of mercury drops to zero changed forever our
view of electrical conduction in metals. This was one
of the greatest scientific discoveries of the twentieth
century, a century with many great discoveries. The
discovery was the first and perhaps the finest example
of condensed matter physics – the study of systems
with many degrees of freedom.

The early superconductors, while scientifically very
important, were impractical for use in any applied
context. That is because they were what are now
known as type I superconductors and these materials
cannot carry any appreciable electrical currents or
tolerate any sizable magnetic fields. At low temper-
atures type I superconductors exhibit what is known
as the Meissner effect. In this remarkable effect, the
magnetic field is completely expelled from the interior
of the sample (not trapped, but completely expelled).
However, this only works for relatively low fields (or
small currents which is, in essence, the same thing)
(see Figure 1). Typical fields that type I materials can
tolerate are usually much less than 1000G. This
means type I materials are limited to use at low tem-
peratures, low fields, and low currents which provide
limited scope for applications.

The first type II superconductors were discovered by
Shubnikov and co-workers in 1937. In these materi-
als, there is also a Meissner state at low fields but there
is also a new superconducting regime, a mixed state at
higher fields. In this mixed state, the applied magnetic
field enters the sample in the form of quantized lines

of magnetic flux, magnetic vortices. This mixed state
can survive to very high magnetic fields (and/or
support large currents) and are the only practical su-
perconductors. The discovery of the type II supercon-
ductors started the real search for applications for the
phenomenon.

Since the original discovery of superconductivity in
mercury at 4K, there have been literally thousands of
other materials discovered with a wide range of
transition temperatures (the temperature below
which superconductivity occurs). However, the field
of superconductivity was thrown into high gear in
1987 when a new class of materials was discovered
by Bednorz and Muller, the so-called ‘‘High Tc Su-
perconductors.’’ These materials opened the way to
the use of much less expensive cooling technologies
such as liquid nitrogen (B77K) and closed-cycle re-
frigerators for cooling the materials. Much of the real
work in finding applications for superconductivity
was driven by the explosive growth in interest stim-
ulated by the discovery of the high-Tc materials.

The basic phenomenology of superconductivity
lends itself to application for three distinct reasons.
The first is the characteristic that gives it its name,
zero resistance or superconductivity. This allows
conductors to be built that can carry very high cur-
rent densities with, in principle, zero resistive losses
and zero heating. The second phenomenon is that the
materials superconduct because they are in a macro-
scopic quantum state that can be measured and ex-
ploited with such devices as a SQUID (described
later). The third effect is that the transition into the
superconducting state is what is called a phase tran-
sition or a change of state with a well-defined tran-
sition temperature such as the melting point of ice or
the boiling point of water. This effect allows for ap-
plications in which the superconductor can be a very
sensitive thermometer. All the applications of super-
conductivity discussed use one or more of these at-
tributes to good advantage and none of these
attributes can be found in conventional conductors
such as copper or silver.

The final part of this introduction talks about a
number of useful materials. While many thousands of
superconductors have been discovered, only a few are
used in practical applications. Useful materials not
only need to have the characteristic of being super-
conductors, they also need many others as well. Ad-
ditional needed characteristics include good metallic
properties such as ductility, chemical stability, low
thermal expansion, mechanical strength, low cost,
ease of fabrication, nontoxicity, ease of joining, and
others. When this long list of necessary characteristics
is used to filter the many thousands of candidates,
only a few are found to be practically useful. One ofFigure 1 Magnetic levitation of a magnet about a YBCO sample.
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the easiest and most useful materials is pure niobium.
Thin films can be deposited and devices like SQUIDS
and high-Q microwave cavities can be built. As a pure
element, niobium is still very useful in a wide variety
of applications. For wires, two alloys of niobium are
widely used today. The first is NbTi and the second is
Nb3Sn. These materials are widely available commer-
cially and still dominate the market despite 15 years of
hard work on the high-Tc materials.

Among the newer, high-Tc materials, YBCO (Y1Ba2
Cu3O7) and BSCCO ((Bi,Pb)2Sr2Ca2Cu3Ox (Bi-2223))
are the materials of choice. They combine a reason-
able combination of workable physical properties,
extremely high critical magnetic fields (the maximum
field at which they are still superconductors), and high
critical currents (the maximum currents they can carry
and still be superconducting). In general, the critical
field is measured at very low currents and critical
currents at very low applied fields and there is a trade-
off between the two quantities where finite fields low-
er the useful range of currents and finite currents
lower the useful range of fields.

In the following sections, some of the nearly un-
limited range of applications for these and other ma-
terials are discussed.

Power Generation/Transmission/Storage
Applications

In this section, one of the most important application
areas for superconductivity – electrical power gene-
ration and transmission – is discussed. The electrical
power industry is one of the largest and most im-
portant industries in the US today. Indeed, without
this industry, none of the others could exist. Cur-
rently, electrical power worth tens of billions of dol-
lars is generated, stored, transmitted, and turned into
useful work every day. The current system is the re-
sult of many years of work and is quite efficient,
given the limitations of the real materials the engin-
eers have at their disposal. The current system is
roughly 90% efficient, a modern marvel. However, it
is that last 10% which represents a vast economic
payoff for superconducting technology.

Most power in the world is produced by large
generators that are either hydroelectric (driven by the
force of moving water) or steam (produced by geo-
thermal, oil, coal, natural gas, or nuclear sources of
heat). Generators consist of a rotor and a stator. Both
have coils of wires. The stator is used to create a
magnetic field that the rotor moves in. The rotor
wires, when moved in the stator’s field, have currents
induced in them which is the current produced by the
generator. Superconducting wires, because of their
low losses in carrying electrical currents, can allow

the generator to be smaller, lighter, and more elec-
trically efficient than generators made using convent-
ional conductors. Many such superconducting
generators have been built and are nearing commer-
cial deployment.

After generation, the electrical power must be
transmitted to where it will be used. Most electrical
power is sent around via the electrical power grid.
This grid allows the power to be used a long way
from where it is generated. In addition, the grid al-
lows a more efficient process of supply and demand
as peak demand periods move from east to west with
the time zones. Also, the grid acts as a kind of buffer
in case of scheduled or unscheduled outages in a
particular generating station. The challenge of op-
erating a power plant is that while the plant needs to
be sized to handle peak loads and its cost is related to
that peak capacity, the return to the investors is pro-
portional to the average use of the plant. Therefore, a
plant whose peak demands are much higher than the
average demand is uneconomical to operate. The
grid allows a much more efficient use of the country’s
generating capacity because power can flow to where
it is needed, when it is needed, and average out the
peak demands. Despite its evident value, sending
electrical power long distances is neither cheap nor
easy. The current way this is done is with high-
voltage transmission lines that reduce the I2R losses
by increasing the voltage and reducing the currents
that need to flow to send a given amount of power
through the line. The current state of the art is mil-
lion volt transmission lines. This is an important op-
portunity for superconductivity.

By building transmission lines using superconduc-
tors with very low losses instead of conventional
conductors with a finite amount of loss, the efficiency
of electrical transmission could be enhanced signi-
ficantly. This has been an area of significant effort in
the area of superconducting research for decades.
Many trials have been done and with the advent of
the high-Tc materials, the technology appears close
to being ready for commercial deployment.

Another application for superconducting tech-
nology is in large crossbar switches used to protect
and route the large currents generated and trans-
mitted in the power grid. Superconducting switches,
with their intrinsically low losses, offer a very
cost-effective way to do this. In addition to using
superconductivity to generate, switch, and transmit
power, it can also be used for storage. The issue
discussed above about the need to average out de-
mand peaks also argues for the value of an efficient
way to store large amounts of power. Power could
then be generated during off-peak periods for use
when the demand peaks and by doing this, the size
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(and cost) of the plant could be reduced. As shown
by Ohnes in his pioneering work on supercon-
ductivity, currents induced in superconducting loops
can flow for very long times (almost infinitely long).
Thus, large coils could store electrical power for
long periods of time. Such large storage facilities are
increasingly being envisioned for times in the not
too distant future when the costs of fossil fuels rise
as shortages appear.

Two final applications of superconductivity in the
power plant in the longer term are the use of
magneto-hydro-dynamics (MHD) and in fusion re-
actors. MHD generates power by having ions flow
past low loss conductors inducing large electric fields
and hence currents. Low losses associated with su-
perconductivity make MHD technology feasible to
install and use. Also, as will be discussed later, there
is much basic research in building fusion reactors
where atoms such as hydrogen are joined as opposed
to fission where heavy atoms such as uranium or
plutonium are split apart. The fusion reaction is ex-
pected to allow an unlimited amount of clean, cheap
power. Such plants are quite likely to use strong su-
perconducting magnets to contain the reactions in
much the same way they are used today for the re-
search experiments.

To sum up, there are many places in the genera-
tion, transmission, switching, and storage of electri-
cal power where the low electrical losses allowed by
using superconducting technology will drive many
applications. Early field trials and tests have been
completed for many of these devices and full-scale
deployment is not too far off.

Medical- and Health-Related Applications

Another massive industry in the US is health and
medical. Close to a trillion dollars a year is being
spent in the pursuit of long and healthy lives for all
the planet’s inhabitants. One of the most important
tools used in hospitals today for diagnostic imaging
is MRI or magnetic resonance imaging. This tech-
nique uses the fact that many atoms have a magnetic
spin that can be resonantly excited with RF coils in a
magnetic field. By applying both a uniform field and
a field gradient, density maps of the various atoms
can be made in a living organism. These can be used
to see with remarkable clarity bones, blood vessels,
organs, and other structures within a living human
body. The physics of the technique is such that the
higher the field the better the signal-to-noise of the
image and the better the spatial resolution. This is a
perfect application for superconducting wires which
enable very high field magnets to be made.

A typical magnet may generate fields 20 000 times
the earth’s field in a magnet the size of a small car.
The patient is usually placed on a belt that moves
them into and out of the field while the image is
being taken (Figure 2). Another place where super-
conductors are often used in such systems is in the RF
coils used to excite the relevant magnetic atoms. The
lower electrical losses of such coils give better signal-
to-noise in a typical MRI system. Today MRI is being
used for everything from routine hospital diagnostics
to the study of how the human brain functions – not
so much what you are thinking but where you are
thinking.

In MRI systems superconductors are being used to
generate very large magnetic fields. A completely
different and new application is to use them to sense
very small magnetic fields. The device is called a
SQUID or superconducting quantum interference
device. A SQUID uses the unique properties of the
superconducting state itself – it is a macroscopic
quantum state that can be ‘‘phase shifted’’ by the
application of a small magnetic field. A typical
SQUID is a ring structure with a weak link and in-
duced currents that flow in the ring are periodic with
the applied field. Such devices can sense fields in the
picogauss range. The medical application for such
devices is to sense the magnetic fields associated with
flowing blood, magneto-cardiography, and magnetic
fields associated with flowing currents in the brain,
magneto-encephalography. In both cases it is possible
to image defects that other techniques cannot,
providing useful diagnostic information. In the brain
imaging case, it is possible to find the source of lo-
calized defects that can cause tremors and, when lo-
calized, excise them noninvasively using a gamma
knife. Such systems are being used in field trials today
and will soon be deployed widely.

Figure 2 An MRI machine in operation. (Siemens press

picture. Reproduced from Siemens AG, Munich/Berlin.)
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Clearly the use of superconductivity in medicine is
already a large and growing industry and given the
graying of the US population, shows no signs of
slowing down.

Military and Homeland Security
Applications

The military applications of superconductivity are as
varied and important as the commercial possibilities.
These application areas range from large devices such
as motors and generators to microscopic ones such as
would be found in a sensor network. Clearly, the mil-
itary applications are well appreciated and much DOD
funding has gone into superconductivity research.

For ships and submarines there are many applica-
tions for large motors and generators. Aboard ships
and especially submarines, size and weight are im-
portant considerations. The same features that make
superconducting motors appealing in a commercial
power station make them useful on a ship or sub.
The fact that superconducting wire allows for higher
current densities over conventional conductors
makes it possible to build smaller, lighter, and higher
performance motors and generators even when the
cooling plant needed for superconducting motors is
taken into account.

Another area attracting attention in the military
world are superconducting rail guns. A rail gun uses
very high currents in an applied magnetic field to
impart large velocities to projectiles, usually much
greater than could be obtained with conventional
explosives. In fact, rail guns are envisioned as being
able to put small objects into orbit, something that
cannot presently be done with a conventional, single-
stage explosive shell.

The ability to use superconductivity to store large
amounts of power in a compact way may be applied
to military laser systems. For many applications such
as missile defense, very high-power lasers are needed.
Generally, these are pulsed systems which require
large amounts of power for short periods of time. For
the same reasons as in a commercial power plant,
superconductivity may be the technology of choice
for this application.

A final application area discussed here are SQUID
sensor networks. Described earlier, a SQUID can be
configured to allow very small magnetic fields to be
sensed. Devices and networks of such devices are
currently being used to sense everything from sub-
marines in the deep ocean to perimeter defense in a
tactical situation.

High current densities and sensitive magnetic field
detection are but two of the characteristics that make

superconductivity an appealing technology that will
be applied in military and homeland security areas.

Electronic Applications for
Superconductivity

The world as we know it has been changed beyond
all recognition by the relentless progress in electron-
ics. Everything from computers to air travel would
be impossible without microelectronics and silicon
VLSI. This progress in electronics has been well de-
scribed by Moore’s law, the observation that tran-
sistors get a factor-of-two smaller, cheaper, and
faster every 18 months. However, it is clear that this
trend cannot go on for much more than another
decade or so. The race is on for what can replace
conventional silicon VLSI. For high-end computing
applications where the cooling will not be a prob-
lem, superconducting electronics is being actively
pursued.

In conventional electronics one of the things that
makes it difficult to scale transistors into the deep
submicron regime is the heat they generate as they
switch at high speeds. As wires, gates, sources, and
drains all get smaller, the current densities they must
work at get larger and this heat limits both perform-
ance and lifetime. Superconducting electronics al-
lows one to use both switches and interconnects that
dissipate much less power than their conventional
counterparts. They then allow a much faster, higher-
performance operation for the chip. A number of
high-end superconducting processing systems have
been built and made commercially available and
more can be expected in the next decade or so.

Another aspect of superconductivity and compu-
ting that go naturally together is the concept of
quantum computing. In quantum computing, the
q-bits (the analog to the classical bit) obey the rules
of quantum mechanics, not classical mechanics. For
certain classes of problems such as factoring large
numbers, quantum computers are expected to be
much faster than conventional ones. While the the-
ory of such computers is progressing well, the ex-
perimental work has proceeded much more slowly.
One of the experimental challenges is to find systems
where the quantum coherence occurs over large
enough distances and for long enough times for real
circuits to be built and tested. One of the best can-
didates for such systems are networks of Josephson
Junctions built from superconducting materials.
While work in this area is at an early stage, it ap-
pears likely that if a practical quantum computer is
ever built, it will use superconductors for its practical
implementation.
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In the area of microwave electronics, supercon-
ductors have found a number of unique application
areas. For microwave systems filters play a crucial
role allowing the entire available electromagnetic
spectrum in a given band to be used. Filters using
superconducting films have properties superior to
conventional filters and are beginning to be deployed
in both military and commercial RF systems. Super-
conductors are also being used as both microwave
detectors/mixers and microwave sources. As detec-
tors and mixers, they are currently state-of-the-art in
terms of sensitivity and noise and are widely used in
microwave astronomy applications. As sources, they
are being used as frequency standards in high-preci-
sion applications.

The economic value of high-end electronic compu-
ting is large and it is clear that as we get to the end of
the Moore’s law curve, superconductivity will play
an ever-increasing role.

Applications of Superconductivity in
Transportation

Transportation is one of the major needs any civili-
zed society has to provide for its citizens. However, it
is clear that the current arrangement of personal cars
powered by fossil fuels is destined to be replaced by
more efficient mass transportation. One of the lea-
ding candidates for efficient, fast, and convenient
mass transportation is magnetically levitated trains
or MAGLEV trains. Such trains use superconducting
magnets to create large magnetic fields to levitate the
train so that wheel friction is absent making the
trains faster, lighter, and much more power efficient.
They literally glide on a layer of magnetic field like
the suspended magnet shown in Figure 1. Such trains
are being actively developed with a number of large-
scale field trials having been completed. Work in this
area in Japan is particularly advanced. It is clear that
in the next decade or so superconducting MAGLEV
trains will enter commercial service.

Other application areas for superconductivity in
transportation include large motors and generators
for ships, subs, and trains and storage devices for use
in clean vehicles. In particular, when a train or car
stops, it turns all of the kinetic energy generated by
the motor into heat. An efficient storage device such
as a superconducting storage ring would allow one to
convert that kinetic energy into energy usable to start
the car or train moving again. Significant fuel
efficiencies would result from such a system.

Superconductivity will play an important role in
providing safe, inexpensive, and fast transportation
in the coming decades.

Scientific Applications of
Superconductivity

The business of science is a place where super-
conducting technology is already being widely ap-
plied. In many places, state-of-the-art measurements
are being done in ways that are only possible with
superconducting devices. This is then the cutting
edge of applying superconducting technology.

One of the largest-scale deployments of super-
conducting technology is for high-energy particle ac-
celerators. These machines apply large magnetic fields
at just the right time to accelerate charged particles to
nearly the speed of light. Superconductors allow for
much higher fields, lower costs, smaller sizes, and
better performance than anything a conventional con-
ductor could achieve. Devices such as the TEVA-
TRON at Fermi Lab and RICK at Brookhaven could
not have been built without superconductivity.

Another key area of scientific research is in MRI
imaging. For example, in functional brain imaging, the
large magnetic fields that can only be attained using
superconductors allow brain scientists to gain funda-
mental insights into how the brain works. MRI is both
a key research tool as well as a key diagnostic tool
used in most hospitals in the US today. NMR of com-
plex molecules is another important scientific field
which would be impossible without superconductivity.

Another area of scientific research is the use of
large research magnets built using superconducting
wires. Fields as high as 45T can be obtained allo-
wing everything from work on the quantum Hall
effect to superconductivity itself to be studied.

As mentioned earlier, fusion research uses high-
field superconducting magnets to generate the
magnetic fields needed to contain the hot plasmas
created during the fusion process. At the other end of
the field spectrum, devices such as SQUIDS are being
used to do precision measurements on things ranging
from the magnetization of new materials to gravity
wave detectors. Superconducting devices are also
being used to create a new class of particle detectors
that work as sensitive bolometers where the particle,
when absorbed by the detector, heats up the detector
and this change in temperature is sensed by an edge
detector which is a superconducting film biased to be
just at the transition to normal conduction; Mose
resistance, therefore, is very sensitive to small
changes in temperature.

The art of scientific measurement relies heavily on
superconducting technology and this provides a kind
of testing ground for later, large-scale commercial
applications of the technology. The extensive use of
such technology in science makes it clear that large-
scale commercial applications are on their way.
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Miscellaneous Applications of
Superconductivity

The numerous applications already discussed by no
means exhausts the list of active areas of super-
conducting development. Superconducting tech-
nology is being used to create very sensitive gravity
detectors for use in prospecting for oil and gas.

Magnetic separation is another area of considera-
ble commercial importance. These devices allow the
separation of materials with differing responses to a
magnetic field such as aluminum and iron alloys. In
practice, a stream of particles is shot through the
magnet and their trajectory is determined by their
response to the applied magnetic field. The potential
commercial value of such devices is very large as we
increasingly focus on recycling materials as opposed
to creating new ones in our manufacturing processes.

Conclusions and the Future

It should be clear that the range of potential appli-
cations for superconducting technology is truly vast.
This article, being limited in scope, has only begun to
scratch the surface of what is being done and what
will be done in terms of applications. In almost every
area of human commercial activity, supercon-
ductivity will play an important role. Power genera-
tion and transmission, transportation, electronics,

military systems, scientific research, and health and
medicine are some important examples but by no
means exhaust the list. While superconductivity was
discovered in the twentieth century, the twenty-first
century will see an amazing range of applications for
the technology developed and deployed. It will be an
exciting time for both scientists and engineers wor-
king in the field.
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fluidity; Tunneling Devices.
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Introduction

For many years superconductivity has remained one
of the most interesting phenomena in physics. After its
discovery by Kamerlingh–Onnes in 1911, many su-
perconductors have been found, see Figure 1. The re-
cent discovery of MgB2 as a superconductor with a
transition temperature Tc ¼ 39 K suggests that fur-
ther surprises can be expected in the future. The basic
interdependence of superconductivity and lattice
structure still needs to be understood. Figure 2 shows
the transition temperature of some interesting metals.

Some of the cornerstones in the history of super-
conductivity were the observation of (1) a vanishing
electrical DC resistivity r(T) at Tc, (2) the magnetic

behavior exhibiting type-I superconductors expelling
magnetic flux (Meissner–Ochsenfeld), and type-II su-
perconductors where quantized magnetic flux can
penetrate in filaments, (3) the isotope effect, Tcp

M�a, for example, aE0:5 for Hg, suggesting that the
electron–phonon coupling might be responsible for
superconductivity, and (4) Josephson tunneling with
an electronic current j ¼ j0 þ j1 sinðDj� ð2e=_Þ V21tÞ,
where Dj is the phase difference and V21 the voltage
between two superconductors 1 and 2. There are
many additional interesting observations including the
occurrence of a gap in the electronic density of states
(DOS), gapless superconductors and the interdepend-
ence of atomic structure and Tc, seen in particular in
layered structures, granular superconductors, etc.

Most important theories developed for a physical
understanding of the superconductivity phenomena
were: (1) the London theory in 1935 explaining the
Meissner–Ochsenfeld effect by using for the super-
conducting current driven by the vector potential A
the expression js ¼ �ðc=4pl2LÞA, with the penetration
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depth lL ¼ ðmc2=4pe2nsÞ1=2, where ns is the superflu-
id density. (2) the Ginzburg–Landau (GL) theory in
1950, which extended the London theory by writing
the free energy in terms of an order parameter
cðr; tÞ ¼ jcjeijðrÞ as

F ¼ F0 þ
Z

d3r ajcj2 þ 1

2
bjcj4

�

þ _

2m� r � ie�

_c
A

� �
c

����
����
2

þh2

8p

�
½1�

yielding the current via minimization with respect to c
(or c�):

jðrÞ ¼ � ie�

2m�

(
ðc�rc� crc�Þ

� e�
2

m�c
jcj2AðrÞ

)
½2�

(3) In 1956, the Bardeen–Cooper–Schriefer theory
(BCS) deriving superconductivity from an electronic
Hamiltonian H ¼ H0 þHeph, where Heph describes
the electron–phonon interaction. It is to be noted that
eqn [2] immediately yields the Meissner effect, by
assuming that the superconducting wave function is
rigid and is not affected by an electromagnetic field
(thus, the first term in eqn [2] is zero), and for
c ¼ jcjeijðrÞ (cc�Bns and j are conjugate variables).
The Josephson tunnel current between two supercon-
ductors 1,2 (with phase and voltage difference Dj,
DV) is given by

jJ ¼ j0 sin Dj� e�

_
DVt

� �
½3�

Here,

Df ¼ j2 � j1 þ
2p
f0

Z 2

1

A � dl

j0 ¼ e�_

m�d
jcj2 m� ¼ 2m; e� ¼ 2eð Þ

and d is a parameter referring to the tunnel junction,
f0 ¼ _c=2e. Assuming the single-valuedness of c, one
obtains the quantization of flux trapped (in a filament)
in a superconductor (see gauge transformation c):

f ¼ f0 nþ 1
2

 �
; n ¼ 0;71;y ½4�

These are remarkable general results which hold for
different possible mechanisms causing condensation
of a Fermi liquid into a superconducting state.

The BCS theory is one of the most elegant theories
in physics and effectively explains superconductivity
resulting from Cooper-pairs (km, � kk) for electrons
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with opposite spin and momentum k at the Fermi
surface. As illustrated in Figure 3, the exchange of
virtual phonons yields an attractive interaction and
thus, a singlet Cooper pairing. This pairing causes a
gap in the single-electron DOS, reflecting the binding
energy of the Cooper pairs, D ¼ DðT; h;yÞ. The
theory correctly predicts the behavior D T ¼ 0ð ÞpTc

and some other thermodynamical and electrody-
namical quantities.

Following the BCS theory, the quantum field the-
ory using the Green’s function method, in particular
by Gor’kov et al., gave the theory of supercon-
ductivity a very elegant form. In general, for phase
transitions (ferromagnetism, etc.), the superconduc-
ting state cannot be obtained from the normal state
by using the perturbation theory. That the electron–
phonon interaction described in second-quantization
notation by

Heph ¼
X
k;k0;l

gkk0lc
þ
k0ck þ? ½5�

is responsible for superconductivity was suggested
early by Fröhlich and others and explains, for ex-
ample, the isotope effect. The electron–phonon coup-
ling constant is given by

gkk0l ¼
X
i;a

_Na

2oqlMa

� �
/k0jriUiajkS

� EqlðaÞeiq�r
0
a ½6�

where Uia is the potential of the ion i, a and Eql are
the lattice polarization vectors. Since, as illustrated in
Figure 3, emission and absorption of phonons by
electrons at the Fermi surface can lead to an effective
attractive interaction, it seemed possible that Cooper
pairing (km, � kk) occurs for electrons within an

energy shell of 2oD, where oD is the Debye frequen-
cy. On general grounds, one expects, for an attractive
potential with a range of the order of the interatomic
distance (aBp�1

F ), due to the Pauli principle, singlet
pairing and pairing of k and � k electrons to avoid
kinetic energy of the Cooper pairs and thus to obtain
maximal condensation energy. To avoid the de-
structive repulsive electron–electron interaction, the
pairing results from a retarded potential. The elec-
tron km polarizes the lattice for a time of the order of
tBo�1

D , which is slower than the electron motion,
and then the other electron � kk, arriving at the
polarized lattice within that time might feel an ef-
fective attractive electron–electron interaction due to
over-screening. The resultant binding energy 2D
causes a correlation and coherence length of the or-
der of xBvF=2D. It is to be noted that Coulomb fields
are screened at a distance of the order of the inter-
atomic distance. This analysis and the study by
Cooper, showing that for electrons at the Fermi sur-
face the pair wave function c ¼

P
kBkF

ake
ik�r,

r ¼ r1 � r2, lowers the energy ððH0 þ VÞc ¼ Ec
and Vo0), gave a more definite clue that the Coop-
er pairing of the electrons within an energy shell of
the order of 2_oD causes superconductivity.

Cooper pairing is the essence of the electronic BCS
theory, which gives the microscopic justification of
the phenomenological Ginzburg–Landau theory. Its
formulation was achieved with the help of quantum
field theoretical methods.

BCS Theory

The BCS theory begins by using the Hamiltonian

H ¼
X
k;s

xknks þ
X
k;k0

Vkk0a
þ
kma

þ
�kka�k0kak0m þ? ½7�

with excitation energies xk ¼ ek � m for electrons
near the Fermi energy (m is the chemical potential)
and the effective interaction Vkk0 between electrons
with wave vector k and � k and spin m and k. Note
that the remaining interactions between the electrons
are assumed to be included in the energies xk�a

þ
ks and

aks are the usual creation and annihilation operators
for fermions with k and spin s, and nks is the oc-
cupation operator. The BCS theory uses the wave
function

jcS ¼
Y
k

ðuk þ vka
þ
kma

þ
�kkÞjc0S;

jukj2 þ jvkj2 ¼ 1 ½8�

to calculate the free energy. The ground state is jc0S.
|vk|

2 gives the probability of a pair (km, � kk). The
diagonalization ofH is most elegantly achieved by the

k2+q

k1−q

k2

k1

g

2�qλ

�2 − �2
qλ

D�(q,�)=

g∼

•

Figure 3 Illustration of the interaction between electrons with k1

and k2 via exchange of a phonon with polarization l, wave vector

q and energy oql;oCek1�q � ek1
; then an attractive effective

electron–electron interaction g2Do0 results, if oooql. *g ¼ gG,

where G denotes many-body corrections to the electron–phonon

coupling g ( *gCg; see Migdal theorem).
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Bogoliubov and Valatin canonical transformations

bþ�kþ ¼ uka�kk þ vka
þ
km; bk� ¼ ukakm � vka

þ
�kk;

u2k þ v2k ¼ 1 ½9�

which introduce new fermion operators bks, b
þ
ks. Due

to isotropy, the coefficients uk, vk depend only on k
and can be chosen to be real and such that, for a given
entropy the electronic energy E is minimal. Then one
gets straightforwardly (with Vkk0 ¼ �g=V)

E ¼ 2
X
k

xkv
2
k þ

X
k

xkðu2k � v2kÞðnkm þ nkkÞ

� g

V

X
k

ukvkð1� nkm � nkkÞ
 !2

½10�

and, from @E=@uk ¼ 0, the result

2xkukvk ¼ Dkðu2k � v2kÞ ½11�

Here, using v2k þ u2k ¼ 1 and eqn [9], the order pa-
rameter (Dkp/akmakkS)

Dk ¼
g

V

X
k

ukvkð1� nkm � nkkÞ ½12�

has been introduced. The order parameter can be ex-
pressed as

Dk ¼
g

V

X
k0

Dk0

2Ek0
tanhðEk0 j2kBTÞ;

Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2k þ D2

k

q
½13�

It is of interest to note that eqn [13] has solutions not
only for attractive interaction (with g40), but pos-
sibly also for repulsive ones with go0. Then the k
dependence of Dk is important.

The new quasiparticle energies are Ek ¼ ðdE=
dnkÞuk;vk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2k þ D2

k

q
. Their distribution function is

nk ¼ ðeEk=kT þ 1Þ�1. These quasiparticles contribute
to the energy the term

P
k eknks. It is to be noted that

2Dk is the binding energy of the correlated electrons
km, � kk. Thus, the coherence length x ¼ _vF=2D
gives the correlation distance, for most conventional
superconductors, a much larger value than the inter-
atomic distance ð_=pFÞ.

Note that for an isotopic gap Dk ¼ D one gets

1 ¼ g

V

X
k

1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2k þ D2

q tanh
Ek

2kBT

� �
½14�

and from this, for D(T), the expression

DðTÞ ¼ 3:2kBTc 1� T

Tc

� �1=2

½15�

The superconducting transition temperature Tc fol-
lows from DðTcÞ ¼ 0. Thus, (

P
k -

RoD

�oD
de, oDp

M�1=2)

TcC1:14_oDe
�1=ðNð0ÞgÞ

pM�1=2;

2DðT ¼ 0Þ=kBTc ¼ 3:52 ½16�

As shown by McMillan, Garland, Bennemann and
others, eqn [16] needs to be improved to calculate
realistic Tc values for simple metals, transition met-
als, A-15 compounds, alloys, etc., and to understand
the interdependence of superconductivity and atomic
structure better. Taking into account more details of
the electron–phonon coupling, the phonon spectrum,
the retardation of the pairing potential, and the re-
maining repulsive electron–electron interaction
(pm�, pseudo-Coulomb potential), one gets the
McMillan equation:

TcC
oD

1:45
exp � 1:04ð1þ lÞ

l� m�ð1þ 0:62lÞ

� �
;

l ¼ 2

Z
N

0

do
a2ðoÞFðoÞ

o
½17�

Here, the effective coupling constant l depends on the
DOS, N(0). First lpNð0Þ, then l saturates and de-
creases again as N(0) increases such as in transition
metals. Note that l ¼ ðm�=mÞ � 1. Typically m�E
0:1, but m� may also change strongly near magnetic
instabilities.

The DOS for the quasiparticles is given by

NsðeÞ ¼ Nnð0Þ
effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2 � D2
p ½18�

This follows from the one-to-one correspondence of
old and new quasiparticles, NsðeÞde ¼ NnðxÞdx. For
the thermodynamic potential O, which is the appro-
priate function for a system with given m, all ther-
modynamic properties can be calculated using the
formulas

@O
@g

����
T;V;m

¼ �V
D2

g2
;

Os � On ¼
Z D

0

dDD2dð1=gÞ
dD

½19�

This gives, in particular at Tc, the specific heat
(Figure 4)

cs � cnC
4mpF

7xð3Þ_3
Tc; csðTÞpe�D0=T ½20�

where x(x) is the Riemann–Zeta function, V ¼ 1. To
obtain the behavior in electromagnetic fields, one
uses the recipe p-p� eA=c, p-� i_r, where A
denotes the vector potential (A ¼

P
q aqe

iq�r ). This
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yields the coupling

Hint ¼
ie_

2mc

X
k

ðvk � Aþ A � vkÞ

¼ � e_

mc

X
k;q

k � aqcþkþqscks ½21�

Here, the spin is unchanged, since A couples dom-
inantly to the orbital motion of pairing electrons.
(Note that q � a ¼ 0 for tranversal fields.) Thus, one
obtains, as in the GL theory for the electric current
due to A (j ¼ env) for Cooper pairs (m-2m, e-2e):

j ¼ �ne2

me
Aþ j2 ½22�

where the paramagnetic current is j2 ¼ e_=mP
k;q kaþk�qak, which would vanish if the super-

conducting wave function c is rigid, that is, not
affected by A.

It is to be noted that, since ns is the density of
Cooper pairs, the first term gives the famous London
equation:

jL ¼ � nse
2

mc
A ¼ � c

4pl2
A;

l2 ¼ mc2

4pe2ns
½23�

Hence, by determining the penetration depth l of an
external magnetic field h into a superconductor, one

may calculate the superfluid density ns, an important
quantity reflecting whether all electrons at the Fermi
surface pair. Evidently, if x4l, eqn [22] gives the
Meissner effect. Using the response theory,

jq ¼ � c

4p
Kqaq ½24�

where Kq ¼ l�2ð1þ l2K0
qÞ and K0

q is calculated with-
in the BCS theory.

The two characteristic length scales x and l suggest
that there exist two types of superconductors char-
acterized by K ¼ l=x. As shown by Abrikosov, they
correspond to types I ðko1=

ffiffiffi
2

p
Þ and II ðk41=

ffiffiffi
2

p
Þ.

Superconductors of type I repel an external magnetic
field, which however may penetrate via an array of
quantized flux filaments into type-II ones. For these,
one expects vortex lines with DC0 around them. The
superconductor compromises both effects in order to
profit from the Cooper-pair condensation energy and
the magnetic field energy. It is to be noted that the
formation of a vortex costs an energy of the order
(xh2=8p) due to a variation of D(r) or the wave func-
tion c, and reduces the (diamagnetic) field energy by
about (lh2/8p). Figure 5 characterizes the behavior of
superconductors in an external magnetic field. From
the general formula for the free energy,

Fs ¼ Fn �
h2

8p
½25�

assuming no field penetration into the superconduc-
tor, one gets a critical magnetic field Hc1 below
which a pure Meissner superconductor is present.
Above Hc1, the magnetic flux f (around vortices)
may penetrate until Hc2 ¼ f=px2 (f ¼ flux of area
ðpx2Þ). As already noted, the flux f is quantized due
to the macroscopic phase of the superconductor as a
whole. Note that for fields h such that Hc1ohoHc2

one gets a mixed state, withHc2 ¼
ffiffiffi
2

p
KHc1. Surfaces

may favor Cooper-pair condensation. Then there ex-
ists another critical field hc3 above which supercon-
ductivity at the surface is destroyed (Hc3C1:7Hc2).

Obviously, strong magnetic fields may also affect
Cooper pairing by destroying the singlet state. This is
of relevance for the interdependence of supercon-
ductivity and magnetism in antiferromagnets or fer-
romagnets. As a result of internal molecular fields
acting on the electron spins, one may get a spatially
inhomogeneous superconducting state, D ¼ Dðk; rÞ,
and then again a compromise to profit from both
Cooper pairing energy and magnetic energy.

The spin–orbit coupling and scattering by local
spins (paramagnetic impurities) also affect the singlet
pairing. Scattering by paramagnetic impurities with
spins via exchange coupling ( J), Hex ¼ �

P
i JSi � s,

will, of course, weaken the singlet Cooper pairing. The
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Figure 4 Illustration of (a) the gap D in the elementary exci-

tation spectrum, (b) the jump ðCS=CnÞTc
¼ 2:43 in the specific

heat, and (c) the electronic DOS.
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interesting analysis by Abrikosov and Gorkov yields

ln
Tc

Tco
¼ c

1

2

� �
� c

1

2
þ _

4pt
1

Tc

� �
½26�

where t is spin scattering time and cðxÞ ¼ G0ðxÞ=GðxÞ
is the digamma function. The discovery of gapless el-
ementary excitations was unexpected. The effects on
the singlet superconducting state due to spin-mixing
via spin–orbit coupling and spin-flip scattering via ex-
change interaction are observed through the temper-
ature dependence of the Knight shift K(T), for
example, and cause K40 for T-0. Clearly, the spin
splitting of the Fermi surface for spinm and k electrons
also weakens pairing of k and � k electrons.

For a better understanding of the phonon and
electron dynamics due to Heph, one can use the
Hamiltonian H ¼ H0 þHeph þHel, where H0 refers
to phonons and electrons in the absence of Heph, and
Hel to the electron–electron interactions. The dy-
namic field operators c, cþ , and j are treated on the
same level. This yields renormalizations of both pho-
non and electron excitations. The physical situation

is illustrated in Figure 6. Then one obtains a fre-
quency-dependent complex superconducting order
parameter D(o) and, for the DOS (see Figure 7),

NSðoÞBRe
offiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o2 � D2ðoÞ
q ½27�

Using matrix Green’s functions, the Nambu notation
cþ
k ¼ ðcþkmc�kkÞ, and Matsubara frequencies, one gets

for G ¼ �/TtckðtÞcþ
k ð0ÞS, and similarly for Dðq; tÞ,

the Dyson equations shown in Figure 6 where

G ¼
G F

FþG̃

 !
; G0 ¼

G0 0

0 G̃0

 !
; D ¼

D 0

0 D̃

 !

One gets (for D � ðionZÞ2 � ðek þ xÞ2 � f2, on ¼
ð2nþ 1ÞpT)

Gðk; ionÞ ¼
ðionZþ ek þ xÞ

D
; F ¼ fðk; ionÞ

D
½28�

for the electron (G) and Cooper pair Green’s function
(F), respectively. Note that D ¼ 0 yields the elemen-
tary excitations and D ¼ f=Z the order parameter
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Figure 5 (a) Meissner-effect for type-I superconductors where, below the superconducting transition temperature Tc, the magnetic flux

B is abruptly expelled; (b) Typical behavior of type-II superconductors, where, below Bc2, the flux penetrates, and perfect Meissner-effect

behavior occurs below Bc1; (c) dependence of type-I superconductor on B and j and (d) temperature dependence of critical magnetic

fields. At Hc3 surface superconductivity disappears, B¼Hþ4pM.
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ZC1. After continuation to the real axis, one obtains

DðoÞ ¼Nð0Þ
ZðoÞ

Z oc

D0

do0 Re
Dðo0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o02 � D2

p
� ðKph �UcÞ; ðT-0Þ ½29�

with Uc ¼ Vc=ð1=Nð0ÞVclnðom=o0ÞÞ due to elec-
tron–electron interactions, (omBeF, o0 – cutoff pa-
rameter) and (from phonon spectrum Ba(q, z))

Kph ¼
X
a

Z 2kF

0

dg q

2k2F

Z
N

0

dz Baðq; zÞjgqaj2

� 1

o0 þ oþ z� id
þ 1

o0 � oþ z� id

� �
½30�

These equations are the essence of the Eliashberg-type
theory (McMillan) and produce, for a simplified pho-
non spectrum, the results obtained by Scalapino,
Schrieffer, and Wilkins (SSW) shown in Figure 7. This
analysis is of utmost significance, since it shows def-
initely that for BCS-type superconductors the elec-
tron–phonon coupling causes Cooper pairing. Note
that phase-coherent Cooper pairs occur at Tc. The
phonon frequencies are

o2
qCðo0

qÞ
2 þ 2o0

q

jggj2

VcðqÞ
1

Eðq;oÞ � 1

� �
½31�

where Eðq;oÞ is the dielectric function. Presum-
ably, the Dyson equation illustrated in Figure 6 also
applies if D is replaced by the Green’s function of
spin excitations, the dynamical spin susceptibility
wðq; ionÞ, or of other modes that possibly cause
Cooper pairing. Figure 6 describes not only singlet,
but also triplet Cooper pairing such as in He3,
and also suppression of Cooper pairing due to
magnetic interactions; see ‘‘Further reading’’ section.
Superconductivity in different materials, for exam-
ple, isotropic lattices, layered lattice structures,
nanostructures, and amorphous metals can be
described adequately by taking into account details
of the coupling constant gkk0l and its renormaliza-
tion due to vertex corrections (Ward identities)
(Table 1).
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Figure 6 Illustration of the dynamics of the coupled electron

and phonon systems using Feynman diagrams and thermody-

namic matrix Green’s functions G, D (Eliashberg, McMillan type

theory). The graph(¼ ¼ ¼ )refers to an additional electron–elec-

tron interaction and also to spin excitations (and impurity

scattering) (g ¼ eph., gel ¼ el2el.).
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Summary and Outlook

Both BCS theory and its extension including dynam-
ical effects yielding the Abrikosov–Gorkov and El-
iashberg theory explain superconductivity resulting
from electron–phonon coupling. It still remains a
challenge to calculate Tc from first principles and its
dependence on atomic structure, lattice instabilities,
and magnetic activity.

Changes in the atomic structure affect the phonon
spectrum and the coupling constant gql and Tc, D,
etc., as observed for disordered and amorphous met-
als. In transition metals and alloys thereof with large
N(0), one may attempt to relate Tc to the cohesive
energy, since gB/rtijSBt, where tij is the hopping
integral for electrons. Similarly, for transition metal
alloys AxB1�x, the different bonds (AA, AB, and BB)
may play a role in determining D(x) and Tc(x). For
this, the BCS theory has been extended by Benne-
mann and co-workers, using the coherent-potential
approximation. In case of strong anisotropy of the
lattice structure as in layered structures, one may
expect approximately two coupling constants gi
(giBrti � e), different critical fields Ha�b

c2 , Hc
c2 and

two gaps (iCp; s, a� b in plane, c > a� b)

DiZiCpT
X
l;m

lil � m�ilffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

m þ D2
l ðmÞ

q DlðmÞ ½32�

Figure 8, shows the results for MgB2. Note that hy-
bridization of p, s electrons gives a common Tc.

The interplay of magnetism and superconductivity
suggested already by the occurrence of supercon-
ductivity in the periodic table is, for several reasons,
of utmost interest. This has, for example, been stud-
ied for (film) structures N1jN2jN3. Results are given
in Figure 9.

Organic superconductors display, in particular,
interesting dimensional structural effects and those
due to charge-wave and magnetic instabilities. Also,
astonishingly, superconductivity may be induced by
strong magnetic fields. In Figure 10 the interesting
phase diagram of k-(BEDT-TTF)2-Cu[N(CN)2]Br, a
typical composition of a charge-transfer salt, is

shown. Such molecules are stacked into layers.
Planes of Cu[N(CN)2]Br anions separate these lay-
ers. Within these layers, the molecules form dimers
and electrons or holes can then hop easily from one

Table 1 Estimates of the superconducting transition tempera-

ture Tc in disordered and amorphous metals

Material ðTc=Tc0Þexpt ðTc=Tc0Þcalc:

Al B5 4.9

Pb B0 0

Ga B8 8

Sn B1.3 2

In B1.3 1.2

Courtesy of Bǔckel G et al.
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Figure 8 (a) Structure of MgB2 (AlB2, etc.). The boron planes

seem to play an important role regarding superconductivity and

Cooper pairing. The Mg–B bonds are softer than the B–B ones.
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c2ðT Þ and H>
c2ðT Þ referring to

the B-planes and direction perpendicular to it, respectively. The

anisotropic behavior of Hc2(T) suggests two-gap behavior.
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Figure 9 (a) Illustration of a tunnel junction N1 /N2/N3, where Ni

may refer to singlet and triplet superconductors and to normal-state

metals, including ferromagnets. The tunnel current jT may refer to

single electrons or Cooper pairs and transport of charge and spin.

Depending on the thickness, 2d, of the tunnel medium proximity

effect and Andreev reflection at S/N interfaces plays a role.

(b) Phase diagram of a (F1 /S/ F3) sandwich. S refers to a singlet

superconductor and F1,F3 to ferromagnets with parallel (P) or

antiparallel (AP) orientation of their magnetization. LO is the Larkin–

Ovchinnikov phase, h the exchange field and Tc and Tco, the su-

perconducting transition temperature in the presence and absence,

respectively, of the exchange field. dF and dS refer to the thickness

of the ferromagnetic and superconducting film, respectively.
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molecule to the next one, but not perpendicular to
the layers. The salts consist of conducting layers sep-
arated by a nonconducting enviroment (anions).
Clearly, bond-length changes, also due to pressure,
will sensitively change the electrical properties. Also,
a magnetic field perpendicular to the layers (along
the c-axis) affects the system due to the formation of
Landau levels, which will pass the Fermi energy as
the external magnetic field varies (cf. de Haas–van
Alphen oscillations). In stronger magnetic fields
quantum mechanical interband tunneling also oc-
curs. Note that superconductivity occurs at relatively
low temperatures, usually upon applying pressure.
Experiments indicate unconventional Cooper pairing
(2D0B7kBTc, non-s-symmetry of Dk). Whether
phonons are involved in Cooper pairing must be
clarified by further analysis.

In an external magnetic field, interesting behavior,
such as Landau-level formation and spin-split bands,
may result due to the layered structure. Possibly,
Cooper pairs (km, �kþ qk) may form. A Larkin–
Ovchinnikov (LO) state with DkBcosðkrÞ may occur.
In general, the response to an external magnetic field
is highly anisotropic. Furthermore, it is interesting
that superconductivity may be induced in l-(BETS)2-
FeCl4 by a magnetic field h, which destroys long-range
magnetic order of the Fe3þ . Field-induced supercon-
ductivity may also occur in a-(BEDT-TTF)2KHg
(SCN)4 by affecting the charge density-wave (CDW)
with the external magnetic field h. Further experi-
ments are needed; however, rich behavior may be ex-
pected in general, since CDW and SDW excitations,
Landau levels, and 2D properties are present.

Superconductivity in small particles (radius R) due
to electronic level discretisation (d2EEF=nE
ð_vF=RÞðkFRÞ�2, xBðRd=kTcÞðRkFÞ2), and charge
fluctuations, Q ¼ en2Q7e, as a result of single

electron and Cooper pair hopping, exhibit interesting
behavior.

The charging of small particles is controlled by
electrostatic energy. The change of the charge Q ¼
en-Q71 causes an energy change e2/2C, where C is
the capacitance of the small particle, leading to a
Coulomb blockade (in tunneling, for example). At
temperatures TC0, due to the electrostatic energy, it
is (DQ ¼ eDn)

En ¼ Q2

2C
�Q

C
C0V ½33�

(C, C0 are capacitances of a system including voltage
contact and V is the external potential), and the
blockade is periodically lifted as a function of n and
V (Enþ1 ¼ En). In the superconducting state, one has
for TC0 that D4e2=2C. The situation is illustrated
in Figure 11. From Enþ1 þ D ¼ En and Enþ2 ¼ En, n
even and large sea of Cooper pairs, a period doubling
results, with respect to the normal state. Note that
the equation Enþ2 ¼ En might not hold for smaller
density of Cooper pairs. In view of the strong quan-
tum-mechanical behavior of small particles, struc-
tures consisting of a larger number of small particles
seem very interesting (mesoscopic systems).

An ensemble of grains for illustration may exhibit
transitions to superconductivity at Tc1, where the
single grains get superconducting, and at Tc2,
where the whole ensemble becomes superconduc-
ting (Tc2pTc1) globally and phase coherently; see
Figure 12. Generally, an ensemble of grains may re-
semble an alloy-like array of S/S and S/N junctions
(S ¼ superconducting, N ¼ normal state grains). The
behavior of an ensemble of grains depends, of course,
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Figure 10 Phase diagram of k-(BEDT-TTF)2 Cu[N(CN)2]Br, an

organic superconductor, from AC-susceptibility and nuclear

magnetic resonance.
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Figure 11 Charging-up behavior of a small superconductor

with capacitance C and charge Q ¼ en, n even, in a potential V

(D4e2=2C). This behavior follows from En ¼ Enþ2 and reflects

Cooper pair formation. One also has En ¼ Enþ1 þ D, where Enþ 1

refers to a state with one unpaired electron. Then Q changes by e

at DVpð2n þ 1Þ.
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on the coupling and electron hopping between the
grains. Also the structural order of the grains plays a
role. A regular lattice-like arrangement of the grains
(one-dimensional or two-dimensional topology) is of
particular interest. For small distances between the
cluster particles, electron tunneling and inelastic
Cooper pair tunneling (Josephson coupling) occur.
Hence, charge fluctuations are present in such gran-
ular superconductors. The resultant interesting Jose-
phson effect can be described by

H ¼HT �
X
i;j

Egði; jÞcosFij

þ 2e2

C

X
i;j

ðNi �NjÞ2 þ? ½34�

The first term refers to normal electron hopping be-
tween the grains, the second term to Cooper-pairs
tunneling between neighboring superconducting
grains (Josephson effect), and the last term is the
electrostatic energy due to different charges of
neighboring grains i, j. For simplicity, the same ca-
pacitance C and EJ (Josephson energy) are used. The
phase difference Fij ¼ Fi � Fj refers to the phases Fi

of the superconducting order parameter Di ¼ jDijeiFi

of grain i. It is important to note that ½F;N� ¼ i,
where N is the Cooper-pair number operator.

In conclusion, BCS superconductivity has been
discussed. While the basis of the BCS theory is well
developed, details of the physics may have interesting
consequences that have not been understood yet.
New important discoveries can be expected. The re-
lationship of phase-coherent and, in particular,
phase-incoherent Cooper-pairing with the Bose–Ein-
stein condensation (BEC) is of fundamental interest.
One expects, in particular, for more local pairing,
perfect boson behavior of the two paired electrons
and thus an intimate relationship between Cooper
pairing and BEC. Meissner-type superconductivity
and BEC should result only for phase-coherent
Cooper pairing.
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Introduction

The superconducting state exists at temperature T
below the critical temperature Tc and magnetic fields
below the upper critical field Hc2(T). A supercon-
ductor can carry any weakly dissipative current of
density J smaller than the critical current density
JcðH;TÞ, in the region of the H–T–J phase diagram
as shown in Figure 1. Both the critical current density
JcðH;TÞ and the irreversibility field H�ðTÞoHc2ðTÞ
at which Jc(H) vanishes are essential parameters
invaluable for applications of superconductors in
power transmission lines, magnets for medical
magnetic resonance imaging systems, etc. This arti-
cle gives a background to the basic mechanisms of
critical currents, which are determined not only by
the physics of vortices in superconductors but also by
complex multiscale defect structures of superconduc-
ting materials.

There are two types of superconductors, which
exhibit very different mechanisms of current trans-
port. In the type-I, superconductors represented
mostly by pure metals, such as Al, Pb, and Sn cur-
rent can only flow in a narrow surface layer, due to
the magnetic flux expansion and the ideal diamagnet-
ism of the superconducting state (Meissner effect).
Once the magnetic field generated by the trans-
port current I on the sample surface exceeds the

‘‘thermodynamic critical field’’ Hc, a type-I super-
conductor switches into a resistive state at the critical
current Ic ¼ 2pRHc (for a round wire of radius R).
However, many superconducting alloys, intermetallic
and cuprate high-Tc layered compounds are type-II
superconductors, which can carry bulk nondissi-
pative currents in a wide magnetic field range above
the ‘‘lower critical field’’ Hc1, but below the ‘‘upper
critical field’’ Hc2. Critical currents of type-II super-
conductors in the mixed state at Hc1oHoHc2 are
determined by the pinning of vortices by various de-
fects of the crystalline structure. Because the upper
critical fields Hc2 of many compounds can reach very
high values B20� 100 T, it is the high-field type-II
superconductors, which are of interest in power and
magnet applications. The current-carrying capability
of type-II superconductors is determined by multiple
mechanisms on very different length scales: from the
nanometer scales set by the size of vortex cores to the
micrometer and larger scales, which define the scales
of current flow in polycrystals. An optimum defect
structure can, in principle, be produced by appropri-
ate treatment of the material.

Elementary Pinning Mechanisms

Under equilibrium conditions, magnetic flux pene-
trates into the bulk of a type-II superconductor above
the lower critical field Hc1ð0ÞB10220 mT for many
high-field materials. At H4Hc1, this magnetic flux
exists in the form of a hexagonal lattice of quantized
vortex lines. Each vortex is a tube of radius of the
London magnetic penetration depth lðTÞ, in which
screening currents circulate around a small non-
superconducting core of radius xðTÞ, where the co-
herence length xðTÞ at T ¼ 0 quantifies the size of the
Cooper pairs. Bulk vortices exist if the Ginzburg–
Landau parameter k ¼ l=x exceeds 2�1=2, as char-
acteristic of many superconducting compounds,
especially such extreme type-II superconductors as
Nb3Sn or layered high-Tc cuprates with k ¼ 202100.
The flux produced by screening currents in a vortex
equals the flux quantum f0 ¼ 2:07� 10�15 Wb, so
the vortex density n ¼ B=f0 is proportional to the
magnetic induction B. Bulk superconductivity is de-
stroyed when the normal cores overlap at the upper
critical field, Hc2ðTÞ ¼ f0=2pm0x

2ðTÞ. In isotro-
pic superconductors such as Nb–Ti and Nb3Sn, vor-
tex lines are continuous, but in anisotropic layered
high-Tc compounds, such as Bi2Sr2Ca2Cu3Ox and
Bi2Sr2CaCu2Ox, vortex lines consist of stacks of
weakly coupled ‘‘pancake’’ vortices whose circulating

Tc

Jc

H

H*(T)

T

Figure 1 Typical JcðT ;BÞ surface which defines the region

JoJc on the H–T diagram where a superconductor can carry

weakly dissipative currents.
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currents are mostly confined within the superconduc-
ting CuO2 planes.

Superconductors can carry bulk currents if there is
a macroscopic vortex density gradient (or bending of
vortices in thin films) defined by the Maxwell equa-
tion r� B ¼ m0 J. This gradient can only be sus-
tained by pinning the vortices (flux pinning) at
microstructural defects. Flux pinning is determined
by spatial perturbations of the free energy of the
vortex lines due to local interactions of their normal
cores and screening currents with these microstruc-
tural imperfections. In addition, the vortex structure
is subjected to the Lorentz force FL ¼ J � B of the
macroscopic current density J. The critical current
density JcðT;BÞ is then defined by the balance of the
pinning and Lorentz force JcðT;BÞB ¼ FpðT;BÞ,
where Fp is the volume pinning force produced by
pinning defects in the strongly interacting array of
flux lines. Ideally, a type-II superconductor can carry
any nondissipative current density J smaller than Jc.
If J exceeds Jc, a superconductor switches into a di-
ssipative vortex flow state driven by the Lorentz
force. Flux pinning sets the upper limit to Jc, which
itself cannot exceed the depairing current density Jd,
the maximum current density circulating near the
vortex cores:

Jc ¼
f0

3
ffiffiffi
3

p
pm0l

2x
½1�

Pinning defects can be classified by their spatial ex-
tent and/or by mechanisms of the elementary pinning
forces fp between vortices and defects. These defects
can be either randomly distributed point pinning
centers, such as nanoscale nonsuperconducting pre-
cipitates and oxygen vacancies in high-Tc supercon-
ductors, or defects extended along vortex lines (grain
boundaries, dislocations or columnar radiation
tracks). In turn, elementary pinning interactions
can be either due to a short-range interaction of the
vortex cores with point defects, or due to a more
long-range magnetic interaction with extended pla-
nar defects. The core pinning results from the gain in
the superconducting condensation energy as the core
crosses a defect, the strongest pinning force corre-
sponding to defect sizes Bx (see Figure 2). Magnetic
pinning results from the deformation of vortex
screening currents near a planar defect on the scale
Bl, as shown in Figure 3. The magnetic pinning
force f ðxÞ ¼ f2

0=4pm0l
2x can be rather strong if the

distance x between the vortex and the defect is
smaller than the interaction length l ¼ f0=2pm0l

2Jb.
Here, lol is the distance from the vortex core at
which the circulating current density J(x) equals the
maximum current density Jb which can pass through
the defect.

Identification of the most effective pinning defects in
a particular superconductor is a difficult problem. The
best information about the limits to flux pinning in
practical superconductors is obtained from extensive
studies of Nb–47%Ti, in which strong pinning by
a dense B20–25vol.% lamellar structure of non-
superconducting a-Ti ribbons B1nm ð0:2xÞ thick
can produce a Jc that approaches 5–10% of Jd at zero
field and 4.2K. The flux pinning mechanism is also
known for Nb3Sn, in which Jc is determined by the
magnetic interaction of vortices with grain boundaries.
These materials have zero-field Jc values, which can
exceed 1MAcm�2 at 4.2K. Details of flux pinning

J

d

H

Figure 2 Pinning of vortex cores (vertical lines) by uncorrelated

defects (dots) in a film of thickness d in a magnetic field H. The

cylindrical region around the vortex cores depicts the region of

circulating screening currents.

Figure 3 Deformation of vortex current streamlines near a pla-

nar defect. If the distance between normal cores of bulk vortices

and the defect is smaller than the magnetic interaction length

l ¼ f0=2pm0l
2Jb, vortices are attracted strongly by the defect.

Vortices localized on the defect have no normal cores, which turn

into extended regions of length l along the defect in which the

superconducting gap is not suppressed by circulating vortex cur-

rents. These elongated vortices on the defect have a highly an-

isotropic pinning force, which is maximum for J parallel to the

defect and minimum for J perpendicular to the defect.
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interactions in high-Tc superconductors are largely
unknown, partly because x is so small that practically
any atomic-size defects such as oxygen vacancies can
pin vortices. The critical temperature of high-Tc su-
perconductors is extremely sensitive to the carrier
(hole) density, which is in turn determined by local
oxygen nonstoichiometries, so that even a weak hole-
depletion at crystalline defects can locally drive a high-
Tc superconductor into an antiferromagnetic insulator.
The proximity of the high-Tc superconducting state to
the metal–insulator transition, the d-wave pairing
symmetry, the very short in-plane coherence length
xð0Þ ¼ 1:522 nm and the much longer Debye screen-
ing length lDBxð0Þ, all combine to produce significant
suppression of superconductivity near crystal defects,
such as impurities, dislocations, and grain boundaries,
thus making them effective pinning centers. Charac-
teristic parameters of some superconductors are sum-
marized in Table 1.

Single-Vortex and Collective Pinning by
Point Defects

Calculation of Jc requires a summation of elemen-
tary pinning forces acting on flexible, strongly
interacting vortex lines. This is a very difficult the-
oretical problem, which has not been completely re-
solved so far. Here, the basic physics of the pinning
force summation is discussed, by first evaluating Jc
at low B for a single straight vortex interacting with
randomly distributed precipitates in a film of thick-
ness d (Figure 2). If d is much greater than the mean
spacing li between the precipitates, a vortex interacts
with NBr2pdnp pinning centers, adjusting its position
so that the net force vanishes. Here, rp is the pinning
interaction radius, and np ¼ l�3

i is the density of
precipitates. The transport current displaces the vor-
tex from a local minimum of the pinning potential,
so that random elementary pinning forces do not
compensate each other. The balance of the total
pinning force from uncorrelated defects in the
volume dr2p against the total Lorentz force, fpN

1=2 ¼
df0Jc yields

Jc ¼
1

f0

ffiffiffi
g
d

r
½2�

where g ¼ f 2p r2pnp is the pinning strength parameter.
The critical current density Jc(d) decreases as the film
thickness increases. For d-N, eqn [2] gives Jc ¼ 0
because the net pinning force per unit length of an
infinite straight vortex in a random potential
averages to zero.

Calculation of bulk Jc must, therefore, take into
account local bending of vortices near pinning de-
fects, using the following approach of a collective
pinning theory. Now introduce a correlation length
Lc along the vortex line defined by the relation
/uðLcÞuð0ÞS ¼ r2p, where /uðzÞuð0ÞS is a correla-
tion function of pinning-induced transverse vortex
displacements. The relative displacement of the ends
of a vortex segment of length Lc exceeds the pinning
interaction radius rp, so a vortex may be regarded as
an array of straight segments of length Lc pinned
independently. Therefore, Jc can be evaluated from
eqn [2] with d replaced by Lc. In turn, Lc is evaluated
from the balance of a characteristic pinning energy
f0Jcrp and an elastic bending energy eðrp=LcÞ2, where
e ¼ ðf2

0=4pm0l
2Þ ln k is the vortex line tension.

Hence, the condition f0Jcrp ¼ eðrp=LcÞ2 along with
eqn [2] at d ¼ Lc yields

Jc ¼
g2=3

f0e1=3r
1=3
p

; Lc ¼
e2=3r2=3p

g1=3
½3�

Due to the collective interaction of a vortex with
many defects, Jc increases as the line energy e de-
creases, because a more flexible vortex can bend
more easily to accommodate pinning centers, as de-
picted in Figure 4. Meanwhile, the correlation length
Lc increases as the pinning parameter g decreases,
resulting in a ‘‘dimensional crossover’’ in films, from
the two-dimensional pinning of rigid straight vortices
at doLc to the three-dimensional pinning of flexible
vortices for d4Lc.

A theory of weak collective pinning in strong fields
HcHc1 involves two characteristic spatial scales: the
correlation length along the vortex lines LcðT;BÞ and
the correlation length RcðT;BÞ perpendicular to the
vortex lines. These lengths define the correlation
volume Vc ¼ R2

cLc – a mesoscopic region in which
pinned vortices still maintain the positional hexago-
nal short-range order characteristic of the ideal flux

Table 1 Parameters of some type-II superconductors

Material Tc ðKÞ lð0Þ ðnmÞ xð0Þ ðnmÞ Hc2 ðTÞ H� ðTÞ Jd ð4:2 KÞ ðMA cm�2Þ Jc ðMA cm�2Þ

Nb–Ti 9 240 4 12 (4.2K) 10.5 (4.2K) 36 B0.4 (5 T, 4.2K)

Nb3Sn 18 65 3 27 (4.2K) 24 (4.2K) 770 B1 (0 T, 4.2K)

YBa2Cu3O7 92 150 (ab plane) 1.5 (ab plane) 4100 (4.2K) 5–7(77K) 300 B1–10(0T, 77K)

Bi2Sr2Ca2Cu3Ox 108 150 (ab plane) 1.5 (ab plane) 4100 (4.2K) B0.2 (77K) 300 B1 (0 T, 77K)
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line lattice. The positional long-range order of vort-
ices is destroyed by pinning on scales larger than the
correlation lengths Lc and Rc. The critical current
density is then defined by the balance of the Lorentz
force applied to the correlation volume, BVc Jc
against the pinning force from spatially uncorrelat-
ed defects, fpN

1=2
c , where Nc ¼ npVc. This yields

Jc ¼
fp

BRc

ffiffiffiffiffi
np

Lc

r
½4�

where both LcðT;B; gÞ and RcðT;B; gÞ depend not
only on T and B, but also on the pinning parameter g.
The lengths LcðT;B; gÞ and RcðT;B; gÞ are deter-
mined self-consistently from the conditions
/uðRc; 0Þuð0; 0ÞS ¼ r2p and /uð0;LcÞuð0; 0ÞS ¼ r2p,
where the correlation function of vortex displace-
ments /uðrÞuð0ÞS is calculated using a continuum
elasticity theory for the vortex lattice perturbed by a
weak random pinning potential. Depending on the
relations between the pinning correlation lengths
and the London penetration depth l and the vortex
spacing a ¼ ðf0=BÞ1=2, the collective pinning theory
predicts a variety of behaviors of LcðT;B; gÞ and
RcðT;B; gÞ, which manifest themselves in different
dependencies of Jc on T and B. For instance, a
crossover from a weak collective pinning to a strong
single-vortex pinning regime typically occurs at low-
er B for which RcðT;B; gÞ becomes smaller than the
vortex spacing. In this case, pinning-induced corre-
lations of neighboring vortex displacements disap-
pear and vortices become pinned independently.
The collective pinning theory for layered high-Tc

superconductors is more complicated because it has
to take into account a highly anisotropic elastic re-
sponse of the vortex lattice to pinning forces.

Pinning by Extended Defects

Pinning by extended defects, such as grain bounda-
ries or columnar radiation defects, can be different
from pinning by uncorrelated disorder, because a
single extended defect parallel to B can pin a vortex
segment greater than the correlation length Lc ¼
xðJd=JcÞ1=2 of the collective pinning theory. Pinning
by extended defects can be rather effective and result
in high Jc values. Indeed, a single vortex trapped by
a cylindrical cavity of radius Dx, has the pinning
energy Up of the order of the condensation energy
of the vortex core f2

0=4pm0l
2, yielding a very high

JcDUp=xf0 of the order of the depairing current
density [1]. This model has been used to describe
experiments on irradiation of high-Tc superconduc-
tors with 1–10GeV heavy ions (Pb, Au, Xe, etc),
which can produce 10–100mm columnar tracks of
about 5–10 nm in diameter comparable to x. The
density of the columnar defects ni is normally ex-
pressed in terms of the matching field Bm ¼ f0ni

which typically ranges from 0.1 to 10T for different
irradiation conditions. For BoBm, each vortex is
trapped by a columnar defect, resulting in enhance-
ment of Jc and H� in high-Tc superconducting films,
as has been shown by many experimental groups.

Pinning by extended planar defects such as grain
boundaries in Nb3Sn, or by thin a-Ti ribbons in Nb–
Ti can also result in high Jc values, B1–10MAcm� 2

at 4.2K and H ¼ 0 (see Table 1). Chemical non-
stoichiometry, lattice disorder, strain, and charging
effects associated with grain boundaries cause local
suppression of superconductivity. This can result in
the so-called weak link behavior of grain boundaries,
which is especially pronounced in high-Tc cuprates
because the critical current density through grain
boundaries Jb decreases exponentially as a function
of the misorientation angle y between neighboring
grains if y4y0D425�. As a result, Jb through grain
boundaries or thin a-Ti ribbons in Nb–Ti, is usually
much smaller than the depairing current density [1] in
the bulk. It is the suppression of Jb as compared to Jd,
which causes a strong magnetic and core interaction
between a vortex and a planar defect, in particular,
the radical change in the structure of the vortex core
as it moves closer to the defect shown in Figure 3.
Therefore, there are two different types of vortices in
polycrystals: vortices in the grains pinned by a long-
range magnetic interaction with grain boundaries and
elongated vortices on grain boundaries. The critical
current density Jc can be evaluated by balancing the

Figure 4 Vortex lines pinned by randomly distributed precipi-

tates.
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total Lorentz force BJcD
3 in the grain of size DD

against the total pinning force proportional to the
surface area of the grain D2. This yields the inverse
dependence of JcpD�1 on the grain size, as has been
observed on Nb3Sn.

In polycrystals, grain boundaries not only pin
vortices, they can also block macroscopic current
flow. Indeed, current loops can form in the grains if
the critical current density Jg, due to pinning of vort-
ices in the grains, is higher than the current density
Jb, which can flow through grain boundaries. This
effect of magnetic granularity can limit global critical
current density Jc of superconducting polycrystals. In
turn, it indicates that there is an optimum value of Jb,
which maximizes Jc, because Jc vanishes in the two
limiting cases of Jb ¼ Jd (no pinning, since grain
boundaries do not disturb currents circulating
around vortices) and Jb ¼ 0 (current cannot pass
through grain boundaries). Calculation of the opti-
mum Jb, in addition to the summation of all vortex
interactions, also requires the account of the grain
geometry and microscopic mechanisms of current
transport through the grain boundary.

Current transport through grain boundaries is very
important for high-Tc polycrystals, for which the
weak link behavior of high-angle grain boundaries is
one of the most serious current-limiting mechanisms.
This behavior is due to rapid decrease of JbðyÞ ¼
J0 expð�y=y0Þ with the misorientation angle y and
the resulting increase of the vortex core size, from x to
lðyÞ ¼ xJd=JbðyÞ for lðyÞol or to the so-called Jose-
phson length lðyÞ ¼ ½xlJd=JbðyÞ�1=2 for lðyÞ4l. The
extended core of the grain boundary vortices leads to
their weaker pinning force parallel to the boundary
against the Lorentz force of the transport current
flowing perpendicular to the boundary. As a result,
the global Jc of polycrystals may be limited by de-
pinning of a small fraction of vortices, which can
move more easily along a network of grain bound-
aries. This percolative motion of grain boundary
vortices is impeded by structural defects along grain
boundaries (such as facets, nanoprecipitates) and by
magnetic pinning shear stress as the grain boundary
vortices move past more strongly pinned vortices in
the grain (see Figure 3). The significant reduction of Jb
of grain boundaries in high-Tc superconductors is due
to extreme sensitivity of their critical temperature to a
rather weak hole depletion, which can drive the high-
Tc superconducting state into an antiferromagnetic
insulator. The local hole depletion near grain bound-
aries can be due to local oxygen nonstoichiometry,
charging and strain effects produced by the crystal-
line dislocations which form the grain boundary, or
more macroscopic strain fields due to faceting. The
values of Jb in YBa2Cu3O7 can be improved by local

overdoping with appropriate impurities (such as Ca)
near grain boundaries. The current-carrying capabil-
ity of YBa2Cu3O7 polycrystals can also be improved
by depositing YBa2Cu3O7 films onto ‘‘biaxially tex-
tured’’ metallic substrates to eliminate the weakest
high-angle grain boundaries.

Global Critical Currents of
Superconductors

Multiple pinning mechanisms in superconducting
materials manifest themselves in different dependen-
cies of the critical current density on T and B. For
low-Tc superconductors, the field dependence of Jc
can often be described as follows:

JcðhÞ ¼ Jc0ðTÞh�pð1� hÞq ½5�

where h ¼ H=H�ðTÞ is a reduced field, H�ðTÞ is the
irreversibility field, and Jc0, p and q depend on a par-
ticular material. For instance, eqn [5] with p ¼ 0 and
q ¼ 1 describes well the Jc(B) for Nb–Ti alloys, while
Nb3Sn is better described by eqn [5] with p ¼ 1=2
and q ¼ 2, consistent with strong pinning by grain
boundaries. In high-Tc superconductors, JcðT;HÞ, at
elevated temperatures T420230 K, often exhibits
an exponential field dependence, JcðHÞ ¼ Jc0 exp
ð�H=H0Þ, where H0(T) can be much smaller than
Hc2(T), especially in layered Bi2Sr2CaCu2Ox.

In high-Tc superconductors, the irreversibility field
H�ðTÞ can be much smaller than Hc2(T), whereas in
low-Tc superconductors, such as Nb–Ti and Nb3Sn,
or even ‘‘intermediate-Tc’’ compound MgB2 with
Tc ¼ 39 K, the field Hc2(T) is rather close to
H�ðTÞE0:820:9Hc2ðTÞ as shown in Figure 5 (see
also Table 1). This fact has important consequences
for superconductivity applications at the liquid nit-
rogen temperature of 77K, because high-Tc cuprates,
despite their very high Hc2 values, can carry weakly
dissipative currents only in a small part of their H–T
diagram. The reason for this behavior is due to
strong magnetic ‘‘flux creep,’’ caused by thermally
activated hopping of vortices between neighboring
pinning positions even if the current density J is be-
low Jc. Vortex creep velocity v is parallel to the
driving Lorentz force ½ J � B�, causing the electric
field E ¼ ½v� B� directed along J (in isotropic mate-
rials). The E–J characteristic of a superconductor for
JoJc has the form

E ¼ Ec exp � UðJ;T;BÞ
kBT

� �
J

J
½6�

where the Boltzmann factor expð�U=kBTÞ accounts
for the fact that only a small fraction of all vortices is
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thermally activated and thus contribute to the global
flux motion. The flux creep activation energy U de-
pends on J, which makes the E–J curve highly non-
linear at JoJc. It is convenient to define U in such a
way that U(J) vanishes at J ¼ Jc, using the following
expressions for U: (1) U ¼ U0ð1� J=JcÞ, (2) U ¼
U0 lnðJc=JÞ, (3) U ¼ U0½ðJc=JÞm � 1�, where U0ðT;BÞ
is a characteristic energy barrier for thermally
activated hopping of a correlated group of vortices.
These models give the same exponential depend-
ence of E on J at JEJc, but rather different behaviors
of E(J) at J{Jc. Typical energy barriers in low-Tc

superconductors with strong pinning are B500–
1000K, whereas in high-Tc superconductors they

can be considerably smaller, U0B100–400K, be-
cause pancake vortices on neighboring ab planes are
weakly coupled due to highly anisotropic structures
of these materials.

Since current flow causes dissipation at JoJc, crit-
ical currents depend on the electric field Ec at which
Jc is measured. Generally, Jc is defined as a crossover
current density at which a resistive transition from an
exponentially small E(J) to a linear flux flow portion
of the E–J curve occurs (a conventional criterion of
Ec ¼ 1 mV cm�1 is often used). The relation between
the critical current densities Jc and J0c defined at dif-
ferent electric fields Ec and E0

c can be obtained from
eqn [6] by linearizing the activation energy
UðJÞEU0ð1� J=JcÞ near Jc:

J0c ¼ 1þ kBT

U0
ln

E0
c

Ec

� �
Jc ½7�

For low-Tc superconductors ðkBTc=U0B10�2Þ, Jc is
well defined in a practically accessible electric field
window of 1 nV cm�1oEo1 mV cm�1, where Jc(Ec)
varies only by a few percent. By contrast, high-
Tc superconductors with kBTc=U0B0:1 exhibit a
broader resistive transition at JEJc and a larger dif-
ference between Jc and J0c. The parameter kBT=U0

also defines the rate at which magnetization cur-
rents in superconductors, JðtÞ ¼ Jc½1� ðkBT=U0Þ
lnðt=t0Þ�, decay due to thermally activated flux creep.
The condition U0ðH�;TÞEkBT then determines the
irreversibility field H� at which a highly nonlinear
E(J) curve turns into a nearly linear E(J) curve as
shown in Figure 6. In high-Tc superconductors, such
as Bi2Sr2Ca2Cu3Ox, the activation energy of weakly
interacting pancake vortices on different ab planes
is only a few times greater than kBTc. The resulting
strong thermal activation of vortices yields H�{Hc2,
so pinning becomes ineffective in a significant part of
the H–T diagram where Jc vanishes (Figure 5b). By
contrast, in low-Tc superconductors, the reversible
region H�oHoHc2 shown in Figure 5a is rather
narrow as discussed above (see also Table 1).

In addition to multiscale pinning mechanisms,
global critical current densities Jc ¼ Ic=Aeff of super-
conductors for a given critical current Ic are often
limited by macroscopic scales of current flow defined
by an effective current-carrying cross section Aeff.
Here, Aeff is determined by current percolation
through arrays of large second-phase precipitates,
colonies of high-angle grain boundaries, microcracks,
and other inhomogeneities much greater than the
pinning correlation lengths Lc and Rc. This results
in rather nonuniform current distributions in super-
conductors, which have been revealed by different
experimental techniques, such as magneto-optical

(a) Tc T

H *
Hc2

Hc2  

H *

(b) T Tc

Jc > 0 

Jc = 0

Jc > 0

Figure 5 (a) Magnetic phase diagram of low-Tc superconduc-

tors, for which H�ðT ÞEHc2ðT Þ. (b) Typical magnetic phase

diagram of high-Tc superconductors which cannot carry critical

currents in a wide field range H�ðT ÞoHoHc2ðT Þ. Both cases (a)

and (b) correspond to extreme type-II superconductors ðkc1Þ for
which the lower critical field Hc1{Hc2 is not shown.
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imaging or micro Hall probe arrays. Current flow in
superconductors is described by a highly nonlinear
Maxwell equation div JðrjÞ ¼ 0 for the electric po-
tential j, where E(J) is determined by eqn [6]. The
nonlinearity of E(J) results in extended electric field

hot spots near defects on scales much greater than the
defect size Bb. For instance, for E ¼ EcðJ=JcÞn char-
acteristic of low-Tc superconductors, the electric field
hot spot shown in Figure 7 has the length L>Bnb
perpendicular to current flow and L8Bn1=2b parallel
to current flow. For nB30250, planar defects bloc-
king only a few percent of the sample cross section
can cause a noticeable voltage drop on the whole
conductor. These effects have important consequenc-
es for current-carrying capability of superconductors.

See also: Superconductivity: Applications; Superconducti-
vity: BCS Theory; Superconductivity: Flux Quantization;
Superconductivity: General Aspects; Superconductors,
High Tc.

PACS: 74.25 Ha; 74.25 Qt; 74.25 Sv
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Nomenclature

B magnetic induction
E electric field
Ec electric field criterion
fp elementary pinning force
H magnetic field
H� irreversibility field
Hc1 lower critical field
Hc2 upper critical field
Jc critical current density
Jd depairing current density
Lc longitudinal pinning correlation length
np density of pinning centers
rp pinning interaction radius
Rc transverse pinning correlation length
T temperature
Tc critical temperature
U(J) flux creep activation energy
g ¼ f 2p np pinning parameter
l London penetration depth
x coherence length

Planar
defect

1

2

3

E /E0

Figure 7 Spatial distribution of the electric field magnitude in a

hot spot near a planar defect of length b ¼ 0:05w in a film of

width w, calculated for the power-law E–J characteristic E ¼
E0ðJ=J0Þn for n ¼ 30. Here, E0 is the uniform field far away from

the defect, and J0 ¼ JcðE0Þ. Below the Eðx ; yÞ surface are the

corresponding current streamlines in the film.

FF

B

J

E

E  = Ec

Jc

Figure 6 Broadening of the E–J characteristics as B increases.

Here the green curve corresponds to B close to but below the

irreversibility field B�, while the FF line shows the Ohmic flux flow

E–J characteristic for B4B�. The dashed line shows the electric

field criterion Ec at which Jc is defined in transport measurements.
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Introduction

According to the Bardeen–Cooper–Schrieffer (BCS)
theory of superconductivity, the normal-to-super-
conducting phase transition temperature (Tc) of a
superconductor marks the inception of a macro-
scopic phase-coherent condensate of Cooper pairs.
An energy gap (2D), centered at the Fermi energy
(EF) in the density of states of the electronic excita-
tion spectrum, opens up at Tc. This gap grows as the
temperature decreases and more pairs are condensed.
The current-carrying superelectrons represent a
short-circuit to those normal electrons which have
not yet condensed.

In conventional low-Tc superconductors, such as
Al, Pb, or Sn, the size of the Cooper pairs, as meas-
ured by the zero temperature coherence length x0, is
Bof 103 Å. At temperatures T{Tc, there are as
many as 106 pairs coexisting in the so-called coher-
ence volume, Bx30. As a consequence of the many-
body interactions among these overlapping paired
electrons, the Cooper pairs acquire some of the at-
tributes of Bose particles. In particular, in the super-
conducting state, the Cooper pairs form a superfluid
condensate in which all paired electrons occupy the
lowest-energy quantum state (ground state) and long-
range phase coherence is established. Thus, the whole
ensemble of the Cooper pairs in the condensate can
be described by a single complex wave function:

C ¼ jCjeij ½1�

The amplitude |C| determines quantities like Tc and D,
which are measures of the pairing strength. It is re-
lated to the superfluid pair density ns by |C|2¼ ns. The
quantity ns can be determined by measurements of the
magnetic penetration depth l or the muon spin re-
laxation rate. The macroscopic phase j contains in-
formation about static and dynamic charge transport.
The well-known hallmarks of superconductivity, such
as zero resistance and perfect diamagnetism, all re-
quire the establishment of long-range phase coherence
among all the Cooper pairs in the condensate. Under
the influence of an increasing electric current or a
magnetic field, a phase gradient rj develops and
grows until the critical field (Bc) or current density (Jc)
is reached. At these points the global phase coherence
is lost and the system reverts to the normal state.

The stability of the superconducting state can be
evaluated from the energy Ecoh needed to convert a
coherence volume of the superconductor into the
normal state.

Ecoh ¼ B2
c ð0Þ
8p

x30 ¼ 1

2
NðEFÞD2

0x
3
0 ½2�

where B2
c ð0Þ=8p is the condensation energy per unit

volume, and N(EF) is the density of states of the
charge carriers at the Fermi energy.

For a typical low-Tc superconductor such as Al or
Sn, Ecoh is B1 eV, which corresponds to a thermal
energy of 1.16� 104K. On the other hand, the
energy cost of removing a Cooper pair from the BCS
ground state (2D0) for Al, for example, is only
0.36meV, or equivalently a thermal energy of B4K.
Such a large disparity between these two energy
scales emphatically underscores the collective nature
of the BCS pairing state. The rigidity of the BCS
macroscopic wave function can also be attested to by
the extremely small effect of thermal fluctuations
near Tc. Based on the Ginzburg–Landau formalism,
the temperature range dT over which the statistical
average of the standard deviation of the wave func-
tion is of the same size as the pair wave function itself
(i.e., /C2S

1
2E/jCjS) can be estimated by

dT

Tc
p

kBTc

8Ecoh

� �2

forTETc ½3�

For typical low-Tc superconductors, the values of
dTc=Tc are in the range 10–8 to 10–10. Indeed, in
conventional superconductors, Cooper pairing and
phase coherence occur simultaneously.

The anomalous superconducting and normal-state
properties of high-temperature superconductors (HTS)
present an entirely different scenario. The super-
conducting cuprates belong to a family of correlated
electron systems consisting of superconducting CuO2

layers (the ab-planes) Josephson coupled via the
charge reservoir layers in the c-axis direction. These
quasi-two-dimensional layered superconductors are
characterized by a low charge carrier (hole or electron)
density, strong anisotropy, and (at least in the under-
doped regime) nanometer-scale charge inhomogeneity.
In particular, the extremely short and highly aniso-
tropic coherence lengths ðxab0 E20 Å; xc0p1 ÅÞ; com-
bined with low charge density ðB5� 1021=cm�3Þ,
make the coherence volume in HTS so small that only
a few pairs reside there, instead of 106 pairs for
conventional superconductors. If the BCS formalism is
assumed to be valid, the condensation energy per co-
herence volume ðxab0 Þ2xc in HTS (see eqn [2]) would be
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at least three orders of magnitude smaller than that of
the low-Tc counterparts. Furthermore, due to the low
superfluid density in the underdoped HTS regime, it
has been suggested that phase fluctuations of the com-
plex order parameter (eqn [1]) play an important role
in determining various properties near Tc and into the
superconducting state. As a consequence, the long-
range phase coherence vanishes at Tc, but pairing can
persist until another temperature T� is reached. In be-
tween Tc and T�, there is a suppression in the density
of states of the electronic spectrum which is referred to
as the ‘‘pseudogap’’. The value of T� is of the order
of 103K near the Mott metal–insulator transition in
the highly underdoped region of the cuprate phase
diagram. T� decreases monotonically with increasing
doping (and Tc), and is roughly equal to Tc around the
optimal doping, beyond which more conventional
normal and superconducting states are observed. The
idea of pairing without the establishment of macro-
scopic phase coherence provides a natural explanation
for the pseudogap and related phenomena observed
in underdoped HTS. However, another school of
thought, instead of emphasizing the importance of
phase fluctuations, suggests that the pseudogap may
stem from some nonsuperconducting mechanisms
such as spin, charge, or d-density waves, which rep-
resent orders competing with the BCS pair state. An-
other intriguing alternative possibility is that local
pairing above Tc may be derived from the nanometer
charge inhomogeneity which promotes pair formation
locally and dynamically.

To assess the different unconventional theoretical
approaches mentioned above, it is crucial to find out
to what extent standard paradigms such as the Fermi
liquid formalism and BCS theory can be used for
understanding the origin of high-temperature super-
conductivity. To achieve this goal, it is important to
first probe the nature of pairing and phase coherence
in HTS.

Flux quantization is one of the most striking man-
ifestations of macroscopic phase coherence in super-
conductors. Flux quantization based experiments have
been employed for studying fundamental aspects of
the superconducting state in HTS as well as convent-
ional low-Tc superconductors. Some examples of such
studies will be presented in the following sections.

Flux Quantization

The phenomenon of flux quantization is a direct con-
sequence of the requirement that the pair wave func-
tion C for describing the superconducting state has to
be single-valued at any point in a superconductor. It is

a quantum mechanical effect that manifests itself on a
macroscopic scale.

When a superconducting sample is placed in a
magnetic field, supercurrents are generated to screen
the fields from penetrating into the bulk of the sam-
ple. This is the ‘‘Meissner effect.’’ The length over
which the shielding current and magnetic fields vary
is the penetration depth l. A Abrikosov showed in
1957 that if, as in conventional superconductors
(type I), the penetration depth is shorter than the
coherence length x, then it is energetically unfavor-
able for the sample to break up into magnetic do-
mains with normal regions penetrating into the bulk
of the superconductor. However, for superconductors
with xol (type II) such as the high critical temper-
ature cuprate superconductors, the opposite is true.
The crossover between the two types of behavior oc-
curs at a Ginzburg–London parameter k ¼ l=x ¼
1=

ffiffiffi
2

p
.

Consider a hole or normal region through a type
I superconductor which is cooled below Tc in the
presence of a magnetic field that is less than Hc. Due
to the Meissner effect, the magnetic flux F trapped
in the hole can penetrate into the superconductor
only over a distance of the London penetration
depth l at the inner surface of the hole. There is a
supercurrent (with vector current density Js) in-
duced in this layer to support the flux threading
through the hole. The flow of supercurrent can be
described in terms of the spatial and temporal
variations of the single macroscopic pair wave func-
tion Cðr; tÞ throughout the entire superfluid con-
densate. This leads to the quantum mechanical
expression for Js:

Js ¼
q�

m�nsðr; tÞð_=jðr; tÞ � q�Aðr; tÞÞ ½4�

where nsðr; tÞ ¼ Cðr; tÞj j2 is the local pair density,
jðr; tÞ is the local phase, ðAðr; tÞ is the magnetic
vector potential, and q� and m� are the charge and
mass of the charge carriers, respectively.

Although the absolute phase j of the wave func-
tion is not gauge-invariant, the phase change along a
path in space is well-defined. The phase difference dj
can be obtained by integrating Js around a closed
contour such as C or C0 in Figure 1:

dj ¼
I

djðr; tÞ � dl

¼ m�

_nsq�

I
Js � dl þ

q�

_

Z
s

B � dS ½5�

where B ¼ =� A is the magnetic flux density, and S is
the area enclosed by the contour. As a consequence of
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the single-valuedness of the pair wave function Cðr; tÞ
the phase jðr; tÞ around a closed loop can vary only
by a multiple of 2p (i.e., dj¼ 2np, n¼ 0, 1, 2,y).
One can rewrite the above equation as follows:

F0 ¼ 4m�

nsq�2

I
Js � dl þ

Z
S

B � dS ¼ n
h

q�

� �
½6�

The quantity F0 is called the fluxoid, first introduced
by F London. The second term in the equation is the
magnetic flux threading the hole (or normal region)
and the penetration layer around it. Strictly speaking,
it is the fluxoid contained in a loop so as C in Figure 1
that is quantized in integral units of ðh=q�Þ. However,
if the dimensions of the superconductor are such that
an integration contour such as C can be chosen such
that Js is always zero, then there is no difference be-
tween fluxoid and flux (i.e., F0 ¼ F). On the other
hand, Js is always zero along an integration path in a
simply connected region (such as C0 in Figure 1) and it
encloses no flux. This leads to n ¼ 0, a restatement of
the Meissner effect.

Flux quantization was demonstrated independently
by B S Deaver and W M Fairbank, and R Doll and M
Näbauer in 1961. In these experiments, the flux
trapped in superconducting hollow cylinders (with
wall thickness much larger than the London penetra-
tion depth) was found to be quantized only in mul-
tiples of the flux quantum F0¼ h/2e¼ 2.07� 10� 15

Wb¼ 20.7 Gmm2 (see Figure 2a). This pioneering
work has provided compelling evidence for
electron pairing in superconductors. Moreover, the
concept of quantum phase coherence is validated
eloquently through some simple classical magnetizat-
ion measurements. Flux quantization in a ring made

of a polycrystalline sample of the cuprate supercon-
ductor YBa2Cu3O7–d (YBCO) was demonstrated in
1987, shortly after the discovery of high-temperature
superconductivity by Bednorz and Mueller. The
magnetic flux state of the ring was monitored by
using a superconducting quantum interference device
(SQUID). As shown in Figure 2b, flux jumps, induced
by a local source of electromagnetic noise, were
found to occur only in integral multiples of the flux
quantum F0, thus providing strong evidence for
Cooper pairing of charge 2e in HTS, as in convent-
ional superconductors. This establishes the existence
of macroscopic phase coherence in this very short
coherence length (x0B1nm) superconductor, since
the observed flux quantization is supported by a su-
percurrent flowing through the weak links between
thousands of individual crystals around the ring.
Since then, flux quantization has been observed many
times in various cuprate systems.

Vortex State in Type II Superconductors

In Type II ðk ¼ l=x41=
ffiffiffi
2

p
Þ superconductors it is

energetically favorable for fields to enter in the form
of flux lines when the applied field exceeds a critical
value Hc1. Each of such flux lines, with screening
currents circulating around it, is called a ‘‘vortex.’’
One can apply the flux quantization condition
previously described to show that each vortex car-
ries exactly one flux quantum F0. At the center of the

c

c ′

�

Figure 1 Schematic of magnetic flux threading through the

interior of a superconductor.
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Figure 2 (a) Magnetic flux threading through a narrow super-

conducting tube as a function of cooling field. (Reproduced from

Deaver BS Jr. and Fairbank WM (1961) Physical Review Letters

7: 43.) (b) Magnetic flux threading a polycrystalline YBa2Cu3O7� d

YBCO ring as a function of time. (Reproduced with permission

from Gough CE, et al. (1987) Quantization in a high-Tc super-

conductors. Nature 326: 855; & Nature Publishing Group.)
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vortex is the ‘‘vortex core,’’ which is a region in
which the superconductivity is suppressed of radius
Bx. Extending from the vortex center a distance of
Bl are supercurrents that circulate perpendicular to
the vortex line, producing magnetic fields parallel to
this line. As the applied magnetic fields increase, the
vortices interact with each other more strongly. In a
type II bulk superconductor, this interaction is rep-
ulsive. A Abrikosov showed in 1957 that this leads to
a regular lattice of vortices. The different forms this
lattice takes can vary: for conventional superconduc-
tors it is triangular. The existence of such flux line
lattices have been observed and studied by a variety
of techniques, including Bitter ferromagnetic powder
decoration, small-angle neutron scattering (SANS),
and scanning tunneling microscope (STM). As an
example, an STM image of the triangular vortex lat-
tice in NbSe2 is shown in Figure 3.

The HTS superconductors have a large Ginzburg–
London parameter kE100 and are therefore extreme
type-II superconductors. The vortex state in HTS is
significantly different from that of the conventional
superconductors, both in their magnetic and electron-
ic structures within the vortex core itself, and in the
interaction between vortices. This leads to different
vortex lattice structures and vortex dynamics. There is
a vast literature on the study of the vortex state in
conventional and high-temperature superconductors

(see ‘‘Further reading’’ section). There has been a spe-
cial emphasis on the study of vortex dynamics since
dissipation in type II superconductors results from the
motion of vortices. Recent progress in this area of
research has been important for technological
development, or electronic and large-scale applica-
tions of superconductivity.

Mesoscopic Effects

In type II ðk ¼ l=x41=
ffiffiffi
2

p
Þ superconductors, the

magnetic fields and supercurrents of vortices spread
upon reaching the surface, with a characteristic
length given by the penetration depth l. Vortices
trapped in superconductors with a thickness d{l are
called ‘‘Pearl vortices,’’ after J Pearl, who first de-
scribed them theoretically in 1966. These vortices
have magnetic fields at short distances that diverge as
r� 1, as opposed to ln(r) for bulk vortices. They also
have different vortex–vortex interactions. Vortices in
highly anisotropic layered superconductors, such as
the cuprates, can be described as strings of ‘‘pancake
vortices,’’ each pancake localized in a plane and
interacting only weakly with its neighbors above and
below in the vortex string. Vortices trapped in an
interface between superconductors coupled by Jose-
phson tunneling of Cooper pairs are called Josephson
vortices. Josephson vortices can be highly anisotrop-
ic, with very strong screening and short penetration
depths perpendicular to the interface, but weak
screening and long penetration depths parallel to
the interface.

Vortices do not normally occur in type I ðk � l=x
o1=

ffiffiffi
2

p
Þ superconductors. However, they can occur

in very thin films of type I superconductors. ‘‘Giant’’
vortices with integer multiples of the fluxoid number
can occur in superconductors with dimensions small-
er as compared to the coherence length x. In addition,
the fluxoids trapped in such samples can arrange in
regular patterns to minimize their free energy. These
patterns have been imaged using scanning Hall bar
microscopy, and are in good agreement with predic-
tions using the Ginzburg–Landau equations.

Spontaneous Vortex Generation

It has been proposed that phase transitions in con-
densed matter systems can be studied to provide
clues to analogous phase transitions in the early
development of the universe. One such phase tran-
sition is the normal-superconducting transition. Vor-
tices can be generated in superconducting samples
during the superconducting normal-phase transition,
even in the absence of an applied magnetic field, if
the cooling rate is sufficiently fast. Studies have been
made of this spontaneous vortex generation in bulk

6000 A°

Figure 3 Scanning tunneling microscope image of a triangular

lattice of vortices in NbSe2. (Reproduced from Hess HF et al.

(1989) Physical Review Letters 62: 214–216.)
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superconductors, and in rings of superconductors
with and without Josephson weak links. This vortex
generation is believed to result from a ‘‘freeze-out’’
of fluctuations in phase of the order parameter. This
freeze-out can be the result of a slowing down of the
communication between different sections of the su-
perconductor or from the raising of the barrier to
vortex formation as the temperature is lowered.

Half-Integer Flux Quantum Effect

The phenomena of integer flux quantization de-
scribed so far are based on the requirement that the
phase of a BCS pair wave function can change only
by multiples of 2p when going around a closed su-
perconducting circuit. However, a phase shift of p
can be incorporated in a superconducting loop con-
taining one or more Josephson junctions between
unconventional superconductors. In a conventional
(s-wave) superconductor, the pair wave function,
which is proportional to the energy gap, always
maintains the same sign, and has the full symmetry of
the underlying crystal lattice. In sharp contrast, in
unconventional superconductors, the wave-vector-
dependent gap parameter DðkÞ is highly direction-
dependent, with a symmetry lower than that of its
s-wave counterpart. For example, it is believed that
the cuprate superconductors have two-dimensional
d-wave pair wave function which varies as k2

x � k2
y .

This wave function changes its sign across the node
lines kx ¼ 7ky, where the amplitude of the pair
wave function vanishes (see the four-leaf clover sche-
matic representation in Figure 4a).

Consider a superconducting ring of inductance L
interrupted by Josephson junctions between super-
conductors i and j with a critical current Iij

c . The su-
percurrent circulating in the ring is governed by the
Josephson equation for pair tunneling across the

junction ij:

Is ¼ Iij
c sinðdjijÞ ½7�

where jij is the phase difference between the macro-
scopic wave functions of the junction electrodes i and
j. Since the critical current Iij

c is proportional to the
product of the energy gaps, or equivalently the pair
wave functions, projected onto the normal to the
junction interface, a negative critical current Iij

co0 is
therefore possible for a properly configured junction
made of at least one unconventional (e.g., d-wave)
superconductor which has nodes ðDðkÞ ¼ 0Þ in the
gap function. A junction with Ico0 contributes a
phase-shift of p to the phase-shift sum around the
ring. If, for example, I12c ¼ �jI12c j, then Is ¼ �jI12c j
sinðdj12 þ pÞ. The integer flux quantization of the
ring requires that the total of the phase differences
around the rings sums to an integral multiple of 2p:

2p
Fa

F0
þ IsL

F0

� �
þ
X

ij

djij þ a ¼ n � 2p ½8�

where Fa is the flux applied by an external field, IsL
corresponds to the flux generated by the pair tunnel-
ing current circulating in the ring, and a ¼ p for a ring
with an odd number of sign changes in Is (termed a p-
ring); a ¼ 0 for a ring with an even number of sign
changes (0-ring). The combined constraints imposed
by eqns [7] and [8] lead to the conclusion that the
ground state (Fa ¼ 0, n ¼ 0) of a p-ring is character-
ized by a spontaneous magnetization of a half-flux
quantum F ¼ IsLEð1=2ÞF0, provided that Iij

ccF0. A
free energy consideration of the p-ring has reached the
same conclusion.

The magnetic flux threading through a super-
conducting loop with an intrinsic p-phase shift (called
a p-loop) is quantized in half-integral multiples of the
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Figure 4 (a) Tricrystal geometry for paring symmetry tests. (b) Scanning SQUID microscope image of spontaneously generated half-

flux quantum in central ring in tricrystal experiments. (Reproduced from Tsuei CC and Kirtley JR (2000) Review of Modern Physics 72:

969–1016.)
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flux quantum F0:

F ¼ 7 n þ 1

2

� �
F0; n ¼ 0; 1; 2;y ½9�

where the 7signs correspond to the screening super-
currents flowing respectively in the clockwise and
counterclockwise directions. This half-integer flux
quantum effect has been the basis for a new class of
phase-sensitive tests for pairing symmetry in HTS. In
particular, a series of tricrystal experiments have been
used to establish the d-wave pairing symmetry in
HTS. The basic design of the tricrystal experiments is
shown in Figure 4a. The samples are made by de-
positing and patterning c-axis-oriented thin film rings
of cuprate superconductors such as YBCO. The crys-
tal orientations of the tricrystal substrates were cho-
sen such that the three grain-boundary weak links in
the ring encircling the tricrystal meeting point give
rise to a net phase-shift of p, if the cuprate under test
is a d-wave superconductor. Figure 4b shows a scan-
ning SQUID microscope image, taken at 4.2K and
nominal zero field, of four YBCO rings on a tricrystal
SrTiO3 substrate with the configuration shown in
Figure 4a. The fact that spontaneous magnetization
of F0=2 is only observed in the 3-junction ring, but
not in the 2- and 0-junction rings, represents strong
evidence for d-wave pairing in YBCO. Additional
tricrystal experiments have provided support for a d-
wave pair state in various other HTS, including the
electron-doped cuprates. Conventional techniques
(e.g., angle-resolved photoemission spectroscopy, nu-
clear magnetic resonance, penetration depth meas-
urement) have also produced important supporting
evidence for d-wave pairing symmetry in HTS.

The establishment of d-wave pairing symmetry in
HTS does not pin down a specific high-Tc mecha-
nism. It does impose a well-defined constraint on
possible models for high-temperature supercon-
ductivity. Recent research on the low-energy quasi-
particle excitations near the nodes of the d-wave
energy gap has led to the prediction and confirmation
of new effects in low-temperature properties such as
specific heat and thermal conductivity. These studies
have produced strong evidence in support of d-wave
pairing symmetry. Furthermore, they suggest that, in
the context of the Fermi liquid formalism, BCS the-
ory represents a valid description of the superconduc-
ting state in an unconventional superconductor.

Practical applications of d-wave superconductivity
in areas such as p-SQUIDS and quantum computa-
tion, are still under active development. A recent
work (see Figure 5) demonstrating fabrication of
25 000 p-loops on a single chip, and showing the
presence of magnetic coupling between the individu-
al p-loops in the array, represents an important step
toward such potential applications.

See also: Superconductivity: Applications; Supercon-
ductivity: BCS Theory; Superconductivity: Critical Currents;
Superconductivity: General Aspects; Superconductivity:
Ginzburg–Landau Theory and Vortex Lattice; Supercon-
ductivity: Tunneling; Superconductors, High Tc; Supercon-
ductors, Metallic.

PACS: 74.25.Ha; 74.25.Qt; 74.20.Rp
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Introduction

Superconductivity is a very exciting and unusual
macroscopic quantum phenomenon. Different super-
conducting devices are continuing to find more and
more applications around the world. There is no doubt
that in the future, these applications will become even
more widespread. In order to understand how these
devices work, one should know the general aspects of
superconductivity. A lot of detailed information on the
subject can be found in the corresponding specialized
articles of this encyclopedia. This article deals with
only the main results of the Bardeen–Cooper–Schrief-
fer (BCS) theory and the Ginzburg–Landau theory as
well as those aspects of superconductivity which are
not mentioned in the other articles such as unconvent-
ional superconductivity, inhomogeneous states (also
known as Larkin–Ovchinnikov–Fulde–Ferrell (LOFF)
states), superconducting fluctuations, pinning of vort-
ices. A special chapter is devoted to the manifestation
of superconductivity in various nonmetallic systems.

Conventional Superconductors

A major success of low-temperature physics was ac-
hieved with the introduction of the notion of
quasiparticles by Landau. According to the Landau
Fermi-liquid theory, the properties of a many-body
interacting system at low temperatures are deter-
mined by the spectrum of some low-energy, long-
living excitations (called quasiparticles). Another
milestone of the many-body theory is the mean field
approximation (MFA). The BCS theory of super-
conductivity is a good example of the use of both
the quasiparticle description and MFA. In 1956, L
Cooper found that even a weak attraction between
particles in a degenerated Fermi liquid led to the
formation of bound states, now called Cooper
pairs. Soon after this discovery Bardeen, Cooper,
and Schrieffer proposed a microscopic theory of

superconductivity as a theory describing Bose con-
densation of Cooper pairs. N N Bogolyubov suc-
ceeded in solving the problem of superconductivity
by the method of approximate second quantization
and L P Gor’kov proposed a solution of the problem
in the framework of the Green functions formalism.
This method permitted the use of the well known
Feynman diagram technique from the quantum field
theory in the theory of superconductivity. Using
these methods, Gor’kov demonstrated that the
phenomenological Ginzburg–Landau equations fol-
lowed from the BCS theory in the limit T-Tc (i.e.,
in the vicinity of the transition). According to the
BCS theory, the excitation spectrum EðpÞ in a su-
perconductor has a gap proportional to the ampli-
tude of the Bose-condensate of Cooper pairs:

EðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½eðpÞ � m�2 þ D2ðpÞ

q

where eðpÞ is the excitation spectrum in the normal
state, DðpÞ is the superconducting gap, and m is the
chemical potential. In conventional superconductors,
the gap has the same symmetry as the one of the lat-
tices and in some systems does not depend on the
momentum. In the latter case, both the gap and
the transition temperature do not depend upon the
density of nonmagnetic impurities (this statement is
known as the Anderson theorem).

Unconventional Superconductors

In some systems, the effective electron–electron in-
teraction is strongly repulsive at short distances but
becomes attractive at large distances. In this case, an
unconventional pairing can take place, with the gap
having a symmetry group smaller than the one of the
lattices: For example, in a tetragonal high-Tc super-
conductor, the angular dependence of the gap has the
form

DdðpÞpp2
x � p2

y

In the isotropic case, the such a dependence cor-
responds to the orbital momentum l ¼ 2 (d-wave
superconductivity). In the anisotropic case, the mo-
mentum is not a good quantum number anymore.
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The corresponding label just indicates the number of
zeros of the function DðpÞ. For example, the d-wave
gap function has four zeros corresponding to the
momenta px ¼ 7py. Nonmagnetic impurities de-
stroy unconventional superconductivity if kBTc0� ttr
4_, where ttr is the transport scattering time and Tc0

is the transition temperature in the pure system.

Inhomogeneous State

In the usual BCS state, electrons forming a Cooper
pair have opposite momenta and the total momen-
tum of a pair is zero. In ferromagnetic superconduc-
tors or layered superconductors in a strong magnetic
field, the densities and Fermi-momenta of electrons
with opposite spins are different. In such conditions,
it is more favorable for each electron to stay close to
its Fermi surface and for Cooper pairs to have non-
zero total momenta, unlike in the usual BCS state. In
such systems, the condensate wave function varies in
space and the ground state is inhomogeneous, which
may lead to the formation of a crystalline structure
(LOFF state). The LOFF state is believed to exist
in heavy fermion systems such as CeCoIn5, CeRu2,
UPd2Al3, and in some organic compounds. The
LOFF state also appears in superconductor–ferro-
magnet–superconductor junctions. In these systems,
the wave function of a Cooper pair oscillates inside
the ferromagnet and, for a certain thickness of the
layer, may have opposite signs on different sides of
the ferromagnetic layer. As a result, the Josephson
energy of the contact changes sign and has two
minima, corresponding to the phase difference 7p.
Such a device, called p-junction, has two degenerate
states and can be used as a qubit for quantum com-
putation.

Fluctuations (Paraconductivity)

Phenomena that cannot be described within the qua-
siparticle method or the MFA are called fluctuations.
In bulk samples of traditional superconductors, the
critical temperature Tc sharply divides the super-
conducting and normal phases. Such a behavior of
the physical characteristics of superconductors is in
perfect agreement with both the Ginzburg–Landau
phenomenological theory and the BCS microscopic
theory of superconductivity. Both of these theories
can be derived in the framework of the mean field
approximation. In the BCS theory, only the Cooper
pairs in the Bose-condensate are considered. The
fluctuation theory deals with Cooper pairs out of the
condensate. Fluctuation phenomena manifest them-
selves much stronger in disordered low-dimensional
systems. This is because the fluctuation region in

disordered superconducting films, which is deter-
mined by the resistance per unit square, is typically
much wider than in bulk samples. What is even more
important is that fluctuation effects exist beyond the
critical region and affect not only thermodynamic
quantities but also the kinetic ones. The phenome-
non, which is now known as paraconductivity, is the
decrease of the resistance of a superconducting sam-
ple above the transition temperature (i.e., in the nor-
mal phase) due to the appearance of fluctuating
Cooper pairs. The fluctuation conductance g of a
superconducting film reads:

g � gn ¼ e2

16h

Tc

T � Tc

Note that in high-temperature, organic, amor-
phous, and low-dimensional superconducting sys-
tems being studied presently, the fluctuation effects
strongly differ from those in traditional supercon-
ductors. The transition turns out to be much more
smeared out. The appearance of superconducting
fluctuations above the critical temperature leads to
precursor effects of the superconducting phase oc-
curring in the normal phase, sometimes far from
the transition. The conductivity, heat capacity, di-
amagnetic susceptibility, sound attenuation, and oth-
er properties may change considerably in the vicinity
of the transition. A strong dependence of super-
conducting fluctuations on the temperature and
magnetic field permits one to definitely separate the
fluctuation effects from other contributions and to
use them as a source of information about the mi-
croscopic parameters of a material. The account for
fluctuations has become a necessary part in the
design of superconducting devices.

Pinning of Vortices

The greatest success of the Ginzburg–Landau theory
was the explanation of Shubnikov’s phase by A A
Abrikosov in 1957. In this phase, superconductivity
and a magnetic field can peacefully coexist. Abrikosov
suggested that the magnetic field can penetrate a
superconductor along vortex lines, which can form
a perfect lattice structure. In homogeneous supercon-
ductors, an applied current causes a drift of the
vortex lattice and dissipation. When a transport cur-
rent jtr flows through a superconductor, the Lorentz
force FL ¼ F0=cð Þjtr exerted on each vortex line
appears immediately (F0 ¼ hc=2e is the flux quan-
tum). In homogeneous superconductors, the vortices
start moving due to this force. The corresponding
flow of the magnetic flux induces the electric field E ¼
v=cð Þ � B and energy dissipation. In order to preserve
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superconductivity, one should prevent the motion of
vortices by introducing a dry friction force. This can
be done by creating local inhomogeneous regions
(pinning centers), which would pin the vortex lattice.
Such centers may appear due to structural in-
homogeneities of the initial crystalline lattice (dislo-
cations, accumulations of impurities, etc.). In the
theory of collective pinning, even small structural
fluctuations can qualitatively change the properties of
the vortex structure. A single weak center causes only
a weak elastic deformation, but the collective effect of
a large number of weak centers destroys the lattice.
The long-range lattice order disappears, while the
short-range order survives only at distances smaller
than a correlation length Lc. Each region of size Lc

finds its equilibrium in a local minimum of the ran-
dom pinning potential. A force is needed in order to
move the pinned regions from the energetically favor-
able positions. The appearance of the frictional force
leads to a finite critical current and hysteresis.

Superconductivity in Nonmetallic
Systems

Organic superconductors

WA Little has proposed the possibility of a nonpho-
non pairing mechanism in some organic supercon-
ductors. Little’s work has stimulated a lot of further
theoretical activity in the field of one-dimensional
systems. All real organic superconductors are not
truly one-dimensional but consist of long chains
strongly coupled to each other, which make the sys-
tem effectively two-dimensional and strongly aniso-
tropic. This may result in an unconventional
superconducting pairing and in the appearance of
inhomogeneous LOFF states in such systems. High
upper critical fields in some organic materials (e.g.,
(TMTSF)2ClO4 or (TMTSF)2PF6) support the scenar-
io of the unconventional triplet pairing. An experi-
mental evidence of the LOFF state has been found
in the organic compounds k � ðBEDT� TTFÞ2 �
CuðNCSÞ2 and l� ðBETSÞ2FeCl4.

Ceramic Superconductors

Most of the high-Tc superconductors are ceramic
superconductors.

Superfluidity of helium Superfluidity in He4 is a
result of Bose condensation of He4 atoms themselves.
In He3, the atoms are spin-1=2 particles and the
normal state of He3 is thought to be a Fermi-liquid.
Superfluidity in He3 is the result of Cooper pairing
in the fermion system. Cooper pairs in He3 have a
total spin S ¼ 1 and orbital moment l ¼ 1, which

corresponds to the p-wave unconventional super-
conducting pairing.

Superfluid model of atomic nuclei Strong interac-
tions between nucleons in heavy nuclei may yield the
formation of Cooper pairs. This leads to the gap in
the spectrum of excitations in the nuclei, which typ-
ically is of the order of DB2MeV, which is much
larger than the level spacing. The appearance of the
nucleon Bose-condensate leads to parity effects in
atomic nuclei. The energy and mass of a nucleus
containing an even number of nucleons are smaller
than the ones of an odd nucleus:

2M2Nþ1 � M2N � M2Nþ2 ¼ 2D

A rotating nucleus creates supercurrents, which
produce an effect similar to the anomalous di-
amagnetism in conventional superconductors. As a
result, the moment of inertia of a nucleus is smaller
than the one of a solid or liquid object with the same
mass and geometry.

Superconductivity in neutron stars In neutron stars
(pulsars), the density of neutrons may be of the order
of their density in heavy atomic nuclei. As a result,
Cooper pairs are created and superconductivity can
arise. Since pulsars are spinning, the neutron super-
fluid is threaded with a regular array of rotational
vortices. The rotation frequency of the superfluid is
proportional to the density of the vortices. As a pul-
sar’s spin rate gradually decreases due to the emission
of electromagnetic radiation, the vortices gradually
move outwards.

Color superconductivity In the core of a neutron
star, the density is so high that quark matter can ap-
pear. Strongly interacting quarks may form Cooper
pairs (it is predicted that the red up-quarks are paired
with the green down-ones) yielding the so-called
color superconductivity. Since the quarks forming
pairs have different charges and slightly different
densities, the Fermi surface splits into two and an
inhomogeneous crystalline state similar to the LOFF
state appears in a shell, where the quark densities
satisfy the appropriate conditions. The rotational
vortices may be pinned by the LOFF structure lea-
ding to the pinning effects. Within this picture, the
so-called glitch phenomena (sudden increases of ro-
tation frequencies of a pulsar) are explained as the
hopping of vortex bundles from one metastable min-
imum to another.

Superconductivity and masses of elementary parti-
cles Papers of Nambu and Jona-Lasinio and Vaks
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and Larkin have introduced the mechanism of ele-
mentary particle mass generation via the dynamical
symmetry breaking. This spontaneous symmetry bre-
aking is formally very similar to the one occurring in
superconductors, with the superconducting gap cor-
responding to the masses of the elementary particles.
In superconductors and in the models considered by
Nambu and Jona-Losinio and by Vaks and Larkin,
the transition occurs due to the appearance of the
Bose-condensate of Cooper pairs, while in the stand-
ard model the symmetry breaking is due to the Bose-
condensate of the scalar Higgs bosons. Furthermore,
the Meissner effect, which is characterized by a pen-
etration length, is the origin, in the elementary par-
ticle physics language, of the masses of the gauge
vector bosons. The masses correspond to the inverse
of the penetration length in the conventional theory
of superconductivity.
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Introduction

After the discovery of superconductivity in 1912 by
Heike Kamerlingh-Onnes in Leiden, it took almost
50 years until this fascinating phenomenon was un-
derstood microscopically, when in 1957 Bardeen,
Cooper, and Schrieffer established their BCS theory.
But long before this electron-pairing theory, there
were powerful phenomenological theories which
were able to explain most electromagnetic and ther-
modynamic observations on superconductors, and
which are very useful today also. The London theory,
conceived by Fritz and Heinz London in 1935, is
particularly useful for the description of the high-Tc

superconductors, which were discovered in 1987 by

Bednorz and Müller in Zürich. Perhaps the most
useful and elegant phenomenological theory of su-
perconductors was established by Vitalii Ginzburg
and Lew Landau in 1951. The Ginzburg–Landau
(GL) theory generalizes Landau’s theory of second-
order phase transitions to spatially varying charged
systems in a magnetic field and should thus be ap-
plicable near the superconducting transition temper-
ature Tc, but in many cases it yields a qualitatively
correct behavior also at lower temperatures. The GL
theory can be derived from the microscopic BCS
theory, and it reduces to the London theory in sit-
uations when the GL function (the superconducting
order parameter) has nearly constant magnitude.

The GL theory has high predictive power. It pre-
dicts that superconductors can be of type-I (with po-
sitive energy of the wall between normal conducting
and superconducting domains) or of type-II (with
negative wall energy, pointing to an instability) and
that superconductivity can be suppressed by a high
magnetic field and by a high current density, namely,
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by the depairing current which breaks the Cooper
pairs. Its most spectacular success was the prediction
of spontaneous nucleation and penetration of magne-
tic vortices in type-II superconductors by Alexei Ab-
rikosov in 1957. The properties of these Abrikosov
vortices (or fluxons, flux lines, carrying one quantum
of magnetic flux F0 ¼ h=2e ¼ 2:07� 10�15 T m2)
and their motion and pinning by material in-
homogeneities, are important topics both in research
and in the practical application of superconductors.
Most applications require type-II superconductors
with high critical magnetic fields and currents, but
high loss-free supercurrents require that the vortices
are pinned so that they cannot move under the action
of this current and dissipate energy.

Ginzburg–Landau Theory

The GL theory introduces a complex, spatially
varying order parameter cðrÞ in addition to the
magnetic field BðrÞ ¼ r� AðrÞ or vector potential A.
The GL function cðrÞ later turned out to be propor-
tional to the BCS energy-gap function D(r), and its
square jcðrÞj2 to the density of Cooper pairs. It de-
fines two characteristic lengths: the superconducting
coherence length x sets the scale over which cðrÞ can
vary, while l governs the variation of the magnetic
field as in the London theory. Both l and x diverge at
the superconducting transition temperature Tc ac-
cording to lpxpðTc � TÞ�1=2, but their ratio, the
GL parameter k ¼ l=x, is nearly independent of the
temperature T. The GL theory reduces to the London
theory (which is valid down to T ¼ 0) in the limit
x{l, which means constant magnitude jcðrÞj ¼
const (except in the vortex cores, where c vanishes,
see below). The GL equations are obtained by min-
imizing a free-energy functional Ffc;Ag with respect
to the GL function cðrÞ and the vector potential A(r).
With the length unit l and magnetic field unitffiffiffi
2

p
BcðBc ¼ F0=ð

ffiffiffi
8

p
plxÞ is the thermodynamic crit-

ical field), the GL functional reads

Ffc;Ag ¼B2
c

m0

Z
V

�jcj2 þ 1

2
jcj4

�

þ � ir
k

� A

� �
c

����
����
2

þðr � AÞ2
#
d3r ½1�

Here the integral is over the volume V of the su-
perconductor. The first two terms are the super-
conducting condensation energy, which is minimum
when jcj2 ¼ 1. The second term is the energy cost of
the spatial variation of c; this gauge-invariant gra-
dient also introduces A and thus the magnetic field.
The last term is the magnetic energy density B2=2m0.

The GL functional and the resulting GL equations
may be expressed in terms of the real-valued function
|c| and the gauge-invariant supervelocity rj/k�A,
where j(r) is the phase of c ¼ jcjexpðijÞ. From the
variation dF=dc ¼ 0 follows the first GL equation
determining the amplitude and phase of c. From the
variation dF=dA ¼ 0 follows the supercurrent density
J ¼ m�1

0 l2½ðF0=2pÞrj� A�jcj2, which has to be sup-
plemented by the Maxwell equation J ¼ m�1

0 curl curl
A to obtain an equation for A or J alone. The min-
imization of F yields not only the functions c(r) and
A(r), but also the boundary condition that the cur-
rent density and supervelocity do not have a com-
ponent perpendicular to the free surface of the
superconductor.

In an external field Ha, one has to minimize not the
free energy F but the Gibbs free energy G ¼ F � %BHa,
where %B is the spatial average of the magnetic induc-
tion B in the superconductor. The condition @G=@ %B ¼
0 yields the equilibrium field Ha ¼ @F= @ %B. In suffi-
ciently low Ha, the superconductor expels the applied
magnetic field completely, that is, one has B ¼ 0 in-
side the superconductor (Meissner state). More pre-
cisely, the parallel applied field penetrates into a thin
surface layer of thickness l. In a superconductor
filling the half space xX0, one has BðxÞ ¼m0 Ha

expð�x=lÞ. This screening of Ha is caused by a sur-
face current of density jðxÞ ¼ ðHa=lÞ expð�x=lÞ
flowing perpendicular to Ha. Such an exponential
screening, strictly spoken, occurs only for London
superconductors with large GL-parameter kc1,
while for smaller k values both jcj and B vary near
the surface and have to be obtained by solving the GL
equations. Moreover, for superconductors of realistic
shape, such as short cylinders or rectangular plates,
the penetration of a magnetic field into the surface
layer has to be calculated numerically; only for
spheres and long cylinders with kc1, analytical so-
lutions were obtained by London.

Critical Fields

In type-I superconductors (defined by ko1=
ffiffiffi
2

p
),

complete screening occurs when the applied magne-
tic field Ha is less than the thermodynamic critical
field Hc ¼ m�1

0 Bc; in larger fields HaXHc, these su-
perconductors are normal conducting. For type-II
superconductors (defined by kX1=

ffiffiffi
2

p
), full screen-

ing occurs up to the lower critical field Hc1 ¼ m�1
0 Bc1

where penetration of Abrikosov vortices begins.
With a further increasing of Ha, more vortices pen-
etrate in the form of a more or less regular flux-line
lattice (Figure 1), which has an average induction
%B ¼ nF0, where n is the area-density of vortices and
F0 ¼ 2:07� 10�15 T m2 is the quantum of magnetic
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flux. When Ha reaches the upper critical field
Hc2 ¼ m�1

0 Bc2, the vortex cores overlap so strongly
that the superconductor turns normal and one has
%B ¼ m0HaXBc2. The GL theory yields

Bc1 ¼ F0ðln kþ aÞ
4pl2

; Bc ¼
F0ffiffiffi
8

p
plx

; Bc2 ¼ F0

2px2
½2�

with aðkÞE0:5þ ð1þ ln 2Þ=ð2k�
ffiffiffi
2

p
þ 2Þ. At

k ¼ 1=
ffiffiffi
2

p
, one has exactly Bc1 ¼ Bc ¼ Bc2, and for

type-II superconductors Bc1pBcpBc2. In both types
of superconductors, Bc determines the area under the
magnetization curve m0MðHaÞ; this area equals the
superconducting condensation energy B2

c=m0. For
ideal pin-free superconductors, the magnetization is
M ¼ m�1

0
%B � Hap0, see Figure 2. For type-II super-

conductors with an ideal planar surface, Hc is also
the field up to which the so-called Bean–Livingston
surface barrier may prevent a vortex penetration
(‘‘overheating’’). Interestingly, as discovered theoret-
ically by DeGennes in 1963, even above Bc2, a thin
surface sheath of thickness x remains superconduc-
ting up to a third critical field, Bc3 ¼ 1:695Bc2.

The above scenario applies to long superconduc-
tors in the parallel magnetic field Ha. In realistic
samples like spheres, platelets, or films, demagnet-
ization effects lead to flux penetration at lower fields.
In ideal ellipsoids, the penetration fields, Hc or Hc1,
are reduced by a factor ð1� NÞ, where N is the
demagnetization factor. For spheres, one has
N ¼ 1=3, and for long cylinders, N ¼ 0 in a paral-
lel field and N ¼ 1=2 in a perpendicular field, while
for thin plates in a perpendicular field, one has
1� N{1, and thus very small fields will force flux
penetration from the edges.

In type-I superconductors with N40, demagnet-
ization effects lead to partial penetration of flux in
the form of planar domains or more complicated
structures, while in type-II superconductors they just
shear the magnetization curve, but the vortex lattice

remains uniform if the specimen is an ellipsoid. For
other shapes such as platelets, strips, or disks with
constant thickness, the demagnetization effects are
more complicated and lead to a geometric barrier for
flux penetration, with a penetration field which is
approximately Hc1 times the square root of the as-
pect ratio thickness/width. For specimens much
larger than l, this result can be derived by the con-
tinuum theory without considering individual vortex
lines. But for small mesoscopic superconductors with
size comparable to or smaller than l, the full GL
theory has to be solved numerically to see the de-
tailed pattern of penetrated flux lines and the shape
of the magnetization curve M(Ha) that may exhibit
jumps at certain values of Ha.

Vortex Lattice

In 1957 A A Abrikosov found a solution of the GL
theory that exhibits a two-dimensional (2D) regular
lattice of zeros in the order parameter c(x,y) and a
periodic magnetic field B(x,y). This solution describes
a lattice of parallel vortex lines along z. The ideal lat-
tice is triangular, that is, each vortex has six nearest
neighbors, see Figure 1. The vortices start penetrating
at Ha ¼ Hc1. The profiles jcðrÞj2 and B(r) of one
isolated vortex line are shown in Figure 3 (r is the
radial coordinate). As Ha is increased, more vort-
ices penetrate and form a vortex lattice as shown in
Figure 4. First, the magnetic fields of the flux lines
overlap, such that the amplitude of the periodic B(x,y)
decreases. Then, the cores also overlap, such that the
amplitude of the order parameter |c|2 decreases until
it vanishes at Ha ¼ Hc2. For b ¼ %B=Bc2 4 0:5, good

Unit cell area = Φ0/B

 

Flux−line spacing 

Figure 1 The triangular vortex lattice. The dots mark the po-

sitions of the vortex cores.
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approximations are

cðrÞj j2¼ 1� %B=Bc2

½1� 1=ð2k2Þ�bA þ 1

X
K

aK cosKr ½3�

BðrÞ ¼ m0Ha � ðf0=4pl
2Þ cðrÞj j2 ½4�

Here r ¼ ðx; yÞ and the sum is over all reciprocal
lattice vectors Kmn ¼ ð2p=x1y2Þðmy2;�mx2 þ nx1Þ
of the periodic FLL with flux-line positions Rmn ¼
ðmx1 þ nx2; ny2Þ (m; n ¼ integer). The unit-cell
area x1y2 yields the mean induction %B ¼ f0=ðx1y2Þ.

The first Brillouin zone has the area pk2
BZ with

k2
BZ ¼ 4p %B=f0. For general lattice symmetry, the

Fourier coefficients aK and the Abrikosov parameter
bA are:

aK ¼ ð�1Þmþmnþnexpð�K2
mnx1y2=8pÞ ½5�

bA ¼ /jcj4S
/jcj2S2

¼
X
K

a2K ½6�

From cðr ¼ 0Þ ¼ 0 follows
P

K aK ¼ 0, or with
aK¼0 ¼ 1,

P
Ka0 aK ¼ �1. In particular, for the

triangular vortex lattice with spacing a ¼ ð2f0=ffiffiffi
3

p
%BÞ1=2, one has x1 ¼ a; x2 ¼ a=2, y2 ¼

ffiffiffi
3

p
a=2,

%B ¼ 2f0=ð
ffiffiffi
3

p
a2Þ, aK ¼ ð�1Þpexpð�pp=

ffiffiffi
3

p
Þ with

p ¼m2 þ mn þ n2 ¼ R2
mn=R2

10 ¼ K2
mn=K2

10. This yields
bA ¼ 1:15960 (the reciprocal-lattice sum converges
very rapidly) and the useful relationships K10 ¼ 2p=y2,
K2

10 ¼ 16p2=3a2 ¼ 8p2 %B=
ffiffiffi
3

p
f0. For the square vor-

tex lattice, one has x1 ¼ y2 ¼ a; x2 ¼ 0, %B ¼ F0=a2,
and bA ¼ 1:18034. This means the energy of the
square vortex lattice is only slightly larger than that of
the triangular lattice, by 2% at most. A vortex lattice
with square symmetry has been observed experimen-
tally, for example, when the underlying square sym-
metry of the atomic lattice couples to the vortex lattice
such that the square vortex lattice has lower energy,
but also other effects may stabilize the square lattice,
for example, an anisotropic Fermi surface or a deviat-
ion from the GL theory.

The free energy Fð %BÞ per unit volume and the
negative magnetization M ¼ m�1

0 Ha � %BX0 with
Ha ¼ @F=@ %B are (still for %B=Bc240:5 and from the
GL theory):

Fð %BÞ ¼
%B2

2m0
� ðBc2 � %BÞ2=2m0
ð2k2 � 1ÞbA þ 1

½7�

�m0Mð %BÞ ¼ Bc2 � %B

ð2k2 � 1ÞbA þ 1
¼ f0

4pl2
/jcj2S ½8�

For the periodic field BðrÞ ¼
P

K BK cosKr, the Four-
ier coefficients are BKa0 ¼ MaK ; BK¼0 ¼ %B, and
/jcj2S ¼ ð4pl2=f0ÞjMj.

At lower induction %B=Bc2o0:5, the vortex lattice
and its magnetization curve have to be computed
from the GL theory numerically, see Figures 2–4.
However, when kc1, one may also use the London
theory, which is a good approximation for small in-
ductions %B=Bc2o0:2.

London Theory

The London theory follows from the GL theory
by putting jcj ¼ 1, but it may also be obtained by
minimizing the sum F of the energy of the magnetic
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Figure 3 Magnetic field B(r) and order parameter |c(r)|2 of an

isolated flux line calculated from the Ginzburg–Landau theory for

Ginzburg–Landau parameters k ¼ 2, 5, and 20.
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Figure 4 Two profiles of the magnetic field B(x, y) and order

parameter jCðx ; yÞj2 along the x-axis (a nearest-neighbor direc-

tion) for flux-line lattices with lattice spacings a ¼ 4l (bold lines)

and a ¼ 2l (thin lines). The dashed line shows the magnetic field

of an isolated flux line from Figure 3. Calculations from the

Ginzburg–Landau theory for k ¼ 5.
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field B(r) and the kinetic energy of the supercurrent
density JðrÞ ¼ m�1

0 r� BðrÞ. This yields the London
energy functional

F ¼ 1

2m0

Z
V

½B2 þ l2ðr � BÞ2�d3r ½9�

Minimizing this with respect to B ¼ r� A, one
obtains the homogeneous London equation B �
l2r2B ¼ 0 or J ¼ �m�1

0 l�2A, where the Maxwell
equations r � B ¼ 0 and r � B ¼ m0J were used
and the vector potential A was chosen in the ‘‘Lon-
don gauge,’’ which requires that r� A ¼ 0 and A is
parallel to the surface everywhere. In the presence of
vortices, one has to add singularities that describe the
vortex core, which may be straight or curved.

For straight parallel vortex lines along the unit
vector #z, one gets the modified London equation

BðrÞ � l2r2BðrÞ ¼ #zF0

X
n

d2ðr � rnÞ ½10�

Here rn ¼ ðxn; ynÞ are the 2D vortex positions, which
now do not have to form a periodic lattice, and
d2ðrÞ ¼ dðxÞdðyÞ is the 2D delta function. This linear
equation may be solved by Fourier transform using
the relations

R
expðikrÞd2k ¼ 4p2d2ðrÞ and

R
exp

ðikrÞðk2 þ l�2Þ�1d2k ¼ 2pK0ðjrj=lÞ. Here, K0(x) is
a modified Bessel function with the limits K0ðxÞE
lnð1:123=xÞ for x{1 and K0ðxÞEðp=2xÞ1=2 expð�xÞ
for xc1. The resulting magnetic field of any ar-
rangement of parallel vortices is the sum of individu-
al London vortex fields centered at the positions rv,

BðrÞ ¼ #z
F0

2pl2
X
n

K0
jr � rnj

l

� �
½11�

The energy F2D of this 2D arrangement of vortex
lines with length L (the specimen height) is obtained
by inserting eqn [10] into [9]. Integrating over the
delta function, one finds that the London energy is
determined by the magnetic field values at the vortex
positions,

F2D ¼L
F0

2m0

X
m

BðrmÞ

¼L
F2

0

4pm0l
2

X
m

X
n

K0
jrm � rnj

l

� �
½12�

This expression shows that the energy is composed of
the pairwise interaction energy (terms man) and the
self-energy of the vortices (terms m ¼ n). To avoid the
divergence of the self-energy, one has to cut off
the logarithmic infinity of B at the vortex centers rn by
introducing a finite radius of the vortex core of order
x, the coherence length of the GL theory. This cutoff
may be achieved by replacing, in eqns [11] and [12],

the distance rmn ¼ jrm � rnj by r̃mn ¼ ðr2mn þ 2x2Þ1=2,
and multiplying B by a normalization factor E1 to
conserve the flux F0 of the vortex. This analytical
expression suggested by John Clem for a single vor-
tex and later generalized to the vortex lattice, is an
excellent approximation, as was shown numerically
by solving the GL equation for the periodic FLL in
the entire ranges of %B and k for 0p %BpBc2 and
kX1=

ffiffiffi
2

p
.

For curved vortices at arbitrary positions
rnðzÞ ¼ ½xnðzÞ; ynðzÞ; z�, the 3D modified London
equation reads

BðrÞ � l2r2BðrÞ ¼ F0

X
n

Z
drn d3ðr � rnÞ ½13�

Here, the integral is along the vortex lines and
d3ðrÞ ¼ dðxÞdðyÞdðzÞ. The resulting magnetic field
and energy are, with r̃mn ¼ ½jrmðzÞ � rnðzÞj2 þ 2x2�1=2,

BðrÞ ¼ F0

4pl2
X
n

Z
drn

exp½�r̃mnðrm ¼ rÞ=l�
r̃mnðrm ¼ rÞ ½14�

F3D ¼ F0

2m0

X
m

Z
drmBðrmÞ

¼ F2
0

8pm0l
2

X
m

X
n

Z
drm

Z
drn

expð�r̃mn=lÞ
r̃mn

Interaction between curved flux lines 

Figure 5 Pairwise interaction between all line elements

(arrows) of curved flux lines within the London theory (schematic).
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This means all the vortex segments interact with each
other similar to magnetic dipoles or tiny current
loops, but the magnetic long-range interaction p1=r
is screened by a factor expð�r̃mn=lÞ. The 3D interac-
tion between curved vortices is visualized in Figure 5.

Vortices Near Surfaces and in Films

The above London solutions apply to vortices in the
bulk. Near the surface of the superconductor, these
expressions have to be modified. In simple geometries,
for example, for superconductors with one or two
planar surfaces surrounded by vacuum, the magnetic
field and energy of a given vortex arrangement is

obtained by adding the field of appropriate images (in
order to satisfy the boundary condition that no cur-
rent crosses the surface) and a magnetic stray field
which is caused by a fictitious surface layer of magne-
tic monopoles. This stray field makes the total magne-
tic field B(r) continuous across the surface. Figure 6
shows an example for this.

The magnetic field and interaction of straight vort-
ices oriented perpendicular to a superconducting film
of arbitrary thickness was calculated by Carneiro
and Brandt from the London theory and by Brandt
from the GL theory. In films of thickness d{l in a
perpendicular magnetic field, the short vortices inter-
act mainly via their magnetic stray field outside the

−3 −2 −1 0 1 2 3

 −1

0

1

2

r /�

z 
/ �

−8 −6 −4 −2 0 2 4 6 8
−4

−2

0

2

4

6

8

z 
/ �

Figure 6 Magnetic field lines of a straight vortex in and near a superconducting half space. From the London theory, for k ¼ 20. The

dashed lines give the radial field lines of a magnetic charge of size 2F0 positioned on the vortex axis at a depth �z0 ¼ l (left half, the far

field) and �z0 ¼ 1:27l (right half), which gives a better fit to the near field. The lower plot enlarges the center of the upper plot.
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superconductor over an effective penetration depth
L ¼ 2l2=d. At short distances r{L, this interaction is
logarithmic as in the bulk case, and at large rcL, it
decreases as exp(–r/L). With decreasing thickness d,
the Fourier transform of the 2D vortex interaction
VðrÞ ¼

R
ðd2k=4p2ÞṼðkÞexpðikrÞ changes from ṼðkÞ ¼

E0 ðk2þ l�2Þ�1 for dcl to ṼðkÞ ¼ E0ðk2 þ kL�1Þ�1

for d{l, where E0 ¼ dF2
0=ðm0l2Þ.

As shown by Chem, a similar (but 3D) magnetic
interaction exists between the 2D ‘‘pancake vortices’’
in the superconducting Cu–O layers of high-Tc su-
perconductors, ṼðkÞ ¼ E0dk2

3k
�2
2 ðl�2 þ k2

3Þ
�1, where

now d is the distance between the layers, k2
2 ¼ k2

xþ
k2

y ; k
2
3 ¼ k2

2 þ k2
z , and l ¼ lab is the penetration depth

for the supercurrents flowing in these layers.

Elasticity of the Vortex Lattice

Small flux-line displacements caused by pinning
forces or by thermal fluctuations may be calculated
using the linear elasticity theory of the vortex lattice.
Figure 7 visualizes the three basic distortions of
the triangular vortex lattice: shear g, uniaxial com-
pression e, and tilt a, defining the three elastic mod-
uli c66, c11, and c44 and the naive (local) elastic
energy

Felast ¼
V

2
½c11e2 þ c66g2 þ c44a2� ½15�

The linear elastic energy Felast of the vortex lattice is
obtained by expanding its free energy F with respect to
small displacements unðzÞ ¼ rnðzÞ � Rn ¼ ðunx; unyÞ of
the vortices from their ideal parallel lattice positions
Rn and keeping only the quadratic terms. This yields

Felast ¼
1

2

Z
BZ

d3k

8p3
uaðkÞFabðkÞu�

bðkÞ ½16�

where u(k) is the Fourier transform of the displace-
ment field un(z), ða; bÞ ¼ ðx; yÞ, and k ¼ ðkx; ky; kzÞ.
The k-integral in eqn [16] is over the first Brillouin
zone (BZ) of the FLL since the ‘‘elastic matrix’’
FabðkÞ is periodic in the kx, ky plane; the finite vortex
core radius restricts the kz integration to jkzjpx�1.
For an elastic medium with uniaxial symmetry, the
elastic matrix reads

FabðkÞ ¼ ðc11 � c66Þkakb

þ dab½ðk2
x þ k2

yÞc66 þ k2
z c44� ½17�

Here the coefficients c11, c66, and c44 are the elastic
moduli of uniaxial compression, shear, and tilt, re-
spectively. For the vortex lattice, Fab(k) was calculated
from the GL and London theories. The result, a sum
over reciprocal lattice vectors, should coincide with
expression [17] in the continuum limit, that is, for
small |k|{kBZ, where kBZ ¼ ð4p %B=F0Þ1=2 is the radi-
us of the circularized (actually hexagonal) Brillouin

� = Shear angle � = Tilt angle

� = Compression

1 1−�
x

Figure 7 The three basic homogeneous elastic distortions of the triangular vortex lattice. The full dots and solid lines mark the ideal

lattice, and the hollow dots and dashed lines the distorted lattice.
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zone of the triangular vortex lattice with area pk2
BZ. In

the London limit, one finds for isotropic supercon-
ductors, the elastic moduli

c11ðkÞE
%B2=m0

1þ k2l2
; c66E

%BF0=m0
16pl2

;

c44ðkÞE
%B2=m0

1þ k2l2
þ

%BF0=m0
8pl2

ln
k2

1þ k2
zl

2
½18�

The GL theory yields an additional factor ð1� %B=
Bc2Þ2 in c66, that is, c66p %Bð %B � Bc2Þ2, and replaces l
in c11 and c44 (first term) by l0 ¼ l=ð1� %B=Bc2Þ1=2.

The k dependence (dispersion) of the compression
and tilt moduli c11(k) and c44(k) means that the elas-
ticity of the vortex lattice is nonlocal, that is, strains
with short wavelengths, 2p/k{2pl, have a much
lower elastic energy than a homogeneous compres-
sion or tilt (corresponding to k-0) with the same
amplitude. This elastic nonlocality comes from the
fact that the magnetic interaction between the flux
lines typically has a range l much longer than the
flux-line spacing a0; therefore, each flux line interacts
with many other flux lines. Note that a large l causes
a small shear stiffness since c66pl�2, and a smaller
c11ðkol�1Þ at short wavelengths, but the uniform
compressibility c11ðk ¼ 0Þ is independent of l.

As a consequence of nonlocal elasticity, the vortex
displacements un(z) caused by local pinning forces, and
also the space- and time-averaged thermal fluctuations
of the vortex positions, /unðzÞ2S, are much larger
than they would be if c44(k) had no dispersion, that is,
if it were replaced by c44ð0Þ ¼ %BHaE %B2=m0. The max-
imum vortex displacement uð0Þpf caused at r ¼ 0 by
a point force of density fd3(r), and the thermal fluc-
tuations/u2SpkBT, are given by similar expressions,

2uð0Þ
f

E
/u2S
kBT

E
Z
BZ

d3k

8p3
1

ðk2
x þ k2

yÞc66 þ k2
z c44ðkÞ

E
k2
BZl

8p½c66c44ð0Þ�1=2
½19�

In this result, a large factor ½c44ð0Þ=c44ðkBZÞ�1=2
EkBZlEpl=ac1 originates from the elastic nonlo-
cality. In anisotropic superconductors with B||c (the
crystalline c axis), the thermal fluctuations, eqn [19],
are enhanced by an additional factor G ¼ lc=labc1,
where lab and lc are the two penetration depths of
uniaxially anisotropic superconductors.

See also: Magnetism, History of; Quantum Mechanics:
Methods; Statistical Mechanics: Classical; Supercon-
ductivity: BCS Theory; Superconductivity: Flux Quantizat-
ion; Superconductivity: General Aspects; Superconductivity:
Tunneling; Superconductors, High Tc.
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Introduction

The quantum mechanical tunneling of electrons and
other charge carriers through an insulating or a

vacuum barrier is at the heart of many electronic

devices. In superconductors, the controlled tunneling

of Cooper-paired electrons forms the basis for the

Josephson junction and the DC and RF super-con-

ducting quantum interference devices (RF and DC

SQUIDs), as well as a number of other related devices.
The tunneling of a single particle through an

energy barrier, such as an electron through an insu-
lator or through vacuum, can be understood using a
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one-dimensional quantum mechanical model. This
single-particle picture can be extended to the tunnel-
ing of large numbers of electrons through a barrier
separating two normal metals, a structure known as a
tunnel junction, by convolving the one-particle tun-
neling result with the electronic distribution of states
in the two metals; this can be done because the cor-
relations between the electrons in a metal are suffi-
ciently weak that they can be ignored. If the metals
are in the superconducting state, both quasiparticles
(the electron-like excitations in a superconductor)
and Cooper pairs can tunnel through the barrier. The
quasiparticles can be treated as independent, uncor-
related charge carriers, allowing the use of the single-
particle picture. Cooper-pair tunneling involves the
interference of the coherent superconducting wave
functions on either side of the barrier, and, therefore,
must be treated in a different fashion. This coherent
process gives rise to the Josephson supercurrent. The
DC Josephson effect describes the magnitude of the
superconducting pair current, which is obtained for
zero applied voltage and is determined by the differ-
ence in the quantum mechanical phases of the super-
conducting states on either side of the tunnel barrier.
If a voltage V is applied between the two supercon-
ductors, this phase difference evolves in time, modu-
lating the superconducting current; this is called the
AC Josephson effect.

The article begins with the simple one-particle
picture of tunneling between normal metals (NN
tunneling), the discussion is then extended to include
a superconductor on one side of the barrier, with a
normal metal on the other (SN tunneling), and finally
treats the case of superconducting metals on both
sides of the barrier (SS tunneling). The article ends
with a brief discussion of the effect of the elect-
romagnetic environment on both normal and super-
conducting tunneling, an effect which is significant
for tunnel junctions with very small geometric ca-
pacitance, where single charge effects, such as the
Coulomb blockade, are relevant.

Normal Metal–Normal Metal Tunneling

Transmission through a Potential Barrier

An introductory problem in quantum mechanics is
finding the transmission probability for a particle of
mass m to pass through a one-dimensional potential
barrier of height U and thickness d, with the barrier
height greater than the particle energy E, as shown in
Figure 1a. The particle is classically forbidden from
entering the barrier region, but quantum mechanics
allows a nonzero transmission probability. A solu-
tion of the one-dimensional Schrödinger equation

yields a transmission coefficient that scales as
exp½�2kd�, where

k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðU � EÞ

_2

s
½1�

is the decay coefficient in the barrier region. The
transmission is exponentially suppressed by increases
in the barrier height and thickness. The tunneling
transmission in the opposite direction, from right to
left, is the same.

This simple model can be adapted to the tunneling
of an electron in a metal through an insulating (or
vacuum) barrier into another metal, as sketched in
Figure 1b. The energy difference DE ¼ U � E that
determines the decay coefficient k is taken to be
DEEeðF� wÞ, the difference in the work function F
of the metal and the insulator electron affinity w. For
a vacuum barrier, w ¼ 0. For a characteristic energy
difference eðF� wÞ of about 4 eV, the decay coeffi-
cient is kE1� 1010 m�1, so the transmission coeffi-
cient is reduced by a factor 1=eE0:368 for every
0.05 nm increase in the barrier thickness d. Reason-
able transmission coefficients, yielding measurable
rates of electron tunneling through such a tunnel
barrier, require barrier thicknesses of the order
dB1 nm.

Current–Voltage Characteristic

In a real metal–insulator–metal interface, there are,
of course, large numbers of electrons in each metal

d

 A

U

d

(a)

(b)
Area

Insulator

MetalMetal

Figure 1 (a) Schematic of a one-dimensional potential barrier,

with particle of energy E incident from the left and partially trans-

mitted to the right. The barrier has height U and thickness d.

(b) Schematic of metal–insulator–metal tunnel junction, of thick-

ness d and cross-sectional area A.
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electrode that can approach and interact with the
tunnel barrier. The model described above is a single-
particle picture, but can still be applied quite accu-
rately to a metal as long as the Fermi exclusion
principle is obeyed: there can be at most one electron
in each distinct quantum mechanical state. This prin-
ciple is included by allowing an electron to tunnel
through the barrier only if the final state on the other
side of the barrier has some probability of being
empty; it is noted that, to first order, the initial and
final energies of the tunneling electron must be equal.

At zero temperature, all the electron states in a
metal with energy E less than the Fermi energy EF are
filled with probability unity, while all states above EF

are empty. For electrons at a nonzero temperature T,
the probability that a state at energy E is occupied is
given by the Fermi–Dirac distribution f ðEÞ, which,
for energies measured from the electrochemical
potential mF, is given by

f ðEÞ ¼ 1

expðE=kBTÞ þ 1
½2�

The electrochemical potential mF is equal to the
Fermi energy EF at zero temperature; at a nonzero
temperature, mF is the energy where the occupation
probability is 1/2, and is very nearly equal to EF if
kBT{EF.

Consider applying a voltage V between the two
metal electrodes, as shown in Figure 2a. This raises
the electrochemical potential mL on the left electrode
by an amount eV with respect to the electrochemical
potential mR on the right, mL ¼ mR þ eV. An electron
with energy E in the left electrode, measured from
mL, will then tunnel into a state E þ eV in the right
electrode, measured from mR. Using a transmission
probability jTj2 per unit area, assumed independent
of energy E, the rate at which electrons with energies
in the range E to E þ dE will tunnel from the left to

the right electrode is given by a Fermi’s golden rule
expression

GL-RðEÞ dE ¼ 2pA

_
jTj2f ðEÞ½1� f ðE þ eVÞ� dE ½3�

This includes the probability f ðEÞ of having an
occupied state in the left electrode, and the proba-
bility 1� f ðE þ eVÞ of a vacant state in the right
electrode. There is a similar expression for electrons
with energy between E þ eV and E þ eV þ dE in the
right electrode tunneling to the left

GR-LðE þ eVÞ dE ¼ 2pA

_
jTj2f ðE þ eVÞ

� ½1� f ðEÞ� dE ½4�

The net electrical current that flows due to these
two opposing fluxes is the difference of these rates,
summed over all initial energies, multiplied by the
electron charge �e. Writing the sum over energy as
an integral that includes the appropriate density of
states DL;RðEÞ in the left and right electrodes, the net
electrical current (from right to left) is

INNðTÞ ¼ � eSEðGR-LðE þ eVÞ � GL-RðEÞÞ

¼ 2peA

_
jTj2

Z
N

�N

dE DLðEÞDRðE þ eVÞ

� ff ðEÞ½1� f ðE þ eVÞ�
� f ðE þ eVÞ½1� f ðEÞ�g ½5�

The range of integration is extended to 7N, as
the thermal occupations will limit the integrand to a
range kBT{EF, so the increased range does not
change the result. Then, the density of states is ap-
proximated on the left and right electrodes by their
values at the Fermi level, DL;RðEÞEDL;Rð0Þ, and so

INNðTÞ ¼ 2peA

_
jTj2DLð0ÞDRð0Þ

�
Z

N

�N

dE ðf ðEÞ � f ðE þ eVÞÞ

¼GNNV ½6�

One thus finds a linear current–voltage relation-
ship for a normal–insulator–normal metal tunnel
junction, with a voltage- and temperature-independ-
ent electrical conductance GNN given by

GNN ¼ 2pe2A

_
jTj2DLð0ÞDRð0Þ ½7�

Superconductor–Normal Metal Tunneling

If one of the normal metal electrodes is replaced with
a superconductor, the rate of tunneling, and the form
of the current–voltage characteristic, are modified

E

�
L

�
R

0
01

d

V

L R

L R

(a) (b)

1

eV

f(E+eV )

f (E )

Figure 2 (a) Voltage V applied between metal electrodes on

the left (L) and right (R). (b) Energy diagram for the electrons in

the two electrodes with bias voltage V, showing the Fermi dis-

tributions on either electrode, with the zero of energy shifted by

eV . The electrochemical potentials mL and mR are the points

where the respective Fermi distributions are equal to 1/2, and are

taken as the zero energy for each electrode.
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due to the change in the density of states in the su-
perconducting electrode. At first, it appears that in
addition, a change will occur due to the coherent
quantum mechanical mixing of the electron and hole
states above and below the Fermi level in the super-
conductor, involving the coherence factors that con-
trol this mixing. However, an electron can tunnel
into either the hole-like or the electron-like excitation
states, and the probabilities for these two processes
add to 1. Therefore, the tunnel rate is affected only
by the change in the density of states for the super-
conducting electrode. Choosing the right electrode as
the superconductor, replace the normal metal density
of states DRðEÞ in eqn [5] with that for the super-
conductor,

DSðEÞ ¼
DRð0Þ

jEjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 � D2

p ðjEj4DÞ

0 ðjEjoDÞ

8><
>: ½8�

where DRð0Þ is the normal density of states at the
Fermi level, and D is the superconducting energy gap,
which depends on temperature. Energy E is meas-
ured from the electrochemical potential mR, which is
the energy of the Cooper pairs.

At zero temperature, the quasiparticle states in the
superconducting electrode are all unoccupied, as the
quasiparticles are all condensed into Cooper pairs.
The electron states in the left (normal metal) elec-
trode are occupied with probability unity below the
Fermi level EF, and empty above. Applying a bias
voltage V to the superconducting electrode with re-
spect to the normal metal electrode, only electrons in
the normal metal with energy E in the range D�
eVoEo0 are able to tunnel into the superconductor
(see Figure 3a). The current at zero temperature is
given by

ISNð0Þ ¼
2peA

_
jTj2

Z 0

D�eV

DLðEÞDSðE þ eVÞ dE ½9�

Inserting the density of states, eqn [8], for the su-
perconductor, replacing the density of states for the
normal metal, DLðEÞ, by the value at the Fermi level,
DLð0Þ, and changing the variable of integration to
E0 ¼ E þ eV, this is

ISNð0Þ ¼
2peA

_
jTj2DLð0ÞDRð0Þ

�
Z eV

D

E0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E02 � D2

p dE0 ½10�

ISNð0Þ ¼
GNN

e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðeVÞ2 � D2

q
; jeVjXD

0; jeVjoD

8<
: ½11�

in terms of the normal–normal conductance GNN,
eqn [7]. The form of the zero-temperature conduct-
ance is plotted in Figure 4.

At nonzero temperatures, the occupation probabil-
ities for the normal metal and superconducting qua-
siparticle states must be included. These are both
described by the Fermi–Dirac distribution f ðEÞ given
by eqn [2], measured from the local electrochemical
potential; the corresponding distribution of occupied

E

�L

�R

01

eV

2∆ 

eV 

E

�L

�R

01

eV

2∆ 

(a) (b)

∆ −

L R L R

f (E )f (E )

Figure 3 (a) Energy diagram at T ¼ 0 for a normal metal (left) and superconductor (right) on either side of a tunnel barrier, the

superconductor biased a voltage V above the normal metal. (b) Same as for (a), but at nonzero temperature, showing the distribution of

occupied states in the normal metal and superconductor. Two possible tunneling processes, above and below the gap, are shown.
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Figure 4 Current–voltage characteristic for a superconductor–

normal metal tunnel junction, showing the calculated current for

temperatures kBT ¼ 0, D=10, D=2, and for a normal–normal tun-

nel junction.
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states is shown in Figure 3b. The current at temper-
ature T is the given by

ISNðTÞ ¼GNN

e

Z �D

�N

þ
Z

N

D

� �
E0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E02 � D2
p

� ½f ðE0 � eVÞ � f ðE0Þ� dE0 ½12�

where the limits have been extended to7N to include
all the thermally excited states. This integral can be
evaluated numerically. The current–voltage character-
istics at a few temperatures are shown in Figure 4.

Andreev Reflection

The expressions derived for superconductor–nor-
mal metal tunneling are correct to first order in the
tunneling probability jTj2. These predict zero current
for voltages below the superconducting gap, jVjoD=e,
when at zero temperature. To second order in jTj2
(i.e., of order jTj4), however, an additional process
becomes important. In this process, two electrons in
the normal metal, symmetrically positioned about the
electrochemical potential in the superconductor with
wave vectors k and�k, can tunnel simultaneously into
the superconductor and form a Cooper pair. Another
way to describe this process is that an electron with
wave vector k tunnels into a Cooper pair, and the
unfilled (hole) state in the pair tunnels simultaneously
back into the normal metal, emerging with a wave
vector �k. The incident electron is then said to have
been reflected from the superconductor as a hole, a
process known as Andreev reflection. This process
yields a nonzero conductance for a superconductor–
normal tunnel barrier below the gap voltage.

Superconductor–Superconductor
Tunneling

When both metals contacting a tunnel barrier are
superconductors, there are two important effects that
change the situation in comparison to the supercon-
ductor–normal metal tunnel junction: one is the ap-
pearance of the superconducting density of states on
both sides of the tunnel barrier, changing the nature
of the quasiparticle current–voltage characteristic.
The other very significant change is the appearance
of coherent Cooper-pair tunneling, present to first
order in the tunneling probability jTj2. The theory
for this process was first derived by B D Josephson, a
prediction for which he was awarded the Nobel prize
in 1973.

Quasiparticle Tunneling

The incoherent process of quasiparticle tunneling is
first discussed, similar to that in the superconductor–
normal metal tunnel junction. The rate of quasiparticle

tunneling is controlled by the superconducting den-
sity of states appearing on both sides of the barrier, as
well as the thermal occupation probability of these
states. A sketch of the energy diagram is shown in
Figure 5.

The expression for the quasiparticle current ISSðTÞ
at temperature T, for the right electrode biased by
voltage V above the left electrode, is given by

ISSðTÞ ¼GNN

e

Z
N

�N

jE0 � eVjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE0 � eVÞ2 � D2

L

q jE0jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E02 � D2

R

q
� ½f ðE0 � eVÞ � f ðE0Þ� dE0 ½13�

with energy E0 measured from the electrochemical
potential mR in the right electrode. Different super-
conducting gaps DL and DR are allowed, and it is
understood that the density of states goes to zero in
the gap regions on either side of the barrier, so
that for energies E0 in the ranges jE0joDR and
jE0 � eVjoDL, the integrand is zero. This is sketched
in Figure 5.

At zero temperature, there is no current for
voltages jVjoðDR þ DLÞ=e (for identical supercon-
ductors, this translates to jVjo2D=e). At the gap
voltage jVj ¼ ðDR þ DLÞ=e, there is a discontinuity in
the current, which goes from zero to ðpGNN=2eÞ
ðDRDLÞ1=2. For Ta0, an additional feature appears
for voltages near the difference of the gap energies,
jVjEjDL � DRj=e, due to the overlap of the discon-
tinuity in the density of states of the larger-gap su-
perconductor with the nonzero occupation number
of the quasiparticle states in the smaller-gap super-
conductor. The form of the temperature-dependent
current–voltage characteristic is shown schemati-
cally in Figure 6. For identical superconductors, with

E

�L

�R

2∆L

2∆R
eV

L R

Figure 5 Quasiparticle energy diagram for two superconduc-

tors with different gaps DL and DR, biased with voltage V at a

nonzero temperature.
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DR ¼ DL, at very low temperatures T{D=e, and
voltages below the gap jVjo2D=e, an approximate
analytic form for the current–voltage characteristic is
given by Van Duzer and Turner

ISSðV;TÞ ¼ 2GNN

e
exp � D

kBT

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D

eV þ 2D

r
ðeV þ DÞ

� sinh
eV

2kBT

� �
K0

eV

2kBT

� �
½14�

where K0 is the zeroth-order modified Bessel
function.

Josephson Effects

In addition to the incoherent tunneling of quasipar-
ticles between two superconducting electrodes, there
exist the very important and rich effects predicted by
Josephson and first observed by Anderson and
Rowell. A simple model for the Josephson effect is
described by Feynman, and his model is reproduced
here.

The superconducting state, being a macroscopic
quantum condensate, can be described by a single
macroscopic wave function C, such that

CðrÞ ¼ AðrÞ exp½iyðrÞ� ½15�

where the real amplitude AðrÞ is related to the Coop-
er-pair number density, AðrÞ2 ¼ nðrÞ, and yðrÞ is the
macroscopic phase of the superconducting wave
function. In the simplest description, the equation
of motion for the wave function of an isolated su-
perconductor is

i_
@C
@t

¼ EC ½16�

where E is the ground-state energy of the supercon-
ductor.

With two superconducting wave functions, CL and
CR, on the left and right sides of a tunnel barrier, the

tunnel barrier is assumed to give a weak coupling
between the two wave functions, parametrized by
the coupling constant K. The coupled equations of
motion can be written as

i_
@CL

@t
¼ ELCL þ KCR

i_
@CR

@t
¼ ERCR þ KCL

½17�

The energies of the ground states ER and EL differ
by the applied bias voltage V: EL � ER ¼ 2eV, the
factor of 2 accounting for the charge of a Cooper
pair. Taking the zero of energy at the midpoint be-
tween the 2 superconductors, and separating the
equations for the pair number density, AR ¼ ffiffiffiffiffiffi

nR
p

and AL ¼ ffiffiffiffiffi
nL

p
, from that for the phases yR and yL,

@nL

@t
¼ þ 2

_
K
ffiffiffiffiffiffiffiffiffiffiffi
nRnL

p
sin d

@nR

@t
¼ � 2

_
K
ffiffiffiffiffiffiffiffiffiffiffi
nRnL

p
sin d

@yL
@t

¼ � eV

_
� K

_

ffiffiffiffiffiffi
nR

nL

r
cos d

@yR
@t

¼ þ eV

_
� K

_

ffiffiffiffiffiffi
nL

nR

r
cos d

½18�

where the phase difference d ¼ yR � yL.
From these equations, it is seen that ’nR ¼ � ’nL, so

that the rate of increase of the pair density on the
right is exactly the rate of decrease of pair density on
the left; this is due to a current density J ¼ �2e ’nR

flowing from right to left. In actuality, the pair den-
sity does not change. The depletion of charge in the
vicinity of the barrier is replenished by a flow of
current through the external circuit. To equilibrate
the electrochemical potentials at zero voltage, take
nL ¼ nR.

It is thus found that at zero voltage, there is a
supercurrent density J ¼ ð2K=_Þ ffiffiffiffiffiffiffiffiffiffiffi

nRnL
p

sin d. The
critical current density of the barrier can be defined,
J0 ¼ ð2K=_Þ ffiffiffiffiffiffiffiffiffiffiffi

nRnL
p

, so that J ¼ J0 sin d. Assuming
uniform current density across the area A of the
junction, the total current is I ¼ AJ, and the critical
current is defined as I0 ¼ AJ0. Thus, the DC Joseph-
son relation:

I ¼ I0 sin d ½19�

This shows that the current depends on the differ-
ence in the quantum mechanical phases of the su-
perconducting states on either side of the tunnel
barrier.

An equation can also be found for the evolution of
the phase difference, by taking the difference of the
fourth and third relations in eqn [18]. This is the AC

∆L+∆R∆L−∆R eV

T=0
T>0

I

0

�∆
2e

GNN

Supercurrent

Slope GNN/e

Figure 6 Sketch of a superconductor–superconductor current–

voltage characteristic, showing the quasiparticle current for T ¼ 0

and Ta0, for superconductors with different gaps. Also shown is

the supercurrent branch at V ¼ 0; the zero-temperature super-

current amplitude I0 and the discontinuity in the quasiparticle

current at eV ¼ DL þ DR are equal.
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Josephson relation:

dd
dt

¼ 2eV

_
½20�

(note the assumption nL ¼ nR has been used).
At zero voltage, the AC Josephson relation, eqn

[20], shows that the phase difference d remains fixed,
and there is then a constant supercurrent I ¼ I0 sin d.
The phase difference can be manipulated through an
external circuit, for instance, by closing a super-
conducting loop and applying an external magnetic
field. This is the basis of the superconducting quan-
tum interference devices, the DC and RF SQUID.

At a nonzero, fixed voltage VDC, the phase evolves
linearly in time

d ¼ d0 þ
2eVDCt

_
½21�

where d0 is the value at t ¼ 0. Equation [19] then
yields a sinusoidally oscillating current

I ¼ I0 sinð2eVDCt=_þ d0Þ ¼ I0 sinðoJt þ d0Þ ½22�

The oscillation frequency

fJ ¼
oJ

2p
¼ 2eVDC

h
½23�

is called the Josephson frequency.
If one applies a voltage comprising a constant plus

a sinusoidally oscillating term,

V ¼ VDC þ v cosot ½24�

the phase evolves according to

dðtÞ ¼ d0 þ 2eVDCt=_þ ð2ev=_oÞsinot ½25�

The Josephson supercurrent is then, for small
v{VDC,

I ¼ I0 sinðd0 þ oJtÞ þ
2ev

_o
sinot cosðd0 þ oJtÞ

� �
½26�

where oJ ¼ 2eVDC=_. Averaging over times much
larger than the inverse of the frequencies o and oJ,
the first term vanishes, but the second term is non-
zero for the frequencies on ¼ noJ, where n is an
integer. This ‘‘phase-locking’’ of the Josephson cur-
rent to an external signal gives rise to Shapiro steps, a
structure in the current–voltage characteristic ap-
pearing when VDC ¼ _o=2ne.

The critical current I0 has a characteristic temper-
ature dependence, and is related to the normal-state
tunnel conductance GNN, as can be worked out in
the microscopic theory. The relation is

I0ðTÞ ¼ GNN
pDðTÞ
2e

tanh
DðTÞ
2kBT

� �
½27�

Effect of the Electromagnetic
Environment

With the advent of technology capable of fabricating
very small area tunnel junctions, with correspond-
ingly small geometric capacitances, single charge ef-
fects became relevant in tunneling through both NN
and SS tunnel barriers. These effects occur when the
energy to charge the tunnel junction capacitance C
becomes larger than the available thermal energy
kBT, creating what is called the Coulomb blockade.
The simple theory described above only works well
in the limit where the voltage across the tunnel bar-
rier is fixed, that is, when the electromagnetic
environment presents a very low impedance at all
frequencies.

A more general treatment must be used when the
voltage is not fixed, applicable to both NN and SS
tunneling. For NN tunneling, the expression given by
eqn [5] is modified to read

INNðTÞ ¼GNN

e

Z
N

�N

dE

Z
N

�N

dE0 ff ðEÞ

� ½1� f ðE0Þ�PðE þ eV � E0Þ
� ½1� f ðEÞ�f ðE0ÞPðE0 � E � eVÞg ½28�

The new term here is the appearance of the func-
tion PðEÞ, which allows the emission and absorption
of energy between the tunneling electron and the
electromagnetic environment during the tunneling
process. This function is defined by

PðEÞ ¼ 1

2p_

Z
N

�N

dt exp JðtÞ þ i

_
Et

� �
½29�

using what is known as the equilibrium phase cor-
relation function

JðtÞ ¼ /½fðtÞ � fð0Þ�fð0ÞS ½30�

In this expression, the phase fðtÞ is the phase
across the junction, related to the superconducting
phase described above:

fðtÞ ¼ e

_

Z t

�N

dt0 Vðt0Þ ½31�

When the electrical environment can be represent-
ed by a linear impedance ZðoÞ, the phase correlation
function may be written as

JðtÞ ¼
Z

N

0

do
o

ReZðoÞ
RQ

coth
_o

2kBT

� ��
� ½cosðotÞ � 1� � i sinotg ½32�

where RQ is the resistance quantum, RQ ¼ h=2e2.
In the limit of a voltage-biased junction with a low

electrical impedance, ZðoÞ{RQ, the function PðEÞ
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reduces to a delta function, PðEÞ ¼ dðEÞ, and the re-
sults found above are obtained. More generally,
however, the fluctuations presented by the real part
of the environmental impedance significantly modify
the current–voltage characteristic, most particularly
in the limits where the tunnel barrier has a small
capacitance.

The results above may be carried over to the dis-
cussion of quasiparticle tunneling in SS junctions.
For the coherent Josephson processes, the effect of
the electrical environment is different, but quite sim-
ple: one finds that one can get a supercurrent at
nonzero voltages, and the current–voltage character-
istic is given by

ISSðVÞ ¼ p_I20
4e

½Pð2eVÞ � Pð�2eVÞ� ½33�

See also: Superconductivity: Applications; Supercon-
ductivity: BCS Theory; Superconductivity: Critical Currents;
Superconductivity: Flux Quantization; Superconductivity:
General Aspects; Superconductivity: Ginzburg–Landau
Theory and Vortex Lattice; Superconductors, High Tc;
Superconductors, Metallic.

PACS: 74.20.� z; 74.45.þ c; 74.50.þ r; 82.25.� j;
85.25.Cp; 85.25.Dq
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Introduction

In 1911, Onnes discovered superconductivity in mer-
cury with a transition temperature Tc of 4.2K, at
which the DC resistance of mercury dropped to zero.
The second characteristic of a superconductor was its
perfect diamagnetism, discovered by Meissner and
Ochsenfeld in 1933. A theoretical understanding of
superconductivity is based on the BCS microscopic
theory, proposed by Bardeen, Cooper, and Schrieffer
in 1957. Before 1986, the highest Tc in the now so-
called low-temperature superconductors (LTSC) was
found in Nb3Ge (23K).

In 1986, Bednorz and Muller reported supercon-
ductivity in (LaBa)2CuO4 with a Tc of 35K, in con-
trast to the previous record of 23K in LTSC. Their
discovery opened up the era of high-temperature su-
perconductivity. Shortly after that, YBa2Cu3O7

(Tc¼ 90K), Bi2Sr2Ca2Cu3O10 ðTc ¼ 110 KÞ, and

Tl2Ba2Ca2Cu3O10 (Tc¼ 125K) were discovered.
Since then, high-temperature superconductivity has
been the subject of intensive study. This article
reviews some of the fundamental properties of
high-temperature superconductor (HTSC).

Crystal Structures

Crystal structures of most HTSCs can be obtained by
stacking perovskite, rock salt and/or fluorite struc-
ture along the c-axis. As an example, Figure 1 shows
the orthorhombic YBa2Cu3O7� d unit cell. Other
families of HTSCs can be constructed in a similar
way. The CuO chains are unique to YBa2Cu3O7� d;
however, the most important features of the crystal
structures of HTSCs are the two-dimensional copper
oxide CuO2 conduction planes, which are critical for
high-temperature superconductivity. Carriers are
doped into the CuO2 conduction planes by transfer
of charges resulting from the introduction of foreign
ions, interstitial defects, and vacancies in structural
blocks between two CuO2 planes. These blocks are
called charge reservoirs.
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Phase Diagram

Depending on the temperature and the doping level,
HTSCs demonstrate a wide variety of behaviors (see
the phase diagram for hole-doped HTSCs in Figure 2).
Undoped HTSCs are antiferromagnetic Mott insula-
tors with nearest-neighbor Cu2þ–Cu2þ antiferro-
magnetic exchange interaction in the CuO2 planes.
The Néel temperature TN for the antiferromagnetic-
to-paramagnetic transition decreases with increasing
doping level. At a certain doping level, the antifer-
romagnetism vanishes and one enters the pseudogap
or underdoped region. The normal-state properties in
this region are significantly different from those of a
Fermi liquid. Some of the most interesting behaviors
of HTSCs are observed in this region. Supercon-
ductivity arises upon further doping. The transition
temperature Tc first increases with increasing doping
level, reaching a maximum Tc at an optimal doping
level, then decreases and finally vanishes with further
increases in doping (overdoped regime). The non-Fer-
mi liquid region above the superconducting region is
well described by the so-called marginal Fermi liquid
(MFL) hypothesis.

Superconducting Properties

The most unusual fundamental properties of HTSCs,
compared to LTSCs, are high-transition temperature,
short coherence length, and high anisotropy. The

high anisotropy results from the layered structure
shown in Figure 1. A phenomenological description
can be achieved by means of the anisotropic Gin-
zburg–Landau equation.

Critical Temperature Tc

The critical temperature (i.e., transition temperature
from normal state to superconducting state) is one of
the most important parameters characterizing super-
conductors. The optimum Tc values for some of the
HTSCs are listed in Table 1. Tc values above the
liquid nitrogen temperature (77K) open the way for
many applications. However, higher operating tem-
peratures also introduce large thermal fluctuations in
HTSCs. Based on the two principal properties of
superconductors (zero-resistance and perfect di-
amagnetism), the usual methods to obtain Tc are to
measure the resistance versus temperature curve R(T)
or the AC susceptibility versus temperature wðTÞ
curve. Other methods such as measurement of DC
magnetization versus temperature M(T) and heat ca-
pacity versus temperature C(T) are also applied to
measure Tc.

Coherence Length n

It determines the distance over which the Cooper pairs
are correlated. The short coherence lengths observed
in HTSCs give rise to several unusual properties. Be-
cause the coherence length is much shorter than the
penetration length, high-temperature cuprates are
all type-II superconductors (see below). The short
coherence length makes it very difficult to fabri-
cate homogeneous high-temperature superconducting
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Figure 1 Crystal structure of orthorhombic YBa2Cu3O7�d:
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Figure 2 Generic temperature (T) vs. doping level (d) phase

diagrams of cuprates in zero magnetic field. (AFM: antifer-

romagnetic phase; SC: superconducting phase; TN, and T � are

the Néel and pseudogap transition temperatures, respectively).
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samples. Also associated with the short coherence
length is the weak pinning of flux lines in HTSCs,
compared with the pinning in LTSCs. To measure the
coherence length, one usually needs to measure the
upper critical fields Hab

c2ð0Þ and Hc
c2ð0Þ, then the co-

herence lengths can be derived according to the equa-
tions based on the anisotropic Gingzburg–Landau
equation

m0H
c
c2ð0Þ ¼ F0=2px

2
abð0Þ

m0H
ab
c2ð0Þ ¼ F0=2pxabð0Þxcð0Þ

Here, Hab
c2ð0Þ and Hc

c2ð0Þ indicate the upper critical
fields at T¼ 0K for fields applied parallel to the ab-
plane and the c-axis, respectively. Typical values
for the coherence lengths are xab(0)¼ 1.2–1.6 nm,
xc(0)¼ 0.15–0.3 nm, for YBa2Cu3O7� d, xab(0)¼ 2.7–
3.9nm, xc(0)¼ 0.045–1.6 nm for Bi2Sr2CaCu2O8þd,
and xab(0)¼ 2.1nm, xcð0Þ ¼ 0:03 nm for Tl2Ba2Ca
Cu2O8þ d.

Penetration Depth k

It determines the distance that the applied DC magne-
tic field can penetrate exponentially into the super-
conductor. There are several methods to measure the

penetration depth, such as muon spin resonance
(mSR), electron paramagnetic resonance (EPR), and
the polarized neutron reflection techniques. The pen-
etration depth can also be derived from measurements
of susceptibility or magnetization on samples with
dimensions similar to the penetration depth. Typical
values for the penetration depths are lab(0)¼ 130–
180nm, lc(0)¼ 500–800nm for YBa2Cu3O7� d, and
lc(0)¼ 270–300nm, lcð0ÞX3700 nm for Bi2Sr2Ca2
O8þd: Figure 3 shows schematically the length scales
(l and x) of a vortex when the applied field is parallel
to the ab-plane.

Critical Fields

High-temperature cuprates are all type-II supercon-
ductors with three characteristic critical fields: the
lower critical field Hc1, the upper critical field Hc2, and
the thermodynamic critical field Hc (see Figure 4).
m0H

2
c =2 is the free-energy difference between the su-

perconducting and normal states. When the applied
field is lower than Hc1, the superconductor shows
perfect diamagnetism (called the Meissner state); when

Table 1 Space group, crystal structure, and optimum Tc of

selected cuprate superconductors

Compound Space group Structure Optimum Tc

La2CuO4 I4/mmm 214-T 40

P42/ncm

Bmab 214-O 40

Fmmm

Nd2CuO4 I4/mmm 214-T 25

(Nd,Ce,Sr)2 CuO4 P4/mmm 214-T

YBa2Cu3O6 P4/mmm 123-T 0

YBa2Cu3O7 Pmmm 123-O 90

YBa2Cu4O8 Ammm 124 80

Y2Ba4Cu7O15 Ammm 247 40

(Ba,Nd)2(Nd,Ce)2Cu3O8 I4/mmm 223 40

Pr2Ysr2Cu3O8 P4/mmm 2123 70

Cmmm

Bi2Sr2CuO6 Amaa Bi-2201 10

A2/a

C2

Bi2Sr2CaCu2O8 Fmmm Bi-2212 95

Amaa

Bi2Sr2Ca2Cu3O10 I4/mmm Bi-2223 110

Tl2Ba2CuO6 I4/mmm Tl-2201

Fmmm

Tl2Ba2CaCu2O8 I4/mmm Tl-2212 115

Tl2Ba2Ca2Cu3O10 I4/mmm Tl-2223 125

Tl2Ba2Ca3Cu4O12 I4/mmm Tl-2234

TlBa2CuO5 P4/mmm Tl-1201

TlBa2CaCu2O7 P4/mmm Tl-1212

TlBa2Ca2Cu3O9 P4/mmm Tl-1223

TlBa2Ca3Cu4O11 P4/mmm Tl-1234

	b
	c

�b

�c

Z

Y

Figure 3 Schematic diagram of a single vortex when H8ab,
showing the anisotropic penetration depth and coherence length.
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Figure 4 Phase diagram for a type-II superconductor.
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the applied field is larger than Hc1 but lower than
Hc2, the applied field penetrates into the supercon-
ductor in the form of vortices (the so-called mixed
state); when the applied field is larger than Hc2, the
superconductor is forced into the normal state (see
Figure 4). As the upper critical fields at low temper-
atures are experimentally inaccessible, one is normally
interested in Hc2 close to Tc; then using the dirty limit
equation

Hc2ð0Þ ¼ �0:693� dHc2

dT

� �
Tc

Tc

to obtain Hc2(0). Typical values for YBa2Cu3O7� d are
m0H

ab
c2ð0Þ ¼ 200 T and m0H

c
c2ð0Þ ¼ 40 T. The lower

critical field Hc1 can be obtained from the virgin
magnetization curves; typical values for YBa2
Cu3O7� d at 4.2K are m0H

c
c1 ¼ 90mT, and m0Hc1

ab¼
20mT.

Pairing Symmetry

The pairing symmetry is very important for the dis-
covery of the pairing mechanism. After the discovery
of HTSCs, experiments such as those involving the
observation of magnetic flux states of a polycrystalline
YBa2Cu3O7� d ring, Andreev reflection, the Shapiro
step of a Josephson junction, the high-resolution Bit-
ter pattern technique, and Little–Parks oscillations
have been performed to test whether Cooper pairing
operates as in conventional superconductors. The re-
sults have confirmed electronic pairing in cuprate su-
perconductors. In conventional superconductors, the
phonon mediated electron–electron interaction gives
rise to spin-singlet pairing with s-wave symmetry.
However, the pairing symmetry in cuprate supercon-
ductors has been a controversial topic. Phase sensitive
techniques (superconducting quantum interference
device (SQUID) interferometry, single Josephson junc-
tion modulation, thin film magnetometry, etc.),
combined with the refinement of several other sym-
metry-sensitive techniques (penetration depth, specific
heat, thermal conductivity, angle-resolved photoemis-
sion, Raman scattering, nuclear magnetic resonance,
nonlinear Meissner effect), have provided evidence in
favor of d-wave symmetry pairing in cuprate super-
conductors. The energy gap, quasiparticle state, vor-
tex state, and the surface and interfaces of d-wave
superconductors are distinctly different from the
s-wave case. Detailed discussions can be found in
the ‘‘Further reading’’ section.

Energy Gap

The energy gap indicates the minimum energy
required to excite a quasiparticle from a phase-coher-
ent Cooper-pair condensate. The BCS theory predicts a

universal ratio between the energy gap and the
thermal energy 2Dð0Þ=kBTc ¼ 3:53, here Dð0Þ is the
energy gap at T¼ 0K. For HTSCs, the energy gap can
be determined from experiments such as single-elec-
tron tunneling, Andreev reflection, Raman scattering,
photoemission spectra. Typical values for YBa2
Cu3O7� d are 2Dab(0)/kBTc¼ 6–8, 2Dc(0)/kBTc¼
3–3.5; and for Bi2Sr2CaCu2O8þ d are 2Dab(0)/kBTc¼
8–11, 2Dc(0)/kBTc¼ 5–7. For conventional supercon-
ductors, the Cooper pairs have an isotropic s-wave
symmetry, which means that the energy gap is 2D
everywhere in k-space (see Figure 5). However, for a

ky
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2∆
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ky

kx
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Figure 5 The energy gap for s-wave superconductors (upper

panel) and d-wave superconductors (lower panel). The s-wave

symmetry has an isotropic value of 2D, while for a d-wave sym-

metry the gap vanishes and changes sign at kx¼ ky.
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d-wave symmetry superconductor, in momentum
space when kx ¼ 7ky, the energy gap is zero, which
implies that it would change sign at kx ¼ 7ky (see
Figure 5). Both properties will have important impli-
cations from both fundamental and applied points of
view.

Type-II Superconductivity

HTSCs have very short coherence lengths x and large
penetration depths, so the Ginzburg–Landau param-
eter k ¼ l=xc1, and HTSCs are typical type-II su-
perconductors. In this section, some of the properties
in the mixed state are discussed.

Vortex Structure

Due to the high anisotropy of cuprate superconduc-
tors, the vortex structures are different from those in
conventional superconductors. When the applied field
is along the ab-plane, the screening current flows both
along the ab-plane and along the c-axis. There exist
insulating layers alternating with conduction layers
along the c-axis, the current is the Josephson current
in the insulating layers (see Figure 6). When the ap-
plied field is parallel to the c-axis or at an angle to the

c-axis, the vortices can be regarded as pancake vort-
ices stacked along the c-axis (see Figure 7). Each
pancake vortex is located in one of the conduction
planes. The pancake vortices in the neighboring lay-
ers are coupled by means of a Josephson current,
which forms a Josephson vortex. The forces between
pancake vortices in the conduction plane are rep-
ulsive, while the forces between pancake vortices in
the neighboring layers are attractive. Depending on
the temperature and the magnetic field, the vortex
system can go through a 3D to 2D transition. The
magnetic properties of 2D superconductors can be
described by the Lawrence–Doniach (LD) model.

Irreversibility Field

After the discovery of cuprate superconductors, it
was soon reported that zero-field-cooled (ZFC) and
field-cooled (FC) magnetization of La–Ba–Cu–O ver-
sus temperature at a fixed applied magnetic field can
be separated into two regions. Below Tirr, ZFC and
FC magnetization are different and irreversible,
above Tirr, ZFC and FC magnetization are the same
and reversible. Tirr is dependent on the magnetic
field. Tirr(H) or Hirr(T) is called the irreversibility
line. Hirr(T) is lower than Hc2 but larger than Hc1

and separates the mixed state into two regions, a
vortex liquid above Hirr(T) and a vortex solid below
Hirr(T). The irreversibility line can also be obtained
by hysteresis loop measurements and I–V character-
istics measurements. Generally, the irreversibility line
follows 1� Tirr=Tc0 ¼ CHq

irr, with Tc0 the zero-field
transition temperature, and 1=2oqo3=4, depending
on different materials. The vortex system depends on
three energy scales: the pinning potential Epin, the
thermal energy Eth and the vortex–vortex interaction
energy Evv. When the EthEEpin, the system reaches
the reversible region.

Critical Currents and Flux Pinning

Due to short coherence lengths and high anisotropy
in cuprate superconductors, critical currents are
much more complicated than in conventional super-
conductors. For an anisotropic superconductor, three
critical currents are defined depending on the direc-
tion of the applied magnetic field (see Figure 8).
Critical currents result from the interaction between
vortices and crystal defects (pinning effect). Twin
boundaries and screw dislocations in single crystal
YBa2Cu3O7� d and Y2BaCuO5 phase, as well as
stacking faults and dislocations in melt-textured-
growth (MTG) YBa2Cu3O7� d, have all been report-
ed to act as pinning centers. Heavy ion and particle
irradiation have also been used to enhance the crit-
ical current density in cuprate superconductors. Due

Z

Y

Figure 6 Schematic diagram of a single vortex when the ap-

plied magnetic field is parallel to the a-axis (x-direction). Gray

areas indicate the superconducting layers.

Z 


Y

Figure 7 Schematic diagram for pancake vortices when the

applied magnetic field is at an angle to the c-axis (z-direction).

Gray areas indicate the superconducting layers.
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to the short coherence length, point defects such as
vacancies and substitution atoms may play an im-
portant role in cuprate superconductors.

Critical current can be directly obtained from trans-
port I–V measurements. From hysteresis loop meas-
urements, the critical state model is used to derive the
current density from the measured hysteresis loop,

Jab;c ¼
20DM

að1� a=3bÞ ðH8cÞ

Because a larger electric field criterion is used in
transport measurement, it usually provides a larger
critical current density than magnetic measurements.

In polycrystalline samples, the current density
across grains, called the intergrain critical current
density, is very small, and shows the properties of a
Josephson current. This is due to large angle grain
boundaries in polycrystalline samples, and therefore
these grain boundaries are called weak links. In order
to have high critical current density, weak links
should be avoided, by using, for example, MTG for
YBa2Cu3O7� d bulk materials. Intragrain critical cur-
rent densities up to 106A cm� 2 at 77K and 0T has
been reported for YBa2Cu3O7� d thin films.

Flux Creep

In conventional superconductors, the current density
was observed to decrease logarithmically with time
at fixed temperature and field, an effect called
magnetic relaxation. This effect was explained
by vortices thermally activated out of the pinning

potential (flux creep) with the hopping frequency

n ¼ n0 exp
�UðjÞ
kBT

� �

where n0 is the attempt frequency and U(j) the ef-
fective activation energy depending linearly on the
current density,

UðjÞ ¼ U0
1� j

jc0

� �

The current density decreases logarithmically with
time as

jðtÞ ¼ jc0 1� kBT

U0

� �
ln

t

t0

� �� �

In cuprate superconductors, strong and nonlogarit-
hmic relaxation has been observed (see Figure 9).
Due to high-operating temperatures and reduced
pinning compared to conventional superconductors,
relaxation in HTSCs is very large. Nonlogarithmic
relaxation in HTSCs results from a nonlinear U(j)
relationship. A logarithmic U(j) relationship has been
proposed to account for the experimental results:

UðjÞ ¼ U0 log
jc
j

� �

On the other hand, according to the vortex glass
theory, the U(j) relationship is

UðjÞ ¼ U0

m

� �
jc
j

� �m

�1

� �
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Figure 8 Schematic diagram showing the anisotropic cirtical

current density in cuprate superconductors, when H8ab (upper

panel) and H8c (lower panel).
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Here, the exponent m depends on the dimensionality
of the vortex system.

Magnetic relaxation measurements have been ex-
tensively performed on HTSCs to study the flux dy-
namics. The purpose is to determine the effective
pinning potential U(j) and compare it with theoret-
ical predictions. Several methods such as the Maley
method, the generalized inversion scheme, and dy-
namic relaxation and the AC susceptibility technique
have been developed for this purpose. However, be-
cause too many parameters are used in theoretical
predictions, it is impossible to unambiguously deter-
mine the effective activation energy from experi-
ments. Most results in this area are not conclusive.

Melting of the Vortex Lattice

Thermal fluctuations in HTSCs are much more im-
portant than in conventional superconductors. Ac-
cording to the Lindemann melting criterion, as the
displacement away from the ideal configuration by
thermal fluctuation reaches 10–30% of the average
flux-line separation, melting transition from vortex
solid-to-vortex liquid (shear modulus equal to zero)
might take place. The curve Tm(H) in the H–T phase
diagram at which the flux lattice melts is called the
melting line. It has been suggested that in clean sam-
ples with negligible pinning the vortex solid-to-vortex
liquid transition is expected to be of the first order,
while static disorders drive the transition to the second
order as in the vortex glass theory. Evidence for a first-
order melting transition comes from a jump in the
reversible magnetization, changes in latent heat, a
frequency-independent peak in the AC susceptibility
and a sharp, hysteretic, resistive transition. However,
the effect of static disorders and their dimensionality
on the order of transition is unclear as yet.

Mixed-State Phase Diagram

For a type-II superconductor, by varying the external
field H, at the lower critical field Hc1, a phase tran-
sition from the Meissner phase to the Abrikosov
phase (or mixed phase) takes place. The basic unit of
the mixed state is the vortex, which contains a flux
quantum given by F0 ¼ ch=2e ¼ 2:07� 10�7 G cm2,
penetrating the system and forming a perfect
triangular crystal (the Abrikosov lattice). At the up-
per critical field Hc2, the system is forced to undergo
a second phase transition to the normal state. The
simple phase diagram shown in Figure 4 neglects
disorders and thermal fluctuations, which is very se-
rious in cuprate superconductors due to higher op-
erating temperatures. When thermal fluctuations are
taken into account, the first modification applied to
the phase diagram ought to be the inclusion of the

‘‘water-like’’ melting phenomenon discussed above.
In clean systems, the melting curve stretches from
Hc1 up to Hc2 (see Figure 10). In case of disordered
systems, the melting line terminates at much lower
fields (characterized by the first-order transition). In
practice, one is often far from the critical fields, lea-
ding to the unified phase diagram in Figure 11. Then,
one has to discriminate between a sharp first-order
phase transition at lower fields separating Bragg glass
and vortex liquid and a more continuous second-
order-like transition at higher fields separating vortex
glass and vortex liquid.

Normal-State Properties

Properties in the normal state of cuprate supercon-
ductors have been found to be very useful for the
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Melting line
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Figure 10 Schematic vortex phase diagram for high-tempera-

ture superconductors without disorders.

Melting line
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Vortex liquid

Bragg glass

Vortex glass

Figure 11 Schematic vortex phase diagram for high-tempera-

ture superconductors with disorders.
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understanding of the mechanism of high-temperature
superconductivity. These properties include resisti-
vity, Hall coefficient, thermopower, magnetism, ther-
mal conductivity, and optical properties. Although
superconducting properties of cuprate superconduc-
tors are quite similar to those of conventional super-
conductors, the normal-state properties are unique.
As an example, some general features for normal-
state resistivity are listed: (1) the resistivity is aniso-
tropic with the c-axis resistivity rc two orders of
magnitude larger than the in-plane resistivity rab, (2)
rab shows metallic behavior, but rc mostly shows
semiconductor behavior. (3) rab is close to linear in T,
which is the most striking normal-state property of
cuprate superconductors. Theoretical explanations
for these behaviors and other unique behaviors
observed in optical and thermal properties remain
controversial.

Mechanism of High-Tc Superconductivity

Superconductivity happens when charge carriers over-
come their mutual electrostatic repulsion, bind
together into Cooper pairs, and condense into a single
quantum state below a certain temperature. In conven-
tional superconductors, interactions between charge
carriers and phonons (quantum vibrations of the crys-
tal lattice) are responsible for the pairing. In HTSCs,
however, the mechanism for the pairing has been
controversial since the discovery of high-temperature
superconductivity. The challenges are not only to find
a mechanism to explain the high transition tempera-
ture in cuprate superconductors, but also to be able to
account for the complex phase diagram exhibited by
cuprate superconductors (see Figure 2). The phonon-
based pairing mechanism in LTSCs is based on the so-
called Landau–Fermi theory, in which the properties of
single electrons are renormalized by interactions with
other electrons to form quasiparticles. However, recent
experimental results have provided evidence that
phonons are not the principal cause of high-temper-
ature superconductivity. There have been numerous
theories proposed to understand high-temperature su-
perconductivity. One proposal, which has attracted
much attention, is based on the idea of a doped res-
onant valence bond (RVB) state. Other competing
theories include those based on fluctuating stripes,
those based on the polaron mechanism, and those
based on spin fluctuations. However, a comprehensive
theory, which could account for all the experimental
observations, is yet to be achieved. The challenges for
a successful theory are that it should predict the high
transition temperature, describe the full complex phase
diagram, and that it should reveal the special condi-
tions in the cuprates that lead to this very special

behavior. From this should follow some suggestions
for other materials that would show similar behavior.

Material Processing

Material processing depends on the requirements of
applications. Thin films, bulk materials, tapes and
wires, and coated conductors have received much
attention due to their applications in large- or small-
scale applications.

Thin Films

YBa2Cu3O7-x(YBCO) thin films are the most studied
high-temperature superconducting thin films. Criti-
cal current densities up to 106A cm� 2 have been
achieved in high-quality YBCO thin films, making
them very attractive for applications. There are, in
general, two main methods for fabricating high-
temperature superconducting thin films: in situ or ex
situ film growth. In situ films are oxygen-treated be-
fore they are removed from the growth chamber,
and therefore are superconducting after growth. Ex
situ thin films must be annealed in an oxygen-rich
environment after growth to be superconducting.
Nearly every growth technique has been tried on
high-temperature superconducting thin films, inclu-
ding evaporation, pulsed laser deposition (PLD), met-
al organic chemical vapor deposition (MOCVD), and
on-axis and off-axis sputtering. Every technique has
its merits and drawbacks, details of which can be
found in the references. The search for substrate ma-
terials is an active research area. High-quality YBCO
thin films have been deposited on LaAlO3, SrTiO3,
MgO, YSZ, etc. BiSrCaCuO and TlBaCaCuO thin
films have also been extensively studied. However, it
is very difficult to obtain single-phase BiSrCaCuO
thin films, while Tl is very toxic, creating problems in
fabricating TlBaCaCuO thin films. The main appli-
cation of superconducting thin films is in the area of
superconducting electronics.

Bulk Materials

Many large-scale applications such as flywheel energy-
storage systems need HTSCs in bulk form. Sintered
YBCO polycrystalline samples used to have very low
critical current densities (100–1000Acm�2), which
was attributed to weak links at grain boundaries, such
as structural disorder at grain boundaries, chemical or
structural variations at grain boundaries and non-
superconducting materials along grain boundaries, as
well as microcracking. Texture processing has been
developed as a means to avoid or minimize the effects
of weak links in polycrystalline YBCO. The initial
success with bulks was due to the MTG process,
which enhanced the critical current density two to
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three orders of magnitude over that of sintered ma-
terials. Several modified MTG methods were devel-
oped later in order to further enhance the critical
current density. These include the quench-and-melt-
growth (QMG) process, the melt-powder-melt-growth
(MPMG) process, the power-melting process (PMP),
the floating-zone-melt (FZM) process, the platinum-
doped melt-growth (PDMG) process, and the hori-
zontal Bridgman method.

Tapes and Wires

The majority of the work on superconducting tapes
and wires focuses on the Bi2Sr2Ca2Cu3O10-x(BSCCO)
system. The reasons are that the BSCCO system has a
higher critical current at high magnetic fields, and that
the BSCCO system does not suffer from the weak link
problems of YBCO. The fabrication of BSCCO tapes
and wires is usually carried out by means of the so-
called oxide power-in-tube (OPIT) method. The pow-
der is packed in a tube (typically Ag), then the Ag tube
is drawn to a small diameter and rolled into a flat
tape. The tape is then annealed, re-rolled and re-an-
nealed again to obtain the best superconducting prop-
erties. Critical current densities up to 7000A cm� 2

for a 650m long and 19-filament-rolled tape have
been achieved. Tapes and wires are widely used in
applications such as motors and generators, magnet,
transformers, and transmission lines.

Coated Conductors

Coated conductors are YBCO thin films deposited
onto polycrystalline substrates. The films are biaxi-
ally textured, thus overcoming the phenomenon of
weak links. This has been achieved by preparing a
biaxially textured buffer layer, upon which the
YBCO film is subsequently grown epitaxially. The
two most advanced techniques are the ion beam-as-
sisted deposition (IBAD) process, and the rolling-as-
sisted biaxially textured substrate (RABiTS) process.
In addition, inclined substrate deposition (ISD) has
also emerged as a promising method for the fabri-
cation of YBCO conductors. The coated conductors
potentially have a performance superior to the first
generation bismuth-based HTS compounds (BSC-
CO), such as high current carrying capacities, strong
mechanical properties, and extraordinary magnetic

field tolerances. Recently, it has been demonstrated
that current densities up to 106A cm� 2 have been
achieved in conductors prepared by coating thick
films of YBCO onto flexible metallic substrates. One
of the biggest hurdles to widespread application of
YBCO-coated conductor tape is developing a man-
ufacturing process that will produce it in long lengths
and at prices competitive to copper for applications
such as motors, generators, transmission cables, and
other power systems.

See also: Phases and Phase Equilibrium; Powder Proc-
essing: Models and Simulations; Structure Types and
Classifications; Vapor Transport Processing: Mecha-
nisms.

PACS: 74.20.� z; 74.25.�q; 74.70.�b; 74.72.�h
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Introduction and Discussion of
the Scope of This Article

Superconductivity is one of the most interesting mac-
roscopic physical manifestations of the microscopic
quantum mechanical world. In this remarkable phe-
nomenon, the resistance of a material drops to zero
at a finite temperature above absolute zero. The re-
sistance drops to not just a small value but to a
number which has been measured to be zero to many
significant figures. Accompanying this drop in resist-
ance are other extraordinary phenomena such as the
Meissner effect whereby all magnetic fields are ex-
pelled from the interior of the sample, flux quantizat-
ion and vortex lattices, the Josephson effect, and
macroscopic quantum coherence. The richness and
complexity of the phenomenon of superconductivity
is unparalleled in solid-state physics.

In addition to its intrinsic scientific interest, the
phenomenon gives rise to a very wide range of ap-
plications ranging from generating large magnetic
fields to detecting tiny ones. Logic circuits to replace
Si-CMOS, superconducting power lines, large mo-
tors and generators, magnetic resonance imaging,
sensitive RF detectors, and much more, are all made
possible by superconductivity.

In this article, the metallic superconductors are
reviewed. Although a vast and wide range of super-
conducting materials and systems have been dis-
covered over the last 100 years, the metallic
superconductors still reign supreme in terms of eco-
nomic importance and impact. Also, these materials
are the best understood. In general, much of what is
really known about the theory of superconductors
applies to these materials. Most of the newer, more
exotic, nonmetallic systems are still largely a scientific
mystery. Clearly, in terms of applications, the metallic
systems NbTi and Nb3Sn dwarf all others in terms of
tons used, money created, and impact on lives made.
It is these materials that have allowed many Nobel
prizes to be won by generating large magnetic fields
for high-energy particle accelerators and solid-state
experiments probing exotic states of matter at low
temperatures and high magnetic fields. Magnetic res-
onance imaging of the type that has saved countless
lives in modern hospitals is still only possible because
of the metallic superconductors. Clearly, they are the

workhorse materials of the field and will remain so
for many years to come. This is because they are
materials that are metals with all the good things that
this implies. These materials are ductile, have good
mechanical and thermal properties, are relatively in-
expensive, can be joined by soldering and welding,
are stable and nontoxic, and can be fabricated by
reasonable, low-cost industrial processes. Although a
number of newer materials such as the ceramic, high-
Tc superconductors hold a lot of promise, to date this
potential has yet to be realized on any commercial
scale and given the large number of difficult man-
ufacturing problems that still remain with these ma-
terials, it is not clear that they will ever replace the
metallic materials for widespread application.

In this article, the focus is on the metallic super-
conductors to the exclusion of many other types of
superconducting systems. Not considered here are
such exotica as organic superconductors (those con-
taining carbon), fullerenes and carbon nanotubes,
molecular salts, borocarbides, polymers, perovskites
and other ceramics, ruthenates, fluoro-argentates,
diamond, and the ultraconductors. Briefly considered
in the section ‘‘Exotic metallic superconducting sys-
tems’’ are such strange metallic systems as the heavy
fermions, magnetic superconductors, and MgB2. The
basic goal here is to provide a broad overview of the
metallic superconductors, their properties, materials,
theory, and application. Clearly, it is a vast field that
has filled libraries with information. What is pre-
sented here is just the barest introduction to the sub-
ject. Some references for further study are provided
in the ‘‘Further reading’’ section.

Properties of the Metallic
Superconductors

The most fundamental property of all superconduc-
tors, the one which gives rise to their name, is the
zero resistance state. Figure 1 (the first observation of
superconductivity made by Kamerlingh Onnes in
1911) shows his measurement of the resistance of the
liquid metal mercury as a function of temperature. At
roughly 4.2K, the resistance drops to a value indis-
tinguishable from zero. This zero-resistance state is
the property that many of the applications seek to
exploit. In systems such as superconducting power
lines, electric motors and generators, and large
magnets, this zero-resistance state allows large cur-
rents to flow without the normal joule heating that
would occur in a conventional metal with a finite
resistance.
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All superconductors, including the metallic ones,
fall into one of two broad categories. The first of
these categories of superconductors are type I super-
conductors. Most elemental superconductors are of
this type including mercury as shown in Figure 1.
The phase diagram for these types of superconduc-
tors is given schematically in Figure 2. The figure
shows an H–T phase diagram indicating the range of
temperatures and fields for which superconductivity
can occur. There are two key points on the graph, Tc

and Hc. Tc is the temperature where, in zero applied
magnetic field (and low measuring currents), super-
conductivity occurs. In general, for type I supercon-
ductors, Tc is relatively low with lead at 7.2K being
the highest known value (at ambient pressure). The
other key point on the graph is Hc which is the field
where, at zero (or very low) temperatures, an applied
magnetic field destroys the superconductivity. For
type I superconductors Hc also tends to be low, typ-
ically below 1000G. These low critical temperatures

and low critical fields conspire to make type I super-
conductors not very interesting from an applications
point of view.

One of the most interesting phenomena associated
with type I superconductors is the Meissner effect.
This effect arises because magnetic fields tend to de-
stroy the superconducting state. This can be seen
qualitatively by looking at Figure 2 and noting that
the higher the applied magnetic field, the lower the
transition temperature for a type I superconductor.
There are two types of superconductors, depending
on how they behave under applied magnetic fields. In
the first method, the system maximizes the total free
energy associated with the superconducting state by
totally expelling the magnetic field from the interior
of the type I sample. This state of total diamagnetism
was first discovered by Meissner and Ochsenfeld in
1933 and is now called the Meissner effect. The ef-
fect is large and easy to measure with relatively sim-
ple devices and is a common way to demonstrate that
one has a bulk superconductor, not merely a system
whose resistance has dropped to a small value which
may or may not indicate superconductivity.

The other broad category of superconductors are
type II superconductors. Most known superconduc-
tors, including most metallic superconductors, are of
this type. Most of these superconductors are either
metallic alloys or compounds. The elements van-
adium, technetium, and niobium are the only known
elemental type II superconducting materials (under
ambient pressure). The phase diagram for type II su-
perconductors is shown schematically in Figure 3 and
is more complicated and interesting than that found
for type I superconductors. Below Tc and for fields
less than a critical field called Hc1, there is a Meissner
phase similar to that found for type I materials.
However, for fields between Hc1 and Hc2 there is a
new phase of matter called the mixed state. This arises
because of the previously mentioned antipathy that
the superconducting state has for applied magnetic
fields. Whereas for small fields the type II material can
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Figure 2 Phase diagram for a type I superconductor. Below Tc
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expel the magnetic field completely from the interior
of the sample, for large fields this is no longer possible.
But rather than allowing magnetic fields to enter the
sample completely and uniformly as it would for a
piece of copper, for example, the type II supercon-
ductor finds it energetically favorable to allow the
field to penetrate in single magnetic flux lines called
magnetic vortices. These lines of magnetic flux are
exactly quantized to a precise value – all lines are
identically the same. These lines can form a regular
lattice, most typically hexagonal in symmetry al-
though many other symmetries have been observed.

Type II superconductivity appears to be quite a
robust state with observed Tc values as high as 138K
for an oxide superconductor. Hc2, the maximum
magnetic field at which the sample is still super-
conducting, can also be very high with observed val-
ues in excess of a megagauss for some of the oxide
superconductors. Among metallic superconducting
materials such as NbTi (Tc¼ 9.8K) and Nb3Sn
(Tc¼ 18.1K), the critical fields are still very high
allowing for a robust range of application.

Another characteristic property of superconductors
that is very important is the critical current, Jc. Jc is the
maximum current a sample can carry and still remain
superconducting. This property is a measure of the
current-carrying capacity of the superconductor. Typ-
ical values for a good system may reach one to ten
million amps per square centimeter. In general, Jc tends
to be not so much an intrinsic property of the material
but an extrinsic one that depends on many things such
as processing, thermal history, doping with impurities,
and mechanical history. The larger the Jc, the more
current can be carried by the system and the more
useful the material is for applications such as magnets
and motors. Only type II superconductors have use-
fully large Jcs. The physics of Jc is related to the
magnetic vortex lattice mentioned above. Applied cur-
rents exert a Lorentz force on the flux lines. If they are
pinned, no energy is dissipated and the superconduc-
ting state persists. However, if the lines can move,
energy is dissipated as they move, heating the sample
and destroying the superconducting state. The tricks
used to pin the flux lines are many and complex and
tend to be developed empirically. The techniques are
similar to those developed to pin dislocation lines in
metals to make them less ductile. For example, alloy-
ing is a common approach to both problems. Critical
currents for type I superconductors tend to be very low
because of the low value of Hc.

Theories of Metallic Superconductors

In general, the theoretical understanding of convent-
ional metallic superconductors is quite good. This

is to be contrasted with the rather poor state of
understanding of theory for other types of super-
conductors such as the high-Tc cuprates. Most of
the metallic superconductors (with the exotic ones
discussed in the section ‘‘Exotic metallic supercon-
ducting systems’’ being the exceptions) are well de-
scribed by the BCS theory developed by Bardeen,
Cooper, and Schrieffer in 1957 and its extensions to
type II materials developed by Abrikosov. All four
were awarded the Nobel prize for their contributions
to the understanding of these materials.

Superconductivity theory will be discussed else-
where in this encyclopedia and so only a brief intro-
duction is given on the most crucial concepts here.
The key and basic idea behind the BCS theory is that
of electron pairing. It had been understood by the
London brothers in the 1930s that paired electrons
could produce a gap at the Fermi surface and thereby
produce superconductivity. A key intellectual chal-
lenge for the later theorists was to figure out how to
get the normally repulsive electrons to pair. The BCS
theory did this and showed how electrons of opposite
momentum and spin could pair together giving rise
to the zero-resistance state. The trick was to consider
the underlying crystal lattice. In their theory, pairing
of the electrons occurred because of the interaction
of the electrons with the ionic crystal lattice of the
material, thus creating an effective attractive inter-
action overcoming the normally repulsive Coulombic
forces between electrons. A simple and naı̈ve way to
think about it is to imagine two bowling balls rolling
around on a mattress producing an effective ‘‘attrac-
tion’’ between the balls. While wrong in all the
details, this image is still an instructive way to un-
derstand in an intuitive way how a medium can ef-
fectively produce an attractive interaction between
objects when nothing exists between them in the ab-
sence of the medium. A more correct way to think
about the problem is to imagine that as the first
electron moves through the lattice, its interactions
with the positively charged ions produce a distortion
in the crystal lattice that attracts the second electron,
thereby creating an effective attractive force between
the electrons. Within a few years of the publication
of the BCS theory, many properties predicted and
explained had been experimentally observed. Prop-
erties such as the energy gap, ultrasonic attenuation,
isotope effect, the flux quantum, and Josephson tun-
neling (predicted by Josephson in 1962) were re-
sounding confirmation of the theory. The isotope
effect is a particularly striking example of BCS theory
providing a predictive understanding. The theory
predicted that changing the mass of an ion in the
underlying lattice but not its electronic properties by
using an isotope of the atom would change Tc in a
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predictable and well-explained way. In general, these
isotope effect predictions work well in the metallic
superconductors, especially the simple metals, and
confirm the BCS theory as the correct answer.

The work of the London brothers, Ginsburg and
Landau, BCS, Abrikosov, and many others have led
to the current theoretical understanding of convent-
ional (e.g., metallic) type II superconductors. The
basic idea that one needs to master to be able to
understand many of the applications, which will be
discussed later, is that the microscopic theory yields
two important length scales in a superconductor. The
first of these is called the coherence length, typically
denoted by x. In the BCS theory, this is something like
the size of the superconducting pair of electrons.
Within the Ginsburg–Landau theory, it can be quali-
tatively understood as the spatial distance over which
the superconducting order parameter can change.
The second important length scale is called the pen-
etration depth typically denoted by l. This is defined
in a number of different ways by the various theories,
but in essence it is the distance over which magnetic
fields can vary in a superconductor. In general, these
lengths diverge (grow) with increasing temperature.
For this discussion, zero-temperature values have
been used. In this picture, type I and type II super-
conductors can be seen as the two limits of these
fundamental microscopic lengths. In the limit where
l4x=O2 type II superconductivity is observed, and
in the limit where lox=O2 type I superconductivity
is observed.

An important advance was made by Josephson in
1962. He considered the situation in which one has
two superconducting samples connected by a weak
link through which electrons cannot normally travel.
He considered the case of tunneling of the paired
electrons through the junction and showed how this
would produce a phase shift between the order pa-
rameters on each side of the junction. This phenom-
enon is the basis of an object called a superconducting
quantum interference device (SQUID), the most sen-
sitive magnetic field detector known. This effect is
also the heart of the attempt to use superconducting
devices to replace Si-CMOS as logic devices. The use
of superconductivity in electronics generally employs
some variation of the Josephson effect. This should be
contrasted with large-current applications such as
magnets and power lines.

This general theoretical framework outlined here
very well describes the conventional metallic super-
conductors. In summary, the pairing mechanism is
well known to be phonons (vibrations in the under-
lying crystal lattice), the two microscopic lengths can
be related by theory to fundamental properties of the
material, the various effects such as crystal structure

and doping with impurities are well understood, and
the microscopic understanding of the phenomena al-
lows for a rational and predictive engineering of the
materials for things like enhanced critical currents.
The conventional metallic superconductors are there-
fore a solved theoretical problem. Understanding
their properties and providing a detailed microscopic
theory for their behavior has been arguably one of
the greatest theoretical triumphs of physics in the
twentieth century. Unfortunately, for nonmetallic su-
perconductors such as the cuprates, this cannot also
be said to be true.

Metallic Superconducting Materials

Type I Materials

Although there are over a thousand known metallic
superconductors, metallic type I superconductors are
only a few, several dozen under ambient pressure,
with another couple of dozens that will superconduct
only under high applied pressures. Essentially all the
known type I superconductors are metallic elements
and dilute alloys of these elements. In general, when
heavily alloyed, these materials will tend to become
type II superconductors. There are 27 type I super-
conducting elements under ambient pressure ranging
from lead with a Tc of 7.2K to rhodium with a Tc of
0.3mK. Table 1 lists these elements and their Tc

values.
Under pressure, many more elements will super-

conduct. The highest known Tc for any type I material
is phosphorus with a TcB15K but it superconducts
only under pressures of several mega-bars. While type
I materials tend to be good metals, somewhat surpri-
singly, three of the best metals – copper, gold, and
silver – do not appear to superconduct at all. This is
due to the fact that their f.c.c. lattice structure is less
susceptible to the kind of lattice distortion that gives
rise to the BCS pairing mechanism responsible for su-
perconductivity.

Because these type I superconductors tend to be
good metals, their resistance with temperature fol-
lows the behavior shown in Figure 1. As the temper-
ature is reduced, in the normal state the resistance
drops due to a reduction in the thermally induced
fluctuations in the ionic lattice that scatter the elec-
trons. In the absence of superconductivity, their re-
sistance would saturate at a nonzero value determined
by the density of defects in the lattice as a result of
impurities, and structural defects. However, for the
materials that undergo a transition to supercon-
ductivity, this reduction of the resistance with dec-
reasing temperature is interrupted by a sharp,
precipitous drop to the zero-resistance state. Because

124 Superconductors, Metallic



these materials tend to be clean metals, the super-
conducting transition is usually quite sharp with tem-
perature. In fact, this very sharp, abrupt transition
with temperature can be used as a very sensitive ther-
mometer in devices such as bolometers to sense ra-
diation. In a bolometer, the particle to be detected is
absorbed in a small volume of material, the energy of
the absorbed particle raises the temperature of this
volume, and a small change in temperature causes a
large change in resistance of the type I superconduc-
tor. Electrical circuits measure this change in resist-
ance and ‘‘detect’’ the particle.

Type II Materials

The metallic type II superconductors are a much
more diverse group of materials than the type I met-
als. Some of the simplest type II metallic materials
are vanadium, technetium, and niobium. With the
exception of these elements, all other metallic type II
superconductors are either alloys or compounds (un-
der ambient pressure). The earliest studied type II
superconductors were lead–bismuth and lead–thal-
lium alloys. In the early days, it was not clear that
these alloys were a separate class of superconductors,
the type II materials. It was thought that they were

dirty type I materials that had a smeared out Tc and
Hc. It was the work of Shubnikov (experimental) and
Abrikosov (theory) that paved the way to the current
understanding of type II materials as a separate and
distinct class of materials with well-defined phase
transitions into a Meissner state and a higher-field
mixed state.

Table 2 contains some typical metallic type II su-
perconductors. The number of known type II mate-
rials is too large to make it practical to compose a
comprehensive list, and with new discoveries every-
day such a list would be obsolete almost immediate-
ly. Before the discovery of the high-Tc materials in
1986, the record transition temperature was held by
the compound Nb3Ge with a Tc of 23K.

The two most technologically important materials
today, even years after the discovery of the high-Tc

materials, are Nb3Sn with a Tc of 18K and NbTi
with a Tc of 10K. This is basically due to their me-
tallic properties. While the high-Tc materials are ce-
ramics that are quite difficult to work with, the Nb
compounds are relatively simple metals. The oxide
superconductors are brittle, contain many elements,
and are sensitive to small changes in composition,
tend to require careful oxygenization, are unstable
chemically, can be chemically poisonous, and are ex-
pensive to manufacture. Since the niobium com-
pounds are metals, they have none of the above flaws.
They are strong, tough, ductile metals that contain

Table 2 List of some representative type II metallic supercon-

ductors

Superconductor Transition temperature ðKÞ

Pure elements

Nb 9.25

Tc 7.80

V 5.40

Niobium-based compounds

NbTi 9.8

Nb3Sn 18.1

Nb3Ge 23.2

NbN 16.1

Magnetic superconductors

YPd2B2C 23

ErNi2B2C 10.5

ErRh4B4 10??

Heavy fermion superconductors

UPt3 0.48

UBe13 0.87

CeCu2Si2 B0.5

URu2Si2 1.2

Other

MgB2 39

Adapted from ‘‘superconductors.org.’’

Table 1 List of known type I metallic superconductors (ambient

pressure)

Element Symbol Transition temperature ðKÞ

Aluminum Al 1.2

Americium Am 0.60

Beryllium Be 0.02

Cadmium Cd 0.52

Gallium Ga 1.08

Hafnium Hf 0.13

Indium In 3.41

Iridium Ir 0.11

Lanthanum La 4.88

Mercury Hg 4.15

Molybdenum Mo 0.92

Osmium Os 0.66

Lead Pb 7.2

Platinum Pt 0.002

Protactinium Pa 1.4

Rhenium Re 1.7

Rhodium Rh 0.0003

Ruthenium Ru 0.49

Tin Sn 3.72

Tantalum Ta 4.47

Thallium Tl 2.38

Thorium Th 1.38

Titanium Ti 0.4

Tungsten W 0.02

Uranium U 0.20

Zinc Zn 0.85

Zirconium Zr 0.61

Adapted from ‘‘superconductors.org.’’
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only two elements and are not particularly sensitive
to the composition, are reasonably chemically stable,
are not particularly poisonous, and are relatively
cheap to manufacture. These materials can be readily
engineered to have high critical currents. While their
Tc and Hc2 are not as high as the high-Tc materials,
their advantages far outweigh their drawbacks for
most of today’s applications.

Applications of the Metallic
Superconductors

Because of the many advantages of the metallic su-
perconductors discussed above, the vast majority of
the applications to date have used these materials.
Wires of NbTi and Nb3Sn are widely used in many
places ranging from magnets for magnetic resonance
imaging (MRI) to levitating trains. Some of these
applications are discussed here.

Easily the most important application of super-
conductivity to date is for MRI. It is currently re-
sponsible for B75% of the worldwide market for
superconductivity and this application is likely to
continue to dominate the market for at least the
next decade. In this technique, the spins in the ob-
ject to be imaged are excited by an applied RF field
in the presence of a large static uniform DC magne-
tic field and a magnetic field gradient. The decay of
the spins in time can be sensitively detected and
their presence or absence measured. Using this tech-
nique one can create a 3D map of specific elements.
In hospitals, it allows images to be made with un-
precedented clarity, and precision without using any
harmful or invasive radiation (e.g., X-rays). By
using tricks associated with the field gradients, one
can image ‘‘slices’’ of the body to be observed.
Clearly, this has become a very important tech-
nology and no modern hospital today is without an
MRI machine.

Another very important application of conventio-
nal metallic superconductors is for scientific research.
Research magnets of every size and shape have been
built for solid-state research and numerous impor-
tant, Nobel prize-winning discoveries have been
made as a result. In addition to solid-state physics,
conventional metallic superconductors have been
used for the bending magnets in numerous particle
accelerators and fusion machines around the world.

Other applications for conventional metallic su-
perconductors include magnetic levitation (maglev)
trains, superconducting power lines, motors and
generators, fault limiters and transformers, super-
conducting computers and other circuits using Jose-
phson junctions, SQUID low magnetic field sensors,

X-ray and light detectors, energy storage systems,
and systems for the magnetic separation of materials.
The current market for superconductors is estimated
to be B$3 billion/year in 2003, growing to be B$5
billion in 2010 and then to be B$40 billion in 2020.
Of this total, the current fraction of this market
owned by conventional, metallic superconductors is
well over 95%. Even in the year 2010, 24 years after
their discovery, high-temperature superconductors
will still represent less than a third of the total mar-
ket. Conventional metallic superconductors will still
be used in more than two-thirds of the applications
and will continue to dominate the market well into
the twenty-first century.

To date large-scale systems and devices such as
MRI magnets and magnets for R&D have dominated
the market. In the future, smaller-scale electronic
applications will emerge. These include magnetic
field sensors, high-speed specialized electronic cir-
cuits, magnetocardiography and magnetoencepha-
lography. The heart of many of these devices is the
Josephson junction. As for the large current applica-
tions, these new markets will also be dominated by
metallic superconductors such as Niobium and NbN.
It is likely to be many years before a reliable high-Tc

technology evolves that will allow a large number of
Josephson junctions to be used in a single device.
Thus, even this new developing application for su-
perconductivity is likely to still be dominated by the
conventional metallic superconductors.

Exotic Metallic Superconducting Systems

Up until now, conventional metallic superconductors
whose properties are well understood and well ex-
plained by current theories, specifically BCS, were
discussed. In this section, a number of newer super-
conducting systems are discussed which, while cer-
tainly metallic, remain far from being understood
and represent some of the interesting current fron-
tiers of research in superconductivity. This list is by
no means complete – it is an attempt to show some
examples of interesting current research topics.

Heavy-Fermion Superconductivity

Heavy-fermion superconductors are metals made out
of various rare earth or actinide elements. They are an
extremely strange group of metals that have normal
state properties that are as bizarre as their super-
conducting properties. First seen by Bucher in 1973,
there are now roughly ten known heavy-fermion
compounds. The most interesting thing about them is
that in the normal state, the effective masses of the
conduction electrons can be hundreds of times the
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electronic mass. Thus, they have ‘‘heavy’’ fermions.
In the superconducting state, they have been shown
to be unconventional in that the pairing state is not
s-wave, as for conventional metals. In a conventional
superconductor, the superconducting gap opens up
uniformly over the Fermi surface. In these materials
it is known that the gap is strongly anisotropic, that
is, large in some directions, small or zero in others.
These materials are ones where superconductivity
and magnetism, both ferromagnetic and antifer-
romagnetic, seem to live in an uneasy proximity.
The general antipathy that the superconducting order
parameter has for magnetism creates a wide range
of subtle responses, and heavy-fermion supercon-
ductivity appears to be one of them. Despite more
than 30 years of study, heavy-fermion supercon-
ductivity is far from being a well-understood phe-
nomenon, either theoretically or experimentally.
While few things are well understood in these sys-
tems, perhaps the best known fact is that the BCS
theory does not work here as an explanation.

Magnetic Superconductors

The issues discussed in the previous section about the
coexistence of magnetism and superconductivity ap-
ply here as well. There exist a variety of phases which
include rare-earth elements where the materials go
from normal metals to superconductors to magnets as
the temperature is reduced. There are roughly half a
dozen of these compounds known where, depending
on the temperature and magnetic field, one of the
three known ground states for metals – normal metal,
superconductor, or magnet (either ferromagnet or
antiferromagnet) – can be reached. Thus, the study of
these materials is one of seeing the interplay of a
variety of states that compete with each other giving
rise to novel and unexpected phenomena. Clearly,
superconductivity in these materials is unconventio-
nal in that a predictive understanding of the behavior
is not there. The study of the interplay of magnetism
in all its forms and superconductivity will continue to
be a major theme of research in solid-state physics for
decades to come.

MgB2

Superconductivity in MgB2 was discovered by J
Akimitsu in 2001. This is an extremely interesting
compound in that at first glance it would appear to be
a relatively simple material. Much of the interesting
physics in superconductivity arises in compounds
containing rare earth, lanthanide, or actinide ions.
MgB2 contains none of those exotic ions that produce
such complex magnetic behavior. Both magnesium
and boron are relatively low atomic number elements

that have pretty simple and well-understood proper-
ties as pure materials. However, when combined, they
form a fairly high-Tc superconductor with a transi-
tion temperature of 39K. This material is interesting
for a number of reasons. It has been found to be a
material with two gaps. The theory suggests that
there are two separate Fermi sheets with a different
gap for each of them – the first such observation
in solid-state physics. Second, the superconducting
mechanism appears to be BCS in origin, but with an
unusual set of properties that conspire to give a very
high Tc for a phonon-mediated mechanism. Finally,
and perhaps most importantly, this is a relatively
high-Tc material that has good metallic properties,
unlike materials such as the cuprates or the fullerene
superconductors that also have high Tc values but
bring along a lot of baggage in terms of their
mechanical and physical properties that make their
application quite difficult. MgB2 might be a material
that has a high enough transition temperature to
make the use of closed-cycle refrigerators feasible but
also has material properties that are sufficiently
forgiving to make it practical to use them for a wide
range of applications. It may be the best compromise
between the conventional low-Tc niobium-based
materials and the high-Tc cuprates. A final and not
irrelevant consideration is that both magnesium and
boron are abundant and cheap and so this material
should be very inexpensive to manufacture. Clearly, it
will be at least a decade before all this plays out and
the true impact of this material is known but it will be
an interesting story to follow.

Conclusions and the Future

In this article, the metallic superconductors have
been briefly reviewed. In general, these are the well-
known and well-understood workhorses of the field
of superconductivity. Most of the physics that is ac-
tually understood in the field of superconductivity
applies to these materials. The BCS theory, the ex-
tensions to type II behavior, flux line lattices, Jose-
phson junctions, and all the rest work very well for
these materials. In terms of applications, the convent-
ional metallic materials still own the lion’s share of
the market and will do so for decades to come. As an
example, the fact that the cuprate superconductors
are materials with anisotropic superconducting prop-
erties with short coherence lengths makes them very
hard to engineer for applications – grain boundaries
represent a serious impediment to the flow of critical
currents. The standard materials such as NbTi and
Nb3Sn do not suffer from such problems and will
always be easier to apply both for high-current ap-
plications as well as for electronic applications.
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In terms of interesting new physics, the metallic
superconductors remain an interesting area. New
materials are being discovered at a steady rate and
the field shows no signs of slowing down. Clearly,
this will be an exciting and interesting field for dec-
ades to come.

See also: Superconductivity: Applications; Supercon-
ductivity: BCS Theory; Superconductivity: Flux Quantizat-
ion; Superconductivity: General Aspects; Superconductivity:
Tunneling.

PACS: 74.70.Ad; 74.70.Tx; 74.20.Fg; 74.25.-q;
74.62.Dh
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Introduction

Fluids (gases and liquids) are distinguished from sol-
ids by the property that they can flow. In almost all
cases, there is viscosity associated with the flow. Due
to viscosity, the flow energy is gradually dissipated
into heat. Contrary to this common situation, there is
a special class of fluids, which can flow without vis-
cosity. These are called superfluids and the phenom-
enon is called superfluidity. As a concrete example,
consider a ring-shaped container filled with a super-
fluid, see Figure 1. Once the fluid is put into circular
motion, it will continue to circulate and no energy is
dissipated. The flow can continue as long as the con-
ditions for superfluidity are satisfied.

Superfluids show many spectacular phenomena,
which are discussed in sections ‘‘Hydrodynamics,’’
‘‘Quantization of circulation,’’ ‘‘Rotating super-
fluid,’’ and ‘‘Phase slip.’’ Before going into these,
the systems where superfluidity occurs (section ‘‘Oc-
currence’’) and the microscopic basis of superfluidity
(section ‘‘Microscopic origin’’) are discussed. While
section ‘‘Microscopic origin’’ gives deeper insight, it
is not absolutely necessary for understanding the
phenomena in the following sections.

Occurrence

Superfluidity occurs only in certain substances under
special conditions. As a first case, liquid helium is
discussed. Under standard pressure and temperature,
helium is a gas. It liquifies at temperatures B4K.
Cooling further down, it enters the superfluid phase
at temperatures B2K, depending on pressure. The
phase diagram of natural helium at low temperatures
is shown in Figure 2. Natural helium consists essen-
tially of isotope 4He.

Helium has another stable isotope, 3He. At tem-
peratures below a few kelvin, its behavior is radically
different from the isotope 4He. It also becomes su-
perfluid, but at temperatures that are a factor of
1000 smaller than for 4He. The phase diagram of
3He at low temperatures is shown in Figure 3. 3He
has three different superfluid phases, A, A1, and B.
The A1 phase appears only in a magnetic field, and
therefore is not visible in Figure 3.

Superfluidity is closely related to supercon-
ductivity. Superconductivity means that electric cur-
rent can flow without resistance. This phenomenon
appears at low temperatures in many metals like Al,
Sn, and Nb. It arises from resistanceless motion of

vs

Figure 1 Once generated, the circulation of a superfluid (with

velocity v s) persists as long as the experiment can be continued.
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the conduction electrons in a metal. Therefore, su-
perconductivity can be understood as superfluidity of
the conduction electrons. Part of the discussion in
this article applies also to superconductivity, but
there are differences caused mainly by two reasons:
(a) electrons have electric charge and therefore their
motion is essentially coupled with magnetic fields; (b)
the crystal lattice of the ions constitutes a preferred
frame of reference, which does not exist for helium
liquids.

With laser cooling, it is possible to cool certain
atomic gases such as 87Rb, 7Li, 23Na, and 1H to very
low temperatures. At low temperatures, Bose–Ein-
stein condensation takes place in the gas. This state
has many properties that are similar to superfluidity,
although it is not a thermodynamically stable state,
and therefore the flow cannot last for ever. Most of
the discussion in this article applies also to condensed

gases. An important difference is that instead of con-
tainer walls for helium liquids, one has to consider
the confining potential of the gas, which can be
generated either magnetically (by field gradients) or
optically (by laser beams).

Superfluidity is expected to occur also in astro-
physical objects. The neutron liquid in a neutron star
is believed to be in a superfluid state. This has been
suggested as an explanation for the observed sudden
changes in the rotation velocity of pulsars.

Microscopic Origin

In short, superfluidity can be explained as a quantum
mechanical effect that shows up on a macroscopic
scale.

Quantum mechanics is crucial in understanding
the microscopic world. It explains that electrons in
atoms have only discrete energies. There is no fric-
tion on the atomic scale, and the electrons can
revolve around the nucleus without losing energy.

It is known that quantum mechanics rarely shows
up on a macroscopic scale. Instead of quantum
mechanics, macroscopic objects obey the rules of
classical physics. The reason is that a macroscopic
sample consists of large number of particles and, in-
stead of individual particles, one can only observe
their average behavior. Usually the particles are in
different quantum states, and an average over them
obeys the classical laws of physics. Examples of these
laws are the Navier–Stokes equations for fluids and
Ohm’s law for electrical conduction.

Superfluidity is an exception to this general rule. In
superfluids, a macroscopic number of particles is in
the same quantum state. It follows that summing
over particles does not lead to averaging, but pro-
duces a ‘‘macroscopic wave function.’’

Further analysis depends essentially whether the
particles are bosons or fermions. 4He and the gas
atoms listed above are bosons, whereas 3He atoms,
electrons, and neutrons are fermions.

Consider a particle with mass m and momentum p.
Its energy is E ¼ p2=2m. Its state is represented by
the single-particle wave function

cðrÞ ¼ 1ffiffiffiffi
V

p exp
i

_
p � r

� �
½1�

where V is the volume of the system and h ¼ 2p_ the
Planck constant. The wave function of a many-body
system Cðr1; r2;yÞ is more general and depends on
the coordinates r i of all particles.

Assume that the particles are bosons. This means
that the total wave function must be symmetric when
exchanging any pair of particles. In the case of two
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particles, this means Cðr1; r2Þ ¼ Cðr2; r1Þ. Further,
assume that there is no interaction between the
bosons. It can be shown that the occupation of the
lowest-energy state becomes macroscopic, if the tem-
perature T is less than

TBE ¼ h2

2pmkB

N

2:612V

� �2=3

½2�

where N is the number of particles and kB the Boltz-
mann constant. This is known as Bose–Einstein
condensation. The wave function [1] of the lowest-
energy state ðp ¼ 0Þ becomes macroscopic. At zero
temperature, all particles are in this state.

While the ideal gas model explains Bose–Einstein
condensation, it is quite insufficient in other respects.
The interactions between particles are essential for
the system to show superfluidity. In an interacting
system, the macroscopically occupied state cðrÞ need
not be the lowest-energy state, and thus the macro-
scopic wave function can be nontrivial. In Bose gases
(87Rb, etc.) the interactions are weak, and a quan-
titative description can be achieved by the relatively
simple Gross–Pitaevskii equation. In 4He the inter-
actions are much stronger, and a quantitative theory
is not easily achieved.

Next, consider the fermions. Fermions have spin,
which has to be described by an additional index s.
Here, one needs to consider only spin-half particles,
where s takes two values, s ¼ 71

2. The wave function
of a fermion system is Cðr1; s1; r2; s2;yÞ, and it has
to be antisymmetric in the exchange of any pair of
particles. For a two-particle state, this means

Cðr1; s1; r2; s2Þ ¼ �Cðr2; s2; r1; s1Þ ½3�

This implies that the occupation of any single-parti-
cle state can only be zero or one. This is known as the
‘‘Pauli exclusion principle.’’ Thus, macroscopic oc-
cupation of a single-particle state [1] is not possible.

Superfluidity in a fermion system can appear as a
result of an attractive interaction between particles.
Such an interaction can cause formation of pairs.
Each pair has to satisfy the antisymmetry condition
[3]. However, a pair is a unit that behaves like a
boson. In particular, it is not excluded that several
pairs are in the same pair state. Superfluidity in fer-
mion systems can be understood as a macroscopic
occupation of a single-pair state.

The spin part of the pair wave function has four
different possibilities. These can be classified as a
singlet state

mk� km ½4�

(which is a compact notation for ds1;1=2ds2;�1=2

�ds1;�1=2ds2;1=2) and three triplet states, which can

be chosen as

�mmþ kk; iðmmþ kkÞ; mkþ km ½5�

Consider the case of spin singlet [4]. The pair wave
function in this case is assumed to be of the form

Cðr1; s1; r2; s2Þ

¼ c
r1 þ r2

2

� 	
wðr1 � r2Þðmk� kmÞ ½6�

where the orbital wave function has been separated
into a center of mass part c and a relative part w. The
singlet spin state [4] is antisymmetric in the exchange
of the two spins. In order to satisfy pair antisymme-
try [3], the corresponding orbital part wðr1 � r2Þ has
to be symmetric. In most superconductors, the pair
wave function is of the form [6]. In majority of them
(Al, Sn, Nb, y), w is approximately independent of
the direction of r1 � r2. This is called s-wave pairing
in analogy with s, p, d, etc. atomic orbitals. In high-
Tc superconductors, there is strong evidence of
d-wave symmetry of w.

Another alternative is that the spin state of a pair is
triplet [5]. This case is realized in 3He (and possibly
in some superconductors). In 3He, the orbital wave
function is of p-type. There are three degenerate p-
wave states px, py, and pz. The pair wave function
can be written as

Cðr1; s1; r2; s2Þ

¼
X3
j¼1

X3
m¼1

cmj

r1 þ r2
2

� 	
pjðr1 � r2Þisms2 ½7�

Here isms2 denotes the same three spin states as in
eqn [5], but expressed using Pauli spin matrices si.

The macroscopic wave function of bosons is called
‘‘order parameter,’’ since it describes ordering of the
particles and it vanishes in the normal fluid phase.
For fermions, the same role is played by the center of
mass part of the pair function. This is the soft degree
of freedom, which can change as a function of time
and location, whereas the other parts in the pair
wave function [6]–[7] are fixed. One can see that the
order parameter in 4He, and in most superconduc-
tors is a complex-valued scalar c, but in 3He, it is a
3� 3 matrix cmj.

The quantitative theory of fermion superfluids is
based on the Bardeen–Cooper–Schrieffer theory of
superconductivity. Many properties can also be de-
scribed by the simpler Ginzburg–Landau theory.

Hydrodynamics

Many properties of superfluids can be understood in
terms of the ‘‘two-fluid model.’’ The basic assumption
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is that the liquid consists of two parts. These are
called the superfluid and normal components. The
current density j can be represented as a sum

j ¼ rsvs þ rnvn ½8�

where rs and vs are the density and velocity of the
superfluid component and rn and vn are the corre-
sponding quantities for the normal part. The liquid
density is the sum of the two densities, r ¼ rs þ rn.
The superfluid component can flow without viscosity
and it carries no heat or entropy. Moreover, it is curl
free,

=� vs ¼ 0 ½9�

(This is valid only in uncharged superfluids.) The
normal component behaves more like a usual viscous
fluid.

The two-fluid model can be justified from the mi-
croscopic theory discussed in the section ‘‘Microscop-
ic origin.’’ The superfluid component corresponds to
particles in the macroscopic wave function, and the
normal component to particles in other single-particle
states. The densities of the two components depend
on temperature. With increasing temperature, rsðTÞ
drops continuously from rsð0Þ ¼ r and vanishes at
the superfluid transition temperature Tc.

The two-fluid model can explain many properties
of superfluids. In particular, the existence of friction-
al forces depends on the type of experiment. On one
hand, the flow in a ring-shaped container persists
because it is only the superfluid component that
flows (Figure 1). On the other hand, nonvanishing
viscosity is measured with a rotational viscometer,
where the superfluid is placed between two coaxial
cylinders that rotate at different angular velocities.
Here, the normal component is driven into motion
and causes dissipation.

Superfluids show peculiar mixing of thermal and
mechanical properties. Consider a superfluid in a
channel which is heated at one end, see Figure 4. The
superfluid component is attracted to the hot region
because the chemical potential is lower there. As a
consequence, a pressure difference appears. This
drives the normal component in the direction of dec-
reasing temperature and convects the heat away from
the source. Assuming the geometry does not allow
net mass transfer, the mass transported by the normal
and superfluid components in opposite directions are
equal in magnitude.

In addition to usual sound wave, superfluids have
another propagating mode. This second sound is an
oscillation where normal and superfluid components
move in opposite directions. This leads to an oscil-
lation of temperature whereas the density remains
nearly constant. The second sound can be generated

by heating the superfluid periodically, and standing
waves of temperature have been demonstrated ex-
perimentally.

In addition to the mass current j, there can be
persistent spin currents. This is possible in superfluids
whose order parameter is more complicated than
scalar (3He). The spin current is described by a tensor
jspinmj . The index m ¼ x; y; z indicates the direction of
the spin angular momentum that is flowing, and j ¼
x; y; z indicates the direction of the flow. Even in
equilibrium, the order parameter of 3He has a non-
trivial spatial variation called ‘‘texture.’’ This is as-
sociated with persistent spin currents and, in case of
3He-A, also with persistent mass currents.

Quantization of Circulation

Consider a superfluid with order parameter c. (As-
sume an uncharged superfluid, c can be either scalar
or matrix.) The superfluid velocity vs can be ex-
pressed as a function of the order parameter as

vs ¼
_

M
=f ½10�

where fðrÞ is the phase of the order parameter,
cðrÞ ¼ AeifðrÞ, and the amplitude A is assumed to be
constant. M is the boson mass, that is, the mass of a
particle in a boson superfluid and the mass of a pair
in a fermion superfluid. Equation [10] can be justified
starting from the expression of current in quantum
mechanics.

An alternative form of eqn [10] is obtained by
taking the line integral along a closed path,I

vs � dl ¼ N
h

M
½11�

Here the property that f is defined modulo 2p, and
N is an integer, is used. Equation [11] is known as

vs vn

T + ∆T

p + ∆p p

T 

J = ∫(�svs 
+ �nvn) dz = 0

z

Figure 4 A difference in temperature generates flow of normal

and superfluid components in opposite directions, and a pressure

difference appears. The viscosity of the normal component caus-

es v n to vanish at walls. The superfluid velocity v sðzÞ has to be

constant in order to be curl free [9].
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‘‘quantization of circulation.’’ The curl-free condition
[9] is a direct consequence of eqn [10] or [11].

Consider again a superfluid in a ring-shaped con-
tainer (Figure 1). By applying eqn [11] to a path in
the ring, one can see that, in addition to being per-
sistent, the superfluid velocity can only have discrete
values. A similar phenomenon in superconductors is
flux quantization.

Rotating Superfluid

Consider a superfluid in a container that is rotated
with angular velocity X. The normal component will
follow this motion because of its viscosity. In equi-
librium, it rotates uniformly with the container,
vn ¼ X� r. This is not possible for the superfluid
component because it has to be curl free [9]. (Equa-
tion [9] should be compared to =� vn ¼ 2X.)

The rotating state of a superfluid is most commonly
realized by ‘‘vortex lines.’’ On a path around the vor-
tex line, the phase f changes by 2p (or an integral
multiple of it). This is illustrated in Figure 5. Equivale-
ntly, the circulation of superfluid velocity [11] around
the vortex line is h/M. Assuming cylindrical symmetry,
the phase f is the same as the azimuthal angle in the
cylindrical coordinate system ðr;f; zÞ. The velocity
field can be calculated from eqn [10]:

vs ¼
_

Mr
#/ ½12�

where #/ is a unit vector in the azimuthal direction.
The structure of the rotating state is determined by

minimum of free energy. The rotation of the con-
tainer is taken into account by minimizing F ¼
F0 � L �X, where F0 is the free-energy functional in
the stationary case and L the angular momentum. In
the two-fluid model, this reduces to

F ¼
Z

d3r
1

2
rsðvs � vnÞ2 þ constant ½13�

Thus, the optimal solution corresponds to vs as equal
as possible to vn ¼ X� r, but subject to condition
[10]. This is achieved by a regular array of vortex
lines. The number of vortex lines n per unit area is

determined by the condition that the circulations of
normal and superfluid velocities are the same over an
area containing many vortex lines. This yields

n ¼ 2MO
h

½14�

There are B1000 vortex lines in a circular container
of radius 1 cm that is rotating 1 round per minute.

Vortex lines in an uncharged superfluid are
analogous to flux lines, which occur in type II su-
perconductors. Flux lines of superconductors appear
in a magnetic field, which is analogous to the rota-
tion of an uncharged superfluid.

The velocity field [12] of a vortex diverges at the
vortex line. Thus, there must be a vortex core, where
the two-fluid description is insufficient. A finite
energy in the vortex core is achieved if the ampli-
tude of the order parameter vanishes at the vortex
line. This is the case for a scalar order parameter. For
a matrix order parameter, it is not necessary that all
components of the matrix vanish at the line. Such
vortex lines are realized in superfluid 3He-B.

The quantization of the superfluid velocity [11] is
not always true for uncharged superfluids. This hap-
pens when there is an additional contribution to the
superfluid velocity [10] coming from the matrix form
of the order parameter. Such a case is realized in
superfluid 3He-A, and a careful reanalysis of the ro-
tating state is needed. It turns out that, in addition to
one-dimensional vortex lines, the vorticity may be
arranged as two-dimensional vortex sheets and three-
dimensional textures. All these have been confirmed
experimentally. In any case, a homogeneous rotation
of the superfluid is excluded.

Phase Slip

Consider superflow in a channel under thermal equi-
librium ðvn ¼ 0Þ. The maximum supercurrent is de-
termined by a process called phase slip. Consider that
a short piece of vortex line is nucleated at a surface
on one side of the channel. This vortex expands, goes
through the whole cross section of the channel, and
finally disappears on the other side. As a result of this
process, the phase difference Df between the ends of
the channel has changed by 2p. Part of the superfluid
kinetic energy is dissipated in the motion of the vor-
tex. This means that the flow ceases to be dissipa-
tionless above a critical velocity for phase slips. Phase
slips take first place in constrictions of the flow
channel, where the superfluid velocity has its max-
imum value.

A special type of phase slip takes place in very
short constrictions, where eqn [10] ceases to be valid.
An ideally short constriction shows the Josephson

�→� + 2�

vs

r

Figure 5 The vortex line and the magnitude of the velocity field

[12] around it.
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effect, where the supercurrent Js depends on the
phase difference Df as

J ¼ Jc sinðDfÞ ½15�

and Jc is a constant. Moreover, the time derivative of
Df is proportional to the difference of the chemical
potential Dm on the two sides of the constriction,

dDf
dt

¼ �2Dm
_

½16�

Combining the two equations, one sees that a con-
stant Dm generates an oscillating current at the fre-
quency 2Dm/h.

The Josephson effect takes place in all superfluids,
and has extensively been studied in superconductors.
In helium superfluids, it is more difficult to fabricate
constrictions that are small enough, but this has been
achieved recently.

See also: Bose–Einstein Condensation; Magnetism, His-
tory of; Quantum Mechanics: Methods; Statistical Me-
chanics: Classical; Superconductivity: BCS Theory;
Superconductivity: Flux Quantization; Superconductivity:
General Aspects; Superconductivity: Ginzburg–Landau

Theory and Vortex Lattice; Superconductivity: Tunneling;
Superconductors, High Tc.

PACS: 67.40.�w; 67.57.� z; 74., 03.75.�b
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Vollhardt D and Wölfle P (1990) The Superfluid Phases of Helium
3. London: Taylor and Francis.

Wheatley JC (1975) Experimental properties of superfluid 3He.

Reviews of Modern Physics 47: 415.

Wilks J (1967) The Properties of Liquid and Solid Helium. Ox-
ford: Clarendon.

Surfaces and Interfaces, Electronic Structure of
G Chiarotti and C Goletti, Università di Roma ‘‘Tor
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Introduction

The presence of the surface modifies significantly the
atomic and electronic structure of the first few layers
of the solid. Since some of the properties of the solid
are to some extent properties of its surface (e.g., the
work function, the photoelectric threshold,
chemisorption and physisorption, conductivity in
the surface channel(s), optical reflectance, and the
scattering of electrons, ions, and atoms by the solid),
a detailed knowledge of the surface is important for
solid-state physics and chemistry as well as for ma-
terials science and technical applications.

In this article, the discussion is limited to the
so-called ‘‘clean surfaces,’’ or surfaces that are atom-
ically clean (i.e., with a controlled chemical compo-
sition) and crystallographically well defined. ‘‘Real
surfaces’’ (i.e., surfaces with unspecified chemical
impurities, crystallographic defects, macroscopic
faults, etc.) are considered only occasionally.

Clean surfaces are obtained in ultrahigh vacuum
(UHV) conditions (10–10 torr or better) by cleavage,
ion bombardment and annealing (IBA), high-temper-
ature annealing, molecular beam epitaxy (MBE), etc.
Conversely, real surfaces are obtained and handled at
ordinary pressures, mechanically ground, chemically
etched, etc., and their properties often depend upon
the way of preparation.

This article discusses the surface reconstruction
and relaxation, electronic surface states, examples of
reconstruction of relevant semiconductor surfaces
and interfaces.

Surface Reconstruction and Relaxation

The structure of an ‘‘ideal surface’’ is that of a half
crystal obtained by dividing the crystal in two halves
with a lattice plane as a boundary, removing all at-
oms on one side and leaving the other atoms in their
original positions. An ideal surface is then charac-
terized by the Miller indices of the boundary plane.

It should be considered, however, that the atoms
in the ideal surface plane experience a force different
from that of their partners in the bulk. Moreover,
they have a larger freedom of movement so that
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some rearrangement takes place due to the reduction
of the free energy of the surface. Two deviations from
the ideal surface are possible: relaxation and recon-
struction.

Relaxation consists of a rigid displacement of all the
atoms of the surface plane (in general, perpendicularly
to it) that leaves unaltered the translational symmetry
of the surface. On the contrary, reconstruction is a
displacement of individual atoms that changes the
translational symmetry in the surface plane.

The two situations are schematically shown in
Figure 1 (where it is assumed that the planes are
stacked on top of each other in order to obtain the
three-dimensional (3D) crystal). It is seen that in case
(b), which represents relaxation, the surface unit cell
is still a square of side a, while in cases (c), (d) and
(e), which represent reconstruction, the surface unit
cell is a rectangle of sides a and 2a. In Wood’s no-
tations, these last reconstructions are called 2� 1. It
is seen that Wood notations do not univocally char-
acterize the surface: they only give the symmetry
of the reconstruction. As such, they are directly
obtained from the LEED patterns.

The experimental determination of the actual co-
ordinates of the atoms of the first few layers (that
would completely characterize the reconstructed sur-
face) is a very complex problem that may require the
use of various techniques and the comparison with
theoretical models. Among the most common tech-
niques used for this purpose are: dynamical LEED,
STM (scanning tunneling microscopy), ARUPS (an-
gle-resolved ultraviolet photoemission), inverse pho-
toemission, optical reflectance with polarized light,
high-energy electron diffraction, elastic and inelastic
scattering of atoms, ions, and electrons, etc.

Energies associated with reconstruction are B10–2

eVatom–1 for metals and B10–1 eVatom–1 for sem-
iconductors. Metals are then seldom reconstructed,
while semiconductors are very often so. In metals, in

fact, electrons are delocalized so that the free energy
does not depend much on the position of the single
atoms. The opposite is true in semiconductors where
directional bonding is significant.

Tables 1 and 2 list a few examples of reconstruc-
tion of metals and semiconductors. It is seen that, for
a given surface, various reconstructions are possible,
depending upon the method by which the surface
is obtained (shown in the last column). In a few in-
stances, reversible transformations between two
phases of reconstruction have been observed as a
function of temperature. On the other hand, impu-
rities and defects may stabilize some phases.

The tables show clearly that reconstruction is a
problem of extreme variety and complexity, as well
as of the greatest interest. Up to now, a theory that
explains the occurrence of the various types of re-
construction is not available from first principles.

Guidelines and heuristic models are discussed in
the section ‘‘Examples of reconstruction of relevant
semiconductor surfaces.’’

Electronic Surface States

The structural variations associated with reconstruc-
tion have important consequences on the electronic
properties of the surface. Regardless of this, however,
the reduction of the translational invariance caused
by the surface is enough to introduce additional
levels in the electronic structure of the solid. This was
shown, for a Kronig–Penney potential, by I Tamm in
1932 and extended to a more realistic case by W
Shockley in 1939.

A 1D potential with a surface at z ¼ 0 is shown
schematically in Figure 2a. Inside the solid (zo0) the
wave function is given, according to the Bloch
theorem, by

Cðz; tÞ ¼ ukðzÞexp½iðkz � otÞ� ½1�

n n

a

(a) (b)

2a

2a
2a

n
nn

(c) (e)(d)

Figure 1 Schematic representation of a surface: (a) ideal surface; (b) relaxed surface; (c), (d), and (e) reconstructed surfaces

(simplified examples of buckling, dimerization, and missing row models).
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Table 1 Surface structure of (some) metals

Metal Face Reconstruction Model Preparation and remarks

Ag (1 00) 1� 1 Relaxation Epitaxial film on MgO. 1� 1 stable

for To773K

(1 10) 1� 1 Relaxation (7–10%) Roughening transition at TD700 K

(1 11) 1� 1 Relaxation 30oTo140K

Au (1 00) 5� 20 One layer with hexagonal symmetry IBAþ ann. at T4373K. Equilibrium

configuration

1� 5 Slightly distorted hexagonal structure

with buckling

Epitaxial film on MgO

(1 10) 1� 2 Missing row To670K

(1 11) 23�1 Three domains rotated by 1201;

Compression along [1 1 0]

22�1, 21�1 Structures also

observed

Cu (1 00) 1� 1 Relaxation �1% 300oTo1300K

(1 10) 1� 1 RelaxationD8% 300oTo1000K

(1 11) 1� 1 RelaxationD2%

Pt (1 00) 1� 1 Unrelaxed Metastable, To400K

(1 10) 1� 2 Missing row

(1 11) 1� 1 Relaxation 2.3%

W (1 00) c(2�2) In-plane zig-zag displacements To200K

(1 10) 1� 1 Unrelaxed

Table 2 Surface structure of (some) semiconductors

Semiconductor Face Reconstruction Model Preparation and remarks

Diamond (1 0 0) 2� 1 Dimers Polishingþ ann. T41300K

(1 1 0) 1� 1 Polishingþ ann.

(1 1 1) 2� 1 p-Bonded chains Cleavage; Polishingþann. T41200K

Si (1 0 0) 2� 1 Buckled dimers IBA/MBE

p(2� 2) Ordered

arrangement of

buckled dimers

MBE; IBA. Present locally depending on

the temperature

c(4�2) Ordered

arrangement of

buckled dimers

MBE; IBA. Present locally depending on

the temperature

(1 1 0) 16� 2 Dimersþ adatoms

(?)

Ann. T41300K 32�2 structures also

observed

4� 5 Uncertain IBAþ ann. Impurity stabilized (Ni ?)

5� 1 Uncertain IBAþ ann. Impurity stabilized (Ni ?)

(1 1 1) 2� 1 p-Bonded chains Cleavage. Transforms into 7� 7 at

T4550K

7� 7 DAS (dimers–

adatoms–stacking faults)

MBE; IBAþ ann.; cleavageþ ann.

T4550K

5� 5 DAS MBE. Present locally near steps

Ge (1 0 0) 2� 1 Dimers IBA; MBE

p(2� 2) Ordered structure of dimers MBE. Present locally

c(4�2) Ordered structure of dimers MBE. Present locally

(1 1 1) 2� 1 p-Bonded chains Cleavage. Transforms into c(2�8) at

T4400K

c(2�8) Adatoms MBE; cleavageþann. at T4400K

GaAs (1 0 0)Ga (4�2),c(8� 2) Complex structure with

dimers in the second layer

MBE; IBA

(1 0 0)As 2� 4 Dimers MBE

(11 0) 1� 1 Rotation–relaxation Cleavage; IBA

(1 1 1)Ga 2� 2 Ga vacancies MBE

(11 1)As 2� 2 As trimers MBE

InSb (1 1 0) 1� 1 Rotation–relaxation Cleavage

(1 1 1)In 2� 2 IBA; MBE

(11 1)Sb 3� 3 IBA; MBE

ZnO (00 0 1)Zn 1� 1 Cleavage; IBA. Faceting present

(0 0 0 1)O 1� 1 Cleavage. Faceting present

ann.¼annealing; IBA¼ ion bombardmentþ annealing; MBE¼molecular beam epitaxy.
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where uk(z) is a function with the same periodicity of
the lattice, k ¼ 2p=l is the wave number, and E ¼ _o
is the energy of the electron.

For an unbound lattice ð�NozoNÞ, k must be
a real number so that eqn [1] represents a wave
propagating along z. Imaginary values of k are dis-
carded because the wave function cannot be normal-
ized. Since the energy is a function of k, real
(imaginary) values of k correspond to allowed (for-
bidden) bands.

In the presence of a surface, however, imaginary
values of k cannot be discarded since now, the wave
function can be normalized and states localized at the
surface, with energies in the forbidden gaps, become
possible. If it is assumed that k ¼ im (with m real), the

spatial part of the wave function can be written (for
zo0) as

cmðzÞ ¼ umðzÞe�mz ½2�

When mo0, the wave function can be matched, at
the surface, to that appropriate for z40 (a decaying
exponential if the potential is given by a step func-
tion). This is shown in Figure 2b that represents
schematically a state localized at the surface with
energy in the forbidden gap. Such a state is called a
‘‘surface state.’’ The matching, however, can also be
done when k is real, giving rise to the state shown in
Figure 2c that represents a bulk electron scattered at
the surface.

In three dimensions, the translational symmetry is
preserved on the surface plane so that the surface
state is now represented by a Bloch wave propagating
along the surface with wave vector kjj; damped on
both sides of the surface as in the 1D example. In this
case, however, the energy of the surface state does not
necessarily fall into the forbidden gaps because of the
energy (kinetic and potential) associated to the mo-
tion along the surface.

When the degeneracy of the surface state with the
bulk bands is not limited to energy but extends to k-
values, the state is called a ‘‘resonant state.’’ A 1D
example is shown schematically in Figure 2d. In a
naı̈ve picture, such a resonant state corresponds to a
bulk electron that is scattered at the surface, though
dwelling there for some time.

In order to present the correlation between surface
and bulk states, it is customary to project the bulk
bands on the surface Brillouin zone and plot the sur-
face bands there. This is done for un-reconstructed
Si(1 1 1) in Figure 3. Surface states are represented by
dotted lines, surface resonances by full lines, while
projected bulk bands are shown as hatched regions.

When the surface is reconstructed, the calculation
of the bands is more difficult and can be done only on
the basis of a model.

A common procedure is to pile up a number of
crystallographic planes where atoms are displaced
from their ideal positions according to a given
model of reconstruction. The slab should be large
enough (10–20 layers) so that in the interior, the
structure of the bulk is resumed. Each slab exposes
two surfaces. The slabs are then arranged period-
ically with spacing (between each two) large enough
to avoid a sizable perturbation. This fictitious pe-
riodic structure allows the use of the theorems of
the 3D band theory.

The results are usually presented in terms of the so-
called ‘‘local density of states.’’ As it is known, the
‘‘total density of states’’ rtotðEÞ gives the number of

V (z )
Evac

E

0
(a)

z

Surface state

Bulk state

Resonant state

z

z

z

Ψ(z)

Ψ(z)

Ψ(z)

(b)

(c)

(d)

Figure 2 Schematic representation of a surface in a 1D model:

(a) potential energy of an electron; (b) wave function for a surface

state with energy in the gap; (c) bulk electron scattered at the

surface; and (d) surface resonant state.
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states present in a unit energy range around E:

rtotðEÞ ¼
X

i

dðE � EiÞ ½3�

where d is the Dirac function and the sum runs over
the energy states Ei.

In turn, the local density of states is defined as:

rlocalðx; y; z;EÞ ¼
X

i

jCiðx; y; zÞj2dðE � EiÞ ½4�

that is, each state is weighed with the probability of
finding an electron at x, y, z.

Figure 4 shows the local density of states for the
ideal surface Si(1 1 1)1� 1. The figure clearly shows
the presence of unsaturated bonds (dangling bonds,
DB) on atoms of the first layer.

An important development for calculating the
structural and electronic properties of a surface
came from the application of the so-called Car–
Parrinello method that consists of simulating the
dynamical evolution of a reduced set of atoms
(B100), starting from an initial configuration that
can as well be the ideal surface. For each confi-
guration, the electronic energy is calculated and,
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Figure 3 Bulk bands projected into the surface Brillouin zone for the ideal (un-reconstructed) surface of Si(1 1 1). Bulk bands are

hatched; surface states are shown with dotted lines; surface resonances with full lines. The surface Brillouin zone is shown on the right.

(After Schlüter M and Cohen ML (1978) Physical Reviews B 17: 716.)
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Figure 4 Charge density contours in the (1 1 0) plane (perpen-

dicular to the (1 11) surface) for the un-reconstructed (ideal) sur-

face of Si(1 1 1). The dangling bonds protruding into vacuum are

clearly visible on the atoms of the surface layer. (After Schlüter M,

Chelikowsky JR, Louie GS, and Cohen ML (1975) Physical

Review B 12: 4200.)
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through the Hellman–Feynman theorem of quantum
mechanics, the force on the single atoms is deter-
mined and so is the dynamical evolution of the sys-
tem. Eventually, a stable configuration is reached
that corresponds to the reconstructed surface. This
‘‘ab initio’’ calculation requires, however, a high
computational power and some ‘‘educated guesses,’’
especially if the reconstruction is not that of thermo-
dynamical equilibrium.

In metals, one-electron theories are generally in-
adequate and calculations must be done on the basis
of the many-body theory. A model that has given
reliable results for the work function of several met-
als is the so-called ‘‘jellium,’’ which assumes that the
electrons form a gas of negatively charged particles
neutralized by a continuous distribution of fixed po-
sitive charge that goes abruptly to zero at the surface.
Figure 5 shows the electron density distribution near
the surface for two cases representative of Al (dashed
line) and of K (continuous line). Electrons protrude
from the surface giving rise to an electric dipole di-
rected inwards, which reduces the work function.
Characteristic oscillations of the electron density
(Friedel oscillations) should be noticed.

A further peculiarity of metals is that the major
contribution to the surface barrier comes from the
image force of electrostatics. The potential energy is
then, at a large distance from the surface, Coulomb-
like. If the electron energy corresponds to a gap, the
electron cannot penetrate the solid and remains con-
fined in a sort of a well that extends from z ¼ 0 to the
Coulomb barrier. In such a well, quantized levels
called ‘‘image states’’ exist. Each state is characterized

by an integer quantum number, nX1. In this scheme,
the Shockley (or Tamm) states are those with n ¼ 0.

The states discussed so far are called ‘‘intrinsic
surface states’’ and can be observed only on clean
surfaces. On real surfaces, electronic states associat-
ed with mesoscopic defects such as steps, kinks, is-
lands, terraces, and pits, or with surface impurities
are also present. Such states are called ‘‘extrinsic sur-
face states’’ and may modify the properties of tech-
nical surfaces.

In semiconductors, the presence of surface states
(both intrinsic and extrinsic), especially when local-
ized in the gap, modifies many of the properties of the
sample significantly. The accumulation of charge into
surface states creates a macroscopic potential that al-
ters the position of the Fermi level at the surface and
introduces a ‘‘band bending’’ that extends for a length
of the order of the Debye length defined as

LD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ebe0kT

e2ðnb þ pbÞ

s
½5�

where ebe0 is the dielectric constant and nb, pb the
densities of negative and positive carriers in the bulk.
LD spans from a fraction of an Å at metal densities to
a fraction of a mm in large gap semiconductors.

Such a band bending bears a great importance on
many functions of the metal oxide semiconductor
(MOS), Schottky barrier, and heterostructure devices.

Examples of Reconstruction of
Relevant Semiconductor Surfaces

A few examples of reconstruction of relevant surfac-
es of semiconductors and some of their associated
electronic properties are given below. An outline of
the basic experimental evidence is also presented for
each surface.

Covalent or partially ionic semiconductors such as
C (diamond), Si, Ge, GaAs, and InSb, crystallize in
the diamond, zinc blende (or wurtzite) structures in
which each atom is tetrahedrally coordinated with
four neighbors. The chemical bond is essentially of
the directional sp3 type. The presence of the surface
introduces a number of unsaturated bonds called
dangling bonds (DBs) that play a great role in re-
construction. Since the energy associated with sp3

bonds is rather high, the atoms on the surface tend to
rearrange in order to reduce the number of DBs. This
can be done in a number of ways: dimerization, for-
mation of adatoms (i.e., atoms that have left their
ordinary position to sit in the interstice on top of
three atoms), p-bonding, etc.

It should be observed in this respect that the sp3

bond is easily deformable, in the sense that little
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Figure 5 Surface charge density for the jellium model of a

metal, plotted for two values of the electron densities. The radius

rs (in atomic units) is that of the sphere that contains one electron.

rs ¼ 2, 5 correspond approximately to the cases of Al and Cs,

respectively. (After Lang ND and Khon W (1970) Physical Review

B 1: 4555.)
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energy is required to change the angles among the
bonds. Reconstruction takes advantage of this flex-
ibility, allowing a number of different structures to
be present even on the same surface.

Si(1 0 0)2�1

The ideal (10 0) face exposes two DBs per surface
atom and is then highly unstable. Dimerization is a
process that produces the 2� 1 reconstruction usually
observed. The 2� 1 reconstructed surface is shown
schematically in Figure 6: (a) in top view and (b), (c)
in side view. The dimers are symmetric in (b) and
asymmetric (buckled) in (c). A small buckling is be-
lieved to stabilize the surface.

The saturation of the DB cannot be complete so
that other types of reconstruction are observed,
namely p(2� 2) and c(4� 2) that occur on E5% of
the surface. Two STM pictures that show the three
types of reconstruction on the same surface are pre-
sented in Figure 7: in the upper picture dimers are
seen most distinctly in rows 7, 1, 13 while the p(2� 2)

reconstruction is seen in rows 14–15. On the other
hand, the c(4� 2) reconstruction is seen in rows 2–3
of the lower picture.

Si(1 1 1)2�1

The (1 1 1) face is the cleavage plane of Si and ex-
poses one DB per surface atom. The 2� 1 recon-
struction is observed after cleavage at To550K at
which temperature it transforms irreversibly into the
more stable 7� 7 structure. The electronic structure
consists of two bands (one full and one empty) sep-
arated by a gap of B0.5 eV, from which optical
transitions are observed. The opening of the gap is
probably the process that stabilizes the surface.

Several models have been proposed for this surface.
The only one that satisfies the various experimental
findings is that proposed in 1981 by K C Pandey,
which consists of p-bonded chains along [1 1 0] di-
rections. The model is shown in Figure 8 in top and
side views. It is seen that in order to create the chains
some bonds should be broken. This, however, can be
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Figure 6 Stick and ball model of the surface of Si(1 0 0) re-

constructed 2�1 through dimerization: (a) top view. The 1�1

unit cell (hatched, basis vectors a, b) and the 2� 1 cell (basis

vectors A, B) are shown; (b) side view; (c) side view with buckled

dimers.
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Figure 7 STM pictures of the Si(1 0 0)2�1 surface. The pho-

tographs show locally p(2� 2) reconstruction (rows 14, 15 in the

upper picture) and c(4� 2) reconstruction (rows 2, 3 in the lower

picture). (From Tromp RM, Hamers RJ, and Demuth JE (1985)

Physical Review Letters 55: 1303.)
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done almost adiabatically (with negligible activation
energy) as can be seen from Figure 9, where the local
density of states is plotted for various configurations
starting from a slightly buckled (almost ideal) surface.

The chain model explains, among others, the fol-
lowing experimental results: (1) the great anisotropy
of optical transitions that occur only if the electric
vector lies on one of the [1 1 0] directions and (2) the
strong dispersion of the occupied states observed in
photoemission. The model has been subsequently
verified directly by STM. A small buckling along the
chain (Figure 8c) is necessary to explain the relatively
large optical gap.

Si(1 1 1)7�7

As already mentioned, this is the equilibrium recon-
struction of the (1 1 1) face. The elementary cell con-
tains 49 atoms in the uppermost plane. It has then a
complex structure that resisted, for at least two dec-
ades, all attempts at theoretical explanation.

By combining accurate electron diffraction at high
energies (to avoid multiple scattering), STM pictures,
and theoretical considerations, K Takayanagi and
Coll proposed in 1985 the reconstruction model
shown in Figure 10. The elementary cell is a rhomb
with two nonequivalent halves and four vacancies at
the corners. Dimers can be seen along the sides and
the shorter diagonal. 12 adatoms and 6 so-called
‘‘rest atoms’’ (i.e., atoms that have maintained their
original positions) are also visible. A stacking fault is
present in the left half of the elementary cell. The
model is then called DAS (dimers–adatom-stacking
fault) and is universally accepted. The number of DB
(which were 49 in the unreconstructed cell) has now
been reduced to 19 (12 on the adatoms, 6 on the rest
atoms, 1 in the vacancy). A similar 5� 5 structure
(with 6 adatoms, 2 rest atoms, and 4 corner
vacancies) is seen in surfaces prepared by MBE and
is often associated with the more common 7� 7.

From the electronic point of view, the 7� 7 structure
has a metallic character as shown by photoemission
and by the absence of optical transitions in the gap.

Interfaces

The interface is the region that connects two differ-
ent physical systems, for example, a metal and a
semiconductor (Schottky barrier), two different sem-
iconductors (heterojunction) and, in an extended
sense, the surface itself, which defines the boundary
between the solid and the vacuum.

When the interface forms and thermal equilibrium
is reached, the Fermi levels of the two sides line up.
This alignment produces a charge redistribution to
preserve the overall neutrality of the system, chan-
ging the electrical properties of the contact zone.

If two metals come into contact, the difference
between the respective work functions results in a
flow of electrons from the metal with lower work
function F1 into the metal with higher work function
F2. A contact potential difference D ¼ ðF2 � F1Þ=e
develops between the metals (Volta effect), and a di-
pole layer appears at the interface. Due to the high
charge density in metals, the thickness of the inter-
face region is only a fraction of an angstrom.

If the junction connects a metal and a semicon-
ductor, the Fermi level alignment in both materials
results in the band scheme of Figure 11 where the
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Figure 8 Stick and ball model of the Si(1 1 1)2�1 surface, ac-

cording to the p-bonded chain reconstruction: (a) top view;

(b) side view; and (c) side view for a buckled chain.
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band structures are shown in equilibrium: (a) before
and (b) after the contact. An electron moving from
the metal to the semiconductor (or vice versa) expe-
riences a barrier (Schottky barrier, FSB) given by

FSB ¼ F� w ½6�

where w is the electron affinity of the semiconductor.
The space charge layer in the semiconductor has a

much larger width than in the metal because of the
difference of carrier densities and screening lengths
(for the definition of Debye screening length see the
section ‘‘Examples of reconstruction of relevant sem-
iconductor surfaces’’, eqn [5]).

In Figure 12, the experimental values of the
Schottky barrier for different metals deposited onto
the Si(1 1 1)2� 1 surface are shown. Though the
general trend of eqn [6] is maintained, it is apparent
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Rest atom
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(b)

Figure 10 Structure of the Si(1 1 1)7�7 surface according to the DAS model: (a) top view; (b) side view. Notice the different positions

of the lower neighbors of the rest atoms in the left and right half of the elementary cell, caused by the presence of the stacking fault.
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Figure 9 Theoretical contour plots of charge density in the (1 1 0) plane of Si(1 1 1)2�1: (a) for a slightly buckled (nearly ideal)

surface; (b) for an intermediate geometry; and (c) for the chain model of Figure 8. (After Northrup JE and Cohen ML (1982) Physical

Review Letters 49: 1349.)
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that the simple theory outlined above (dotted line) is
inadequate to fit the experiments. The qualitative
explanation is that in deriving eqn [6], the presence
of electronic surface states at the interface (interface
states) has been neglected. If their density is suffi-
ciently large, they pin the Fermi level at the surface of
the semiconductor, making the Schottky barrier in-
dependent of the work function of the metal (dash-
dotted line in Figure 12). The experimental situation
is intermediate between the two hypotheses (i.e., ab-
sence of interface states and complete pinning of the
Fermi level).

The nature of the interface states has been the
subject of extended research. An important advan-
cement came from the introduction of the so-called
metal-induced gap states (MIGS). Consider again

Figure 2c of the section ‘‘Electronic surface states,’’
where the scattering of a bulk electron at the surface
is outlined. If the electron at the metal side of the
junction has an energy corresponding to the semi-
conductor gap, it cannot propagate for z40. A
situation similar to that of Figure 2c is then a reason-
able approximation for the interface wave function:
the electronic charge spills into the semiconductor
giving rise to a density of states localized at the in-
terface in the semiconductor side (MIGS).

On the other hand, extrinsic states due to defects,
mismatching, impurities, and structural changes in-
duced by interface chemical reactions have the same
general effect as MIGS. A comprehensive theory of
the electronic structure of interfaces is at present not
available.

If the interface is created between two different
semiconductors, it is called a heterojunction. The
alignment of the Fermi levels on both sides determines
the band scheme shown in Figure 13. The difference
between the forbidden gaps of the two semiconduc-
tors is distributed between the valence-band discon-
tinuity (DEv) and the conduction-band discontinuity
(DEc). Moreover, band bending (eV1 and eV2) occurs
at the two sides of the interface. Given their great
influence on carrier transport, they are the important
parameters determining the performance of the inter-
face, and play a central role in the behavior of real
heterojunction devices (diodes, solar cells, photode-
tectors, lasers, quantum devices, etc.).

The presence of electronic states at the interface
modifies the distribution of charge producing the
situation schematically presented in Figure 13d. Such
states originate, in analogy to MIGS, from the tailing
of the semiconductor wave function in the forbid-
den gaps.

In the ideal heterojunction, the two materials
have the same (or slightly different) lattice param-
eters so that there is little strain at the interface, and
the materials maintain their original properties up
to the abrupt junction. If the lattice parameters are
different, strain results at the junction, with the
formation of dislocations, defects, and disorder. Siz-
able interdiffusion and chemical reactions may also
occur. Such defects give rise to extrinsic electron
states.

Three significant examples are given below:

1. The interface resulting after growth of GaAs
(lattice parameter a ¼ 5:6531 Å) onto AlAs
(a ¼ 5:662 2 Å) is a representative example of a
nearly ideal heterojunction between materials
with a very small lattice mismatch (Da/a¼
0.5%). The resulting interface is atomically
abrupt, with a very low number of defect states.
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2. The interface between Ge (a ¼ 5:6578 Å) and Si
(a ¼ 5:4307 Å) presents a lattice mismatch of
4%, too large to be simply accommodated by a
strained layer. The interface is then characterized
by intermixing, with the formation of a Ge–Si
alloy.

3. In the junction between Ge (a ¼ 5:6578 Å) and
GaAs (a ¼ 5:6531 Å), the mismatch is extremely
favorable (about 8� 1024). Nevertheless, the
chemistry of materials, that is, the high chemical
affinity of Ge, Ga, and As produces a great com-
plexity of the interface composition, with possible
effects on doping. Ge acts as a donor or an ac-
ceptor in bulk GaAs, while Ga and As are, re-
spectively, an acceptor or a donor when the Ge
atom is substituted.

Heterojunctions and heterostructures (i.e., the se-
quence of a high number of heterojunctions, as in a
superlattice) are usually grown by MBE or metal-
organic chemical vapor deposition (MOCVD). These
epitaxial techniques allow the production of graded
junctions that are important in many semiconductor
devices.

See also: Epitaxy; Metals and Alloys, Electronic States of
(Including Fermi Surface Calculations); Molecular Dy-
namics Calculations; Semiconductor Devices; Surfaces,
Optical Properties of; Valence Photoemission.

PACS: 61.14.Hg; 61.16.Ch; 68.35.Bs; 73.20.� r;
73.20.At
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Introduction

In this article, an overview of the application of
linear optical spectroscopies in surface science is
given. From a historical point of view, optical meth-
ods were important in the very first development of
surface-state spectroscopy of clean semiconductor
surfaces at the end of the 1960s, when progress in
both vacuum technology and surface diagnostics
made it possible to reproducibly obtain well-charac-
terized clean surfaces. In fact, optical transitions be-
tween filled and empty surface states of intrinsic type
were discovered at that time in Ge(1 1 1)2� 1 and
Si(1 1 1)2� 1 by differential reflectance with multiple
internal reflections. These results demonstrated the
existence of intrinsic (electronic) surface states for
the first time in a direct way rather than indirectly
from electrical measurements. In the subsequent
years, many other surface-sensitive spectroscopies
were successfully applied to investigate surface states
at the cleavage faces of semiconductors as well as at
other clean surfaces.

Generally speaking, in order to study surface op-
tical properties, one has to extract the optical signal
originating from the surface from the overwhelming
bulk term. For example, in the surface differential
reflectivity (SDR), this is accomplished by measuring
a change of reflected-light intensity induced by either
contamination (usually oxidation or hydrogenation)
or chemisorption of foreign atoms. Instead, in re-
flectance anisotropy spectroscopy (RAS), which is al-
so named reflectance difference spectroscopy (RDS),

one measures the reflectance difference for light lin-
early polarized along two (orthogonal) axes of sym-
metry at the surface of cubic semiconductors. Since,
in general, the surface has a lower symmetry than the
bulk, an anisotropy signal originating from the sur-
face is often measured.

When performed with polarized light, SDR yields
information on all surface optical transitions (both
isotropic and anisotropic) but requires a reference
surface, which is obtained by modifying the sample
in an irreversible way. On the other hand, RAS does
not require any reference surface but is obviously
limited to detection of anisotropic transitions only.

The interpretation of the optical experiments is, in
general, not straightforward. Hence, the full poten-
tiality of surface optical spectroscopy can be exploit-
ed only by a strong interplay of experimental and
theoretical work.

At the beginning of the twentieth century, the
so-called three-layer model (ambient–surface layer–
substrate) was introduced by Drude to describe the
surface optical properties from a phenomenological
point of view. However, the first steps of the modern
theory of surface optical spectroscopy started in
1971, when McIntyre and Aspnes expanded the re-
flectivity formula for the three-layer model to first
order in the surface-layer thickness, obtaining a sim-
ple result, suitable for a clear physical interpretation.
Realistic and ab initio calculations of surface optical
properties have later been carried out, even including
(in recent years) the electron–hole interaction. At
present, the theory is fully developed, but its appli-
cation to complex surfaces is hampered by the lim-
itations of computational capabilities.

In the following, some relevant results obtained
with surface optical spectroscopies, mainly SDR,
RAS, and ellipsometry, are briefly described, together
with their theoretical interpretations.
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Results Obtained with SDR

One of the best-known semiconductor surfaces is the
cleavage face of silicon, namely Si(1 1 1)2� 1, whose
reconstruction is described by the chain model
developed in 1981 by Pandey. The optical proper-
ties of this surface have been extensively investigated
over the years, in particular with reflectance tech-
niques. Figure 1 shows the so-called absorption con-
stant in the near infrared due to transitions between
filled and empty surface states possessing a dangling-
bond character, at Si(1 1 1)2� 1. These pioneering
results (1971) were obtained by applying the method
of multiple internal reflections to cleaved samples in
order to amplify the small surface effect. They
proved the semiconducting character of the surface,
in spite of the fact that the ideal (1 1 1) face should be
metallic, with an energy gap of B0.45 eV. Similar
results were obtained in 1968 for Ge(1 1 1)2� 1.

The results of Figure 1 were compatible with Ha-
neman’s model, in which the lack of equivalency of
surface atoms was explained by a charge transfer
associated with a partial dehybridization, due to
their up and down displacement with respect to the
surface plane. These results were indeed interpreted
in the framework of that model. However, when
the chain model appeared many years later, its

pronounced one-dimensional character suggested a
strong anisotropy of the optical properties, at vari-
ance with what was predicted by Haneman’s model.
Indeed, this prediction was confirmed by another
experiment with linearly polarized light. Figure 2
shows the surface reflectance peak (analogous to
the absorption peak of Figure 1) for light polarized
parallel and perpendicular to the chains of surface
atoms at single domain Si(1 1 1)2� 1. The results,
recently confirmed by RAS, point out that this peak
is totally anisotropic, thus providing a convincing
evidence for the chain model.

In 1999, Rohlfing and Louie carried out a calcu-
lation of the optical properties of this surface, ac-
cording to the method of the Bethe–Salpeter equation
to account for the electron–hole interaction. The re-
sult (see Figure 3) has suggested that the experimen-
tal peak in Figure 2 is due to a bound exciton, with
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the electron and hole in two surface-state bands with
a binding energy of 0.27 eV.

Results Obtained with RAS

RAS was developed as a modulation technique dis-
tinct from SDR (in USA) by Aspnes and in Russia by
Safarov, independently, in the mid-1980s.

In the beginning, Aspnes mainly studied optical
anisotropies of real surfaces of elemental semicon-
ductors, in particular, Si substrates for technological
applications. These anisotropies, B1%, are not re-
lated to intrinsic surface states. They are, instead,
associated to a lower symmetry of the subsurface
region with respect to the (cubic) bulk, which per-
turbs the bulk-state wave functions, a situation often
described as ‘‘bulk states modified by the surface.’’
Figure 4 shows an example of these surprising an-
isotropies in the case of oxidized Si(1 1 0).

It is seen in Figure 4 that the line shape of the sur-
face anisotropy clearly mimics the imaginary part of
the bulk dielectric function of Si. While oxidized
Si(110) now has become a standard for calibration of
RAS apparatuses, the interpretation of spectra, such as
those of Figure 4, is still an intriguing matter. After
some controversies on the origin of the spectrum in
Figure 4, the last calculations carried out, including
the electron–hole interaction by Bechstedt and co-
workers, have finally shown that it can be explained in
terms of surface effects on the bulk resonant exciton
underlying the E1 peak, close to 3.4 eV.

Since optical techniques can be performed in metal
organic chemical vapor deposition (MOCVD) envi-
ronments as well in vacuum, RA spectra during

growths of GaAs(0 0 1) by both molecular beam epi-
taxy and MOCVD have been compared. As a result,
a striking correspondence has been found between
RAS signals characteristic of surface reconstructions
in vacuum and those obtained in an MOCVD reac-
tor at atmospheric pressure of hydrogen in suit-
able conditions. Figure 5 shows this correspondence,
demonstrating that local ordering is the same in the
two cases.

Calculations have been carried out for various re-
constructions of GaAs(0 0 1), using both semi-empir-
ical and ab initio methods, in order to understand the
origin of the observed structures. A good explanation
of the RAS of the As-rich reconstructions has been
obtained. Most of the RAS structures arise from
transitions across surface-perturbed bulk states.
However, on the (2� 4) reconstruction, a combined
energy loss and RAS experimental work have re-
cently revealed true surface-state transitions at
B2.5 eV, well below the first bulk critical point.
The optical properties of the Ga-rich (0 0 1) surface,
instead, are not yet completely understood. In recent
years, interesting RAS investigations have been per-
formed on other semiconductor surfaces, both clean
and covered with monolayers of alkali atoms, by the
groups of Richter and Paget. Also, organic molecules
deposited on different substrates have been studied
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by RAS, especially by Weightman and Chiaradia-
Goletti. Moreover, RAS shows promise to yield
valuable information on low-dimensional systems
(quantum wires and dots) and nanostructures (car-
bon nanotubes, polymers, etc.).

Results Obtained with Ellipsometry

Ellipsometry measures changes in the polarization
parameters of light upon reflection from a surface.
These parameters are: the relative phase D and the
relative amplitude ratio arctan C of the two compo-
nents of linearly polarized light, parallel and perpen-
dicular to the plane of incidence,

rp=rs ¼ tan C expðiDÞ ½1�

From the spectral dependence of D and C, the op-
tical constants n and k are obtained by making use of
the Fresnel formulas for the reflection coefficients rp

and rs.
When surface properties are studied by ellipsome-

try, a differential method has to be used, as in the
case of SDR. Thus, the changes dD and dC of the

ellipsometric parameters are recorded upon adsorp-
tion of a gas. Under simplifying hypotheses, in the
framework of the usual three-layer model, the optical
constants of the surface are eventually obtained.

Starting from the pioneering work of Mayer in the
1970s, ellipsometry has been applied to derive the
surface optical constants of a number of clean sem-
iconductor surfaces. Especially, various crystallogra-
phic faces of Si and Ge, as well as the cleavage faces of
GaP, GaAs, and ZnO, and also a number of metallic
surfaces have been investigated by this technique.

In spite of the seemingly greater complexity in the
data reduction, the results obtained by ellipsometry
are practically coincident with those obtained by re-
flection-based methods, as demonstrated, for in-
stance, by the spectra of Figure 6, reporting the
dielectric anisotropy obtained from both RAS and
ellipsometry data for GaAs(0 0 1) 2� 4.

Other Experimental Techniques

Many other optical techniques have contributed in the
past to the development of surface physics. Although
some of them have fallen into disuse, they deserve to
be mentioned here: surface photoconductivity, surface
photovoltage, photothermal displacement spectros-
copy, and surface photoluminescence. A review of the
main results obtained by means of these techniques,
especially in the field of clean semiconductor surfaces,
can be found in the literature.

Theory

Theoretical work is needed in order to fully exploit
the potentiality of surface optical spectroscopy. Three
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steps are involved in the theory: (1) the determination
of one-electron wave functions; (2) the calculation of
the dielectric susceptibility, possibly including many-
body interactions; and (3) the solution of light-
propagation equations. The last problem was solved
in a quite simple way at the end of the 1970s. The
surface contribution to reflectivity (i.e., the reflect-
ance difference with and without the surface layer)
can be calculated according to the formula:

DR=R ¼ 4
o
c

� 	
cos y Im

Deyy

ðeb � 1Þ

� 

½2�

for s-light incident from vacuum in the xz-plane and
polarized in the y direction.

Here, y is the angle of incidence, and

Deyy ¼
Z

N

�N

dz

Z
N

�N

dz0½eyyðz; z0Þ

� dðz � z0Þe0ðzÞ� ½3�

e0ðzÞ ¼ yð�zÞ þ ebyðzÞ is the zeroth-order dielectric
constant yielding Fresnel formulas, and eyyðz; z0Þ is
the relevant component of the nonlocal dielectric
tensor of the solid–vacuum interface.

For a microscopic evaluation of surface optical
properties, one has to calculate eqn [3]. If excitonic
and local-field effects are neglected, eyyðz; z0Þ can be
computed from one-electron wave functions. It is
usually evaluated mimicking the semi-infinite crystal
by a slab of several (from 10 to 30) atomic layers. In
this case, the right-hand side of eqn [3] is related to
the slab dielectric function. Within the single-particle
scheme, its imaginary part is simply related to the
transition probability induced by the radiation be-
tween slab states:

eð2Þyy ðoÞ ¼ ð8p2e2=m2o2AÞ
X
k

X
v;c

jpy
v;cðkÞj

2

� dðEcðkÞ � EvðkÞ � _oÞ ½4�
where py

vcðkÞ is the matrix element of the y-compo-
nent of the momentum operator between initial (v)
and final (c) slab states at the point k in the two-
dimensional Brillouin zone (BZ), and A is the sample
area. The real part is computed via the Kramers–
Kronig relation.

One more ingredient entering eqn [2] is the bulk
dielectric function, whose imaginary part is analogous
to eqn [4], where, now, eigenstates and eigenvalues
of the infinite crystal, together with three-dimensional
k vectors, are involved. The study of the optical re-
sponse of surfaces within the single-particle picture
amounts then to calculating (1) the single-particle
spectrum and (2) the transition probability between
occupied and unoccupied states, both for the perfect
crystal and for the crystal with a surface.

If the dielectric susceptibility eyyðz; z0Þ is assumed
to be local, and a three-step model is hypothesized
for its z dependence, the formula of McIntyre and
Aspnes mentioned in the section ‘‘Introduction’’ is
recovered.

The one-electron states appearing in eqn [4]
should be obtained, strictly speaking, within the
theory of Green’s functions, by solving the quasi-
particle Schrödinger-like equation. In this frame-
work, electrons move in a potential which is the sum
of the ion potential, the Hartree potential due to the
electronic charge density, and of a nonlocal energy-
dependent self-energy, which accounts for exchange-
correlation (XC) effects due to the interaction with
the other electrons. The so-called GW approxima-
tion to the self-energy, developed by Hedin in 1965,
completes the recipe for a rigorous calculation of
band energies in solids. Calculations carried out
starting in the 1980s have yielded band energies in
agreement within 0.1 eV with experimental values
for semiconductors.

GW calculations of the electronic structure of sol-
ids are computationally very demanding. Hence, as
in the past, before the advent of vector computers,
even now for complex systems, simpler – yet less
accurate – methods are being used. Semi-empirical
methods include the tight-binding and pseudopoten-
tial methods, where the matrix elements of the
Hamiltonian (in the former case) or of the total po-
tential (in the latter case) between basis functions
(local orbitals in the former case, plane waves in
the latter) are fitted to reproduce bandgaps at some
high-symmetry points of the BZ, obtained from
experiments. An ab initio method often used to de-
termine the band structure of solids is the density-
functional theory (DFT), where the XC self-energy is
substituted by a local energy-independent XC poten-
tial, which is a functional of the electron density.
Optical spectra calculated for bulk semiconductors
within the one-electron approximation yield only
qualitative agreement with experimental spectra, no
matter which method – semi-empirical or ab initio,
GW, or DFT – is used. This is because the excitonic
and local-field effects are neglected. When these are
considered, the discrepancies disappear, as it was
shown first by Hanke and Sham in 1980 with a tight-
binding calculation. Ab initio calculations of the
optical properties of bulk solids including the elec-
tron–hole interaction and local-field effects yield
quantitative agreement with experiments.

The most used methods to calculate surface optical
properties are those relying on the single-particle ap-
proximation, ranging from the simplest (less accurate)
ones (such as semi-empirical tight binding) to the
rigorous quasiparticle GW method. Anyway, if the
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electron–hole interaction is not included, one can ex-
pect only a qualitative description of the spectra. The
inclusion of the electron–hole interaction in the cal-
culation of excited spectra leads one to consider a
two-particle problem (the Bethe–Salpeter equation)
rather than a single-particle problem (the Schrödinger-
like equation for quasiparticles). Hence, the compu-
tational cost increases dramatically and makes the
method usable, at present, only for simple surfaces.

The semi-empirical tight-binding method, for its
computational speed, has been the first method used
for calculating surface optical properties in 1986,
when it was successfully applied to Si(1 1 1)2� 1 and
explained the strong optical anisotropy shown in
Figure 1. In spite of its limitations, this method has
yielded, in many cases, results in qualitative agre-
ement with experiments and has helped in clarifying
the atomic and electronic structure of a number of
surfaces.

Ab initio methods have been developed in the last
decade within DFT local-density approximation
(DFT-LDA), by expanding the wave functions in
plane waves and using nonlocal norm-conserving
pseudopotentials. Finally, a rigorous one-electron cal-
culation of surface optical properties should rely on
the Green’s function approach, with the electron self-
energy calculated according to the GW approxima-
tion. These approaches are much more demanding
than semi-empirical tight binding from the computa-
tional point of view, since a great number of plane
waves are needed to represent slab wave functions.

As an example, the case of GaAs(110) is discussed.
First-principles calculations including self-energy
corrections according to the GW approximation
have been carried out for this surface and are shown
in Figure 7. They are compared to room temper-
ature (RT) experiments carried out by Esser and
co-workers. Calculations show that the experi-
mental peak at 2.7 eV has a substantial (B50%) con-
tribution arising from transitions across surface states,
while all other structures are due to transitions across
surface-perturbed bulk states. The reflectance anisot-
ropy calculated in this way has the main structures in
very good agreement with experimental ones as far as
energy positions are concerned, while the DFT-LDA
calculation, also shown in Figure 7, is considerably
red-shifted, as a consequence of the DFT ‘‘gap prob-
lem.’’ Differences in line shapes are still present,
which are expected to be fixed by introducing exci-
tonic and local-field effects in the calculations.

Finally, the inclusion of the electron–hole interac-
tion can be performed by solving the Bethe–Salpeter
equation at surfaces. The first calculation of this kind,
carried out by Rohlfing and Louie for Si(1 1 1)2� 1
in 1999, is shown in Figure 3. As it was mentioned

before, the SDR peak at 0.45 eV is ascribed to a sur-
face-state bound exciton, which takes over most of
the oscillator strength of the transitions across the
dangling-bond (DB)-like surface states. As a conse-
quence, these transitions become very weak and are
hardly visible in the experimental spectra. Another
application of this technique has been done by Be-
chstedt and co-workers in 2002 for Si(1 0 0):H, which
explained the line shape of the RAS spectrum of
Figure 4 as due to a polarization-dependent quench-
ing of bulk excitonic effects close to 3.4 eV.

Conclusions

Optical spectroscopy has become, in the last decades,
an important tool for surface analysis, of great sen-
sitivity to structural changes and versatility. The the-
oretical understanding of the results is becoming
more and more satisfactory, thanks to the application
of advanced many-body techniques to the simula-
tion of surface optical properties. Nevertheless, some
problems are still open: the most obvious is the ex-
tension of these techniques to complex surfaces
(those with higher-order reconstructions), which is
hampered by the current computational limita-
tions. Less obvious problems are those related to
the electron–phonon interaction, which affects sur-
face optical line shapes in a drastic way, and to the
complex morphological structure of surfaces, arising
from steps, multiple domains, and defects, whose
study is now at an initial stage.
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Electron accelerators such as synchrotrons and
storage rings are the best sources of X-rays and ul-
traviolet photons for research applications. The
physical mechanisms for all sources in this class use
relativistic effects to increase the emitted photon
energies, and therefore require an electron (or pos-
itron) beam moving at relativistic speed. The specific
implementation of this strategy is reviewed for dif-
ferent types of synchrotron or synchrotron-related
sources: bending magnets, wigglers, undulators,
helical wigglers, linear accelerator (LINAC) based
sources, and free-electron lasers (FELs).

Introduction: X-Ray Sources

X-rays and ultraviolet photons are very extensively
used in research. They are the basic ingredients of a
wide variety of experimental techniques ranging
from microscopy and spectroscopy to imaging and
structural analysis. The reason for their usefulness is
quite fundamental: they possess photon energies and
wavelengths that match basic magnitudes such as the
binding energy of valence or core electrons and the
length of chemical bonds.

As a consequence, the development of powerful
X-ray and ultraviolet sources has been for many
decades a high priority for research in many different
disciplines. Progress in this field, however, has been
rather slow until the advent of the sources in the class
broadly labeled as ‘‘synchrotrons’’ in the late 1960s.

A conventional, nonsynchrotron source emits
X-rays or ultraviolet photons by bringing electrons
to an excited state and then exploiting their radiative
decay. Considering the photon energies to be emitted,
the process must involve core electrons. Its effecti-
veness is limited: for example, pumping core electrons

to an excited state requires putting a high power in the
system (e.g., by bombarding it with electrons) – but
the power is limited by the thermal stability of the
medium.

Furthermore, the photon emission occurs over a
broad angular range. This limits the collimation of the
source and its usefulness in experiments that require
not only a high photon flux but also a high intensity.

The best parameter to characterize the source
quality is the so-called ‘‘brightness’’ or ‘‘brilliance,’’
b. Roughly speaking (Figure 1), this parameter is
proportional to the flux F and inversely proportional
to the source area A and to the angular range of
emission O:

bp
F

AO
½1�

(more precisely, F is the number of photons per sec-
ond emitted in a given bandwidth of 0.1%; A is the
product of the horizontal and vertical source sizes; O
is the product of the horizontal and vertical angular
spreads of the emitted photon beam, and b¼
F/(4p2AO)).

Angular
range Ω

Source
area A

Flux F

b = Constant × F / (AΩ)

Figure 1 The brightness b is the parameter which is most often

used to characterize the quality of photon sources, including

synchrotron sources.
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A limited flux and a large angular range result in a
small brightness. Limited brightness was in fact a
major problem in the experimental use of X-rays and
ultraviolet photons until the advent of synchrotrons.
For example, a crystallographic procedure that today
is implemented with a synchrotron source in a few
minutes would have required days or months – or
would have been impossible.

For visible light, high brightness can be obtained
from lasers. This is not easy for X-rays and ultravio-
let photons. As discussed later, the effectiveness of
the lasing mechanisms decreases, and the fabrication
of optical cavities become problematic. Only recently
have high-peak-brightness short-wavelength X-ray
lasers started to appear technically feasible.

The sources in the ‘‘synchrotron’’ class solve the
problem of increasing the flux and the brightness
with an altogether different strategy with respect to
classical sources. This strategy is based on a clever
use of relativistic effects and therefore requires elec-
trons or positrons moving at a speed close to the
speed of light, c.

The Relativistic Basis of Synchrotron Sources

Consider (Figure 2) a very simple emitter of elect-
romagnetic waves: an electron moving along a cir-
cular orbit under the action of a constant magnetic
B-field (cyclotron motion). The emitted photon
energy hn is determined by the cyclotron frequency
which, according to classical physics is given by
n¼ eB/(2pm0) – where e and m0 are the charge and
the rest mass of the electron. This result derives, as it
is well known, from the balance between the Lorentz
force and the mass times the centripetal acceleration.
The typical emitted photons have rather low energies
with respect to X-rays.

Imagine, however, the same phenomenon when the
speed of the circulating electron becomes close to the
speed of light. In an inertial reference frame moving

with the same velocity and speed (v) as the electron at
a given time, the transverse Lorentz force vB of the
B-field becomes a transverse electrostatic force of
magnitude gvB, where the relativistic g-factor (the
energy of the moving electron divided by m0c

2) is
given by

g ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2=c2Þ

q ½2�

As a consequence, relativistic dynamics predicts a
cyclotron frequency geB/2pm0, which is g times
larger than the classical result. The emitted photon
energy is also multiplied by this factor in the refer-
ence frame of the electron, shifting toward the ul-
traviolet and X-ray spectral domains.

This shift toward shorter wavelengths and larger
photon energies is further enhanced if one observes
the emission in the reference frame of the laboratory.
Imagine, for example, that the emitted photon energy
is measured in the laboratory frame along the direc-
tion of the electron velocity. Since the source (the
electron) is in motion, the photon energy is affected
by the Doppler effect, which for electromagnetic
waves is also a relativistic effect.

In the ‘‘forward’’ direction of the electron (source)
velocity, the Doppler effect multiplies the photon
energy by a factor [(1þ v/c)/(1 – v/c)]1/2¼ g (1þ v/c).
In the extreme relativistic case v2/c2E1, this factor is
close to 2g. Overall, therefore, the classical emitted
photon energy for the cyclotron motion is relativis-
tically increased by a factor E2g2.

The mechanism just described is the one active in
the photon emission by ‘‘bending magnets’’ (Figure 3).
These are the dipole magnets that keep the electrons
circulating in a closed orbit within an electron accel-
erator such as a storage ring. The deflection of the

Emitted
photons

e

B

Figure 2 The emission of photons by an electron during its

cyclotron motion is a good basis to analyze the mechanism of

synchrotron sources. The analysis, however, must be performed

for a motion at relativistic velocity, vEc.

Electron
bunch

Bending
magnet

Electron
orbit

Vacuum
chamber

Figure 3 (Dipole) bending magnets are used to keep electrons

(grouped in bunches) circulating along closed orbits in the

vacuum chamber of a storage ring (top view).
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electron trajectory causes a (centripetal) acceleration
and therefore the emission of electromagnetic waves.
The mechanism is roughly equivalent to that of a
portion of a cyclotron orbit, and the characteristics of
the emission are also similar – although a rigorous
description requires a sophisticated electrodynamics
treatment.

In the first approximation, therefore, the center of
the spectrum emitted by a bending magnet is close to
2g2 multiplied by the classical photon energy given
by the cyclotron-frequency, hn¼ heB/2pm0. For a
typical B-field of 1T, the classical photon energy
would be B4� 10–23 J or B0.2meV, well below the
ultraviolet and X-ray range. If one takes a typical
electron energy of 1GeV in a storage ring, the g-value
is B2� 103, the factor 2g2 becomes B4� 106 and
the relativistic emission becomes B2� 102 eV, which
falls in the X-ray range.

As discussed later, all types of synchrotron sources
exploit this combination of relativistic effects to shift
their emission into the ultraviolet and X-ray ranges.
In addition to the spectral shift, relativity has another
beneficial effect: a shrinkage of the angular range of
emission and a corresponding (eqn [1]) increase in
the brightness.

This angular-range shrinkage can be easily under-
stood. As shown in Figure 4a, a photon emitted in
the vertical plane, when observed from the reference
frame of the emitting electron, can travel in a direc-
tion quite far from that of the electron velocity
(‘‘forward’’ direction). When seen from the labora-
tory frame, the photon direction changes becoming
very close to the same ‘‘forward’’ direction.

The reason is that the relativistic Lorentz transfor-
mations include a g-factor for the ‘‘forward’’ direction
coordinate but not for the transverse direction coor-
dinate. When calculating the angle between the pho-
ton direction and the ‘‘forward’’ direction as the ratio
of the two velocity components, the g-factor appears
in the denominator but not in the numerator. This
confines the emission within an angular range B1/g
from the ‘‘forward’’ direction. Because of the large
value of g, this relativistic effect strongly collimates
the emission enhancing the brightness.

Note, however, that for bending magnets the
angular collimation is really only present in the ver-
tical direction. In the horizontal direction (Figure 4b),
the angular range depends on the portion of the elec-
tron orbit ‘‘seen’’ by the detector.

Finally, it should be noted that the brightness (eqn
[1]) is also enhanced because relativity boosts the
flux. Electrodynamics shows that the power emitted
by an accelerated charge is proportional to the
square of the acceleration. In a relativistic cyclotron
motion, the acceleration is roughly proportional to

the speed of light multiplied by the cyclotron fre-
quency, which in turn – as seen – is proportional to
gB. Thus, the flux is proportional to g2B2, and the
large g-value enables it to reach very high levels.

Main Properties of Synchrotron Sources

Based on the above discussion, one can summarize
the main properties of bending magnets and other
synchrotron sources in the following way:

* Spectral domain: centered in the ultraviolet and
X-ray region because of the relativistic factor
B2g2 in the emitted photon energies.

* Bandwidth: a bending magnet emits over a wide
photon energy bandwidth. The reason can be un-
derstood by considering an emitting electron as it
passes through the bending magnet. Due to the
angular collimation, the electron can be imagined
as a torchlight with a very narrow beam. A de-
tector (Figure 5a) is illuminated by this ‘‘torch-
light’’ for a very short time. The corresponding
bandwidths of frequencies and photon energies
(according to the Fourier theorem and to the un-
certainty principle) are inversely proportional
to the illumination time and therefore quite large.

Electron
reference

frame

Emitted
photons

Laboratory
frame

(a)

(b)
Detector

Figure 4 (a) The emission of photons by an electron, whose

trajectory is deviated by a bending magnet, occurs over a wide

angular range in the electron reference frame. Relativity drasti-

cally reduces this angular range when the emission is observed in

the laboratory frame. (b) In practice, however, the angular col-

limation is only present for the vertical direction. In the horizontal

direction, electrons at different points of the orbits emit in different

directions and the horizontal angular range is set by the portion of

the orbit ‘‘seen’’ by the detector.
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A detailed calculation shows that for a bending
magnet the photon energy bandwidth is close
to the relativistic ‘‘cyclotron’’ photon energy
E2g2heB/2pm0 – so that the relative bandwidth
Dhn/(hn)E1. In other types of synchrotron sources
such as the undulators (see Figure 5b and the
discussion later), the bandwidth is narrow rather
than broad as in bending magnets. Overall, the
emitted spectrum of a bending magnet can be
roughly imagined as a broad peak with center
close to B2g2heB/2pm0 and Dhn/(hn)E1. As
shown in Figure 6, a log–log plot of this peak
gives the familiar synchrotron spectrum.

* Collimation: the emission is limited to an angular
range E1/g.

* Flux: high and proportional to g2B2.
* Brightness: very high because of the high flux and

high collimation. In addition, the brightness is also
enhanced by the small source area A (eqn [1]). The
effective A is determined by the transverse section
of the electron beam circulating in the accelerator.
In modern storage rings as well as in other accel-
erators, the trajectories of the circulating electrons
are controlled with excellent accuracy. This
strongly limits A boosting the brightness.

* Coherence: the lateral coherence of a source of
electromagnetic radiation increases as the product
of the source size times the angular range decreas-
es, until it reaches the ‘‘diffraction limit’’ (for
which the product roughly equals the wavelength).
Thus, the same geometric factors that influence the
brightness (eqn [1]) also determine the lateral co-
herence. For a bending magnet, the high angular
collimation in the vertical direction produces high
lateral coherence in the same direction. The longit-
udinal coherence is determined by the relative
bandwidth Dhn/(hn) and, for a bending magnet, it

is quite limited. However, the longitudinal coher-
ence can be increased by reducing the bandwidth
with a monochromator.

* Polarization: for a bending magnet, the limited
angular range confines the emission to directions
close to the (horizontal) plane of the storage ring.
From their point of view, the emitting electrons
(Figure 7, right) appear to move along a horizon-
tal line, and their emission is linearly polarized
with the photon electric field in the horizontal
plane. Slightly out of the plane (Figure 7, middle),
the observed electron motion is elliptical and the
emitted light possesses a circularly polarized com-
ponent. As discussed later, other synchrotron
sources are also linearly or circularly polarized.

* Time structure: the electrons circulate around a
storage ring grouped in bunches. Every time a
bunch passes through a source point such as a ben-
ding magnet, a pulse of photons is emitted. Thus,
the time structure of a synchrotron source consists
of short pulses separated by longer ‘‘dark’’ intervals.
The parameters of the time structure depend on
those of the storage ring, and the pulse duration can
reach in some cases the picosecond range.

Detected
flux

(a)

Bending
magnet

Detector

Time

(b)

Detected
flux

Undulator

Time

Figure 5 (a) An electron going through a bending magnet emits

photons that illuminate the detector only during a short time

pulse. This corresponds to a broad photon energy bandwidth.

(b) An electron passing through an undulator, instead, illuminates

the detector continuously during a longer pulse, producing a nar-

row bandwidth. The undulator bandwidth is further decreased by

other factors.
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Figure 6 In first approximation, the spectrum emitted by a

bending magnet can be imagined as a broad peak. The convent-

ional way to show the spectrum, however, is a log–log plot that

transforms a peak-like line shape into the familiar spectrum of

bending-magnet synchrotron sources.

Top view

Intermediate

Side  view

Figure 7 The polarization of the bending magnet emission can

be understood by imagining to observe from different points of

view an electron moving in the storage ring. It is quite clear, for

example, why in the ring plane the emission is linearly polarized.
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Different Types of Synchrotron Sources

The previous discussion primarily dealt with bending
magnet sources. Other types of synchrotron sources
exist and are briefly reviewed here.

Wigglers

A wiggler (Figure 8) is a periodic sequence of dipole
magnets inserted in an otherwise straight portion of
a storage ring. It produces a series of transverse
‘‘wiggles’’ in the electron trajectory, each roughly
equivalent to the electron trajectory in a bending
magnet. The emission is thus approximately equiva-
lent to that of a series of bending magnets.

The positive aspects of a wiggler are mainly two.
First, the flux and the brightness are multiplied with
respect to a single bending magnet by the number of
wiggles. Second, the B-field strength can be selected
to tune the emission spectrum to a desired value (e.g.,
to very high photon energies in the hard-X-ray
range). This is not possible for bending magnets since
their field strength is dictated by the task of keeping
the electrons in a closed trajectory around the ring.

Undulators

An undulator is a device similar to a wiggler except
that the B-field strength is more limited and the
‘‘wiggles’’ along the electron trajectory are less pro-
nounced. As a consequence, the emission properties
are quite different from those of wigglers or bending
magnets.

Roughly speaking, the ‘‘wiggles’’ in this case pro-
duce angular deviations smaller than 1/g with respect
to the axis of the undulator. Since the angular spread
of the emission is B1/g, the emission corresponding to
one ‘‘wiggle’’ illuminates the subsequent wiggles, prod-
ucing coherent interference. As a result, the emitted
peak intensity increases with the square of the number
of wiggles rather than being proportional to it.

The photon energy spectrum of an undulator is al-
so quite different from that of a wiggler or a bending
magnet. First, the bandwidth is much narrower. The

reason (Figure 5b) is that for weak wiggles the de-
tector is illuminated during the entire passage of the
electron-torchlight through the undulator. The result-
ing longer pulse corresponds to a narrower photon
energy bandwidth. This effect is further enhanced by
other factors. In essence, therefore, an undulator
concentrates the emitted flux of a wiggler into a nar-
row bandwidth, achieving very high brightness.

This narrow bandwidth is centered at a photon
energy which is determined by the undulator period
rather than by other parameters (see Figure 9). The
physical explanation is again rather simple: in the
reference frame of an electron moving at relativistic
speed through the undulator, the periodic transverse
B-field is observed as the combination of a periodic
transverse B-field plus a transverse periodic electric
field perpendicular to the B-field, both moving at a
speed Bc. In other words, it is observed as an elect-
romagnetic wave.

Interacting with this wave, the electron emits
waves with the same wavelength. In its reference
frame, this is the undulator period L shortened by g
because of the Lorentz contraction. When observed
in the laboratory frame, the wavelength is further
decreased by a factor B2g by the Doppler effect,
becoming EL/(2g2). The corresponding photon
energy is E2g2hc/L.

In addition to this photon energy, the undulator
also emits higher harmonics corresponding to its
integer multiples. As the B-field increases, the se-
quence of higher harmonic merges into one broad
spectrum corresponding to the wiggler emission.

The fundamental-harmonic photon energy E2g2

hc/L of an undulator is shifted when the emission is
detected along a direction other than the undulator

Wiggler

Figure 8 A wiggler is a periodic series of magnets inserted

along a straight section of the storage ring. The magnets cause

lateral undulations or ‘‘wiggles’’ of the electrons with respect to

their otherwise straight trajectory. The resulting photon emission

is similar to that of a series of bending magnets.

Undulator (side view)

Emitted photons:
wavelength = L /�
in the electron
frame

Laboratory frame (Doppler effect):
wavelength ≈ L /2�2

L

Electron
frame:

L→L /�

Figure 9 Schematic explanation of how the two relativistic ef-

fects (Lorentz contraction of the undulator period and Doppler

shift) determine the ‘‘central’’ emitted wavelength and photon

energy of an undulator.
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axis, or when the B-field changes. The reason is sim-
ilar in both cases: at an angle y from the ‘‘forward’’
direction, the Doppler factor is no longer E2g and
becomes a function of y. Similarly, as the B-field in-
creases the transverse wiggles decrease the electron
speed along the undulator axis and effectively modify
the g-factor in the Doppler shift.

Taking both effects into account, the first-harmon-
ic photon energy of the undulator changes from
2g2hc/L to

hn ¼ 2g2hc

L
1þ K2

2
þ g2y2

� �
½3�

where the K-factor depends on B: KpBL. Equation
[3] has a very important impact on the operation of
undulator sources: by changing the B-field (e.g., the
gap between permanent magnets), one can tune the
emitted photon energy to a desired value.

Contrary to bending magnets, undulators achieve
high angular collimation not only on the vertical
direction but also horizontally. In fact, during the
entire emission process, the electron stays in a
straight trajectory except for small transverse wig-
gles, and this limits the horizontal angular diver-
gence. This also implies that the lateral coherence is
high both vertically and horizontally.

Finally, the undulator emission is linearly polarized
with the electric vector in the horizontal plane. The
reason is that, when observed from the point of view
of the detector, an emitting electron looks like an
oscillating charge along a horizontal line.

Helical Wigglers

For many applications of synchrotron sources, it is
necessary to have circular polarization. It is seen that
circular polarization does exist in the out-of-plane
emission of bending magnets. However, the emitted
intensity strongly decreases as the direction diverges
from the horizontal plane. Therefore, bending
magnets can only provide circularly polarized pho-
ton beams of moderate intensity.

Dedicated sources for circular polarization are
based on special magnet arrays that force the elec-
trons to move along a periodic helical path rather
than simply undulating in the transverse direction.
Such devices can operate either in the wiggler mode
(‘‘helical wigglers’’) or as undulators.

Linear Accelerator (LINAC) Sources

Almost all synchrotron sources are based at present
on electron storage rings. The reason is that electrons
in such a ring can circulate after injection for a very
long period of time. Photons are thus produced by

the same electron beam for hours or days, and this
drastically decreases the operation cost.

On the other hand, the emission of photons inter-
feres with the operation of the storage ring limiting
the capability of optimizing the electron beam
geometry for photon emission. This problem is less
severe for LINACs where the electron beam passes
only once through the accelerator. However, the
electron beam is also used only once to produce
photons and this increases the operation cost (nota-
bly, the electric power) to prohibitive levels.

A new strategy is emerging in which the electron
beam after passing through the accelerator is slowed
down giving back most of its energy to the system.
With this ‘‘energy recovery’’ scheme the cost of using
a LINAC could be reduced to an acceptable level.

Free-Electron Lasers

Standard synchrotron sources are not based on a laser
mechanism: they do possess laser-like properties such
as high collimation, but they are not lasers. There
exists, however, a special class of synchrotron-related
sources that operate as lasers: the free-electron lasers
(FELs).

A laser is based on two ingredients: optical ampli-
fication and the optical cavity. Optical amplification
can be achieved in a variety of solid, gas, and liquid
media. In the case of FELs, the optically amplifying
medium is a relativistic electron beam during its in-
teraction with a wiggler. Under adequate geometric
conditions, the electron beam can produce sufficient
optical amplification for lasing action.

This approach is implemented with different types
of electron accelerators and is widely used to produce
high-quality photon beams in the infrared range.
However, its implementation becomes more difficult
at shorter wavelengths in the ultraviolet and X-ray
ranges. In fact, the effectiveness of the FEL optical
amplification mechanism decreases with the wave-
length. Furthermore, one cannot fabricate an optical
cavity for short wavelengths since normal-incidence
reflection is extremely limited. Therefore, the optical
amplification must be sufficient to produce laser ac-
tion without the cavity.

The most effective way to overcome these difficul-
ties is the SASE (self-amplified spontaneous emission)
mechanism, in which extremely good geometric con-
ditions are achieved for the photon beam in a super-
conducting LINAC. The corresponding devices are
called SASE X-FELs. The SASE mechanism has
already been used to produce laser beams with inc-
reasing photon energies.

One should note that X-FELs cannot replace syn-
chrotron sources based on storage rings. The lasing
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mechanism, in fact, produces very high peak bright-
ness over ultrashort pulses (that could reach 100 fs
or less). These pulses are excellent for applications
that require a high peak brightness but not useful
when longer pulses or a quasicontinuum emission is
required.

Inverse Compton Scattering Sources

Synchrotron sources have been often proposed for
practical applications beyond research, for example
in medical radiology. The major obstacle is that
standard synchrotron sources have a large size and a
high cost. Therefore, they cannot be simply added
to the instrumentation of another facility such as a
hospital.

The efforts to develop compact storage rings were
not too successful, since a small storage ring of suf-
ficiently high energy becomes vulnerable to instabil-
ities and is generally difficult to operate. A promising
alternate strategy is based on the inverse Compton
scattering mechanism (Figure 10).

Imagine a relativistic electron beam sent head-on
against a low-energy photon beam. The photons
are Compton-backscattered shortening their wave-
length. This phenomenon can be easily understood
in terms of two Doppler shifts: first, the incoming
photon beam is Doppler-shifted in the electron ref-
erence frame. Then, the electrons become the sourc-
es of the backscattered photons which appear again
Doppler-shifted in the laboratory frame. This means
that the overall shift factor is E(2g) (2g)¼ 4g2: an
incoming photon energy hn in the infrared range can
thus produce an X-ray beam with photon energy
4g2hn. Depending on the incoming photon energy
hn, the production of X-rays can thus be achieved
even with a compact accelerator with moderate g-
factor.

Compton backscattering sources will not be able
to reach high brightness and coherence levels.
However, they could be suitable for practical appli-
cations such as synchrotron radiology, and their size
and cost could fit the use in a hospital.

The Overall Picture

The different types of synchrotron or synchrotron-
related sources, either already implemented or under
development, provide extreme flexibility in matching
the needs of a wide variety of applications. Figure 11
presents a summary overview of the characteristics of
the emission of the different machines.

Practical Use of Synchrotron Sources

Synchrotron sources ceased long ago to be exotic
instruments, only used by a tiny minority of scien-
tists. They have become instead standard instruments
used by a large part of the research community in
diverse disciplines. Dozens of facilities are in oper-
ation in many different countries, most of them at no
cost for qualified users performing nonproprietary
research. Additional programs, for example, those
supported by the European Commission, provide
support to users for travel and lodging expenses.

Each synchrotron facility serves its users with a
variety of instruments. Roughly speaking, the core
of the facility is an accelerator such as a storage ring

e

Compton backscattering

h�

4�2h�

Figure 10 Compton backscattering: a laser beam of photons is

sent head-on against a bunch of relativistic electrons. The laser

beam is backscattered and its photon energy changes from the

visible or infrared domain to X-rays.
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with its injection and control systems. The emitted
photons are collected by beamlines that improve
the photon beam characteristics (e.g., by selecting a
narrow band of photon energies with suitable mon-
ochromators) and convey them to experimental
chambers. In the accelerator, the electrons must cir-
culate under ultrahigh vacuum. Many of the beam-
lines are also under vacuum since no window can be
used to separate them from the accelerator without
decreasing or completely eliminating the photon
beam intensity.

The typical operation cycle of a synchrotron fa-
cility begins with the injection of electrons (or pos-
itrons) in the accelerator. If this is a storage ring,
the electron beam keeps circulating and emitting
photons for hours or days and the energy lost
through photon emission is restored by radiofre-
quency cavities. Natural losses steadily reduce the
circulating electron beam until a new injection and
the beginning of a new operation cycle. In a very
few cases such as the Swiss light source (SLS), the
injection is performed continuously so that the elec-
tron beam can circulate indefinitely and experiments
have no time limitations.

See also: Core Photoemission; Crystal Structure Deter-
mination; Molecular Crystallography; Multicircle Diffract-
ometry Methods; Photoelectron Spectromicroscopy;
Relativity; Scattering, Inelastic: X-Ray (Methods and Ap-
plications); Valence Photoemission; X-Ray Absorption

Spectroscopy; X-Ray Standing Wave Techniques; X-Ray
Topography.

PACS: 07.85.�m; 07.85.Qe; 41.60.Cr; 41.60.�m;
41.85.Lc
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Heat transport in solids is characterized by thermal
conductivity coefficient k defined by the formula

q ¼ �krT ½1�

Heat flow per unit cross-sectional area is proportional
to the gradient of temperature. The ‘‘minus’’ sign in
eqn [1] indicates that heat flows in the direction op-
posite to the temperature gradient. There are two
main carriers involved in heat transport in solids:
thermal vibrations (called phonons) and electrons.
The carriers might be scattered by phonons and lattice
imperfections. It is assumed that phonons as well as
electrons, upon being scattered, diffuse through the
material. The simple formula for thermal conductivity
coefficient comes from the kinetic theory of gases:

k ¼ 1
3 ðc l vÞ ½2�

where v is velocity, l the mean free path of heat car-
riers, and c the specific heat per unit volume. In case
of phonons, v is sound velocity. The typical value of
sound velocity in solids is 3–5� 103m s–1. Phonons
are involved in heat transportation in all materials.
Electrons are particularly important in metals. Ther-
mal excitations of electrons in metals are only possible
for electrons occupying energy levels close to the Fer-
mi level. Only unoccupied electronic states available
in the energy range of the order of thermal excitations
participate in the heat transport process. The typical
value of Fermi velocity calculated for metals is of the
order 106m s–1, which is much larger than the velocity
for phonons. This is why metals are among the best
solid-state heat conductors. At low temperatures,
velocity of phonons and Fermi velocity of electrons
do not depend on temperature. The heat capacity
of electrons might be calculated by employing the

free-electron theory; c is proportional to temperature.
The heat capacity of phonons, according to the Debye
model, is proportional to T3. The temperature de-
pendence of mean free path for heat carriers depends
on the scattering processes. The following scattering
processes will be considered; phonon–phonon, pho-
non–crystal defect, electron–phonon, and electron–
impurity. A good assumption is that thermal resist-
ances are additive. Scattering of heat carriers
on phonons is temperature dependent because the
number of phonons depends on the temperature,
leading to a temperature-dependent mean free path.
Scattering on defects or impurities results in a mean
free path independent of temperature. The thermal
conductivity of some specific types of materials is
considered in the following sections.

Insulating Crystals

Thermal conductivity in insulating crystals is dom-
inated by phonons. There are two very distinct tem-
perature ranges. At intermediate temperatures, about
one-tenth of the Debye temperature, the specific heat
of phonons is temperature independent and the mean
free path for phonon scattering decreases as B1/T
with temperature. According to formula [2], one can
expect similar temperature dependence of the ther-
mal conductivity coefficient in this temperature
range. At low temperatures, T{Y, the number of
phonons is low and phonon–phonon scattering is
strongly reduced. Scattering on crystal defects and
grain boundaries becomes dominant. The mean free
path of phonons for these scattering processes does
not depend on temperature. The specific heat in this
temperature range is proportional to T3; thus the
thermal conductivity coefficient is

KphpT3 for T{Y ½3�

As a result, at intermediate temperatures, a broad
maximum of thermal conductivity coefficient is
observed. The position of the maximum and the



thermal conductivity coefficient values at low tem-
peratures strongly depend on the purity of the crystal
and the number of defects. Examples of thermal
conductivity coefficient versus temperature are given
in Figure 1a. For some insulating crystals, such as
diamond and sapphire, with very low concentration
of defects and impurities, the thermal conductivity
coefficient at the maximum might be larger than

that for highly conductive metals such as copper and
silver.

Metals

Heat transport in metals is mainly due to electrons.
The thermal conductivity coefficient is given by
formula [2], where c is the electron specific heat
proportional to temperature, v the Fermi velocity
(independent of temperature), and l the electron
mean free path. At temperatures less than 10K, elec-
trons are mainly scattered at impurity atoms and
crystal defects. It makes the electron mean free path
to be independent of temperature. Thus the thermal
conductivity coefficient Kel is proportional to T. At
higher temperatures, scattering at phonons has to be
taken into account. The number of phonons increas-
es with temperature, which decreases the mean free
path of electrons and the thermal conductivity of
metals. Here again a broad maximum of thermal
conductivity coefficient is observed, but at tempera-
tures lower than that for phonons in dielectric crys-
tals (see Figure 1b). In heavily disordered alloys, the
electronic thermal conductivity might be reduced so
strongly that it becomes comparable with lattice
conductivity due to phonons.

Wiedemann–Franz Law

In metals at low temperatures, electrons carry both
heat and electric current. Electrical conductivity is
independent of temperature, while specific heat of
electrons and thermal conductivity coefficient are
proportional to temperature. The ratio of thermal
conductivity coefficient and electrical conductivity is
proportional to temperature

k=s ¼ L0T ½4�

where L0 ¼ ðpkB=eÞ2=3 ¼ 2:45WOK�2 is a univer-
sal constant called the Lorenz number. The
Wiedemann–Franz law [4] holds for low tempera-
tures but is also valid for high temperatures T4YD,
where electron transport is limited by large-angle
electron–phonon scattering. It is sometimes used for
estimation of thermal conductivity coefficient from
electrical resistivity measurements.

Noncrystalline Solids

Thermal conductivity of noncrystalline solids is a very
special case of heat transport via phonons. An almost
universal T2 temperature dependence of thermal
conductivity coefficient is observed for nonmetal
glassy solids. Examples are given in Figure 2. The
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specific heat of amorphous solids has been observed
to vary linearly with temperature below 1K (e.g., at
25mK, it is 103 times larger than Debye specific heat
of crystalline solids). P WAnderson and WA Phillips
independently proposed a mechanism for thermal
excitations leading to an unusual temperature de-
pendence of specific heat of glasses. They assumed
that, in disordered glassy phase, many atoms have
more than one position available. Almost equivalent
positions are separated by an energy barrier. At low
temperatures, there is a finite probability for an atom
to tunnel from one position to another. The tunneling
gives large contribution to the specific heat, which is
proportional to temperature. The mean free path
of heat carriers (phonons) is limited by such two
energy level scattering centers. Universal T2 temper-
ature dependence and similar absolute values of ther-
mal conductivity coefficient for various noncrystalline
dielectrics show that disorder is the limiting factor for
phonon heat transport. Electron heat transport in
glassy metals might be negligible at low temperatures.

Superconductors

In the superconducting state of a metal, some of the
electrons occupying states in the vicinity of the Fermi
level form Cooper pairs. All Cooper pairs being
bosons, they condense to the ground state, separated
from the excited states of normal electrons by an
energy gap DE. The pairs cannot be scattered unless

the excitation is large enough to break a pair into
single electrons, and this is why Cooper pairs cannot
carry heat. Only the remaining unpaired electrons in
the vicinity of the Fermi level might be carriers in
heat transport. The number of these electrons de-
creases rapidly with temperature and is proportional
to expð�DE= kBTÞ. The thermal conductivity of a
superconductor is a product of normal-state electron
thermal conductivity and the number of unpaired
electrons:

k ¼ T expð�DE=kBTÞ ½5�

At temperatures much lower than the critical tem-
perature, the electronic thermal conductivity of
aluminum, one of the best thermal conductors at
ambient temperature, is as low as the thermal con-
ductivity of insulators. The thermal conductivity of
nonsuperconducting and superconducting aluminum
in the temperature range below 1K is given in Figure
3. The thermal conductivity coefficient of copper and
insulator Epibond 121 epoxy resin frequently used in
low-temperature experiments is also given for com-
parison. At 50mK, the thermal conductivity coeffi-
cient of superconducting aluminum is less than 10–5

of the coefficient for nonsuperconducting aluminum.
This property of superconductors opens interesting
possibilities in low-temperature experiments. A su-
perconductor might be easily switched into normal
state by applying a large magnetic field. A piece of
aluminum wire might serve as a thermal switch. At
zero magnetic field, the switch is in a superconducting
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state and behaves like a thermal insulator, while in
presence of the magnetic field its thermal conductivity
increases by more than 105 times, becoming compa-
rable with the conductivity of the best solid-state
thermal conductors.

Nanostructures

Rapid progress in the synthesis and processing of
materials in the nanometer length scale has created a
demand for better understanding of thermal trans-
port in nanostructures and nanostructured materials.
Heat transport in nanoscale systems is still not well
understood. Unusual values of thermal conductivity
coefficient were experimentally observed. Extremely
high thermal conductivity coefficient 6600Wm� 1

K–1 was predicted for an isolated carbon nanotube.
The room-temperature thermal conductivity coeffi-
cient as high as 3000Wm� 1K–1 was measured for a
multiwall carbon nanotube with a diameter of
14 nm. Some recent attempts to measure the ther-
mal conductivity of mats of carbon nanotubes gave
disappointing results. Due to weak coupling between
the carbon nanotubes, the measured thermal con-
ductivity of the mats was found to be much less than
expected. On the other hand, extremely low thermal
conductivity was reported for mesoscopic GaAs
beams supporting a nanostructure bolometric device.
The thermal conductivity coefficient for beams of
dimensions 0:25� 0:15� 6 mm (see Figure 4) was
found to be 104 times less than for bulk GaAs.

Superfluid 4He

Among the best heat conductors is superfluid 4He at
temperatures above 1K. Its thermal conductivity

might exceed the thermal conductivity of the best
metal heat conductors by 103 times. The ability of
superfluid helium to transport enormous amount of
heat might be well explained in terms of a simple
two-fluid model. According to the model, superfluid
helium consists of two inseparable fluids – normal
fluid and superfluid. The equilibrium concentrations
of fluids depend on temperature. At lower tempera-
tures, the concentration of the superfluid is larger. A
superfluid is a zero-entropy fluid and does not carry
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heat. If heat is supplied at some spot into superfluid
helium, it must be transported away if the tempera-
ture is to remain constant. The most efficient way of
doing this is converting the superfluid component into
a normal one. Excess of normal fluid must flow away
and be replaced by superfluid. The flow of normal
component is a viscous one. Its viscosity increases and
thermal conductivity of superfluid helium decreases
when temperature is lowered. Experimental data on
thermal conductivity of 4He are given in Figure 5.
Slopes of the curves presented change at 0.6K, point-
ing that below this temperature, the process of inter-
nal convection described above becomes negligible for
heat transport. Longitudinal phonons carry heat only
at temperatures below 0.6K. The specific heat of

phonons is proportional to T3. Since the mean free
path of phonons and the sound velocity are inde-
pendent of temperature, the thermal conductivity of
superfluid helium below 0.6K is proportional to T3.

Kapitza Resistance

Piotr Kapitza discovered a very interesting phenome-
non in 1941. He observed a thermal boundary resist-
ance (the ‘‘Kapitza resistance’’) between liquid helium
and a number of solids. The phenomenon, very spe-
cific for heat transport at very low temperatures, was
explained in terms of acoustic mismatch theory by
Kalatnikov. He considered phonon traveling in liquid
helium with velocity vl and striking the liquid–solid
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boundary at an angle al (see Figure 6). Snell’s law de-
scribes refraction of an acoustic wave at the boundary:

sin al=sin as ¼ vl=vs ½6�

where the index s refers to the solid. The critical angle
given by

acl ¼ arcsin vl=vs ½7�

defines critical cone for incident phonons entering into
solid phase. Phonons striking the boundary at angles
outside the critical cone are reflected back into the
liquid. Below 1K, the sound velocity in helium is
238ms� 1, while in solids it is typically 5� 103

m s�1. It gives a critical angle less than 31 and crit-
ical cone solid angle of 2p� 10�3. It means that the
fraction of phonons which may enter the solid is 10� 3

of phonons hitting the boundary. At thermal equilib-
rium, the same amount of energy must be transmitted
from both sides of the boundary. It was calculated that
Kapitza thermal boundary resistivity (resistance per
unit of area) is proportional to T3.

In Figure 7, the Kapitza resistivities are given for
various solid–liquid and solid–solid boundaries. The
Kapitza resistance might create serious problems in
heat exchange between helium and solids as well as

between different solids at temperatures below
50mK.

See also: Low-Temperature Properties of Materials.

PACS: 44.10.þ i; 44.20.þb; 66.60.þ a; 66.70.þ f
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Nomenclature

c specific heat per unit volume
e elementary charge
kB Boltzmann constant
l mean free path
L0 Lorenz constant
q heat
T temperature
v velocity
DE energy gap
a angle
s electrical conductivity
Y Debye temperature
k thermal conductivity
r gradient
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Introduction

A general overview of thermodynamic principles is
provided herein, with emphasis on topics that are
useful in dealing with materials properties. Readers
are referred to the ‘‘Further reading’’ section for an in-
depth coverage of the subject matter presented here.

The Zeroth Law, Temperature, and
Equations of State

The venerable field of thermodynamics rests on four
basic laws that are discussed in turn.

The zeroth law asserts that ‘‘two bodies in equi-
librium with a third are in equilibrium with each

other.’’ This seemingly obvious statement of transitive
properties has important ramifications: consider sys-
tems 1 and 2 surrounded by walls that effectively
isolate them from the rest of the universe, but allow
them to be independently subject to mechanical de-
formations via pressures P1 and P2 (forces per unit
area) that deform their volumes V1 and V2. While the
systems are separated, these four quantities may be
varied independently. However, when joined together
and allowed to equilibrate, it is an experience of
mankind that only three of the four variables may
be independently altered. This is expressed mathe-
matically by the relation b3 ðP1;V1;P2;V2Þ ¼ 0. Re-
peat the process for systems 1 and 3, leading to the
expression b2 ðP1;V1;P3;V3Þ ¼ 0. Then by the zer-
oth law, b1 ðP2;V2;P3;V3Þ ¼ 0 on combining sys-
tems 2 and 3. As long as mutual equilibrium prevails
after each combination, system 3 remains unaltered
in its union with either system 1 or 2; one can then
solve for P3 in the functions b2 and b1 to express
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P3 ¼ F1 ðP2;V2;V3Þ ¼ F2 ðP1;V1;V3Þ, from which
the following difference function is constructed:
F1 ðP2;V2;V3Þ � F2 ðP1;V1;V3Þ � l ðP1;V1;P2;V2;
V3Þ ¼ 0. Unfortunately, a glaring inconsistency now
emerges: the functional dependence of l on V3 is ab-
sent from the function b3 ¼ 0; also, it makes no sense
to refer to l in system 3 when combining systems
1 and 2. To resolve this impasse, let V3 occur in F1

and F2 so as to cancel out when their difference is
constructed. This may be achieved in most general
terms by writing F1 ¼ f2 ðP2;V2Þ h ðV3Þ þ q ðV3Þ
and F2 ¼ f1 ðP1;V1Þ h ðV3Þ þ q ðV3Þ, where h and
q are arbitrary functions of V3. Substitution of the
last two equations in the function l then leads to the
relation

f1 ðP1;V1Þ ¼ f2 ðP2;V2Þ ½1a�

Similarly, consistent with the zeroth law,

f1 ðP1;V1Þ ¼ f3 ðP3;V3Þ ½1b�

Reference is now made only to the variables appro-
priate to each separate system. Equations [1a] and
[1b] thus characterize the equilibration process, and
they permit one to consider system 1 as a reference
standard that determines whether systems 2 and 3 are
in equilibrium, according as system 1 is or is not
changed when it comes successively in contact with
systems 2 and 3. Clearly, the functional interrelation
specified by f1 (P1, V1) is of great significance; there-
fore, a short-hand notation symbol t1, termed the
‘‘empirical temperature function’’ is provided for this
function. The relationship ti ¼ fi ðPi;ViÞ is known as
an ‘‘equation of state’’ for system i. One can thus
characterize the empirical temperature of a given sys-
tem through measurements of its pressure and/or
volume. While it has been worked here with mechan-
ical variables, other experimental measurements
could have been used in a similar fashion to con-
struct empirical temperatures. Many different meth-
ods for monitoring temperature have been employed;
these are described in review articles on the subject,
such as listed in the ‘‘Further reading’’ section. Only
the use of a gas thermometer is briefly discussed here.
Other commonly used techniques include measure-
ments of electrical resistivity, thermocouple voltages,
paramagnetic susceptibility, pyrometers, and thermal
expansion; a description of these and other techniques
would be beyond the confines of this article.

The labeling of ti as ‘‘temperature’’ obviously in-
troduces a link between physical properties and hu-
man sensory perceptions of ‘‘hotness levels.’’ The
ordering of different hotness levels requires a quan-
tification scheme via an empirical temperature scale;

one may employ the equation of state of any suitable
material as one indicator of hotness; an enormous
multitude of other indicators has been applied for
the same purpose (see the ‘‘Further reading’’ section).
For present purposes, Boyle’s law f ðP;VÞ ¼ PV ¼
constant � t is adopted, which applies to an ideal
gas, such as He at low pressure and at a constant
temperature well above its critical point. The PV
product can then be used as a measure of hotness. A
useful quantification scheme is the so-called ‘‘Celsi-
us’’ scale that assigns the values t¼ 01C (the original
intent, but nowadays assigned a value 0.011C) and
t¼ 1001C to water that is equilibrated, respectively,
with ice and with steam at 1 bar. Let V, V0, and V100

be the volume of He gas at a fixed, low pressure and
at temperatures t, 01C and 1001C respectively; then t
is specified by

t ¼ 100ðV � V0Þ=ðV100 � V0Þ ¼ 100V=ðV100 � V0Þ
� 100V0=ðV100 � V0Þ � T þ T0 ½2�

A straight line plot of t versus V based on the above
two assigned points extrapolates to an intercept T0 �
�100V0=ðV100 � V0Þ which has been found to have
the value � 273.151C, where the volume V of the
ideal gas would vanish, if the gas could be main-
tained at lowest temperatures. (Actually, the third
law, discussed below, shows that a perfect gas cannot
exist at very low temperatures. This, however, does
not prevent introducing the ideal gas concept as an
excellent approximation to properties of a real gas,
and then extrapolating its characteristics to the ul-
tralow temperature range, showing what its proper-
ties would be if the gas could be maintained in that
range.) The extrapolation to V¼ 0 suggests that there
exists a natural lower limit to the hotness levels, and
that an absolute temperature scale may be set up by
adding 237.15 to the Celsius scale. One thereby es-
tablishes the ‘‘thermodynamic temperature scale’’ T
(K)¼ t(1C)þ 273.15.

Force, Heat, Work, and the First Law of
Thermodynamics

In preparation for the next step, let xi represent a
‘‘deformation or thermodynamic coordinate’’ (such
as volume, pressure, temperature, mole number, and
the like) that characterizes the thermodynamic state
of a given system, and let fi represent any causative
agent by which this particular state may be altered;
this is taken to be the ‘‘thermodynamic force.’’ Then,
the element of work of type i performed ‘‘on a
system’’ by its surroundings is specified by fidxi; if
more than one force brings about a change in xi, the
various contributions must be summed. fi must
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remain sufficiently small so as to avoid turbulent or
dissipative effects, otherwise, a whole host of extra-
thermodynamic variables would be required to char-
acterize the process. One thus deals with reversible
processes that involve only infinitesimal displace-
ments of a system from equilibrium. Also, the force
itself may depend on the displacement and may or
may not be collinear with the deformation coordi-
nate. These situations are addressed by expressing
the work performed on the system when changing its
state from x1 to x2 as Wi ¼

R x2
x1

f iðxiÞ � dxi, where the
force is taken to be a vector and the dot vector
product has been introduced. In general, such a line
integral depends on the chosen path that takes the
system from state x1 to x2, whence this is also the
case for the differential quantity oW ¼ f iðxiÞ � dxi. To
emphasize this point, the special symbol o has been
used. It is obviously awkward to have to deal with
path-dependent entities; hence, one searches for
functions that depend only on the initial and final
states of a given process; such entities are known as
‘‘functions of state.’’ In the present example, a path-
independent work performance may be generated if
the force is representable as the gradient of a poten-
tial, so that f ¼ �rj, whence

�Wi ¼ �
Z x2

x1

f iðxiÞ � dxi

¼
Z x2

x1

rf � dxi ¼ fðx2Þ � fðx1Þ

is indeed seen to depend only on the initial and final
values of f. The presence of the minus sign indicates
that in going from a higher potential f(x2) to a lower
potential f(x1), the system does work on the sur-
roundings, the negative of work done by the sur-
roundings on the system.

Mathematical formulations of commonly encoun-
tered types of work are briefly listed, but the list is
not exhaustive: (1) mechanical pressure – volume
work: oW ¼ �P dV; (2) enlargement of surface area
A: oW ¼ �s dA, where s is the surface tension;
(3) gravitational work involved in lifting mass M dn
(M is the gram-molecular mass and n is the mole
number) through a height z: oW ¼ gzM dn, where g
is the gravitational constant; (4) electrostatic work
(in Gaussian units): oW ¼

R
d3rE �dD=4p ¼ �R

V d3rP �dE0, where E, D, P, E0 are, respectively,
the electrostatic field in the presence of the sample,
the electric displacement vector, the polarization
vector, and the preexisting electrostatic field prior
to sample insertion. The first integral must be taken
over all space; the second extends over the volume
of the sample, since P vanishes outside the confines
of the specimen; (5) magnetic work (in Gaussian

units): oW ¼
R
d3rH �dB=4p ¼

R
V d3rH0 �dM. Here,

H, B, H0, and M are, respectively, the applied magne-
tic field in the presence of the sample, the magnetic
induction, the applied magnetic field prior to inser-
tion of the sample, and the magnetic moment vector.
The above shows that work performance can always
be determined from first principles; alternatively, it
may be measured experimentally. This is of impor-
tance in what follows.

‘‘The first law of thermodynamics’’ states in part
that when work W|a is performed adiabatically (that
is, on a system impervious to changes in temperature
of the surroundings) thereby changing its state from
x1 to x2, then this change is independent of the type
of work performed and independent of the path taken
to effect this change. In these circumstances, one
deals with a function of state, termed energy, here
designated as U, that characterizes the x1 to x2 trans-
formation via DU � U2 �U1 ¼ Wja. If now, the
same process is carried out under nonadiabatic con-
ditions, the DU ¼ W equivalence no longer holds,
thus seemingly impairing the usefulness of the energy
concept. However, in the nonadiabatic process, addi-
tional changes take place that need to be considered.

The first law of thermodynamics asserts that there
exists a function of state U, termed the internal
energy, such that, for any process whatsoever that
takes a system from an initial state xn to a final state
xf, the difference DU � Uf �Un depends solely on
the thermodynamic coordinates xn and xf and is in-
dependent of the path connecting these states. DU
can be determined experimentally, or theoretically
from W|a. In nonadiabatic changes between the same
states, DU remains exactly the same, but now the
work performance W is different: DU �Wa0. It is
then expedient to introduce a deficit function Q,
termed heat transfer, that reinstates the equality in
the form: Q� ðDU �WÞ ¼ 0. One thus arrives at
the following formulation for the first law of ther-
modynamics:

DU ¼ QþW or dU ¼ oQþ oW ½3�

where the second formulation applies to an infini-
tesimal stage of the process; d and o are used when
one deals with infinitesimal processes that are not
or are path dependent. Thus, Q and W are two dif-
ferent manifestations of energy in transit across the
boundary separating the system from its surround-
ings. Q40 (o0) increases (decreases) the energy of
the system via an inflow (outflow) of heat; similarly,
for the work transfer W40 (o0). While Q, W, oQ,
oW generally are path dependent, their sum in eqn
[3] is not. Thus, given a set of n thermodynamic
variables x ¼ fx1; x2;y; xng, the function of state U
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has the differential form of an analytic function:

dU ¼
Xn
j¼1

ð@U=@xjÞ dxj ½4�

Clearly, if processes occur totally within the system,
there is no transfer of heat or work across the
boundaries; then DU ¼ 0, which is an expression of
the law of conservation of energy in an isolated sys-
tem. This also disposes off the possibility of having a
perpetual motion taking place.

Heat Transfer, Entropy, and the Second
Law of Thermodynamics

The next law has been phrased in several different
ways: the most common versions involve the state-
ments enunciated by Kelvin and by Planck; these are
derived below from more general principles. They
are generally presented in elementary textbook dis-
cussions that build up to the second law. There is
nothing wrong logically with this procedure. How-
ever, intellectually it is rather unsatisfactory to base a
fundamental thermodynamic principle on statements
concerning the operation of a heat engine.

A more general formulation was provided by
Carathéodory: in every neighborhood of any state
of an adiabatically isolated system, there exist other
states that cannot be accessed from it by any process.
This statement really provides the proper theoretical
background to the second law, but considerable
mathematical sophistication is needed to show how
this statement leads to the concept of entropy (for a
full discussion of this matter see the ‘‘Further rea-
ding’’ section). Here, one can simplify matters
by noting that just as one connected an adiabatic
performance of work to the establishment of a func-
tion of state, a transfer of heat can also be used to
the same end. Effectively, the first part of the second
law of thermodynamics is equivalent to the statement
that a reversible infinitesimal transfer of heat to a
system oQjr, though path dependent, is related by
a scaling (or integrating) factor l to a new differen-
tial function of state, the empirical entropy s, via
os ¼ oQjr=l.

The determination of l is accomplished through a
set of tight arguments by considering the process of
combining two systems A and B into a compound
unit C. Let the heats transferred to the surroundings
in an infinitesimal process be designated by oQa and
oQb for the component parts, and by oQc for the
compound system, oQa þ oQb ¼ oQc. Then, ac-
cording to the second law,

dsc ¼ ðla=lcÞdsa þ ðlb=lcÞdsb ½5�

Let the deformation coordinates of A and B be
given by x1; x2;y;xn�1, t and y1; y2;y; ym�1, t re-
spectively, where t is the common empirical temper-
ature of the compound system. Mathematically, one
can then solve for xn�1 in terms of x1; x2;y; xn�2, t,
sa and for ym� 1 in terms of y1; y2;y; ym�2, t, sb. It is
now asserted that: (1) sc must be independent of
x1; x2;y; xn�2; y1; y2;y; ym�2; and t. If this were
not so, eqn [5] would necessarily contain terms
involving the differential quantities dx1;dx2;y;
dym�2, dt (see eqn [4]). (2) The ratios la/lc and lb/
lc cannot depend on these variables; otherwise, state-
ment (1) would be contradicted. (3) lc cannot depend
on y1; y2;y; ym�2; for, if it did, then la in eqn [5]
would have to depend on these same coordinates in
such a manner as to cancel out from the ratio la/lc,
for consistency with statement (2) and (1). However,
la cannot possibly depend on the y-coordinates ap-
propriate to system B. By the same reasoning, lc must
be independent of x1; x2;y; xn�2. (4) Furthermore,
la and lb cannot depend on x1;x2;y; xn�2 and
y1; y2;y; ym�2, respectively. For, according to (3)
these variables are missing from lc, whence the ratios
la/lc and lb/lc must also be free of these variables, to
remain consistent with (1), (2), and (3). However, this
argument does not apply to t, which is common to A,
B, and C. (5) As a consequence of (1)–(4), the func-
tions la, lb, and lc can involve at the most, the
variables (sa, t), (sb, t), and (sa, sb, t), respectively. (6)
The functional dependences mentioned in (5) must
have the form la ¼ jaðsaÞTðtÞ, lb ¼ jbðsbÞTðtÞ, and
lc ¼ jcðsa; sbÞTðtÞ, in which T(t) is a common
though arbitrary function of the empirical tempera-
ture t; this function cancels from the ratios la/lc and
lb/lc in eqn [5], in consonance with requirement (2).
In summary, it is found that

oQa ¼ TðtÞjaðsaÞdsa � TðtÞdSa
oQb ¼ TðtÞjbðsbÞdsb � TðtÞdSb
oQc ¼ TðtÞjcðsa; sbÞdsc � TðtÞdSc

½6�

where S in dSa � jaðsaÞdsa, etc., is termed the met-
rical entropy. As described earlier, one can select any
arbitrary function for T; T is thus taken to be iden-
tical with the thermodynamic temperature scale of
eqn [2]. Further, equilibrium conditions have been
assumed throughout, so that all processes must be
executed reversibly. Thus, one is led to the result

oQjr ¼ T dS ½7�

which relates the state function S to the reversible
transfer of heat across the boundaries of the system.

Now, the corollary of the second law is introduced
as follows: For any process in a system in (adiabatic),
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isolation, the entropy of the final state is never less
than that of the intial state. Thus, dSjaX0; the equal-
ity holds at equilibrium, and the inequality applies to
processes taking place totally within an isolated sys-
tem; thus, the entropy increases in such processes and
reaches a maximum when equilibrium is attained.

Cyclic Processes: The Clausius Inequality

The relation between entropy and heat transfer is
clarified by considering a process in which a system is
taken reversibly from an initial state n to a final state
f, involving a heat exchange oQjn�f

r . This is to be
compared to the heat exchange oQjn�f

i accompany-
ing an irreversible process connecting the same
states. From the first law, it is found that oQ n�f

i

�� �
oQ n�f

r

�� ¼ �oW n�f
i

�� þ oW n�f
r

�� ; dU; being a function
of state, has been cancelled out. The above difference
cannot vanish, since the two paths must necessarily
differ. Thus, the algebraic sum must be either positive
or negative. (1) Suppose oQ n�f

i �
��

oQ n-f
r

�� � oQ n�f
i

�� þ
oQ f�n

r

�� o0; so that �oWjn�f
i þ oWjn�f

r ¼ �oWjn�f
i �

oWjf�n
r o0; that is, in going around one cycle (n–f–

n), work has been performed on the system and an
equivalent amount of heat has been transferred by
the system to the surroundings. No other changes
have taken place. (2) On the other hand, if the
algebraic sum oQjn�f

i þ oQjf�n
r is assumed to be po-

sitive, a similar reasoning shows that during the cy-
cle, heat has been introduced into the system, and an
equivalent amount of work is obtained. To choose
between the alternatives, consider the n–f process for
which oQjn�f

i � oQji; oQjn�f
r ¼ T dS. Then, under

alternative (1) TdS4oQji in all circumstances,
including the case where the n–f process is per-
formed adiabatically, in which case T dSja40. No
contradictions have been encountered. By contrast,
in alternative (2) T dSjao0, a conclusion that is
unacceptable. One obtains the important result:
oQjioT dS ¼ oQr. Thus, in a reversible n–f proc-
ess, the entropy change is matched by a heat transfer
oQ r=Tj . If the same change is achieved irreversibly,
the entropy change is the same but the heat trans-
ferred is smaller, the difference between oQjr and
oQji being made up by effects beyond experimen-
tal control. Also, for any process oWjiooWjr; the
maximum amount of work attainable involves
a reversible process. Lastly, for finite changes, Sf �
SnX

R f
n oQ=T; then, for a cyclic process where

Sf ¼ Sn;
H
dS ¼

H
oQ=Tp0. This latter result,

which is consistent with oQjiooQjr, is known as
the Clausius inequality. The above brings up the
problem of defining the temperature during irrever-
sible processes; this is generally handled in two ways.
One is to assume that the system is anchored to a

huge reservoir whose temperature remains essentially
fixed, while assuming that the heat transfer is suffi-
ciently rapid to have that temperature also prevail in
the system. The second is to note that in irreversible
processes, for which departures from equilibrium are
‘‘small’’ (the linear regime of irreversibility), the tem-
perature remains locally defined but varies with po-
sition. For more drastic departures from equilibrium,
the temperature concept becomes more problematic.

Efficiencies of Cyclic Engines: Kelvin and
Planck Statements

One can now deal with the efficiency of any engine
that operates in cycles while attached to a hot and a
cold reservoir maintained at temperatures Th and Tc,
respectively. All changes in the universe then occur
solely in the surroundings. Let the heat transferred
per cycle at the cold and hot junctions be Qc40 and
Qh40, respectively; for the engine to operate, one
requires Qh �Qc40, so that less heat is rejected at
the cold end than was transferred into the engine at
the hot end. Correspondingly, W ¼ � Qh �Qcð Þo0
represents the amount of work transferable to the
surroundings. The efficiency Z is defined by the ratio
of work output/heat input. The Clausius inequal-
ity as applied to the present process reduces to the
sum

P
i Qi=Ti ¼ Qh=Th �Qc=Tcp0; this may be

converted to the inequality

�Qc=Qhp� Tc=Th

Then,

Z ¼ �W=Qh ¼ 1�Qc=Qhp1� Tc=Th

¼ðTh � TcÞ=Th � ZCarnot ½8�

The following are to be noted: (1) The generality of
the approach; no mention is made of what types of
cyclic engines are inserted between the two re-
servoirs. (2) The efficiency relates to the isothermal
transfer of heat across the hot and cold junctions.
(3) The efficiency for irreversible processes is less
than that for reversible ones. (4) The efficiency is
never unity since one cannot operate at the unat-
tainable limits (see below) of T ¼ 0 or T-N. Thus,
the efficiency never exceeds the Carnot efficiency
ZCarnot. (5) Z depends solely on the temperature of the
‘‘boiler’’ and ‘‘condenser’’ and, the bigger the tem-
perature difference between them, the larger it is.

Statement (4) leads to Kelvin’s statement of the
second law: it is impossible to devise an engine op-
erating in cycles that produces no effect other than to
extract heat from a reservoir and to perform an equal
amount of work. Also, one may infer the Clausius
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statement of the second law: it is impossible to devise
a machine operating in cycles that transfers heat
from a colder to a hotter body without producing
other changes in the universe. If this were false, one
could transfer heat without loss from the cold to the
hot reservoir, so that �Qh=Th þQc=Tcp0 with
Qc ¼ Qh; which would lead to the contradiction
that Th=Tcp1.

Deficit Functions and Their Use in
Setting up Functions of State

The following discussion is much simplified by conv-
erting the Clausius inequality to an equality through
the use of a deficit function oe40, such that
oQjr � oe ¼ oQji; similarly, oWjr þ oe ¼ oWji. In a
closed universe consisting of system (energy U) and
surroundings, (energy U0) the first law leads to the
expression dU þ dU0 ¼ 0 ¼ oQji þ oWji þ dU0, so
that

T dS� oeþ oWji � dU ¼ T dSþ oWjr � dU ¼ 0

½9�

One imposes small deviations from the equilibrium,
under a variety of constraints, and subsequently al-
lows the system to relax to its original state. Such
small deviations are symbolized by d. Several cases
are considered here:

(1) The system is totally isolated; then dQ ¼
dW ¼ dU ¼ 0, and eqn [9] reduces to T dS ¼
de � T dyX0. Here, dy ¼ de=T has been introduced
as the entropy associated with the execution of
irreversible processes that are not subject to external
control. It is seen immediately that in an irreversible
process taking place in an isolated system, the en-
tropy can only increase, a point made earlier. When
processes cease and equilibrium prevails, the entropy
has achieved a maximum value.

(2) If one allows isoenergetic processes to occur,
where dU ¼ 0 but dQ ¼ dWa0, then eqn [9] reads
as T dS ¼ deþ dQji ¼ dQjr, which merely reinforces
the fact that changes in entropy are tracked by rev-
ersible heat transfers. Also, if irreversible process-
es occur, the heat transfer is smaller; the entropy
generated by processes outside experimental control
is transferred as energy de.

(3) In isothermal processes for which dT ¼ 0, eqn
[9] specializes to the form

dðU � TSÞ � dA ¼ dWji � de ¼ dWjr ½10�

where a new function of state, the Helmholtz free
energy A � U � TS has been generated. This is
tracked either by the performance of reversible work

or by work over which the experimenter has control
plus a component not under his control. If no work is
performed, dA ¼ �dep0 : any spontaneous process
under the specified conditions reduces the Helmholtz
free energy. When the processes have run their course
and equilibrium prevails, A is at a minimum.

(4) One next considers the isothermal–isobaric
conditions for which dT ¼ dP ¼ 0. It is now expe-
dient to write de ¼ dem þ det, where the two terms
refer to mechanical (P–V) and nonmechanical types
of work; it may be shown that demX0 and detX0
separately. Equation [9] now becomes

dðU � TSþ PVÞ � dG ¼ dWtji � det ¼ dWtjr ½11�

wherein one introduces a new function of state, the
Gibbs free energy G � U � TSþ PV. This quantity is
tracked by reversible work other than mechanical
ones; in irreversible processes, the work is augmented
by energy transfers not subject to control. In the ab-
sence of work, dG ¼ �detp0, showing that under
the stated conditions, the Gibbs free energy dimin-
ishes in spontaneous processes until it achieves a
minimum at equilibrium.

(5) Isentropic phenomena: here, S is fixed, so that
from eqn [9]

dU ¼ �T dyþ dWji ¼ dWjr ½12�

which merely repeats the first law, as specialized
to adiabatic conditions. In the absence of work,
dU ¼ �Tdyp0, so that under the stated conditions,
the energy is reduced and tends to a minimum at
equilibrium.

(6) For isentropic–isobaric conditions (P and S
fixed), eqn [9] specializes to

dðU þ PVÞ � dH ¼ dWtji � de ¼ dWtjr ½13�

where yet another function of state, the enthalpy
H � U þ PV, tracked by nonmechanical work, gene-
rally augmented by irreversibility effects, has been
constructed. When no work is performed under the
stated conditions, dH ¼ �T dyp0, so that once
more H diminishes in irreversible phenomena and
achieves a minimum at equilibrium.

Among the most frequently used functions of state
is the chemical potential, derived from eqn [11] as
m ¼ ð@G=@niÞT;P;nj#i

, where ni represents the mole
number of species i in the system. The utility of this
function arises in part because it involves T and P as
independent variables; these are precisely the quan-
tities that are readily subject to experimental control.
The second useful feature hinges on the fact that at
equilibrium, m is a minimum. Different phases are
associated with different chemical potentials that
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vary differently with T and P. The phase among co-
mpeting phases that prevails under a given set of
conditions is the one with the lowest m. As conditions
change, the relative values of m for the different pos-
sible phases are also altered, and a transition from
one phase to another takes place whenever the chem-
ical potential of a particular phase falls below that of
a previously stable phase. Two phases coexist under
conditions where their chemical potentials are the
same. This very general subject area has vast ram-
ifications that cannot be explored here.

Standard Formulation for Differentials of
State Functions: Maxwell Relations

The above functions of state are summarized in
Table 1. They lead to the various standard differen-
tial forms displayed in part A; note that all work
other than mechanical has been excluded. If other
types of work are to be included, one must adjoin to
these equations, the appropriate work differentials
(refer to those listed above).

The process of generating the differentials dH, dA,
and dG from dU is called a Legendre transformation.
These differential functions of state are very useful in
determining the thermodynamic properties of sys-
tems. Taking first derivatives leads to the results
shown in part B; by taking cross derivatives in either
order, one obtains the so-called Maxwell relations
shown in part C. Once the equation of state P ¼
PðT;VÞ or V ¼ VðT;PÞ is known, one can integrate
[I.10] and [I.12] to find S as a function of T and V or
T and P. Alternatively, one may employ eqn [I.7] if
A or G are known, for example, from statistical
mechanics.

Other deductions are found by substituting S ¼
SðT;VÞ or S ¼ SðT;PÞ into U(S,V) or H ¼ HðS;PÞ
to obtain U ¼ UðSðV;TÞ;VÞ ¼ UðT;VÞ, and

H ¼ HðS ðP;TÞ;PÞ ¼ HðT;PÞ, so that

dU ¼Tð@S=@TÞVdT þ Tð@S=@VÞT � P
� �

dV

¼ð@U=@TÞVdT þ ð@U=@VÞTdV ½14a�

dH ¼Tð@S=@TÞPdT þ Tð@S=@PÞT þ V
� �

dP

¼ð@H=@TÞPdT þ ð@H=@PÞTdP ½14b�

Comparing the coefficients leads to the results

ð@U=@TÞV ¼ Tð@S=@TÞV � CV

ð@H=@TÞP ¼ Tð@S=@TÞP � CP ½15a�

ð@U=@VÞT ¼Tð@S=@VÞT � P

¼Tð@P=@TÞV � PðV;TÞ ½15b�

ð@H=@PÞT ¼Tð@S=@PÞT þ V

¼ � Tð@V=@TÞP þ VðP;TÞ ½15c�

The appropriate Maxwell relations have been in-
troduced on the right-hand side of eqns [15b] and
[15c]. The symbols CP and CV represent the heat ca-
pacities at constant pressure and volume; these are
readily measurable as a function of temperature. This
permits the determination of U and H as a function
of T, with either V or P as a parameter. Equations
[15b] and [15c] are known as caloric equations
of state; insertion of the equations of state P(T,V)
or V(T,P) into these relations, followed by inte-
gration, enables one to determine U ¼ UðT;VÞ and
H ¼ HðT;PÞ. Also, from [15a], after measurements
of CV or CP as a function of T, followed by integra-
tion, one can determine S ¼ SðT;VÞ or S ¼ SðT;PÞ.
In a series of lengthy but elementary steps listed in
all textbooks, one finds that CP � CV ¼ a2VT=b,
with a � V�1ð@V=@TÞP representing the isobaric
expansion coefficient, and b � �V�1ð@V=@PÞT , the

Table 1 Standard formulations for thermodynamic functions of state and resulting relations

A. Legendre transformations

From the definitions for H ¼ U þ PV , A ¼ U � TS, G ¼ U � TS þ PV , and the fundamental relation for dU, one obtains

dU ¼ T dS � P dV dA ¼ �S dT � P dV [I.1, I.3]

dH ¼ T dS þ V dP dG ¼ �S dT þ V dP [I.2, I.4]

If work other than mechanical is involved, those terms must also be included.

B. First derivatives

T ¼ ð@U=@SÞV ¼ ð@H=@SÞP V ¼ ð@H=@PÞS ¼ ð@G=@PÞT [I.5, I.6]

S ¼ �ð@A=@T ÞV ¼ �ð@G=@T ÞP P ¼ �ð@U=@V ÞS ¼ �ð@A=@V ÞT [I.7, I.8]

C. Cross-derivatives, Maxwell relations

ð@T=@V ÞS ¼ �ð@P=@SÞV ð@S=@PÞT ¼ �ð@V=@T ÞP [I.9, I.10]

ð@T=@PÞS ¼ ð@V=@SÞP ð@S=@V ÞT ¼ ð@P=@T ÞV [I.11, I.12]

Equation [I.7] is particularly useful in determining the entropy when the dependence of A or G on T is known from other sources.

Equations [I.10] and [I.12] permit substitution for entropy derivatives in terms of information derived from the equations of state.
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isothermal compressibility of the material. This dif-
ference relation is of importance because it is easier
to measure CP experimentally, whereas the quantity
useful in theoretical analysis is CV. Lastly, insertion
of eqn [I.7] into A ¼ U � TS leads to A ¼ U þ T
ð@A=@TÞV ; similarly, G ¼ H þ Tð@G=@TÞP. These
are known as ‘‘Gibbs–Helmholtz equations,’’ which
may be converted into the partial differential forms
involving ð@A=@TÞV ¼ A=T �U=T and ð@G=@TÞP ¼
G=T �H=T, whose solution, after insertion for U or
H yields A or G.

The Third Law of Thermodynamics:
Unattainability of Zero Temperature

The ‘‘third law of thermodynamics’’ deals with
events as T-0, where oQ=T might diverge. One
first demonstrates that zero temperature is unattain-
able. Consider the general case where z represents
a deformation coordinate and Z is the conjugate
variable, such that the first law assumes the
form dS ¼ T�1½dU þ Z dz� ¼ T�1fð@U=@TÞ dT þ
½Zþ ð@U=@zÞ� dzg. Below, one needs the result of
the cross differentiation of this expression with re-
spect to T and z, namely Zþ ð@U=@zÞ ¼ Tð@Z=@TÞ.
Special interest now attaches to the case dS ¼ 0, since
only under adiabatic conditions, one can hope to
reach the lowest possible temperature. Imposing this
requirement leads to

dT ¼ f½Zþ ð@U=@zÞ�=ð@U=@TÞg dz ½16�

This relation shows that any change in deformation
coordinates under isentropic (adiabatic) conditions
necessarily changes the temperature of the system.
Insertion of the cross differentiation result leads to
the requirement

dT ¼ � T½ð@Z=@TÞz=ð@U=@TÞz� dz
¼ � ½Tð@Z=@TÞz=Cz� dz
¼ � ðT=CzÞð@S=@zÞT dz; ½17�

where eqn [I.12] with the correspondences P, Z, and
V; z was introduced on the right-hand side. Whether
T ¼ 0 can be achieved or not, thus, hinges on the
properties of (@Z/@T)z and of (T/Cz) at exceedingly
low temperatures. In the experience of mankind,
both quantities approach zero as T-0, but (@Z/@T)z
does so more rapidly than does Cz/T. Thus, the limit
T ¼ 0 is unattainable. Moreover, (@S/@z)T-0 in this
limit, which is an important statement that becomes
part of the third law.

Based on these findings, one can now state the
third law of thermodynamics which asserts that as
T-0, the entropy of any system tends toward a least

value when the system is in its lowest energy state
and, as the thermodynamic coordinates are altered,
approaches this value with zero slope. The wording
implies that the system must actually have reached its
equilibrium state, hence, its lowest energy, on cooling
to the lowest possible temperature. Contrary to
statements in some textbooks, it is not claimed that
S-0 as T-0. Liquid mercury under ambient pres-
sure, disordered solid solutions or amalgams, ran-
dom elemental isotopic abundances, are common
counter examples. However, if in any given process
these types of ground states are left undisturbed, it is
effectively permissible to set S ¼ 0 at T ¼ 0, much as
the gravitational energy of a quiescent system at sea
level is assigned an energy zero.

Thermodynamics of Anisotropic Media

Lastly, the deformation of anisotropic solids is con-
sidered. Let sðrÞ and sðr þ drÞ be the displacement
vectors that move element A, originally at r, to
r þ sðrÞ, and neighboring element B, originally at r þ
dr to new locations. For small displacements,
sðr þ drÞEsðrÞ þ dr � =sðrÞ. Here, =sðrÞ is a matrix
(a tensor) with columns @sxðrÞ=@x; @sxðrÞ=@y, and
@sxðrÞ=@z, and similarly with Sy(r) and Sz(r). Now,
any matrix with entries Mij may be rewritten as
Mij ¼ ð1=2ÞðMij þMjiÞ þ ð1=2ÞðMij �MjiÞ, involving
a symmetric (es) and an antisymmetric component,
ea. The matrix for =sðrÞ ¼ es þ ea is shown for es in
Table 2, with entries eij ¼ ð1=2Þ½@si=@rj þ @sj=@ri�.
For the ea entries, the ‘‘þ ’’ sign is replaced by ‘‘� ,’’
so that the diagonal elements of ea vanish.

Consider now a dilatation of a solid in which
element A at r is displaced by s(r) to A0, and a
neighboring element B at rþ dr is displaced to B0

by sðr þ drÞ. The A0–B0 separation distance is then
dr 0 ¼ dr þ ½sðr þ drÞ � sðrÞ�Edr þ dr � =sðrÞ ¼ dr þ
dr� ðes þ eaÞ. Note that ea represents a pure rotation;
on rotating the coordinate system by –ea, one obtains
dr 0 ¼ dr þ dr � es in the rotated system. Here, dr is
the row vector [dx, dy, dz] and the es matrix is shown
in Table 2.

A linear dilatation along x is then specified by
dx0 ¼ ð1þ exxÞdxþ eyxdyþ ezxdz, with similar ex-
pressions for dy0 and dz0. Thus, the diagonal element
exx of Table 2 indicates the fractional lengthening of
the solid along the x-axis, and similarly, for y and z.
Angular dilatations, on the other hand, involve a
displacement dl whereby î dl originally perpendicular
to ĵ dl (î and ĵ are orthogonal unit vectors along x
and y) now change into Ax � î dl þ î dl � es ¼ îð1þ
exxÞ dl þ ĵexy dl þ k̂exz dl, and Ay � ĵ dlþ ĵ dl � es ¼
îeyx dl þ ĵð1þ eyyÞ dl þ k̂eyz dl. The angle between
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Ax and Ay in the x–y-plane is specified by

cos fxy ¼
ðî dl þ î dl � esÞ � ðĵ dl þ ĵ dl � esÞ
jî dl þ î dl � esj � jĵ dl þ ĵ dl � esj

½18�

When the appropriate entries for es are introduced
and an expansion is carried out to first order in eij,
one obtains (after a large number of elementary
steps) cos fxyE2exy. Now, introduce the deviation
from the right angle by Oxy ¼ p=2� fxy, so that
cos fxyEOxyE2exy. Similarly, OxzE2exz; OyzE2eyz.

It is conventional to introduce a more compact
notation for the strain components, as shown in
part B of Table 2; also, one sets up six components of
a stress tensor r that induces the strain. Here,
si ¼ ½@ðU=VÞ=@ei�S;ejai; these are listed in part C of
Table 2. The element of work is then given by
V
P

i si dei.
With these definitions, the above concepts are

embedded in thermodynamics by writing the differ-
ential of the energy (of the strained relative to the
unstrained body) as

dU ¼ T dSþ V
X6
i¼1

si dei ½19�

One should note the positive sign ahead of the sec-
ond term: work is done by the system as the strain is
diminished. Next, the enthalpy, by H ¼ U �

P6
i¼1 si

Veið Þ is introduced. The enthalpy differential is then
given by

dH ¼ dU � V
X6
i¼1

ei dsi � V
X6
i¼1

si dei

¼T dS� V
X6
i¼1

ei dsi ½20�

From [19] and [20], Maxwell relations may be con-
structed in the usual manner; these are listed in
Table 3: integration then specifies the entropy of the

solid in its dependence on si or on ei under different
conditions (for details, see the ‘‘Further reading’’
section).

Moreover, from the definition of the stress tensor,
it follows that

ð@si=@ejÞS;ejai
� cijjS ¼ ð@sj=@eiÞS;ejai

� cjijS ½21a�

ð@si=@ejÞT;ejai
� cijjT ¼ ð@sj=@eiÞT;ejai

� cjijT ½21b�

which are known as isentropic and isothermal elastic
stiffness coefficients. The inverse ð@si=@ejÞS;sjai

or
ð@si=@ejÞT;sjai

represent isentropic and isothermal
compliance coefficients. There also exist six ther-
mal strain coefficients ai � ð@ei=@TÞsj and six thermal
stress coefficients di � ð@si=@TÞej that deal with the
temperature variations of the respective coefficients.

This completes the brief survey of commonly used
coefficients that characterize the deformation of an-
isotropic elastic solids.

Application of Thermodynamic Concepts

The basic concepts developed above find many ap-
plications in condensed matter physics. Several im-
portant uses are briefly listed. Prominent among
these is the determination of heat capacities of ma-
terials as a function of temperature, from which the
energy, enthalpy, and entropy may be found by
integration of eqn [15a].

An entire subdiscipline deals with phase equilibria,
phase diagrams, phase transitions, and related aspects.

Table 3 Maxwell relations for anisotropic solids; constant V

1

V

@S

@ei

� �
T

¼ � @si
@T

� �
ei

1

V

@S

@si

� �
T

¼ @ei
@T

� �
si

[III.1, III.2]

1

V

@S

@si

� �
ei

¼ @ei
@T

� �
S

1

V

@S

@ei

� �
si

¼ � @si
@T

� �
S

[III.3, III.4]

Table 2 Matrix entries for deformation of anisotropic materials

A. Entries to the symmetric strain tensor

e ¼
exxexyexz
eyxeyyeyz
ezxezyezz

������
������

exx ¼ ð@sx=@xÞ exy ¼ ð1=2Þ½ð@sx=@yÞ þ ð@sy=@xÞ� ¼ eyx
eyy ¼ ð@sy=@yÞ exz ¼ ð1=2Þ½ð@sx=@zÞ þ ð@sz=@xÞ� ¼ ezx
ezz ¼ ð@sz=@zÞ eyz ¼ ð1=2Þ½ð@sz=@yÞ þ ð@sy=@zÞ� ¼ ezy

B. Conventional notation for strain components

e1 � exx ; e2 � eyy ; e3 � ezz
e4 � 2exy ¼ 2eyx ; e5 � 2exz ¼ 2ezx ; e6 � 2eyz ¼ 2ezy

C. Conventional notation for stress components

s1 � sxx pressure along x s4 � sxy ¼ syx pressure >x along y or vice versa

s2 � syy pressure along y s5 � sxz ¼ szx pressure >x along z or vice versa

s3 � szz pressure along z s6 � syz ¼ szy pressure >y along z or vice versa
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All these topics are ultimately based on the properties
of the chemical potential, briefly alluded to in an
earlier section of the present article. Phase diagrams
obtained from empirical measurements are of car-
dinal importance in the entire manufacturing process
and industrial output of chemicals in developed
countries.

Another subdiscipline deals with the properties of
matter, energy, and entropy flow, as determined by
irreversible thermodynamics.

Thermal properties of materials represent another
area of great contemporary interest. Here, the prop-
erties of anisotropic media discussed above, repre-
sent the proper theoretical background for a
rationalization of experimental results.

Results based on the third law of thermodynamics
provide the basic theoretical framework for inter-
preting a large number of studies dealing with prop-
erties of materials at ultralow temperatures. The
operation of cyclic engines, described briefly above,
is another area where thermodynamics plays an
important role. Lastly, by considering the various
different types of work alluded to in the introduction
to the first law, one can extend the above thermo-
dynamic principles to new areas, such as electro-
magnetic properties, surface adsorption phenomena,
curved surfaces, radiation, processes in gravitational
fields, and the like. Their detailed discussion must be
left to specialized monographs. They form the foun-
dation for explaining many physical characteris-
tics of condensed matter, such as magnetic and
electrical properties, the interaction of condensed

phases with electromagnetic radiation, and interfa-
cial phenomena.

See also: Diffusionless Transformations; Incommensu-
rate Phases; Irreversible Thermodynamics and Basic
Transport Theory in Solids; Mechanical Properties: Elas-
tic Behavior; Phase Transformation; Phase Transforma-
tions, Mathematical Aspects of; Specific Heat;
Thermodynamic Properties, General.

PACS: 05.70.� a; 05.70.Ce; 65.40.Ba; 65.40.Gr;
82.60.� s
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Introduction

There are a number of ways of converting thermal to
electrical energy and vice versa, and more than one of
these have sometimes been referred to as ‘‘thermo-
electric.’’ Here, thermoelectric refers only to direct
conversion between thermal and electrical energy
by the Peltier and Seebeck effects. This article discusses
the basic engineering and materials science aspects of
thermoelectric devices, without proceeding to system
issues such as heat exchange and feedback loops for
precise temperature control. The discussion is limited

to cooling and electrical power generation, setting
aside aspects particular to thermoelectric sensors.

This article is composed of two main sections. The
first section covers the fundamentals, analysis, and
construction of thermoelectric devices. The second
section focuses on thermoelectric materials, inclu-
ding those that are established, some that are being
developed, and nanostructured formats that are the
subject of research.

Thermoelectric Devices

Fundamentals

The fundamentals of a thermoelectric device are dis-
played in Figure 1. Two blocks of semiconductor, one
p-type (P) and the other n-type (N), are joined by a
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metal interconnect at one end and connected in series
to a voltage source or load at the other end. The two
blocks share a common temperature at each end, and
thus are thermally in parallel across a temperature
difference DT ¼ TH � TC.

Consider first the cooling mode. When a current
(I) is supplied, the metal/semiconductor junctions at
one end of the couple are reverse-biased and the
junctions at the other end are forward-biased. These
are the cooling and heating junctions respectively. At
the cooling junctions, thermal energy is absorbed
from the lattice to account for the mismatch in
energy content of the electric current in the metal
compared to the semiconductors. If the two semi-
conductors were joined directly, heat would be car-
ried away from the reverse-biased junction by the
creation and separation of electron–hole pairs. At
the heating junctions, the energy mismatch is in the
opposite sense and heat is transferred from the
charge carriers to the lattice.

In the power generation mode, the applied tem-
perature gradient is opposed by a concentration gra-
dient of the mobile carriers. This is the Seebeck effect,
and the Seebeck voltage places the hot junctions in
reverse bias and the cold junctions in forward bias. By
convention, P and N materials have positive and
negative coefficients respectively, and the Seebeck co-
efficient of the couple is S ¼ SP � SN.

The thermoelectric effect is a reversible thermo-
dynamic process. In the absence of irreversible
processes, which are ignored for the moment, the
efficiency of thermoelectric energy conversion
should be the Carnot limit. In a cooling device,
the Peltier cooling power is STCI. If no DT is
allowed to develop, then this heat is transported
without energy cost and the coefficient of perform-
ance is infinite. With a temperature gradient,
the voltage on the couple is SDT, and the ratio of

heat pumped to electrical power is TC/DT, the Car-
not limit for a refrigerator. In a generation device,
the thermal voltage is SDT. If a current is flowing,
the heat absorbed by the electric current at the
heated junctions is STHI, and the efficiency is DT/
TH, again the Carnot limit. In reality, thermoelectric
device efficiencies are far from ideal because both
electrical resistance and thermal conduction are
significant.

Analysis

Generation Referring again to Figure 1, the series
electrical and parallel thermal arrangement leads
to R ¼ RN þ RP, and K ¼ KN þ KP for the couple.
Relative to the ideal situation, the work done on the
load is reduced by the internal resistance of the couple:

W ¼ IV ¼ IðSDT � IRÞ ½1�

The heat absorbed to perform this work is increased
by thermal conduction, but decreased by resistive
heating

QH ¼ SITH þ KDT � I2R=2 ½2�

The efficiency is Z ¼ W=QH. From eqn [1], the max-
imum power output occurs for I ¼ SDT=2R, obtained
when RLoad ¼ R, and has the value

Wmax ¼ KZðDTÞ2=4 ½3�

where Z ¼ S2=RK is the thermoelectric figure of merit
of the couple.

In general, Z for a couple is an extrinsic quantity
because the geometry factors in R and K do not
cancel. In the case of the P and N blocks having the
same length-to-area ratio, Z is an intrinsic quantity
that depends only on the Seebeck coefficient, electri-
cal resistivity (r), and thermal conductivity (k) of the
P and N materials. Relative to one another, the
length-to-area ratios of the P and N blocks can be
optimized to give the best Z for the couple:

Zopt ¼ S2=½ ffiffiffiffiffiffiffiffiffiffikPrP
p þ ffiffiffiffiffiffiffiffiffiffiffiffi

kNrN
p �2 ½4�

The maximum efficiency of a thermoelectric genera-
tor occurs when RLoad ¼ gR and is

Zmax ¼ ðg� 1ÞDT=½ðgþ 1ÞTH � DT�
g ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZðTC þ THÞ=2

p
½5�

For both power generation and cooling, Z governs
the maximum efficiency that is possible for a given
pair of materials. This is not too surprising since Z
concisely captures the requirements to maximize the

V

QH

RLoad

QC

QC QH

N P N P
+ + +− − −

Figure 1 Schematic illustrations of thermoelectric couples in

use for cooling (left) and power generation (right). In each case,

QH and QC differ by the work done, either by the voltage source

or on the load. For cooling, the heat sink is at the hotter tem-

perature (TH), while the sink is at the lower temperature (TC) for

power generation.
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thermoelectric effect and minimize the irreversible
processes involved.

ZT varies with temperature. For power genera-
tion, DT can be so large that the couples gain per-
formance by the use of two or more materials in the
N leg, the P leg, or both. In these segmented ther-
mocouples, the segment materials are best chosen not
just for their individual ZT values, but also for their
compatibility with regard to electrical and thermal
fluxes.

Commercially available generation materials have
ZTB1. For a generation device with a ‘‘cold’’ side
near ambient and DTB4001C, the optimum efficien-
cy is in the vicinity of 10%. The maximum power
output per couple is an extrinsic quantity (eqn [3]), a
design parameter that can vary greatly. For common
direct generation applications (as opposed to waste
heat recovery), Wmax is B1 watt per couple.

Cooling In a real thermoelectric device, Peltier
cooling is offset in part by resistive heating and ther-
mal conduction. The net rate of cooling is

QC ¼ STCI � I2R=2� KDT ½6�

The work required to perform this cooling is

W ¼ IV ¼ IðIRþ SDTÞ ½7�

and the coefficient of performance is

f ¼ QC=W ½8�

Both QC and f can be maximized by varying the
current, as shown in Figure 2. These special current
levels are

IQ ¼ STC=R ½9�

If ¼ SDT=ðg� 1ÞR ½10�

Use of eqn [9] in eqn [6] leads to

Qmax ¼ KðZT2
C=2� DTÞ ½11�

Similar to power generation, the maximum heat
pumping capacity of a couple is an extrinsic quantity
that increases with the area-to-length ratio of the
thermoelectric blocks.

When DT ¼ ZðTCÞ2=2, no heat can be pumped.
This is the largest DT that can be achieved with a single
stage thermoelectric refrigerator. For the best available
materials operating under the best conditions, the
maximum DT is B751C for heat sinking at 300K.

For values of DT below the maximum, some heat
can be pumped and the maximum coefficient of per-
formance is given by eqns [8] and [10]:

fmax ¼ ðgTC � THÞ=ðgþ 1ÞDT ½12�

The curves in Figure 2 are plots of the current
dependence of QC and f with TC ¼ 260K,
TH ¼ 300K, g ¼ 1:37, and K ¼ 10�3 WK� 1. This
value of K is typical for a couple in a small cool-
ing device. If such a device is operated near peak f,
then about 25 couples are needed to pump one
watt.

Multiple stages In cooling applications, it is com-
mon to stack multiple thermoelectric devices to
achieve greater temperature differences than possi-
ble with a single stage. Devices with six stages are
able to reach temperatures as low as 170K from
300K, although with a quite low coefficient of per-
formance.

With reference to Figure 3, the efficiency of a two-
stage device is

F ¼ QC

W1 þW2
¼ QC

QC

f1

þQC þQC=f1

f2

¼ 1

1

f1

þ 1

f2

þ 1

f1f2

½13�
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Figure 2 Dependence of heat pumped and coefficient of per-

formance (COP) on supplied current for a typical thermoelectric

cooling couple. The couple has Seebeck coefficient, electrical

resistance, and thermal conductance of 420mV K�1, 56 mO, and

10�3 W K� 1 respectively. The length-to-area ratio for each leg (P

and N) is 28 cm� 1. The hot and cold temperatures were taken as

300 K and 260 K.
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The generalization for n stages, each with the same
coefficient of performance, is

F ¼ 1

ð1þ 1=fÞn � 1

Construction

Coolers Figure 4 is a side view of a traditional
thermoelectric cooler, which consists of numerous
couples connected in series. Soldering the thermoe-
lectric blocks to metal interconnects, usually copper
pads that are directly bonded to ceramic plates,
makes the connections. The thermoelectric materials
are discussed in the next section. For now, some
insight into the benefits and deficiencies of the tra-
ditional cooler design is provided.

The ceramic plates provide mechanical structure,
low thermal resistance, and a flat surface for inter-
facing with heat transfer plates. The ceramic plate
that is heat sunk also accommodates the electrical
leads. The most common ceramics are Al2O3, AlN,
and BeO. Al2O3 is the least expensive substrate
choice, and has adequate thermal conductivity for
many applications. BeO has the highest thermal con-
ductivity of this group at B220Wm� 1K�1, but is
less favored due to cost and health concerns. With a
thermal conductivity about half that of BeO, AlN is
the most prevalent ceramic for applications with a
high heat flux. AlN also has a low coefficient of
thermal expansion, which is advantageous because
contraction and expansion of the ceramic plates

during thermal cycling eventually causes cracking
within the thermoelectric material or the solder joint.

A variety of solders are used within the thermoe-
lectric cooling industry. As a rule, these solders are
the same ones used in other electronic applications
and are selected for similar reasons, such as ease of
manufacturing, strength, and low temperature duc-
tility. One exception is a group of solders that are
more than 90% bismuth. These solders have very
good thermal cycling fatigue and can be applied di-
rectly to thermoelectric materials with acceptable re-
sults. To use other solders, it is generally necessary to
protect the thermoelectric materials with a metal
layer, usually nickel, to prevent interactions.

There are three main technical deficiencies of cool-
er design as described here. The first, susceptibility to
thermally induced stress, has been mentioned al-
ready. The other two are thermal resistance of the
ceramic plates, and electrical resistance of the inter-
connects and interfaces. Both of these problems be-
come serious for high watt-density coolers with short
elements, and reach their extreme in modules based
on thin film materials.

Generators Figure 1 emphasizes the reversibility of
thermoelectric energy conversion. In principle, the
same device can be used for both cooling and power
generation, and in both cases only the temperatures
and the material quality determine the maximum
efficiency. In reality though, a cooling device is suit-
able for generation only if the temperature difference
is relatively small and the heat source is at a modest
temperature.

The construction of a device for generation under
less restrictive conditions is illustrated in Figure 5. In
this case, the thermoelectric blocks are embedded in
insulation that is a component of the finished device.
With regard to providing mechanical structure, this

Figure 4 Side view of a commercial thermoelectric cooling

module. The module dimensions are B8 mm�6 mm� 2 mm and

its components and assembly are discussed in the text. Photo

courtesy of Marlow Industries, Inc.

Stage 2

Stage 1

Qc Cooling load

Qc + W2

Qc + W2 + W1
to Heat sink

Figure 3 Schematic illustration of a two-stage thermoelectric

cooling device showing how the total amount of heat increases

from the cooling load to the heat sink. W1 and W2 are the elec-

trical power consumed by the first and second stages re-

spectively.
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insulation takes the place of the ceramic plates used
in cooling devices. Rigidly fixed substrates usually
are not part of a generator design because thermal
expansion would create destructive levels of stress
within the module. A second major difference is in
the method of joining the metal interconnects to the
thermoelectric materials. This cannot be done with a
solder. Two methods are hot pressing and thermal
spraying. A third difference is that thermal interface
resistances between the device and heat exchange
plates are reduced with clamps or springs, rather
than solder or rigid epoxies. Finally, thermoelectric
generators are likely to be sealed to prevent oxida-
tion of the thermoelectric materials.

Sound construction principles allow thermoelectric
generators to survive high temperatures, and large
temperature differences between the hot and cold
surfaces for very long times. The attractiveness of 20
years of maintenance-free operation has led to their
use in applications where maintenance is impossible
(interplanetary exploration) or expensive (remote
terrestrial locations), even when other technologies
offer greater efficiencies.

Thermoelectric Materials

Fundamentals

It has been discussed elsewhere in this encyclopedia
why good thermoelectric materials are heavily doped
semiconductors with a Seebeck coefficient in the

range 200–300mVK�1. Empirically, the electrical
resistivity tends to lie in the range 1–3mO cm� 1 at
the optimized carrier concentration. Most semicon-
ductors do not obtain such favorable values of S
and r simultaneously, and this is part of what
makes good thermoelectric materials unique and
uncommon.

Even more so, it is the lattice thermal conductivity
that sets thermoelectric materials apart. The thermal
conductivity values of diamond, fused silica, and
common plastics are 500, 1.5, and 0.2Wm� 1 K� 1

respectively. Good thermoelectric materials are
crystals, and yet their lattice thermal conductivity is
B1Wm� 1 K� 1, less than that of silica. (The charge
carriers typically contribute another 0.5Wm� 1K� 1

to the thermal conductivity at low to moderate tem-
peratures.) The search for new semiconductors with
extreme electrical and thermal properties is a fa-
scinating challenge that has attracted the attention of
materials scientists, particularly since useful materi-
als first were found in the 1940s and 1950s.

Almost without exception, materials with good Z
values are mixtures of two or more compounds that
share a crystal structure. The reason for this is the
reduction of the lattice thermal conductivity by mass
and elastic fluctuations. These mixtures are com-
monly referred to as ‘‘alloys.’’

Established Materials

Bi2Te3 and PbTe alloys dominate commercial cooling
and power generation respectively. SiGe alloys and
TAGS have been used in some higher temperature-
generation applications. BiSb is an alloy with supe-
rior low-temperature properties, but it has found no
commercial use.

Bi2Te3 alloys For operation between 200 and
500K, the best P and N materials are found in mix-
tures of Bi2Te3, Sb2Te3, and Bi2Se3. These tempera-
tures cover both cooling and generation from
low-grade heat. The P material is approximately
75% Sb2Te3 and 25% Bi2Te3. A few percent of Se
substitution for Te may be found to improve the
properties, depending on the method of fabrication.
The N material is approximately 90% Bi2Te3 and
10% Bi2Se3 for room temperature and above. Below
room temperature, a formula of 90% Bi2Te3, 5%
Bi2Se3, and 5% Sb2Te3 is preferred by some. The P
material is autodoped by a slight substitution of Sb
for Te, while the N material must be doped with
excess Te or a halide. The melting point for all of
these alloys is in the vicinity of 6001C.

The P andNmaterials share a crystal structure that
is based on covalently bonded sheets of five atomic
layers. The bonding of the atoms in the central Te/Se
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layer and the adjacent Bi/Sb layers is octahedral,
while the atoms of the outer Te/Se layers are bonded
predominantly on one side to three Bi/Sb atoms.
van der Waals bonds between outer Te/Se layers con-
nect adjacent sheets more weakly. Not surprisingly,
the layered structure results in anisotropic electrical,
thermal, and mechanical properties. Electrical and
thermal conductivity are higher within the plane
of the covalent sheets, while the Seebeck coefficient
is nearly isotropic. For P material, the figure of merit
is essentially isotropic. For N material, though, the
electrical anisotropy is much stronger and the figure
of merit is significantly less for transport perpendic-
ular to the covalent sheets. Single crystals or large
grains of these materials exhibit mechanical cleavage
that can be a hindrance to device fabrication.

Directional solidification, hot pressing, and plastic
deformation can make good P material. Historically,
directional solidification from a melt has been the
most favored approach. Recently, though, researchers
and production facilities have found that hot pressing
and plastic deformation produce equally good, if not
better, P material. Good N material can be made by
directional solidification or plastic deformation. Hot
pressing is not satisfactory because it does not pro-
duce adequate texture. Bi2Te3 and its alloys are brittle
at room temperature, and so plastic deformation is
performed at temperatures in excess of 4001C.

PbTe alloys PbTe and 75% PbTe þ 25% SnTe are
good P and N materials respectively for operation
from 500 to 800K. Direct generation of electricity
from combustion heat is the most prevalent applica-
tion in this temperature range. These materials have
melting points B1200K, and are stable up to almost
800K when used in sealed modules. The main path
of degradation is sublimation of Te.

PbTe and SnTe have the cubic rock-salt crystal
structure. Since the structure and properties are iso-
tropic, hot pressing is a suitable manufacturing
method. By stoichiometric variations, PbTe can be
made either P (excess Te) or N (excess Pb). In neither
case, though, is the doping level adequate. Higher
carrier concentrations can be reached by substitution
of Na or K for Pb or a halide for Te.

TAGS TAGS refers to alloys of AgSbTe2 and GeTe,
and is p-type only. (The name comes from the first
letters of the chemical symbols of the constituents.)
TAGS has the highest Z of P materials in the range
500–800K and has been a mainstay of the radioiso-
tope thermal generators (RTG) used in several space
missions. AgSbTe2 and GeTe do not have the same
crystal structure, and this presents a problem in the
utilization of TAGS. The structure of TAGS can be

either rhombohedral (like the low-temperature form
of GeTe) or cubic (like AgSbTe2) depending on com-
position and temperature. Thermal cycles through
the transformation temperature can lead to mechan-
ical failure. Another problem is Ag mobility, which
becomes worse at higher temperatures.

BiSb BiSb is an N material for low temperatures.
The crystal structure is hexagonal, and the properties
are anisotropic. High-quality crystals are superior to
Bi2Te3 alloys at temperatures less than 200K, but
these crystals have cleavage planes perpendicular to
the direction of current flow. BiSb made by powder
metallurgy overcomes this mechanical problem, but
loses Z. Consequently, BiSb is the best N material
only at temperatures lower than can be reached by
multistage cooling from room temperature.

Materials in Development

In this category, materials that are known to exhibit
relatively good thermoelectric performance with the
potential for further improvement in ZT or other
relevant properties are placed. There are too many
such materials to attempt even a cursory survey. Any
recent volume of the annual International Confer-
ence on Thermoelectrics Proceedings is a good source
for further reading on new thermoelectric materials.
Here, two of the prominent families of new materials
are highlighted.

Skutterudites Semiconducting skutterudites have
the formula AB3, where A¼Co, Ir, Rh and B¼ P,
As, Sb. The skutterudite materials of most interest for
thermoelectric energy conversion are based on CoSb3.
Both p-type and n-type CoSb3 have large values of the
power factor. The lattice thermal conductivity is too
high, but it can be greatly reduced by heavy doping or
alloying. Another way to reduce the thermal con-
ductivity is by introduction of rare-earth or lantha-
nide elements into voids in the crystal structure, and
concurrent substitution of Fe or Ni for some of the
Co. The La-Fe-Co-Sb and Ba-Ni-Co-Sb systems have
yielded p-type and n-type formulas respectively with
ZT41 at 6001C. These materials are being developed
as components of segmented thermocouples for the
next generation of RTGs for space missions.

Cobalt oxides In 1997, NaCo2O4 was found to
be a good p-type thermoelectric material at high
temperatures, ZTB1 at 900–1000K. This was a
surprising discovery because oxides had not been
considered good candidates. Cobalt oxides are now a
major focus of thermoelectric materials develop-
ment, particularly in Japan, and these explora-
tions have uncovered a large variety of materials
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based on CoO2 layers that are charge-balanced by
anions that reside between the layers. Some of these
rival NaCo2O4 with regard to ZT. The cobalt oxides
appear to be unusual materials in which a good See-
beck coefficient at nearly metallic hole concentrations
might be associated with a mixed valence state of Co.

Nanoscale Materials

Present thermoelectric cooling and generation prod-
ucts are based on homogeneous bulk materials. The
quest for higher ZT, though, may lead the industry
toward inhomogeneous, nanostructured materials.

In this active area of research, the general rationale
is to create materials with enough control of struc-
ture that S, r, and k can be separately tuned. This is a
difficult problem for a variety of reasons. First, the
phonon mean free path is already quite low com-
pared to the charge carrier mean free path in most
good thermoelectric materials. In these cases, grain
size reduction alone is unlikely to improve ZT. Sec-
ond, very small dimensions, p50nm, are required to
improve the ratio S2/r by modification of the electron
and hole state densities. Third, thermoelectric mate-
rials are compound semiconductors, and usually the
stoichiometry and cleanliness must be controlled
precisely to avoid excessive doping and carrier scat-
tering. Also, these materials do not possess great
ductility, and unsupported small-scale samples are
easily damaged. Adding to these synthesis challenges,
measurements, especially evaluation of thermal con-
ductivity, are difficult because of the forms of the
nanostructured materials. Nevertheless, the theoret-
ical encouragement for pursuit of nanoscale thermo-
electric materials is strong enough that a number of
experimental approaches are being tested.

Superlattices Three superlattice systems serve to
demonstrate the promise and peril of nanoscale ther-
moelectric materials. These are PbTe/Pb1�xEuxTe,
Bi2Te3/Sb2Te3, and PbTe/PbTe1� xSex.

PbTe/Pb1�xEuxTe is a quantum-well system. The
layers alloyed with Eu serve as energy barriers to the
carriers in the PbTe layers. The study of this system
showed, in agreement with theory, that the power
factor for transport parallel to the layers could be
improved in quantum wells that are sufficiently thin.
Thermal conductivity was not measured, but under
the safe assumption that it does not increase relative
to bulk material, the ZT of the PbTe wells is appar-
ently enhanced. The ZT of the overall superlattice is
not good because the barrier layers are electrically
passive but thermally active, and these layers cannot
be made arbitrarily thin without losing their ef-
fectiveness as barriers.

A quite different approach is exemplified by work
on Bi2Te3/Sb2Te3 superlattices. Here, there appear
to be no energy barriers for p-type transport per-
pendicular to the layers. In fact, reported S2/r val-
ues are larger than those of the bulk p-type alloy in
the corresponding direction. Further, measurements
by a thin-film method indicate that the cross-plane
lattice thermal conductivity is significantly de-
creased, approaching the theoretical lower limit
for a repeat thickness of B4 nm. With improvem-
ents in both electrical and thermal properties, ZT
values exceeding 2.0 are reported. Similar struc-
tures of n-type Bi2Te3/Bi2Se3 are not as exceptional,
but estimates of the couple ZT exceed the bulk
benchmark. To translate a high ZT in such struc-
tures into improved thermoelectric performance, a
device design must overcome three hurdles associ-
ated with the thinness of the superlattices: contact
resistance, interconnect resistance, and thermal
resistance of the substrate(s).

In the case of PbTe/PbSe1� xTex (xE0.02) superlat-
tices, a convincing demonstration of advanced ZT has
been made. A couple composed of a freestanding, 100-
mm thick superlattice and a gold ribbon achieved a DT
of 441C. The inferred ZT value of the superlattice is
1.3–1.6. In these structures, the PbSe1� xTex layers are
not continuous; they are spontaneously formed islands
in a matrix of PbTe. S, r, and DT measurements in-
dicate that both electrical and thermal properties are
improved compared to bulk PbTe–PbSe alloys. The
mechanisms responsible for these improvements are
not known. In this case, the method of fabrication,
molecular beam epitaxy, might not be viable for com-
mercial thermoelectric applications. The laboratory
results, though, have spawned interest in synthesizing
similar nanostructures by scalable means.

Nanowires Under certain conditions, anodization
of pure aluminum results in a layer of alumina with a
dense array of cylindrical pores with their axes per-
pendicular to the surface and virtually parallel to one
another. With pore diameters and spacings as small
as 20 nm possible, anodized alumina is intriguing as
a template for fabrication of nanowires of many dif-
ferent materials, including thermoelectric ones.

For BiSb, quantum confinement effects are expect-
ed for dimensions less than 100nm. By filling alumina
nanopores with Bi or BiSb, it is possible in principle,
to test the electrical properties well into the quantum
regime. Absolute measurements of the electrical
resistivity are difficult, but the normalized tempera-
ture dependence can be measured more readily. Such
measurements show a crossover from semimetallic to
semiconducting behavior as a function of decreas-
ing wire diameter, in support of calculations. This
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transformation is advantageous because both elec-
trons and holes contribute to conduction in bulk
BiSb, which decreases the Seebeck coefficient. If the
band overlap is eliminated, it might be possible to
reduce the influence of the holes. Also, the lattice
thermal conductivity will be reduced in the nanowire
format. Whether these two benefits can overcome the
expected decrease of electrical conductivity is not
known.

One of the intriguing aspects of thermoelectric
nanowire research is that wires with lengths greater
than 50 mm have been grown by electrochemistry.
If the length can be doubled, then the wires begin
to reach the ‘‘bulk’’ regime, and it is conceivable to
make couples and devices by established methods.
Also, the method appears to be applicable to other
materials, including Bi2Te3.

Inhomogeneous bulk materials The ideal thermoe-
lectric material might be described as ‘‘kilograms of
nanostructure.’’ There is a rationale to the nanostruc-
ture approach – tailoring the material for separate
control of electrical and thermal properties – that is
difficult to refute. At the same time, cooling and power
generation have extrinsic, peripheral, and economic as-
pects that require more of the material than a high ZT.

Nanoscale inclusions in a thermoelectric matrix,
polymer/conductor composites, segmented nano-
wires, and thermionic/tunneling interfaces are some
possible manifestations of the nanostructured bulk
concept. As various factors increase motivation for
alternative refrigeration and improved energy effi-
ciency, perhaps a discovery in one of these archetyp-
ical systems will point the way to new levels of
thermoelectric performance.
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I electric current (A)
k thermal conductivity (Wm� 1K� 1)
K thermal conductance (WK� 1)
r electrical resistivity (mO-cm)
Q rate of heat flow (W)
R electrical resistance (mO)
S Seebeck coefficient (mVK� 1)
T temperature (K,1C)
DT temperature difference (1C)
V voltage (V)
W power supplied or produced (W)
Z figure of merit (1/K)
ZT dimensionless figure of merit
Z efficiency
f,F coefficient of performance
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Introduction

The early researchers in material science discovered a
variety of phenomena that collectively were called

thermoelectric effects. Now it is realized that the dif-

ferent properties are due to a common origin. There

are only two basic thermoelectric phenomena: a

volume effect described by a Seebeck coefficient (S),
and an interface effect described by a boundary See-

beck coefficient SB. The boundary Seebeck is due to

electrons tunneling through barriers, but has not been

well characterized.
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The Seebeck coefficient is an important ther-
moelectric property. It has the units of volts per
degree kelvin, and is usually expressed in mVK� 1.
Early workers used other symbols, includingQ and a.
The symbol S is to honor Thomas Seebeck, who dis-
covered the thermoelectric phenomena in 1823. S has
a simple experimental definition. Take a bar or wire
of length L, and put a slightly different temperature
on each end: say T0�DT/2 on the ‘‘cold’’ end, and
T0þDT/2 on the ‘‘hot’’ end. The temperature differ-
ence between the ends is DT. If the ends of the bar are
electrically insulated, such that no current flows, it is
found that a voltage difference DV is measured be-
tween the ends of the bar. The Seebeck coefficient is
the ratio of these two experimental numbers

SðT0Þ ¼
DV
DT

All materials have a nonzero value for S. In many
cases it is small: small means less than 1.0mVK� 1.
Generally, good conductors such as metals have a
small value for Seebeck, while poor conductors such
as insulators have a large value. The Seebeck coeffi-
cient depends upon temperature, and vanishes at the
absolute zero T¼ 0K. The Seebeck is the entropy of
the charge carriers divided by the electrical charge.

Two other historic thermoelectric coefficients are
related to the Seebeck coefficient. The Peltier effect is
the heating or cooling of a junction, between two
different metals A and B, as a current flows through
an interface between them

dQ

dt
¼ J½PA �PB�

where J is the current density (amperes per area).
Now it is known thatPj¼TSj and the Peltier effect is
a manifestation of the volume effect. The Thomson
effect, due to Lord Kelvin, is the bulk heating of a
thermoelectric due to the temperature variations in
the Seebeck

dQ

dt
¼ rJ2 � tJrT; t ¼ T

dS

dT

where r is the electrical resistivity. Many solids have
SBT, so the Thomson coefficient t is as large as the
Seebeck coefficient.

There are two different reasons to measure the
Seebeck coefficient. The first is science. A measure-
ment of S(T) provides important information about
the properties of a material. They are discussed later,
but one example is the sign of the Seebeck which is
determined by the sign of the charge carrier: So0 for
electrons, and S40 for holes in a semiconductor.

The second reason to measure the Seebeck is to
identify materials that could be used in thermoelectric

refrigerators or energy conversion devices. There
it is shown that the efficiency of such devices is
determined by a parameter denoted as Z, which is
called ‘‘the figure of merit’’

Z ¼ sS2

K
where s is the electrical conductivity and K is the
thermal conductivity. Each of these important trans-
port coefficients is discussed in separate chapters in
this section of the encyclopedia. The Seebeck coeffi-
cient plays a major role in the figure of merit, since it
enters as the square. The efficiency of thermoelectric
devices is an increasing function of Z. The
material with the largest Z has the largest device ef-
ficiency. There is a continual worldwide quest to find
new materials with larger values of Z. Since Z(T)
depends upon temperature, this search involves many
different materials. Materials with the largest values
of Z are narrow gap semiconductors. They typically
have values of the Seebeck in the range of SB250–
300mVK�1. Materials for thermoelectric devices
should have large Seebeck coefficients, large values
of electrical conductivity, and small values of thermal
conductivity.

Transport Theory

This section explains the microscopic origins of the
Seebeck coefficient. The most important inputs are
the electronic energy bands of the crystal. Two trans-
port coefficients s and S can be calculated from first
principles if one knows enough about the electronic
energy bands. The electrical conductivity s is needed
for the calculation of the Seebeck coefficient.

Each energy band EjðkÞ has a band label j and a
wave vector k ¼ ðkx; ky; kzÞ. If the energy bands are
well separated in energy, each band j contributes to
the two transport coefficients sj and Sj.

Let fjðkÞ denote the number of electrons or holes of
wave vector k in a band j at temperature T. This
distribution consists of an equilibrium term f

ð0Þ
j plus

a nonequilibrium term dfj. The equilibrium term is
given by the Fermi–Dirac function

f
ð0Þ
j ¼ Nj

eb½EjðkÞ�m� þ 1

EjðkÞ ¼ Ej0 þ ejðkÞ; ejðkÞ ¼
X3
a¼1

_2k2a
2mja

where b¼ 1/kBT, and kB is Boltzmann’s constant.
At low and moderate temperatures, the electrons

are in thermal equilibrium near the states of lowest
energy: conduction bands in n-type material, and
valence bands in p-type material. Ej0 is the energy of
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the band minimum. The kinetic energy in the band is
ejðkÞ, which has been defined for a band with differ-
ent effective masses in different directions. The sym-
bol m denotes the chemical potential.

The numerator contains the degeneracy Nj of the
band. Nj¼ 2 for a single band with only spin degene-
racy. Many semiconductors have several equivalent
conduction or valence bands. For example, silicon
has six equivalent conduction bands, and Nj¼ 12
including spin degeneracy.

The equilibrium distribution f
ð0Þ
j does not cause

currents. Currents are caused by the nonequilibrium
term dfj which is generated by a temperature differ-
ence, or an applied electric field. For the present dis-
cussion, it is assumed that currents are caused by an
electric field Em in the direction rm. The total distri-
bution function is

fj ¼ f
ð0Þ
j þ dfjmEm

The particle density nj, and two transport coeffi-
cients, are defined as

nj ¼
Z

d3k

ð2pÞ3
f
ð0Þ
j ðkÞ

sj ¼ qj

Z
d3k

ð2pÞ3
vjmdfjmðk;TÞ

TsjSj ¼
Z

d3k

ð2pÞ3
vjmdfjmðk;TÞ½EjðkÞ � m�

where the charge is qj¼7q, and the electron has
� q. The velocity is vjmðkÞ ¼ rkEjðkÞ.
The above formulas have the interesting feature

that the Seebeck coefficient is the ratio of two
integrals. The product of siSi is one integral, and one
gets Si on dividing it by si which is another integral.
The two integrals differ mainly in the factor of
½EjðkÞ � m�. The electrical conductivity is a measure
of how much current is being carried by the elec-
trons, while the Seebeck coefficient is a measure of
how much energy is being carried by the electrons.
The energy factor of ½EjðkÞ � m� is the particle energy
minus the chemical potential. Rather than energy,
the term ‘‘heat’’ is used. Electrons with ½EjðkÞ � m�40
are called ‘‘hot,’’ while those with ½EjðkÞ � m�o0 are
called ‘‘cold.’’ The Seebeck is nonzero when there are
different densities of hot and cold electrons partic-
ipating in the transport.

A formula for dfjmðk;TÞ is derived by solving
the Boltzmann transport equation. The simple case
is when the conducting particles, electrons, or holes,
have a relaxation time tjðkÞ that describes the

momentum transfer to impurities and phonons

dfjmðkÞ ¼ qjvjmtjðkÞ �
df

ð0Þ
j ðkÞ

dEjðkÞ

 !

From the previous definitions of sj and Sj, this
choice of distribution function gives simple expres-
sions for these transport coefficients:

sj ¼ q2j

Z
d3k

ð2pÞ3
v2jmtjðkÞ �

df
ð0Þ
j ðkÞ

dEjðkÞ

 !

TsjSj ¼ qj

Z
d3k

ð2pÞ3
v2jmtjðkÞ½EjðkÞ � m�

� �
df

ð0Þ
j ðkÞ

dEjðkÞ

 !

Both the electrical conductivity (skl) and the Seebeck
coefficient (Skl) are tensor quantities. The above for-
mulas give the mm components of these tensors.
Other components (mn) have the velocity factors
vjmvjn in the integrand, instead of v2jm.

The above formulas are easily evaluated with a
knowledge of the energy band dispersion EjðkÞ: The
only factor that does not depend upon EjðkÞ; in a
simple way, is the quasiparticle lifetime tjðkÞ: For the
electrical conductivity, a detailed calculation of the
lifetime is required in order to obtain an accurate
expression. Sometimes this work is also required for
the Seebeck coefficient. However, the Seebeck has the
advantage that it is the ratio of two integrals. If the
lifetime is a constant, independent of k, then it can be
removed from the two integrals. It cancels from the
ratio. If this approximation is valid, the Seebeck is
given by

SðTÞ ¼ kB
qj

L1

L0

Lj ¼
Z

d3k

ð2pÞ3
v2jm

EjðkÞ � m
kBT

� �j

�
df

ð0Þ
j ðkÞ

dEjðkÞ

 !

The size of the Seebeck coefficient is determined
by the ratio of the two fundamental constants kB/
|q|¼ 86.1734 mVK�1. The ratio L1/L0 is dimension-
less.

An energy band calculation gives both energies
EjðkÞ and velocities vjkðkÞ: The integrals for Lj can be
calculated accurately as a function of temperature.
The easiest way is to first calculate the function
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Dj,m(E) defined as

Dj;mðEÞ ¼
Z

d3k

ð2pÞ3
v2jmd½EjðkÞ � E�

Lj;m ¼
Z

dEDj;mðEÞ
E� m
kBT

� �j

�
df

ð0Þ
j ðEÞ
dE

 !

Evaluating the above expression is now a routine
process for computer programs that compute the
energy bands of solids. It is not an exact expression
for the Seebeck, because of the assumption that the
lifetime cancels out from the ratio of the two integrals.
However, it gives expressions that are accurate to
about 10% for many solids, over a wide range of
temperature. Note that Dj,m(E) is independent of
temperature, and only needs to be computed once.

The above expression will be evaluated for several
different types of energy band structures: metals, in-
sulators, and semiconductors.

Metals

Metals have a high density of electrons in their con-
duction band. The chemical potential m is typically
several electron volts, or more, above the bottom of
the conduction band. The function D(E) (its sub-
scripts are dropped) is a smooth function of energy in
the neighborhood of m.

It is expanded in a power series around this point

DðEÞ ¼DðmÞ þ ðE� mÞ dD

dE

� �
m
þOðE� mÞ2

L0 ¼DðmÞ 1þO
kBT

m

� �2
" #

L1 ¼ p2

3
kBT

dDðmÞ
dm

� �

In evaluating these integrals, note that the function

�
df

ð0Þ
j ðEÞ
dE

 !
¼ b
ðex þ 1Þðe�x þ 1Þ;

x �E� m
kBT

is perfectly symmetric in E� m. Let the new variable
of integration be x, and the above integrals become

Lj ¼
Z

dxDðmþ xkBTÞ
xj

2½1þ coshðxÞ�

The integral vanishes if there are odd powers of x in
the integrand. If j¼ 0, then the leading term in L0 must
be proportional to D(m). If j¼ 1, then expand D(E)
and take the first derivative to get even powers of x.

The Seebeck coefficient is the ratio of the above
two integrals

S ¼ p2

3

k2BT

e

d

dm
ln½DðmÞ�

This famous formula is called the ‘‘Mott relation.’’ It
states that the leading term in S(T) is linear in tem-
perature, and the coefficient is determined by the
derivative of D(m). The formula is usually accurate,
since most metals have a Seebeck coefficient that is
linear in temperature, particularly at room temper-
ature and higher. If D(m)¼D0m

r then

d

dm
ln½DðmÞ� ¼ r

m
; SBr

p2

3

kB
q

kBT

m

The last ratio of kBT/m{1 in metals, which makes
the Seebeck have a small value.

Figure 1 shows the Seebeck coefficient, in units of
mVK� 1, for copper, silver, and gold. For copper, S(T)
is linear over a large range of temperature. For silver
and gold, there is some deviation from linearity at
high temperature. At room temperature, the values
are smaller than 2 mVK� 1. It is to be noted that the
values are positive. In these metals, the current and
heat are carried by electrons, so one might think the
Seebeck would be given by the charge on the elec-
tron, which is negative. It is positive in these metals
since the Fermi surface has regions of negative
curvature. No data is shown below 100K. Each
curve has a peak at low temperatures due to phonon
drag.
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Figure 1 Seebeck coefficient of copper, silver, and gold. Units

are microvolts per degree kelvin.
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Insulators

Insulators tend to have large values of the Seebeck
coefficient, and very small values of the electrical
conductivity. There is an energy gap Eg between the
occupied energy bands, called valence bands, and the
unoccupied bands that are called conduction bands.
The probability of exciting an electron from an oc-
cupied valence band, to an empty conduction band,
is proportional to Bexp(� bEg), b¼ 1/kBT. Typically
bEgc1 and the density of carriers in the conduction
band is small. This situation leads to a large Seebeck
coefficient.

The chemical potential is located in the energy gap
Ev0omoEc0, where Ec0 and Ev0 are the edges of
the conduction and valence bands. For the conduc-
tion bands, since moEc0, the occupation number
can be accurately approximated by the Maxwell–
Boltzmann limit

f ð0Þc ðkÞ ¼Ncexpfb½m� EcðkÞ�g

�df
ð0Þ
c ðEÞ
dE

 !
¼ bNcexpfb½m� EcðkÞ�g

This approximation enables the integrals to be evalu-
ated for the Seebeck coefficient: for example, for the
conduction band

ne ¼Nce
bðm�Ec0Þ

Z
d3k

ð2pÞ3
e�becðkÞ

¼Nc

l3c
eb½m�Ec0�

l3c ¼
2p_2

kBT

" #3=2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mxmymz
p

L0c ¼Nce
b½m�Ec0�

Z
d3k

ð2pÞ3
v2cle

�becðkÞ ¼ kBT

ml
ne

L1c ¼ bðEc0 � mÞ þ 5
2

� �
L0c

Identical expressions can be found for the valence
band.

Several interesting results are apparent from these
expressions:

* The ratio L1/L0 has a simple form

L1c

L0c
¼ Ec0 � mþ ð5=2ÞkBT

kBT

Since kBT is a small energy, the right-hand side of
this expression can be a large number such as 10 or
100. In this case, the Seebeck coefficient becomes
very large.

* From the expression for the electron density, one
can derive

b½m� Ec0� ¼ � lnðneÞ þ f ðTÞ;
f ðTÞ ¼ lnðNc=l

3
c Þ

The Seebeck coefficient SB(kB/q)L1/L0B�
(kB/e) ln(ne) is proportional to the logarithm of
the density of electrons. This behavior is found
experimentally.

* Similar behavior is found in p-type material, with
the subscript c replaced by v for the valence band.

The thermal excitations of electrons, across the
bandgap of the insulator, makes electron carriers in
the conduction band, and hole carriers in the valence
bands. Holes are the conducting states of the valence
band: they have a positive mass and a positive charge.
The Seebeck has to be calculated using formulas that
include two conducting channels: electrons and holes

sT ¼ sc þ sv

ST ¼ scSc þ svSv
sc þ sv

Using the above formulas for sj and Sj gives the
effective Seebeck coefficient

ST ¼ kB
q2

qeL1c þ qhL1v

L0c þ L0v

� �

¼ � kB
jqj

L1c � L1v

L0c þ L0v

� �

where qe¼ � q¼ � qh. It is useful to define the
average value of L0j and the difference

%L0 ¼ 1
2ðL0c þ L0vÞ; dL0 ¼ Lc0 � Lv0

Lc0 ¼ %L0 þ 1
2 dL0; Lv0 ¼ %L0 � 1

2 dL0

The effective Seebeck is now

ST ¼ � kB
2jqj

Eg

kBT
þ dL0

2 %L0

Ec0 þ Ev0 � 2m
kBT

� �

The first term on the right contains the energy gap
Eg¼Ec0�Ev0 divided by kBT. This term is very large
for most insulators. It is called the ‘‘bipolar term.’’
It is responsible for the large value of the Seebeck
coefficient in insulators.

The second term is much smaller. Usually
dL0o2 %L0: Divide the formula for the electron den-
sity, by the similar expression for the hole density,
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and then take the logarithm

ne ¼
Nc

l3c
eb½m�Ec0�; nh ¼ Nv

l3v
e�b½m�Ev0�

2m� Ec0 � Ev0

kBT
¼ ln

neNvl
3
c

nhNcl
3
v

" #

Since b[2m�Ec0�Ev0] is the logarithm of some-
thing, it never gets too large. It vanishes if m is exactly
in the middle of the bandgap.

The bipolar term has the following interpre-
tation. A thermal fluctuation at one end of the ma-
terial provides enough energy to excite an electron
across the energy gap, and make an electron–hole
pair. The pair diffuses to the other end of the ma-
terial, where they recombine. The process carries the
amount of heat Eg from one end of the material to
the other.

The Seebeck coefficient of an insulator is a relati-
vely large number. It is usually expressed in milli-
volts per degree, rather than microvolts per degree. If
a material with a large Seebeck coefficient is required,
there is a salt shaker on your kitchen table.

Semiconductors

Semiconductors are defined here as crystals with a
small energy gap between the lowest conduction
band and the highest occupied valence band. Actual
semiconductors can have energy gaps from zero up
to several electronvolts. The best thermoelectric ma-
terials have gaps less than 0.30 eV. Intrinsic semi-
conductors are those with negligible concentration of
defects and impurities. They act as insulators, and
typically have a high value for the Seebeck coeffi-
cient. Figure 2 shows S(T) for high-purity p-type
germanium as measured by T H Geballe and G W
Hull. The scale is milli-volts per degree, which is a
thousand times larger than the values in Figure 1.
The peak at very low temperature is due to phonon-
drag. They do not measure below 20K.

Thermoelectric devices must be good conductors.
High values of s are achieved in semiconductors by
adding impurites that act as donors of electrons, or
acceptors that make holes. Typically, the concentra-
tion of such defects is nB1019 cm� 3. At this concen-
tration, at room temperature, the chemical potential
m(T) is rather close in energy to the band edge. In n-
type material, it is close to the conduction band edge,
and varies with temperature.

In the case of metals and insulators discussed
above, accurate analytical approximations are de-
rived in two limits. (1) For metals, mckBT, and D(E)
could be accurately expanded in a power series

around EEm. (2) Insulators are in the Maxwell–
Boltzmann limit, where the chemical potential is well
below the conduction band edge. Neither of these
two limits applies to the present problem. In this
case, numerical results are obtained on the computer.

Consider the case in n-type semiconductors that
the chemical potential is slightly higher in energy
than the conduction band edge Ec0. Near the band
edge, the kinetic energy is approximately quadratic.
Choose vjm ¼ vcz

EcðkÞ ¼Ec0 þ
_2

2

k2x
mx

þ
k2y
my

þ k2z
mz

 !

DzðEÞ ¼
Z

d3k

ð2pÞ3
v2czd½EcðkÞ � E�

¼D0ðE� Ec0Þ3=2; D0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mxmymz

p
3mzp2_

3

The density of states for parabolic bands goes asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� Ec0

p
: D(E) has a power of 3/2 due to the extra

factor of v2cz in the integrand. This form for D(E) can
be used to calculate the two integrals Lj that are
needed for the Seebeck coefficient:

x ¼ E� m
kBT

; x0 ¼
m� Ec0

kBT

Lj ¼
D0

2
ðkBTÞ3=2

Z
N

�x0

dx
xjðxþ x0Þ3=2

1þ coshðxÞ

Figure 3 shows a graph of L1/L0 as a function of
x0 determined by evaluating the integrals on the
computer. At x0¼ 0, it has the value of 2.833. The
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Figure 2 Seebeck coefficient for high-purity p-type germanium

as measured by Geballe and Hull. Note the values are in millivolts

per degree.
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Seebeck is obtained by the ratio of two fundamental
constants kB/q¼ 86.2 mVK� 1. This gives S¼ 244 m
VK� 1. This high value is typical for the best ther-
moelectric materials. Their high value is achieved by
having the chemical potential near the band edge at a
temperature useful for device applications.

At large values of the dimensionless parameter x0,
the above integrals can be evaluated analytically by
approximating ðxþ x0Þ3=2Ex

3=2
0 þ ð3=2Þx ffiffiffiffiffi

x0
p

which
gives the ratio

lim
x0c1

L1

L0
¼ p2

2x0
½1þOð1=x0Þ�

lim
x0c1

S ¼ p2

2

k2BT

qðm� Ec0Þ

In this case, the formula derived for metals is found,
with r¼ 3/2. This asymptotic expansion is graphed in
Figure 3 as the dashed line.

The largest Seebeck coefficient for a semiconductor
is found when it is an insulator. It is very pure, and has
a low concentration of defects. Then, the chemical
potential is in the gap between the conduction and
valence bands. In this case, it has a very small value
for the electrical conductivity, and the pure material is
not useful for devices. Impurities are intentionally
added to the semiconductor to donate electrons to the
conduction band, or holes to the valence band. The
electrical conductivity increases, and the Seebeck de-
creases. The best value of the ‘‘Power factor’’ sS2 is
when the chemical potential is near in energy to the
minimum of the energy band. The power factor is
the numerator in the figure of merit Z mentioned
in the ‘‘Introduction.’’

Phonon Drag

If a material is very pure, and free from defects, it is
called ‘‘intrinsic.’’ The thermopower of an intrinsic
material always shows phonon drag at low temper-
atures. This phenomena happens in all dimensions. A
complete theory was derived by Bailyn. It is compli-
cated and will not be reproduced here. Instead, a
physical description of the origins of this important
contribution is given.

When solving the Boltzmann equation for the life-
time of an electron, the important contributions are
the scattering by: defects, phonons, and boundaries.
When solving the Boltzmann equation for the life-
time of the phonons, the important contributions to
the scattering are from: defects, phonons, electrons,
and boundaries. In an intrinsic material, scattering
by defects is omitted. In large systems, edge effects
and scattering by boundaries are ignored.

Phonon scattering by phonons is caused by anhar-
monic effects. One phonon divides into two, or two
combine into one. The rate of this process increases
with temperature, since the number of phonons in
the system increases. At high temperature, where an-
harmonic effects are important, the energy dissipa-
tion path of a material in an electric field is:

* The electrons are accelerated by the electric field.
* As they accelerate, they emit phonons, thereby

transferring the energy gain from the electric field
into phonon energy.

* The phonons dissipate their energy through an-
harmonic interactions, so the energy from the
electric field becomes part of the thermal bath.

At low temperatures, the anharmonic phenomena
is ineffective. There are relatively few other phonons
thermally excited, and three-phonon processes be-
come rare. Then the energy dissipation path is:

* The electrons are accelerated by the electric field.
* As they accelerate, they emit phonons, thereby

transferring the energy gain from the electric field
into phonon energy.

* The phonons can only dissipate their energy by
giving it back to the electrons.

There is a bottleneck in the dissipation of energy.
The electrons and phonons form a closed system that
exchange energy back and forth. As the electrons
drift along in the electric field, the phonons drift
along with them. The amount of energy carried by
the combined system is quite large. The Seebeck is a
measure of the energy content of the current, and
attains high values.
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Figure 3 Solid line is the ratio L1/L0 when the chemical poten-

tial m is near a band edge Ec0. The horizontal axis is

x0¼ (m�Ec0)/kBT. Dashed line is the asymptotic expansion at

large x0.
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Phonon drag does not affect the electrical re-
sistivity. s is only affected by the rate that the elec-
trons and phonons scatter from each other. That rate
is not affected by phonon drag and there is no peak
in the conductivity or resistivity. The thermopower is
the only measurement that shows the peak from
phonon drag.

The theory of phonon drag includes electrons and
phonons. The Boltzmann equations for electrons and
phonons become coupled. The coupled equations are
usually solved by a variational technique.

In a crystal with defects or impurities, both elec-
trons and phonons can dissipate momentum by scat-
tering from defects at all temperatures. The phonon
drag peak is absent in impure materials.

See also: Elemental Semiconductors, Electronic States
of; Semiconductor Compounds and Alloys, Electronic
States of; Thermoelectric and Energy Conversion
Devices.

PACS: 72.15.Jf; 72.20.Pa
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Nomenclature

Dj(E) transport distribution function (same as
Lj)

Ej, ej particle energies (J)
fj, dfj distribution functions
_ Planck’s constant (J s)
J current density (Am� 2)
kB Boltzmann’s constant (J K� 1)
K thermal conductivity (Wm� 1K� 1)
L1, L0, Lj integrals defining thermopower
Nj, Nc, Nv band degeneracy
q, qj charge of particle (C)
Q heat (J)
S Seebeck coefficient (VK� 1)
T temperature (K)
vjm velocity of particle (m s� 1)
V voltage (V)
Z figure of merit (K� 1)
b 1/kBT (J� 1)
m chemical potential (J)
P Peltier coefficient (V)
r resistivity (Om)
s electrical conductivity (Sm� 1)
t Thomson coefficient (VK� 1)
tj particle lifetime (s)
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Introduction

Materials in the form of thin films (layers having
thicknesses of a few micrometers or less) are the basic
building blocks of microfabricated or nanofabricated
devices such as integrated microelectronic circuits.
They are used as electrical conductors and insulators,
magnetic layers, optical reflectors and absorbers,
chemical passivations and catalysts, and as structural
elements. Although often intended for nonmechani-
cal functions, the mechanical properties of thin films
are very important. Thin films are typically found
attached to much more massive substrates, and the

constraint of the substrate can lead to very high
stresses in the film. These stresses may, in turn, lead
to failure by a variety of mechanisms, including ex-
cessive elastic or plastic deformation, void forma-
tion, fracture, or delamination. Understanding the
stress states in, and the mechanical response of, thin
films is thus a prerequisite to optimizing reliability in
microfabricated and nanofabricated devices.

Achieving this goal is complicated by the fact that
the mechanical behavior of thin films often does not
follow the scaling laws developed for bulk materials.
Thus, the mechanical properties of thin films must be
measured directly. In this article, the sources of stress
in thin films, common mechanical property meas-
urements, and some factors that determine non-bulk-
like mechanical response in thin films are briefly
reviewed.
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Thin Film Stresses

While thin films may experience stresses due to ex-
ternally applied loads, the largest source of stress in a
film typically arises from an interaction between the
film and substrate. The origins of these stresses can be
understood by the simple thought experiment shown
in Figure 1. In Figure 1a, a stress-free film is shown
attached to a substrate. Because the film is stress free,
one can imagine that it is removed from its substrate
without changing dimensions as shown in Figure 1b.
One can then imagine that some process occurs that
changes the in-plane dimensions of the film relative to
the substrate. For example, suppose the film shrinks
relative to the substrate as shown in Figure 1c. Since
there is no interaction between the film and the
substrate, each attains its equilibrium dimension and
remains stress free. The film can then be returned to
the substrate by imposing a biaxial stress on the de-
tached film in order to elastically deform it, until it
again has the same dimension as the substrate, as
shown in Figure 1d, and reattaching the film to the
substrate, as shown in Figure 1e. To complete the
thought experiment, the externally applied forces are
removed. The final configuration is shown in Figure
1f. The film continues to support biaxial stresses, and
the substrate distorts elastically due to the forces
transmitted across the film/substrate interface.

Any process that changes the equilibrium dimen-
sions of the film and the substrate, relative to each
other after the film has been deposited on the subst-
rate, will lead to substrate interaction stresses. These
dimensional changes can arise from four different
sources: (1) Thermal strains arise due to differential
thermal expansion. If the elastic strain in the film is
zero at some temperature, T0, then the elastic strain
required in the film to accommodate the thermal
strains at any other temperature, T, is

eth ¼
Z T

T0

ðasðTÞ � afðTÞÞ dT ½1�

where af(T) and as(T) are the (temperature depend-
ent) thermal expansion coefficients of the film and
substrate, respectively. (2) Structure evolution strains
arise from structural changes that change the density
of the film. Grain growth, densification, ion implan-
tation, chemical reactions, and phase changes are
common sources. The accommodation strain in such
cases is given by

eevol ¼
�eT
3

½2�

where eT is the dilatational strain associated with the
structure evolution. (3) Epitaxial strains arise when

the film is deposited in such a way that there is some
crystallographic registry between the film and subst-
rate. If the pertinent in-plane lattice parameters, as
and af, of the film and substrate, respectively, are not
the same, then the elastic strain required in the film is

eepi ¼
as � af

af
½3�

(4) Surface (interface) stresses arise from the change
in bonding at free surfaces and interfaces compared

(a)

(b)

(c)

(d)

(e)

(f)

Figure 1 Thought experiment showing how an interaction

between a film and substrate leads to high stresses in the film

(description in text). Any process that changes the equilibrium in-

plane dimension of the film relative to the substrate after the film

is attached to the substrate leads to high stresses in the film.
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to that in the bulk. While the forces arising from a
single interface are small, surface stresses can be
significant in multilayer films where the interface
density is high. For a multilayer consisting of alter-
nating layers of materials A and B having thicknesses
tA and tB, respectively, the total stress exerted on the
substrate is

sint ¼
2ðfA=B þ fB=AÞ

tA þ tB
½4�

where fA/B is the interface force per unit width of A at
an A/B interface, and fB/A is the interface force per
unit width of B at a B/A interface.

Substrate interaction stresses, particularly those
arising from structure evolution strains, are often re-
ferred to as ‘‘intrinsic,’’ but this terminology should
be avoided since the stresses are not intrinsic to either
the film or the substrate but rather always arise from
an interaction between the two. Because the structure
in films can be inhomogeneous, the stresses in films
can be inhomogeneous as well.

Measurements of Thin Film Deformation

Measuring mechanical properties in thin films is
challenging because of the difficulty in manipulating
such a thin object. This problem has been overcome
by testing films while they are still attached to their
substrates or by using microfabrication or nanofab-
rication methods to prepare samples without the
need to handle the film.

The most common tests are nanoindentation and
substrate curvature methods, in which the film is
tested while still supported by the substrate. Com-
mercial equipment is available for both of these tests.
In nanoindentation, the load and displacement are
recorded as a hard tip of a known shape is pressed
into the sample surface and removed. By the use of
an appropriate analysis model, a measure of elastic
stiffness, hardness, and time-dependent behavior can
be obtained. Nanoindentation tests are simple to
perform, and quantitative information can be ob-
tained from very small (tens of nanometers in diam-
eter), well-located (within some tens of nanometers)
volumes of materials. However, the primary di-
sadvantage of nanoindentation lies in distinguishing
film properties from substrate influences, which arise
as indentations become large and surface influences
(mainly due to roughness, surface layers, or parti-
cles), which become large as indentations become
small.

Substrate curvature tests make use of the curvature
shown in Figure 1f. If the film is thin and/or com-
pliant relative to the substrate, then the stress in the

film is related to the curvature induced via

s ¼ Ys
t2s
6tf

1

R
� 1

R0

� �
½5�

where R0 and R are the radii of curvature of the
substrate before and after the film is attached, re-
spectively, tf and ts are the thicknesses of the film and
substrate, respectively, and Ys ¼ Es=ð1� n2s Þ is the
biaxial modulus of the substrate, assumed to be iso-
tropic with Young’s modulus, Es, and Poisson’s ratio,
ns. Equation [5] is known as the Stoney equation and
applies when the product of ratios tsYs/tfYf is large,
typically greater than B100. R0 and R are typically
measured either by scanning a laser across the sample
and observing the position of the reflected beam,
or using optical interferometry. The substrate curv-
ature method is very accurate and repeatable, as
well as relatively simple and flexible. It is often used
in situ to measure the stresses that arise in films
during deposition or thermal cycling. The main di-
sadvantage is that it is not possible to control the
strain without changing the conditions that give rise
to that strain (e.g., change in temperature).

Results from substrate curvature measurements
conducted in situ during thermal cycling of 1 mm
thick Cu films are shown in Figure 2, and provide an
introduction to several unique features of thin film
deformation behavior. Such tests are often used be-
cause they mimic the thermal cycles that films un-
dergo during manufacture and use. Three sets of data
are shown. The solid line indicates data obtained
from a computer simulation based on steady-state
deformation mechanisms for bulk Cu, including
the microstructural length scales of the film. The
open and filled circles are data from substrate curvat-
ure measurements. The Cu films were prepared
identically except that a thin passivation layer was
deposited on one, while the other was left with the
Cu-free surface exposed. The shapes of the experi-
mental stress–temperature hystereses in Figure 2
show that the stresses can be much higher in thin
films than in comparable bulk materials, particularly
at high temperatures.

In recent years, a number of tests have been
developed to test free-standing films or parts of films.
The two most common examples are bulge tests and
microtensile tests. In bulge tests, microfabrication
methods are used to remove a section of the substrate
from behind a film, and pressure is applied to cause
the film to bulge out. With an appropriate analysis
model, pressure–deflection data can be converted
to stress–strain data. For microtensile tests, free-
standing tensile test samples are prepared by first
removing the adjacent film material and then
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removing the substrate from behind the sample,
leaving a substrate frame to which the sample re-
mains attached at both ends. Loads are applied to
these substrate sections to distort the film. Micro-
fabricated test structures are of great interest for the
study of free-standing thin film structures.

Plastic Behavior

As is the case in bulk materials, the plastic behavior
of thin films depends on the microstructure. Unlike
bulk materials, however, the plastic behavior of thin
films is often found to depend on the sample size. In
addition, the plastic behavior of thin films is ex-
tremely sensitive to conditions at thin film interfaces.

The microstructures of crystalline thin films may
be categorized into three groups: Single-crystal films
arise primarily when films are deposited epitaxi-
ally. Nonepitaxial films are often nanocrystalline
(grain sizes B10 nm) in their as-deposited state. The
mechanical behavior of such films is similar to that of
‘‘bulk’’ nanocrystalline materials and is not considered
here. If a fine-grained film is annealed, the mean final
grain size is often found to be of the same order as the
film thickness. Such films typically have ‘‘columnar’’
grain structure (all grain boundaries perpendicular to
the plane of the film), in which certain orientations
are strongly preferred. For example, in f.c.c. metal
films, grains with (111) and (10 0) planes parallel to
the plane of the film are most common as they min-
imize interface and strain energy, respectively.

Dislocation Mediated Plasticity

The high strength of crystalline thin films at low tem-
peratures (Figure 2) is due to constraints on dislocation
motion. An epitaxial thin film on a substrate provides
a simple example of how the constraint of the subst-
rate affects the mechanical behavior of thin films. A
film with a capping layer is illustrated in Figure 3. A
threading dislocation (a dislocation that runs from the
top to the bottom of the film) is shown at ‘‘a’’ of Figure
3 in an unstressed film. When a stress is applied, the
threading dislocation can relax the applied strain by
moving on its glide plane. However, because the film is
encapsulated between the substrate and cap layer, the
threading dislocation can only move ahead by leaving
misfit dislocations behind at the interfaces (indicated
by ‘‘b’’ in Figure 3). The threading dislocation moves
forward only when the elastic strain energy relieved by
its motion is sufficient to provide the energy required
to form the misfit dislocation. Thus, there is a thresh-
old stress (critical stress) for dislocation motion. Since
the total strain energy in the film depends linearly on
the film thickness and the energy per unit length of the
misfit dislocation is approximately constant, the crit-
ical stress varies with reciprocal film thickness. A
widely used derivation gives

sc ¼
sinf

sin f cos l
b

2pð1� nÞtf

� mfms
ðmf þ msÞ

ln
bst
b

� �
þ

mfmp
ðmf þ mpÞ

ln
bptp
b

� �" #
½6�

0
−200

−100

0

100

200

300

400

500

100 200 300

Temperature (°C)

400 500

Unpassivated

SiNx passivation
Simulation, bulk Cu values

S
tr

es
s 

(M
P

a)

600

Thermomechanical behaviour of 1.0 µm thick
Cu films on SiN on Si

700

Figure 2 Stresses induced by thermal cycling in Cu films on Si substrates. The films were prepared identically except that a thin SiNx

passivation layer was deposited on one. The solid line is a simulation showing the behavior expected based on scaling laws derived for
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where b is the magnitude of the Burgers vector, f and l
are the angles between the film normal and the glide
plane normal, respectively, m the shear modulus, and b
a constant. The subscripts f, s, and p refer to the
substrate, film, and passivation layers, respectively.

The concept of critical strain is particularly im-
portant in microelectronic devices containing epit-
axial semiconductor layers, as the misfit dislocations
that form when the critical strain is exceeded can
spoil the electronic function of the device. The re-
ciprocal dependence of critical stress on the film
thickness predicted by eqn [6] has been observed in
epitaxial semiconductor films. However, higher val-
ues have also been reported. This may be due to ex-
perimental difficulties associated with observing the
formation of the first misfit dislocations, or to a lack
of appropriate dislocation sources. From a reliability
perspective, eqn [6] provides an accurate measure of
the minimum thickness at which misfit dislocations
may appear in an epitaxial film.

Interestingly, an inverse dependence of strength on
thickness is also seen in polycrystalline metal films,
although at stress levels much higher than those pre-
dicted by eqn [6]. One can obtain such data, for ex-
ample, by recording the stress at room temperature
at the end of thermal cycles as in Figure 2 for films of
various thicknesses. Neither the fact that the yield
stress increases as tf decreases, nor that eqn [6] un-
derpredicts the result, is surprising. As strain increas-
es, a threading dislocation moving through the film
must interact with misfit dislocations in its path as
well as other threading dislocations and is con-
strained from long-range motion by grain bounda-
ries, just as in bulk materials. That these events occur
in the narrow channel of the film leads to very high
stresses indeed. However, while a number of models
have been presented, the precise origin of the t�1

f
dependence is not yet clear.

The arguments above are based on the assumption
that dislocations are preserved at the interfaces. If

dislocations are not preserved, then the behavior will
be very different. The limiting case is that of a free-
standing film, which has no critical strain threshold
for dislocation motion and no misfit dislocations to
block the threading dislocation motion. A film with
one free surface (e.g., Figure 2) represents an inter-
mediate case. However, a free surface is not needed
to eliminate misfit dislocations. If the resistance to
interface sliding is sufficiently low, then the cores of
misfit dislocations can spread into the interface. The
consequence is that the mechanical behavior of cer-
tain film systems (e.g., copper on nitride or oxide
layers, as is commonly used in microelectronics) is
very sensitive to any variation in interface chemistry
that affects interface strength. Stress levels in fully
encapsulated films can be varied over a wide range in
this manner.

Another example of interface control of properties
is multilayer films, in which manipulation of inter-
face strength and density can be used to create ex-
ceptionally strong films. For example, by deposition
of alternating thin layers with well-bonded, disloca-
tion blocking interfaces, films with strengths approa-
ching the theoretical strength can be generated.

Diffusion Mediated Plasticity

At high temperatures, the high strength of thin films
is due to constraints on diffusion, and the difference
between thin film behavior and that expected on the
basis of bulk scaling laws is even more dramatic. For
example, at the low strain rates imposed for the data
in Figure 2, the simulation predicts that the stress
would be relaxed to near zero at temperatures above
4001C, while the real films support significant stress-
es at these temperatures.

This discrepancy can be understood as follows:
Figure 4 shows a schematic cross section of a film
on the substrate with a capping layer. A stress applied
in the plane of the film can be relaxed if the mate-
rial diffuses between the grain boundaries and the
interfaces as shown in Figure 4a. The simulation in
Figure 2 was obtained by assuming that the interface
diffusivity is the same as the grain boundary di-
ffusivity. In order to achieve the stresses seen in the
real capped film at high temperatures, interface dif-
fusion must be turned completely off in the simulation
and relaxation allowed to occur by other mecha-
nisms, such as thermally activated dislocation glide.
While high stresses due to limited interface diffusivity
might be expected in tightly bound interfaces such as
Al/SiO2, similar high stresses are often seen in films
with interfaces known to have poor adhesion and
high diffusivity such as Cu/SiNx. The reasons for this
are presently unknown.

Passivation
not shown

a

b

�

�

�

�

Figure 3 A dislocation gliding on its slip plane in the channel

created by a thin film between a substrate and a passivation

layer. (a) A threading dislocation extends from the top of the film

to the bottom at zero stress. (b) In order to move through the film,

the dislocation must leave misfit dislocations at the film/substrate

and film/passivation interfaces.
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An uncapped film provides an interesting case, as
shown in Figure 4b. Here diffusion is allowed be-
tween the grain boundaries and the free surface, but
not between the grain boundaries and the interface
with the substrate. Tensile stresses, for example, are
relaxed by diffusion of material from the free surface
into the grain boundaries. Each grain boundary is
filled with a wedge of material and the stresses
are relaxed near the film surface, but not near the
interface. This provides an inhomogeneous stress
state with high shear stresses on the interface.

Elastic and Anelastic Behavior

Elastic strain is deformation that is fully recovered
upon removal of the applied load. This definition
encompasses both elastic deformation that arises
from bond stretching and twisting, and anelastic de-
formation that arises from atomic reconfigurations
(e.g., defect motions). Elastic deformation occurs at
short timescales (transmitted at phonon velocities)
while anelastic deformation is time dependent on a
much longer scale.

Elastic deformation depends on the type and den-
sity of interatomic bonds in the material. One does
not expect radically new types of interatomic bonds in
a film just because it is thin. Indeed, the changes that
can be expected in elastic constants should be of the
order of Ndefect/Nbulk, the ratio of atoms in nonbulk
environments to the number in bulk environments.
For example, consider a film comprised of cubic

grains with side d having boundaries of width d. The
ratio of grain boundary to interior volume is 3d/d. If
the grain interiors have modulus Egrain and the bound-
aries have a modulus of zero (an extreme example!),
then the isostrain composite modulus of the film is

E ¼ ð1� 3d=dÞEgrain ½7�

For d¼ 0.2 nm, one would need d¼ 6nm(¼ tf) to ac-
hieve a modulus reduction of only 10%. Given this
expectation, a great deal of excitement has accompa-
nied reports of much larger deviations. However, it
now appears that all such reports can be attributed to
experimental errors.

Anelastic behavior, on the other hand, can be
much more prominent in thin films than in bulk. An
example can be seen in Figure 2. Upon initial hea-
ting, the experimental data initially follow the pre-
dicted thermoelastic slope. At some point, the data
deviate from this slope, indicating the onset of ine-
lastic deformation. Careful inspection reveals that
the inelastic strain is compressive, while the applied
stress is still tensile. This ‘‘negative yielding’’ is sim-
ilar to the well-known Bauschinger effect in bulk
metals, but is much larger. As is the case with plastic
deformation by both dislocation and diffusion me-
diated plasticity, anelastic recovery is also very sen-
sitive to interface conditions. For example, quite
spectacular anelastic recoveries of up to several
tenths of a percent strain can be achieved by adjust-
ing interface adhesion.

Two mechanisms, dislocation motion and bound-
ary sliding, that are often used to explain anelastic
behavior in bulk metals, probably also account for
anelastic behavior in films. For example, consider a
film that has been plastically deformed so that loops
having the form shown in Figure 3 have been gene-
rated at stress levels above sch (eqn [6]). If the ap-
plied stress is then reduced below sch, it becomes
energetically favorable for the dislocation loops to
run out of the film, increasing the strain energy (and
stress) in the film, but reducing the total energy by
reducing misfit dislocation line length. The quasi-2D
structure of films can promote grain boundary sliding
by allowing grain rotations in the plane of the film. In
addition, shear stresses along the film/substrate in-
terface generated by anisotropy or diffusional mech-
anisms can be relaxed by sliding along the interface,
which can also lead to anelastic behavior.

The highly textured nature of films also leads to
non-bulk-like scaling behavior. For example, a film
composed of a cubic material has lower stiffness, but
higher surface energy when (1 0 0) planes are parallel
to the plane of the film compared to the case where
(1 1 1) planes are parallel to the film plane. Thus, a

Substrate

Substrate

Film

Film

Passivation

(a)

(b)

�

�

�

�

Figure 4 (a) Stresses can be relaxed in a passivated film only if

diffusion is allowed along the interfaces. (b) In an unpassivated

film, stresses can be relaxed by diffusion between the grain

boundaries and the free surface.
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transition from (1 1 1) to (1 0 0) orientation (stiff to
compliant) with film thickness has been predicted
and experimentally verified. For Cu, Ag, and Au, for
example, the difference is more than a factor 2. For a
given elastic strain, the stresses are then much higher
in the (1 1 1) orientations, leading to very in-
homogeneous stress states and high shear stresses
on the interfaces near (1 1 1)/(1 0 0) grain boundaries.

Fracture and Delamination

Brittle films with sufficiently weak interfaces may fail
by delamination from the substrate (Figure 5a) or by
fracture (Figure 5b). The driving force, G, for de-
lamination can be found by comparing the elastic
strain energy per unit area of the film far ahead of the
delamination crack with that which is far behind the
crack. For a straight crack front,

G ¼ 1� n2f
2Ef

s2tf ½8�

where s is the stress in the film before delamination.
Several tests have been developed for quantitative

assessment of the interfacial fracture toughness, G, or
the value of G at delamination. If the stress in the film
is well known, the thickness at which it delaminates
can be used to determine G from eqn [8]. In many
cases, a highly stressed ‘‘superlayer’’ is added on top of
the target film of interest to accelerate the process.

While the solution is more complicated, it is straight-
forward to find G for the target interface if the stresses
in the layers and their thicknesses are known. In
addition, several tests of film adhesion have been
developed, which do not require a detailed knowledge
of film stress states. In these tests, the film is bonded
between two massive substrates and external loads are
applied to the substrates to drive a delamination crack.
These tests include the four-point bend test, the dou-
ble-cantilever beam test, and several others.

Because thin films are normally under stress, sub-
critical delamination is an important failure mode and
topic of study. Subcritical delamination occurs when
chemical processes assist crack propagation so that
films delaminate under conditions where G is less than
the value required for rapid or ‘‘critical’’ crack pro-
pagation in the absence of chemical assistance. Under
constant stress, subcritical delamination may occur
very slowly over very long durations and is a parti-
cularly insidious failure mode. Recent work suggests
that subcritical delamination of thin films is similar to
subcritical cracking in glass with a region where crack
velocity v depends exponentially onG when the chem-
ical reaction rate is controlling, and a region at higher
G where v is independent of G when diffusion of the
chemical species to the crack tip is controlling.

Cracks that extend through the film thickness
(Figure 5b), also known as channeling cracks, are
similar to channeling dislocations (Figure 3) in that
there is a critical stress needed for channeling crack
propagation, established by the requirement that the
strain energy released by the crack propagation must
be sufficient to produce the new surface area and other
energy costs associated with the crack. Channeling
cracks, such as channeling dislocations, can also form
arrays to relax strains and form configurations that
depend on both interactions and sources. The me-
chanics of film cracking are well developed.

Conclusions

Films on substrates normally support very high
stresses due to the constraint of the substrate, but
do not exhibit the mechanical behavior of chemically
equivalent bulk materials, and thus must be sepa-
rately studied. While a number of dislocation- and
diffusion-based mechanistic models for film defor-
mation have been proposed, a complete model ca-
pable of predicting the plastic and anelastic behavior
of a film based on its microstructure remains elusive.
A significant factor in this is that the microstructural
configurations that are assumed in such models have
not been sufficiently well verified experimentally. In
general, thin films follow the rule that ‘‘smaller is
stronger.’’ This is an area of ongoing development,

Crack front

Delaminated area
(a)

Crack

(b)

Figure 5 (a) Delamination of, and (b) through thickness (chan-

neling) cracks in a thin film.
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and new experimental methods and models are ex-
pected to extend a detailed knowledge to smaller
length scales and both shorter and longer timescales.

See also: Mechanical Properties: Elastic Behavior;
Mechanical Properties: Plastic Behavior; Mechanical
Properties: Tensile Properties.

PACS: 62.25.þg; 68.55.� a; 68.55.Jk; 68.60.�p;
68.60.Bs; 68.65.� k
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Introduction

In the linear combination of atomic orbitals (LCAO)
method, the one-electron wave function is expressed
as a linear combination of Bloch sums. When such an
expansion is made to the wave function in the
Schrödinger equation, one obtains a set of simulta-
neous linear equations that has a nonzero solution if
the determinant of the coefficients vanishes, that is,

H̃� eS̃ ¼ 0 ½1�

The matrix elements in this equation have the form:

Hnm ¼
X
Rj

exp½ik � ðRj � RiÞ�

�
Z

f�
nðr � RiÞH̃fmðr � RjÞ d3r ½2�

and

Snm ¼
X
Rj

exp½ik � ðRj � RiÞ�

�
Z

f�
nðr � RiÞfmðr � RjÞ d3r ½3�

where Ri and Rj denote the positions of atoms
located on orbitals fn and fm, respectively. The
integrals in the above equations can, in principle, be
calculated directly. However, the most common
practice has been to follow Slater and Koster (SK),

who suggested replacing these integrals by adjustable
parameters that could be estimated from experiment,
but which are generally determined by fitting to more
elaborate electronic structure calculations. The size of
the matrices H̃ and S̃ is determined by the number of
atoms in the unit cell and the number of atomic or-
bitals on each site. So for face-centered cubic (f.c.c.),
body-centered cubic (b.c.c.), and simple cubic (s.c.)
lattices with one atom per unit cell, H̃ and S̃
are 9� 9 matrices representing one s-function, three
p-functions, and five d-functions. The f-states have
been omitted in most works, although there have been
papers that provide extensions of the SK scheme that
include f-orbitals. For diatomic lattices, such as
hexagonal close-packed (h.c.p.) and diamond and in
binary compounds the spd model will result in an
18� 18 matrix. Often in semiconductors such as Si
and Ge, the d-states are not included and hence
the size of the Hamiltonian is 8� 8. The full SK
Hamiltonian for a monatomic material could require
the determination of 81 parameters between each pair
of atoms; however, SK showed that these parameters
are related by symmetry operations that considerably
reduce their actual number. The resulting independent
matrix elements may be found in the tables given by
SK. The reader is cautioned that some typographical
errors appear in these tables which have been cor-
rected by other authors (see ‘‘Further reading’’ sec-
tion). Since the above summations are over the
interatomic distances Rj, the number of parameters
increases for calculations that include more than first
nearest neighbors. In practice, no more than the
third nearest neighbors are included. The integrals in
[2] are three-centered since they are the product of an
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atomic wave function f�ðr � RiÞ centered on the
atom at position Ri, an atomic wave function fðr �
RjÞ located on the atom at position Rj, and a potential
function inside the Hamiltonian H, centered on a
third atom. These three-center integrals can be re-
duced to two-center integrals by approximating the
potential energy as a sum of spherical potentials
located on the same two atoms where the atomic or-
bitals are located. For the relationships between three-
and two-center integrals, see the ‘‘Further reading’’
section. Although working in three-center formalism
has the advantage of fitting band structures more ac-
curately, the two-center approximation has the dis-
tinct advantage that its parameters are transferable
from one structure to another. This property of the
two-center scheme makes it suitable to introduce
bond-length dependence in the parameters which
leads one to implementing a total energy
capability in the SK method.

Since the 1960s, there have been numerous appli-
cations of tight-binding (TB) theories, in particular,
the SK approach, to calculate electronic energy bands,
densities of states, and, more recently, total energies.
There are two main uses of the TB theory. One is to
determine a small number of parameters with the aim
of providing a physical insight into the electronic
structure without the necessity of going beyond a
qualitative description. A classic example of this
approach is the universal TB parameters of Harrison.
Harrison’s TB theory has been of great educational
value for a whole generation of scientists. Very re-
cently, extensions to this theory have been provided
that greatly improve its accuracy. The other approach
is to place emphasis on accurately reproducing the
results of first-principles calculations by applying a
least-squares procedure using a large number of
parameters. The authors of this article have general-
ly followed the second approach. A handbook by
Papaconstantopoulos (see ‘‘Further reading’’) has
provided TB parameters for most elements in the
periodic table, except for those with f-states. The
handbook provides TB parameters in both two-center
and three-center bases as well as in orthogonal and
nonorthogonal representations. However, these para-
meters are fitted to the ground state of each element
and have very limited transferability to other volumes
and structures. In addition, these TB Hamiltonians
are not designed to compute total energies. The NRL-
TB scheme on the other hand, which is discussed in
the next section, is a two-center nonorthogonal TB
method that uses environment-dependent parameters
that capture the volume dependence of both the
energy bands and the total energy.

To complete this introduction, the attention of the
reader is drawn to a simple level of the TB theory,

known as the second moment approximation (SMA)
which originates from the Friedel model of rec-
tangular density of states for the d-bands. The SMA
method does not account for the band structure but,
at least for the f.c.c. metals, reproduces well the total
energy which has led to its wide use in molecular
dynamics simulations. This method contains four
adjustable parameters fitted to reproduce either
experimental quantities or the total energies from
first-principles calculations.

NRL Tight-Binding Method

In the (Naval Research Laboratory) NRL-TB scheme,
the on-site terms hil are written as a polynomial:

hil ¼ al þ blr
2=3
i þ clr

4=3
i þ dir2i ½4�

where i labels the atom and l the angular momentum
of s, p, and d characters in the present form of the
method.

The quantity ri that appears in [4] is an embedded-
atom-like ‘‘density’’ per atom given by the expression

ri ¼
X

expð�l2RijÞFðRijÞ ½5�

where Rij denotes the position of neighboring atoms
from a central atom i, and F(Rij) is the cutoff func-
tion. The quantities al, bl, cl, dl, and l are 13 pa-
rameters to be determined by a least-squares fit to the
first-principles results. It is possible, within this
scheme, for example, to split the d-onsite parame-
ters to t2g and eg, or going even further, to have dif-
ferent parameters for the three p-orbitals and the five
d-orbitals. It is also to be noted that this scheme has
the flexibility of adding more terms in [4] to describe
the density contributions from atom A to atom B
(and vice versa) in the case of a binary material.

It was shown by SK that the two-center (spd)
hopping integrals can be constructed from ten inde-
pendent parameters Hll0m, where

ðll0mÞ ¼ sss; sps; pps; ppp; sds;

pds; pdp; dds; ddp; and ddd

One notes that in the case of a binary material AB,
there will be a set of four additional parameters:

ðll0mÞ ¼ pss; dss; dps; and dpp

In the NRL-TB, each of these parameters is ex-
pressed in the form of a second-order polynomial-
times an exponential function:

Hll0mðrÞ ¼ ðell0m þ fll0mrþ gll0mr
2Þ

� expð�t2ll0mrÞFðrÞ ½6�
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where r is the distance between atoms, F(r) the cutoff
function as in [5], and ell0m, fll0m, gll0m, and tll0m are an
additional set of 40 parameters (or 56 for the, A–B
interactions) to be determined by fitting to the first-
principles results. Since one usually fits to a non-
orthogonal Hamiltonian, an additional set of 40
parameters is used (56 for A–B) for the overlap
matrix following [6]. In cases where the validity of
the parameters for interatomic distances much small-
er than those in the original databases needs to be
extended, one finds that the following form of over-
lap parameters is more successful:

Sll0mðrÞ ¼ ðdll0 þ pll0mrþ qll0mr
2 þ rll0mr

3Þ
� expð�s2ll0mrÞFðrÞ ½7�

where pll0m, qll0m, rll0m, and sll0m are the correspond-
ing parameters of the overlap matrix and dll0 is the
Kronecker delta.

In most of the TB approaches, as well as in all
the so-called ‘‘glue’’ potential atomistic methods, one
writes the total energy as a sum of a band energy
term (sum of eigenvalues) and a repulsive potential
G[n(r)] that can be viewed as replacing all the charge
density-dependent terms appearing in the total
energy expression of the density-functional theory.
The NRL-TB method has the unique feature that
eliminatesG by the following ansatz: a quantity V0 is
defined as

V0 ¼ G½nðrÞ�=Ne ½8�

where Ne is the number of valence electrons and n(r)
is the charge density. All the first-principles eigenval-
ues eiðkÞ are then shifted by the constant V0, and the
shifted eigenvalue is defined as

e0iðkÞ ¼ eiðkÞ þ V0 ½9�

The result of this manipulation is that the first-prin-
ciples total energy E is given by the expression

E ¼
X

e0iðkÞ ½10�

where the sum is over all occupied bands and all
k-points in the Brillouin zone. It is noted that the
constant V0 is different for each volume and struc-
ture of the first-principles database. The reader
should recognize that each band structure has been
shifted by a constant, retaining the exact shape of the
first-principles bands. It should also be stressed that
all this is done to the first-principles database before
one proceeds with the fit that will generate the TB
Hamiltonian. The next step is to use a least-squares
procedure to fit this database with the shifted
eigenvalues e0i to the TB Hamiltonian.

A typical database in the NRL-TB method con-
tains, for example in a transition metal, five volumes
each for the f.c.c. and b.c.c. structures and often the
s.c. lattice to achieve better transferability to other
periodic structures or defect structures.

The TB method can also be extended to cover
magnetism. In this case, a set of spin-polarized pa-
rameters are constructed by fitting to spin-polarized
linearized augmented plane wave (LAPW) calcula-
tions. Common hopping [6] and overlap [7] para-
meters are used for the majority and minority spin
cases, but separate onsite [4] parameters for each
channel are developed. Each channel is then diagon-
alized separately. A set of paramagnetic TB param-
eters is constructed by averaging the majority and
minority spin onsite parameters. Then, the pressure-
induced ferromagnetic-to-paramagnetic transitions
are studied by noting whether the spin-polarized or
paramagnetic parameters produce lower energies.
Currently, well-tested parameters for Fe, Co, and Ni
are available.

Technical Procedure

The first-principles calculations were done either
with the muffin-tin potential augmented plane wave
(APW) method or with the full-potential LAPW
method. The small differences between these two
approaches, especially for closed packed structures,
are within the error one makes after fitting to the TB
Hamiltonian.

For the f.c.c., b.c.c., and s.c. structures uniform k-
point meshes that include the origin and contain 89,
55, and 35 k-points in the irreducible part of the
Brillouin zone, respectively, are used. In most cases,
the Hedin–Lundqvist parametrization of the local
density approximation (LDA) to the density-func-
tional theory (DFT) is used. In some cases, such as
for spin-polarized iron, the generalized gradient
approximation (GGA) has been used. Spin-polarized
calculations were performed for the appropriate
metals in the 3d transition series. For a typical
transition metal, there are B4000 eigenvalues and
energies in the database. An IMSL package is used,
based on a finite-difference Levenberg–Marquardt
algorithm, to adjust the 93 parameters involved to
reproduce this database by means of a nonlinear
least-squares fit, with the total energies typically
weightedB200 times larger than the eigenvalues in a
single band. Starting parameters are selected guided
by those found in the previous work and it is ensured
that the symmetry of the eigenstates is taken into
account. This is an important issue because a
block-diagonalization of the Hamiltonian avoids
the possibility of incorrectly aligning the bands and
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preserves the angular momentum character of the
states. For details of this symmetrization procedure,
refer to the ‘‘Further reading’’ section.

Another issue is the number of bands per k-point
used in the fit. Both occupied and empty states are
fitted. For example, in the transition metals, the low-
est six bands for all k-points are fitted but the bands
7–9 are also included for the four high-symmetry
points. With this choice, one obtains reliable values
for the SK parameters that correspond to the p-
orbitals. The fitting RMS errors are in the range
1–5mRy for six bands and B0.5mRy for the total
energies. For the semiconductors, eight bands,
divided into four valence and four conduction bands
in an s–p basis are fitted. Here, the RMS error is
B5mRy for the valence bands but much higher
for the conduction bands. There is a very significant
improvement in the conduction bands upon inclusion
of the d-orbitals. However, the s–p basis gives a very
good fit to the total energy with an RMS error not
exceeding 0.5mRy.

Ground-State Behavior and
Phase Stability

The NRL-TB Hamiltonians have been tested to give
the correct ground state for all materials for which
TB parameters have been generated. The results are
summarized in Tables 1 and 2. Table 1 shows the
equilibrium lattice constants and bulk moduli for all
of the materials studied, comparing them to first-
principles LDA calculations, and to experiment. The
equilibrium lattice constant is typically within 1–2%
of the LDA value and correspondingly very close to
the measured values. In this table, the magnetic
elements are spin-polarized in a manner consistent
with the observed magnetic structure. Thus, one
can find that the ground state of chromium is an
anti-ferromagnetic CsCl phase, which is a good
approximation to the experimentally observed spin
density wave.

Similarly, the equilibrium bulk moduli are in good
agreement with the first-principles results, within
10% for most elements. With the exception of Ti, the
h.c.p. phases were not fit to first-principles results,
but instead predicted as an output of the TB scheme.
As a result, the equations of state predicted by the TB
model are not as accurate as for the cubic lattices.
The largest error is for zirconium, where a is 7%
smaller than experiment and c is 8% larger. Yttrium
and hafnium also show large discrepancies between
the TB model and experiment. The lattice constants
for the other elements are within 2% of experi-
ment, consistent with the errors one would find in

first-principles calculations. The discrepancies from
experiment found in Zr, Y, and Hf can be removed by
including h.c.p. and, if necessary, the simple cubic
lattice.

For Ti, the GGA calculations were fitted with the
h.c.p. and sc lattices. In this more elaborate fit, it was
possible to improve on the lattice constants and dif-
ferentiate between the h.c.p. and omega phases. This
TB method succeeds in predicting the correct ground
state for all materials presented here. Figure 1 shows
the energy volume curves for a representative sample
of materials that crystallize in different structures.
The results for all of the elements are summarized in
Table 2, which shows the equilibrium energy of each
of these phases expressed as the difference in energy
between that phase and the equilibrium energy of the
experimental ground state. The energy of each crys-
tal structure is computed by doing a conjugate-gra-
dient minimization of the total energy with respect
to all the parameters in the lattice, internal (atomic
positions) as well as external (a, c, etc.). The TB
method correctly predicts the ground-state structure
for all metals including the ferromagnetic metals
iron, cobalt, and nickel. The results are also consist-
ent with the accepted crystal structure for the semi-
conductors Si and Ge, and with the more complex
structures of Mn,Ga, and In.

The fact that this method finds the correct ground
states of the h.c.p. metals and the other complex
structures that were not included in the fit of the TB
parameters should be emphasized.

The robustness of the TB parameters has also been
established by studying crystal structures of lower
symmetry such as the volume-conserving tetragonal
strain, the so-called Bain path. The Bain path of Nb
at the experimentally observed equilibrium volume
of the b.c.c. phase is shown in Figure 2. The energy is
properly a minimum for the b.c.c. lattice, where
c=a ¼ 1, and attains a local maximum at the f.c.c.
structure ðc=a ¼

ffiffiffi
2

p
Þ. This shows that the f.c.c.

elastic constant associated with tetragonal shear,
C11 � C12, is negative; hence, the f.c.c. structure is
unstable.

Elastic Constants

Elastic constants measure the proportionality bet-
ween strain and stress in a crystal, provided that the
strain is not so large as to violate Hook’s law. Com-
putationally, the elastic constant is determined by
applying a strain to a crystal, measuring the energy
versus strain, and determining the elastic constant
from the curvature of this function at zero strain.
A given strain is associated with a certain linear
combination of elastic constants. For cubic systems,
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including diamond, there are three independent
elastic constants, C11, C12, and C44. One linear
combination of the elastic constants is obtained from
the bulk modulus

BðVÞ ¼ VE00ðVÞ ¼ 1=3ðC11 þ 2C12Þ ½11�

where V is the unit cell volume. A second combina-
tion is most easily obtained by straining the crystal in
the (1 0 0) direction while simultaneously compres-
sing it in the (0 1 0) direction to conserve the volume,
with lengths in the (0 0 1) direction remaining fixed.

If x is the fractional change in the (1 0 0) direction,
then,

C11 � C12 ¼ E00ð0Þ=V ½12�

where the function, E(x) measures the energy as a
function of strain. Finally, one finds C44 by straining
the crystal in the (1 1 0) direction and fixing the
volume by compressing in the ð1 %1 0Þ direction. In
this case,

C44 ¼ 2E00ð0Þ=V ½13�

Table 1 Equilibrium lattice constants and bulk moduli for the experimentally observed ground-state structures of the elements,

comparing the results of the TB parametrization, first-principles LDA results, where available, and experiment

Element Structure a ðÅÞ c ðÅÞ B0 ðGPaÞ

TB LDA Expt. TB LDA Expt. TB LDA Expt.

C dia 3.52 3.53 3.57 a a a 480 468 443

Mg h.c.p. 3.22 3.16 3.21 5.26 5.02 5.21 34 39 35

Al f.c.c. 4.00 3.99 4.05 a a a 80 70 72

Si dia 5.43 5.40 5.43 a a a 108 96 99

Ca f.c.c. 5.35 5.28 5.58 a a a 16 19 15

Sc h.c.p. 3.26 3.21 3.31 4.91 5.01 5.27 63 65 44

Ti h.c.p. 2.94 2.94 2.95 4.56 4.65 4.68 112 112 107

V b.c.c. 2.94 2.93 3.03 a a a 211 196 162

Cr CsCl 2.79 2.88 a a a 305 190

Mn aMn 8.64 8.91 a a a 248 60

Fe b.c.c. 2.84 2.83 2.87 a a a 180 197 168

Co h.c.p. 2.54 2.51 4.01 4.07 237 191

Ni f.c.c. 3.43 3.52 3.52 a a a 264 200 186

Cu f.c.c. 3.52 3.52 3.61 a a a 178 188 137

Ga aGa 4.63 4.38 4.51 4.52 4.35 4.52 651 669 613

7.63 7.39 7.64

Ge dia 5.60 5.61 5.66 a a a 67 78 77

Sr f.c.c. 5.73 5.74 6.08 a a a 15 16 12

Y h.c.p. 3.59 3.52 3.65 5.35 5.61 5.73 46 48 37

Zr h.c.p. 2.99 3.17 3.23 5.57 5.14 5.15 108 119 83

Nb b.c.c. 3.25 3.25 3.30 a a a 185 193 170

Mo b.c.c. 3.12 3.12 3.15 a a a 283 291 272

Tc h.c.p. 2.72 2.74 4.34 4.40 304 297

Ru h.c.p. 2.68 2.71 4.26 4.28 360 321

Rh f.c.c. 3.77 3.76 3.80 a a a 306 309 270

Pd f.c.c. 3.85 3.85 3.89 a a a 212 220 181

Ag f.c.c. 4.01 4.01 4.09 a a a 142 142 101

In b.c.t. 4.29 4.60 5.10 4.95 52 41

Sn dia 6.48 6.47 6.49 a a a 45 45 53

Ba b.c.c. 4.82 4.80 5.02 a a a 10 11 10

Hf h.c.p. 3.07 3.18 3.19 5.08 5.15 5.05 111 110 109

Ta b.c.c. 3.30 3.24 3.30 a a a 185 224 200

W b.c.c. 3.14 3.14 3.16 a a a 319 333 323

Re h.c.p. 2.78 2.77 2.76 4.39 4.50 4.46 371 388 372

Os h.c.p. 2.75 2.73 2.74 4.31 4.39 4.32 441 440 418

Ir f.c.c. 3.86 3.82 3.84 a a a 389 401 355

Pt f.c.c. 3.90 3.90 3.92 a a a 318 305 278

Au f.c.c. 4.06 4.06 4.08 a a a 196 191 173

Pb f.c.c. 4.88 4.88 4.95 a a a 50 54 45

Po sc 3.26 3.34 3.35 a a a 59 44 26

The ‘‘CsCl’’ structure given for Cr is described in the text. Note that gallium has an orthorhombic structure, so values for lattice constants

a and b are both given in the a columns.
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Note that for diamond the calculation of C44

requires the minimization of the total energy with
respect to an internal parameter at each strain.

The calculation of elastic constants assesses the
ability of the method to determine properties not
included in the fitting database. The elastic constants
of the cubic materials calculated by the NRL-TB
approach are compared to the experimental values in
Table 3. These calculations were performed at the
experimental volume and therefore they are not con-
sistent with the equilibrium value of B found in Table
1. The deviation of the calculated C11 and C12 from
the measured values is within 10–15% which is very
close to the error one finds when comparing with a
direct evaluation from first-principles calculations.

An inspection of Table 3 reveals somewhat larger
errors for C44. A solution to this problem is to fit C44

either to LAPW calculations or to experiment. It

should be noted here that calculations of Cij in the
alkaline-earth metals is problematic because the lat-
tice is extremely soft. One can also note that the
method correctly reproduces the sign of the elastic
constant difference C12 � C44, even in the metals
rhodium and iridium, and the semiconductors Si and
Ge where it is negative. It is worth mentioning that
this negative sign cannot be obtained from the stand-
ard embedded-atom method.

The resulting elastic constants for the h.c.p. lattice
are C11, C12, C13, C33, and C44. The elastic constants
found by the NRL-TB method show larger relative
deviations from experiment than found in the cubic
crystals. These were found from TB parameters fitted
only to cubic lattices. It is shown, in the case of Ti, that
if one extends the fitting database to include the h.c.p.
lattice as well, there is a dramatic improvement in the
comparison of TB and measured elastic constants.

Table 2 TB energies discussed in the text. The energy of the experimental ground-state structure is arbitrarily set to zero. All energies

are calculated at the equilibrium volume found by the TB fit and are expressed in mRy. Below the common name of each phase is its

Strukturbericht designation

Struct. f.c.c. b.c.c. h.c.p. dia bSn b.c.t. gra. aMn sc

Struk. A1 A2 A3 A4 A5 A6 A9 A12 Ah

C 306.6 302.3 307.4 1.1 1.1 120.2 0.0 41.7 206.0

Mg 0.8 3.6 0.0 74.5 19.9 2.7 68.0 5.0 28.3

Al 0.0 8.1 2.0 61.0 22.5 5.2 42.2 4.2 29.4

Si 36.4 34.8 36.6 0.0 26.5 34.8 58.6 32.2 20.4

Ca 0.0 2.2 0.8 144.1 28.2 2.3 85.9 6.0 39.9

Sc 4.7 8.6 0.0 101.1 13.5 7.8 49.8 10.3 35.5

Ti 5.1 7.5 0.0 171.6 26.9 7.0 73.8 14.1 57.9

V 19.7 0.0 20.9 180.3 48.2 13.5 112.3 11.8 76.7

Cr 28.7 0.0 30.6 228.2 78.6 26.7 134.4 20.4 119.3

Mn 7.4 14.3 2.8 171.3 60.4 7.4 80.9 0.0 90.0

Fe 9.8 0.0 11.8 76.7 34.0 8.4 61.4 8.0 47.6

Co 2.7 13.1 0.0 92.4 28.0 11.1 48.4 3.4 57.8

Ni 0.0 8.1 2.3 89.7 33.7 5.4 53.9 3.8 55.7

Cu 0.0 2.6 0.4 81.3 27.2 2.6 59.0 6.1 39.3

Ge 17.3 20.7 19.6 0.0 15.5 19.4 48.1 19.8 12.4

Sr 0.0 16.4 15.3 87.2 30.6 14.9 59.1 24.4 36.2

Y 2.3 8.8 0.0 97.9 16.7 8.0 46.9 8.6 34.3

Nb 29.6 0.0 28.8 187.7 42.8 14.0 111.6 15.4 74.1

Mo 29.7 0.0 30.6 147.0 48.4 24.9 90.8 17.2 68.8

Tc 6.1 23.4 0.0 72.9 43.4 21.8 53.3 0.2 56.8

Ru 7.5 50.9 0.0 134.5 80.8 42.0 124.8 16.4 106.2

Rh 0.0 31.6 5.0 159.7 68.0 17.2 120.5 16.2 96.2

Pd 0.0 10.2 2.6 148.8 60.9 8.6 109.1 9.3 85.0

Ag 0.0 2.8 0.6 66.1 18.2 2.5 50.2 6.0 24.6

Ba 0.8 0.0 0.0 12.0 14.1 0.8 52.4 2.8 23.9

Hf 0.9 7.1 0.0 380.3 73.8 6.9 203.9 22.9 115.9

Ta 24.6 0.0 25.4 188.7 39.8 11.8 107.4 9.0 64.6

W 35.8 0.0 38.1 159.3 76.5 31.7 124.8 18.2 115.0

Re 9.1 28.1 0.0 38.8 35.1 26.2 35.1 0.2 55.3

Os 7.9 66.0 0.0 11.8 44.4 47.5 65.5 17.8 59.0

Ir 0.0 49.9 8.3 83.7 57.7 20.2 96.6 23.9 83.4

Pt 0.0 10.0 4.8 169.0 54.8 5.0 131.9 14.5 79.1

Au 0.0 1.0 0.7 70.6 15.4 0.5 55.4 8.1 20.4

Pb 0.0 4.6 2.2 14.6 13.3 2.5 24.2 1.2 19.1

Po 21.3 14.4 5.7 23.9 7.4 22.0 14.5 1.3 0.0
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Vacancies

Vacancy formation energies have been calculated by
a supercell method. One atom in the supercell is
removed and neighboring atoms are allowed to relax
around this vacancy while preserving the symmetry
of the lattice. The great advantage of the NRL-TB
method over first-principles approaches is that one
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Figure 1 Energy vs. volume curves for various phases of (clockwise from the top left) copper, vanadium, germanium, and titanium,

using the NRL-TB parameters described in the text. Note that the method correctly predicts the equilibrium structure.
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Figure 2 TB calculation of the energy of molybdenum, at the

experimental equilibrium volume, under a tetragonal strain, as a
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b.c.c. and f.c.c. lattices.

Table 3 Elastic constants for cubic elements (in GPa)

Element Structure TB Exp.

C11 C12 C44 C11 C12 C44

C dia 1036 48 601 1076 125 576

Al f.c.c. 125 58 26 103 53 28

Si dia 179 73 95 166 64 80

Ca f.c.c. 15 10 14 16 12 8

V b.c.c. 224 106 92 228 119 43

Fe b.c.c. 223 95 78 237 141 69

Cu f.c.c. 139 99 59 156 106 75

Ge dia 133 20 107 131 49 68

Sr f.c.c. 8 3 �3 15 6 10

Nb b.c.c. 277 139 37 246 139 29

Mo b.c.c. 453 147 120 450 173 125

Rh f.c.c. 491 171 260 433 185 206

Pd f.c.c. 233 163 63 227 176 72

Ag f.c.c. 133 86 42 124 93 46

Sn dia 68 30 38 67 36 30

Ta b.c.c. 275 140 78 261 157 82

W b.c.c. 529 170 198 523 203 160

Ir f.c.c. 694 260 348 590 249 262

Pt f.c.c. 380 257 71 347 251 76

Au f.c.c. 195 174 40 189 159 42

Pb f.c.c. 53 35 19 47 39 14

Po sc 128 13 6

All elements for which a set of TB parameters have been con-

structed and for which one has a cubic ground state (except

manganese) are presented here. A comparison is made between

the results of the TB parametrization and experiment. Calcula-

tions were performed at the experimental volume.
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can do the calculation in a very large supercell, in a
computationally efficient manner, including relaxa-
tion. It is found that a supercell containing 128
atoms is sufficient to eliminate the vacancy–vacancy
interaction. The vacancy formation energy is given by

EvacðNÞ ¼ EðN � 1; 1Þ � ðN � 1ÞEðN; 0Þ=N ½14�

where E(M, Q) is the total energy of a supercell con-
taining MþQ sites, where M are occupied by atoms
and Q are vacant, whence E(N, 0) is N times the
energy of one atom in its bulk crystal structure. The
experimental lattice constant is used to set the volume
of the system, since under experimental conditions
the lattice constant of a metal containing isolated
vacancies will be the lattice constant of the bulk
metal.

Calculated values of the vacancy formation energy
of the metals are shown in Table 4. (Note that
vacancy formation energies for Si and Ge are shown
in Table 6.) Relaxation around the vacancy was
included via a conjugate gradient procedure but it
introduced, not unexpectedly, a small effect. Where
available, it is compared to both first-principles cal-
culations and experiment. The results for niobium,
silver, tantalum, and iridium are in excellent agree-
ment with experiment. The vacancy formation

energies for rhodium, tungsten, and platinum do
not compare well with experiment. Aluminum is an
intermediate case. It is possible that the measured
values are not reliable. Otherwise, there may be a
need to check these results against first-principles
data and perhaps fit to DFT calculations.

Surfaces

Surface energies are also calculated by a supercell
technique. A slab of metal is formed by cleaving the
crystal along the desired plane, creating two identical
free surfaces. The distance between the two surfaces
is increased, creating a set of slabs that repeat peri-
odically in the direction perpendicular to the sur-
faces. The slabs are separated by a large region of
vacuum so that the electrons on one slab cannot hop
to a neighboring slab. In addition, the slabs must be
thick enough, so that the atoms at the center of the
slab have the electronic properties of atoms in the
bulk material and the two surfaces on the same slab
cannot interact with each other. It is found that
these criteria are met if slabs containing 25 atomic
layers and 7–13 layers between slabs depending on
the direction of the surface are used. Care should be
taken with respect to the k-point mesh convergence.
Depending on the surface and underlying bulk
structure, this requires B200 k-points in the two-
dimensional Brillouin zone. The surface energy, ex-
pressed as the energy required to create a unit
area of new surface, is then given by the formula

Esurf ¼ ðEslab �NEbulkÞ=ð2AÞ ½15�

where A is the area occupied by one unit cell on
the surface of the slab, Eslab is the total energy of the
slab, N is the number of atoms in the unit cell, and
Ebulk is the energy of one atom in the bulk at the
lattice constant of the atoms in the interior of the
slab. In the first surface calculations, the bulk equi-
librium lattice parameters with no relaxation or
reconstruction at the surface were used. These calcu-
lations showed reasonable agreement with experi-
ment indicating that relaxation does not seriously
affect the surface energy. However, recently calcula-
tions with all atoms completely relaxed were per-
formed, including charge self-consistency. The new
results for Nb and several f.c.c. metals show signi-
ficant differences in the interlayer separations and
reconstruction.

The results for the f.c.c. metals are particu-
larly gratifying. For the f.c.c. metals, it is found
that Eð1 1 1ÞoEð1 0 0ÞoEð1 1 0Þ, which means that
close-packed surfaces are the most stable for the f.c.c.
metals. For the b.c.c. metal surface energies, the

Table 4 TB vacancy formation energies compared to first-prin-

ciples calculations and experiment

Element TB LDA Exp.

Fixed Relaxed

Al 0.49 0.40 0.56, 0.84 0.66

Cu 1.29 1.18 1.41, 1.29 1.28� 1.42

Nb 2.84 2.82 2.6270.03

Mo 2.63 2.46 3.0�3.6

Rh 3.39 3.35 2.26 1.71

Pd 2.46 2.45 1.57 1.8570.25

Ag 1.31 1.24 1.20, 1.06 1.11� 1.31

Ta 3.17 2.95 2.970.4

W 6.86 6.43 4.670.8

Ir 2.19 2.17 1.97

Pt 2.79 2.79 1.3570.09

Au 1.24 1.12 0.8970.04

Pb 0.76 0.64 0.54

Energies were computed using a 128-atom supercell. Calcula-

tions with the atoms at the primitive lattice sites in the crystal

(fixed) and allowing relaxation around the vacancy (relaxed) are

shown. First-principles calculations of the vacancy formation

energy are given in the column labeled ‘‘LDA.’’ The experimental

column shows a range of energies if several experiments have

been tabulated. Otherwise, the estimated error in the experiment

is given.

TB results are from Mehl MJ and Papaconstantopoulos DA

(1996) Physical Review B 54: 4519. Experimental data are from

Schaefer H-E (1987) Physica Status Solidi A 102: 47.
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opposite inequality is satisfied, Eð1 1 0ÞoEð1 0 0Þ o
E (111):

Stacking Faults

Stacking faults are introduced in a crystal by cutting
a perfect crystal block along a plane and shifting the
upper part with respect to the lower part by a vector
f , defining the generalized stacking fault energy sur-
face. Local energy minima on this surface are called
stable intrinsic stacking faults. In f.c.c. systems and
for the (1 1 1) slip plane, the stable stacking fault
corresponds to a slip of a=

ffiffiffi
6

p
in the /1 2 1S direc-

tion. The /1 2 1S slip is modeled on a (1 1 1) slip
plane by a supercell consisting of nine close-packed
(1 1 1) planes of atoms. The primitive vectors of the
supercell are

a1 ¼
1

2
aŷþ 1

2
aẑ

a2 ¼
1

2
ax̂þ 1

2
aẑ

a3 ¼ 3þ q

6

	 

ax̂þ 3þ q

6

	 

aŷ� 3� q

3

	 

aẑ

½16�

where q is the stacking fault displacement of the at-
oms in the boundary layer along the vector f in the
/1 1 2S direction. At q ¼ 0, the atoms are in f.c.c.
positions and at q ¼ 1, at the h.c.p. positions. Since
the calculations are computationally intensive
because of the nine planes of atoms and the 4730

k-points used in the irreducible part of the Brillouin
zone, the NRL-TB method proves to be very efficient.
The results of the stacking fault energy as a function
of the displacement q are shown in Figure 3. The
results correctly predict the qualitative effect that the
energies for Ir are much larger than that for the noble
metals and they also are in agreement with full-
potential linearized muffin-tin orbital (FLMTO)
results for Al, Ag and Ir. Finally, the value at the
maximum energy in Figure 3 has been used to extract
the unstable stacking fault energy gus, which is used
together with the surface energy gsurf to establish the
Rice criterion for ductility,

D ¼ 0:3gus=gsurf ½17�

One finds, in agreement with experiment, that the
noble metals have the largest values of D.

Phonons

Phonon frequencies at high-symmetry points in the
Brillouin zone computed with the NRL-TB model
using the frozen phonon approximation are compared
with experimentally measured values in Table 5. In
this table, results from metals and semiconductors
have been included. The agreement with experiment is
similar to that with elastic constants. For most modes
the TB results are within 15–20% of experiment,
which is also comparable to phonon frequencies ob-
tained directly from first-principles calculations. For
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Figure 3 Stacking fault energy as a function of the parameter q in [16] for the elemental f.c.c. metals, as determined by the NRL-TB

method. The labels gus and gis indicate the positions of the unstable and intrinsic stacking faults, respectively, while the f.c.c. label on the

left vertical axis indicates the position of the ground-state bulk structure. (Mehl MJ, Papaconstantopoulos DA, Kioussis N, and

Herbranson M (2000) Physical Review B 61: 4894.)
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some materials, larger errors as for the L1, and W2

modes in silicon, and the P and N modes in niobium
have been found. This issue has been addressed in
a recent paper on Nb, where by augmenting the
first-principles database by including the energies at
displacement of 0.005 lattice coordinates for the
high symmetry points P and N, the overall fit of the

phonon spectrum has been drastically improved.
Figures 4 and 5 show the phonon dispersion curves
of Si and Ge that indicate a good agreement with the
measured spectra.

Point Defects

Point defects in the semiconductors Si and Ge have
been calculated. Point defects are a major source of
disorder in semiconductors, since they are thermo-
dynamically favored to occur at finite concentra-
tions and temperatures. Because they are far more
mobile than perfectly bonded atoms, they dominate

Table 5 Phonon frequencies (in THz) at high symmetry points

for various cubic elements

Sym. TB Exp.

C G0
25 39.3 39.9

(dia) X1 34.2 35.5

X3 29.8 32.1

X4 24.7 24.2

L1 39.3 36.6

L0
2

36.5 31.0

Lþ
3

17.6 16.9

L�
3 35.3 36.2

Mg Gþ
3

12.1 7.3

(h.c.p.) Gþ
5

4.3 3.7

A1 7.1 2.9

A3 3.9 5.2

Si G0
25 15.9 15.5

(dia) X1 12.1 12.3

X3 15.2 13.9

X4 4.8 4.5

Lþ
3

3.8 3.4

L�
3 16.0 14.7

Ti Gþ
3

5.7 5.5

(h.c.p.) Gþ
5 4.2 4.1

A1 5.3 5.7

A3 2.9 3.0

Cu X3 7.2 7.3

(f.c.c.) X5 4.4 5.1

L2 7.9 7.3

L3 3.5 3.4

Ge G0
25 9.7 9.1

(dia) X1 6.4 7.2

X3 8.9 8.3

X4 3.2 2.4

L1 9.3 8.7

L0
2

5.2 6.7

Lþ
3

2.5 1.9

L�
3 7.3 7.3

Nb H 6.3 6.5

(b.c.c.) P 5.7 5.0

N2 4.9 5.1

N3 5.9 5.7

N4 4.4 3.9

Mo H 4.1 5.5

(b.c.c.)

Au X3 5.3 4.6

(f.c.c.) X5 2.9 2.7

L2 5.5 4.7

L3 1.9 2.0

Pb X3 1.9 1.8

(f.c.c.) X5 1.0 0.9

L2 2.2 2.2

L3 1.0 0.9
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Figure 4 Phonon dispersion curves for diamond-structured Si

computed from the velocity–velocity correlation function found

during a molecular-dynamics simulation at 300 K (solid line) and

1500 K (dashed line). Dots are taken from experimental data.

(Bernstein N, Mehl MJ, Papaconstantopoulos DA, et al. (2002)

Physical Review B 62: 4477.)
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Figure 5 Phonon frequencies along high symmetry lines in Ge

using the sp3 basis TB parameters (from Bernstein N, Mehl MJ,

and Papaconstantopoulos DA (2002) Physical Review B 66:

075212 (solid symbols) compared to DFT/LDA results (from

Giannozzi P, de Gironcoli S, Pavone P, and Baroni S (1991)

Physical Review B 43: 7231) (open symbols) and experiment at

80 K (from Nelin G and Nilsson G (1972) Physical Review B
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diffusion. The formation energy of such defects
strongly influences their concentrations and is, there-
fore, an important material property.

Table 6 lists the formation energies of three inter-
stitial configurations: the tetrahedral, hexagonal, and
110 split, for Si and Ge. These defect energies were
computed using a cubic supercell at the equilibrium
lattice constant with 216 atoms, sampling the
Brillouin zone at the G point. The relaxed configura-
tions were obtained by a conjugate-gradient algor-
ithm using as a criterion the force on each atom to be
less than 3meVA�1. The formation and relaxation
energies of all three interstitial configurations are
within 10% of the range of LDA calculations for Si
but not as good for Ge. On the other hand, the re-
laxed geometries show more serious discrepancies
from ab initio results.

Finite Temperature Properties from
Molecular Dynamics

The TB method described above can be used with the
NRL-TB molecular dynamics (TBMD) package devel-
oped by Kirchhoff et al. to determine thermodynamic
properties. For example, the TBMD package can
be used to describe computed mean square displace-
ments, and pair correlation functions as a function of
temperature, as well as thermal expansion, in silicon,
germanium, and gold. It is also possible to extract
phonon-dispersion curves from the velocity autocor-
relation function determined in an MD simulation.

As an example of the power of the method, one
can describe the calculation of the mean-squared
displacement of diamond structure silicon as a func-
tion of temperature. The calculation used a 512-
atom unit cell, evolving at constant energy with
fixed initial kinetic energy for 2000 time steps of
length 2.0 fs. As seen in Figure 6, results are com-
pared with the experimentally determined values,
computed from the experimental measurements of

the temperature dependence of broadening of the
X-ray diffraction peak. The agreement is excellent.

Very recently, de Silva and co-workers used the
NRL-TB parameters for Au to present a very int-
eresting simulation of the formation, evolution, and
breaking of Au nanowires.

Multicomponent Systems

The above work was confined to single-component
systems. The method is extendable to systems with
more than one atomic species by making two mod-
ifications. First, one adds additional terms to the
onsite energies [4] which couple the density from
atoms of type i to atoms of type j. Second, one notes
that the SK parameters pss, dss, dps, and dpp,
which in the single-atom case are equivalent (within
a sign) to sps, sds, pds, and pdp, respectively, are
now independent parameters. These complications
raise the total number of parameters from 93 in the
single-atom case, to 330 for two-atom type systems.

This method has been applied to several com-
pounds, including Nb–C, Pd–H, Fe–Al, Pt–O, and
Cu–Au. For Cu–Au, the energy of a variety of struc-
tures was computed, and it was found that the ex-
pected ordered phases (the L12, Cu3Au, and L10
CuAu) were stable, while other structures were not.
However, the advantage of the TB model is that one
can compare to structures which are not found ex-
perimentally, allowing one to explore configurations
that might occur locally in an alloy but which do not
form long-range ordered states. To check the correct-
ness of the Cu–Au parameters in this case, it is com-
pared to the cluster-expansion and first-principles
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structured silicon as a function of temperature, as determined by

TBMD. The dots represent the TBMD data, and the lines are

linear (solid) and higher-order representations of the experimen-

tal data. (From Batterman BW and Chipman DR (1962) Physical

Review 127: 690.)

Table 6 Formation energies Ef (ideal) and relaxation energies

DEf (relaxed), in eV, for point defects computed using the TB

model and comparison to DFT/LDA results

TB LDA TB LDA

E0
f

Ef E0
f

Ef E0
f

Ef Ef

V Si 4.2 3.2 3.3–4.3 2.9–3.7 Ge 4.6 3.6 1.9

It 4.8 4.5 3.7–4.8 3.6–4.6 3.1 2.5 3.2

Ih 5.6 5.1 4.3–5.0 3.7–3.9 5.6 4.4 2.9

/1 1 0S 3.7 3.3 4.3 3.3 2.3

Since the structure of the ideal split interstitial is not uniquely

defined, the energy listed under ideal is actually the relaxed for-

mation energy.
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calculations of Ozoliņs̆ et al. Figure 7 shows forma-
tion energies computed for several ordered phases in
the CuxAu1�x system, and compares them to the
energies obtained by Ozoliņs̆ et al. It is found that the
agreement is excellent.
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Introduction

Spectroscopy basically consists in retrieving infor-
mation on any system through the use of optical in-
formation as a function of wavelength. The examples
are countless, and the field is of major importance.
For example, the structure of the hydrogen atom has
been decoded through the sequence of absorption
lines known as the Balmer series. Optical spectros-
copy of solids is known to have provided invaluable
information over the years, however, when it comes
to dynamical properties, one faces right away the
challenge that the typical timescales in solids can be
incredibly short: 100 fs is a time that cannot be con-
sidered as a limit but rather as typical of a wide range
of processes. Therefore, the development of ultrafast
spectroscopic technique.

Ultrafast optical spectroscopy is particularly useful
when we try to obtain information on very short
timescales, where other techniques cannot reach the
necessary time resolution. The very high frequency of
light, 5� 1014Hz in the visible range, indeed allows
nowadays to reach time limits of the order of a few
cycles of the light field only. It is even anticipated that
the reduction of the laser wavelength toward X-rays,
will allow breaking the barrier of the femtosecond,
and therefore entering the attosecond regime. We
will not describe here the different techniques which
allow to produce ultrashort light pulses, the reader
only needs to know that convenient means exist that
can produce pulses as short as 5 fs. Once we have
such pulses at our disposal, spectroscopic techniques
will allow us to probe the properties of materials
with a time resolution basically given by the pulse
length. Basically the spectroscopy will try to probe
all properties of interest in the material, trying for
example to get information on the dynamics of the
distribution function of charge carriers, or of any
quasiparticle in the system.
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Figure 1 Schematic arrangement of a P&P experiment. A titanium sapphire laser oscillator usually creates short pulses. These

pulses might be used directly to perform the experiment, leading to a measurement bandwidth limited by the Fourier transform-limited

width of the pulses. It is often useful to create a larger bandwidth by focusing an intense laser pulse onto a dielectric medium. This

however necessitates the use of a laser amplifier to obtain large enough pulse energy. The pump pulse is properly filtered to provide

the required excitation energy and focused on the sample. The broad and less intense probe pulse is delayed by a delay stage and

focused at the center of the pump spot. The changes in transmission are then recorded on the probe beam, and are usually very small

so that differential techniques have to be used. The plotted quantity is usually the difference probe signal with and without the pump

pulse.
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Two techniques are classified along two main
categories, the linear techniques, which rely on the
probing of the linear response of the system, and
the nonlinear techniques, which specifically aim at
the probing of the nonlinear response of a given sys-
tem. Most examples are taken from studies in the
field of semiconductors, although the techniques may
clearly be applied to all optically active materials,
which basically cover more or less any kind of
material system.

Linear Techniques

Absorption and Reflectivity

The first technique to be used in the field of ultrafast
spectroscopy has been the pump and probe technique
(P&P). This technique is indeed applicable as soon as
you have a short light pulse. The idea behind the
words being that you send a short light pulse on a
sample, thereby modifying its properties. The
changes in the properties of the system are probed
in the time domain by a second pulse (the probe),
time delayed with respect to the first one simply by a
change in the path of this second beam. A schematic
arrangement of a typical P&P setup is displayed in
Figure 1.

Two basic arrangements may be employed; in the
first one, the absorption changes are probed as a
function of time after the arrival of the first pump
pulse. In the second arrangement, the changes in re-
flectivity are measured. It is easy to show that the two
types of changes are very directly linked to one an-
other, however, the interpretation of the absorption
changes being, in general, easier. The absorption P&P
technique will then be preferred when usable, that is
to say when the absorption of the sample is not too
large. This has been applied very effectively to the
understanding of semiconductor nanostructures.

An important aspect of such techniques is that,
even if the pump pulse has to be as broad spectrally
as imposed by the Fourier transformation of the time
variation of the pulse (a 100 fs Gaussian pulse has to
be 800GHz broad), it is usually very important that
absorption can be probed over a much larger spectral
range, and techniques to obtain very broad pulses
(so-called ‘‘white light continuum’’) have been devel-
oped over the years. An example of P&P absorption
in a quantum well, showing the appearance of a
spectral hole is shown in Figure 2. The spectral hole
appears because of a reduction of the absorption at
the energy of the exciting pulse, a large fraction of
the available final states being occupied. The absorp-
tion is reduced, at the energy of the exciting pulse,
over typical times corresponding to the relaxation of
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Figure 2 (a) P&P absorption spectrum of a GaAs multi-

quantum well system for a negligible delay between pump and

probe. A clear spectral hole is observed at the energy position of

the pump, which disappears with a typical time corresponding to

the electron dephasing (less than 100 fs in the present case). The

strong oscillations around 1.45 eV correspond to the effects of

Coulomb correlations at the exciton energy. (Reproduced with

permission from Knox W, Hirlimann C, Miller DAB, Shah J,

Chemla DS et al. (1986) Femtosecond excitation of nonthermal

carrier populations in GaAs quantum wells. Physical Review Let-

ters 56: 1191–1193.) (b) P&P absorption signal of F centers in

KBr, showing directly the oscillations of the electron wave packet

after a short pulse excitation. The F center, sometimes called

color center because it gives rise to the color of the crystal, is

linked with an anion vacancy occupied by a single electron. The

period of the oscillations is obtained from the Fourier power spec-

trum of the signal and corresponds to 0.33 ps. The inset shows the

P&P signal over a larger time range. (Reproduced with permission

from Nisoli M, DeSilvestri S, Svelto O, Scholz R, Fanciulli R, et al.

(1996) Single-electron subpicosecond coherent dynamics in KBr

F centers. Physical Review Letters 77: 3463–3466.)
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the photoexcited carriers (here, less than 100 fs).
Further, the changes in the electron and hole distri-
butions can be monitored very directly, with one
main difficulty due to the combined presence of elec-
trons and holes excited in the system.

Luminescence

Another way to probe the dynamics of charge carrier
changes, especially in semiconductors, is to probe the
properties of the light emitted by the sample. Once
again the emitted spectrum will be an image of the
changes in the distribution functions of electrons and
holes. Luminescence techniques have advantages and
drawbacks compared to P&P. The main difficulty
being that the photon detector must possess the ap-
propriate time resolution (in P&P, the pulse itself
detects the changes, and therefore has the appropri-
ate duration). On the other hand, luminescence is a
background free technique, which allows probing
very weak changes usually not accessible to P&P
where the signal sits on a preexisting background.

A typical femtosecond luminescence setup is
sketched in Figure 3. The reader will be able to
recognize the delay stage already present in the P&P
technique. The main difference is that the pump here
does not excite the sample but is used to open an
optical gate pulse; this pulse is now called the gate

pulse (the gate sits between two crossed polarizers).
Two main kinds of optical gates are used: the first
one historically was a Kerr gate, where the polari-
zation of the signal is changed during the presence of
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Figure 3 Schematic arrangement of an upconversion luminescence experiment. Short pulses are usually created by a titanium

sapphire laser oscillator. These pulses might be used directly to perform the experiment in the case of nonresonant experiment. In the

case of resonant excitation of a system, the upconverted signal can only be discriminated when the gating laser pulse is at a different

energy. This can be obtained by using a parametric oscillator. The pulse from the oscillator is used to excite the sample. The lumi-

nescence is collected by reflective optics to avoid dispersion in the objective (dispersion would be a major problem in luminescence due to

the very large bandwidth of the signals to be studied) and focused onto a nonlinear crystal tuned at the proper angle for phase matching

with the gating pulse. This gating pulse, coming out from the parametric oscillator, is properly delayed and also focused on the nonlinear

crystal. Proper phase matching allows the generation of photon addition: one photon coming from the luminescence signal, the other one

from the gating beam. Thus the process is only efficient during the presence of the gating pulse, leading to a limit time resolution simply

corresponding to the width of the gating pulse. After the nonlinear crystal, proper filtering and standard detection techniques may be used

to only record the upconverted photons that are produced in a different wavelength range to the other signals.
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Figure 4 Upconverted luminescence signal form a diacetylene

polymer chain. The chain is excited nonresonantly at 400 nm. The

signal decay is very fast because of nonradiative transfer of the

excitons into a triplet state (within less than 100 fs in the present

case). The dotted line corresponds to the upconversion of the laser

pulse, giving the time resolution of the experiment (here 70 fs) as

well as a precise determination of the zero time delay. (Repro-

duced with permission from Haacke S, Berrehar J, Lapersonne-

Meyer C, and Schott M (1999) Dynamics of singlet excitons in 1D

conjugated polydiacetylene chains: a femtosecond fluorescence

study. Chemical Physics Letters 308(5–6): 363–368.)
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the gate, allowing opening this gate for a very short
time only. This has the advantage of being a broad-
band technique (broadband meaning that the device
is basically insensitive to the wavelength of the lu-
minescence photons), but has the drawback of nee-
ding a very large pulse power for the polarization

switching of the Kerr cell. The most efficient tech-
nique nowadays is the use of a nonlinear crystal,
which is tuned so as to produce sum frequency pho-
tons, adding one photon from the signal and one
from the gating pulse. The sum-frequency signal is
only generated during the presence of the gating
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Figure 5 Schematic arrangement of a spectral interferometry experiment. Short pulses are usually created by a titanium sapphire

laser oscillator. The pulses are then split into two parts within a Mach Zehnder interferometer: one part is used to excite the lumi-

nescence of the sample and the second part is used as a reference pulse. The luminescence and the reference beam are recombined at

the other end of the interferometer and focused onto the entrance slit of a monochromator. One therefore observes, in the case the

luminescence signal keeps some coherence with the exciting pulse, interference fringes between the luminescence signal and the

reference pulse. Of course the total signal is a sum of the interference term and the two separate signals that have to be subtracted to

keep only the interesting term. Being fully coherent, the interference spectrum is simply the Fourier transform of the time evolution of the

coherent luminescence signal. Therefore, a reverse Fourier transform allows recovering the time behavior from the spectral behavior.

Such a setup necessitates absolute stability within better than l/10, which cannot be obtained easily with a cryostat in one of the arms of

the interferometer. The whole interferometer is therefore actively stabilized through the use of a control beam coming from a HeNe laser

driving a piezo mirror.
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Figure 6 Spectral interferogram obtained for excitons in a GaAs quantum well. The horizontal axis corresponds to the wavelength,

and the vertical axis to the angle of emission. Indeed as the signal is coherent and linked with disorder of the interfaces of the quantum

well, it does give rise to speckles. The time behavior, and therefore the interferogram are different for each speckle as evidenced through

the results of Fourier transformation. (Reproduced with permission from Hayes G, Deveaud B, Savona V, and Haacke S (2000) Speckle-

averaged resonant Rayleigh scattering from quantum-well excitons. Physical Review B 62(11): 6952–6955.)
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pulse, and is spectrally well separated from the lu-
minescence photons. Once again, the time resolution
of the experiment is given by the length of the gate.
One difficulty, in femtosecond luminescence by up-
conversion, is that the wavelength of the signal and
that of the pump may be very different. It is therefore
very important to avoid any dispersion on the path of
the signal. Reflective optics will be preferred to the
simpler refractive systems, which may easily distort
the timing of the signal by as much as a picosecond.

A typical luminescence signal is shown in Figure 4
showing that, indeed, the time resolution of the
experiment can be limited by the pulsewidth down to
the shortest times. In this case, the short lumines-
cence signal is just a measure of the very short life-
time of the excited state of the polymer.

Spectral Interferometry

Spectral interferometry is a heterodyne detection
technique. It allows obtaining spectral and temporal

information on the coherent dynamics of an opti-
cally excited system. The schematics of the experi-
ment are displayed in Figure 5 and shows that the
properties of the signal are obtained by correlating
these with the exciting beam in a Mach–Zehnder-type
interferometer. The two overlapping beams are
spectrally filtered in a monochromator, which Four-
ier transforms the time correlation into spectral os-
cillations (see Figure 6). The time behavior of the
coherent part of the signal can be recovered by taking
the Fourier transform of the spectral interference
figure. This technique is unique in the sense that it
probes the coherence of the system through a fully
linear technique. It has however a major drawback
which is that the interferometer has to be stabilized
within much better than the wavelength of light,
and that this is a large size interferometer usually in-
corporating a cryostat. The stabilization scheme
is therefore much more difficult than for usual inter-
ferometers.
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Figure 7 Schematic arrangement of a teraHertz P&P experiment. In the optimal setup, 10 fs pulses are generated by an optimized

oscillator. Focusing of such short pulses onto a GaSe2 crystal allows producing a single-cycle teraHertz pulse covering a large frequency

range, basically extending from 1 up to 40 THz. The principle of the experiment is similar to standard P&P, which means that a pump

pulse excites the sample, which is then probed after some delay by the teraHertz pulse. The detection of the changes occurring in the

teraHertz pulse is performed via the use of a gating pulse onto a photoconductive switch. This has the major advantage of allowing

recording the changes in the electric field of the teraHertz pulse, rather than its intensity. As a result, one may access both the changes

in the real and imaginary parts of the susceptibility of the sample after the pump has hit the sample. (Courtesy A Leitenstorfer, with the

permission of the author.)
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TeraHertz Probing

One emerging field in ultrafast spectroscopy is very
similar to P&P schemes, but utilizes as a probe
teraHertz pulses. Such techniques require still rather
complex setups, but are very promising in terms of
the amount of information one can get. One possible
design of the experiment can be found in Figure 7,
and one can readily appreciate this complexity. This
is basically a P&P system, the probe being generated
by proper focusing of a laser beam onto a GaSe
crystal. The transmitted teraHertz probe needs
however another gate pulse in order to time resolve
the variations of the probe pulse. Basically, on an
experimental side, this adds up the complexity of the
usual P&P techniques and of upconversion lumines-
cence. As a result, it is possible to obtain both the
real and the imaginary part of the dielectric constant
as a function of time. Such a very interesting result is
depicted on Figure 8, which evidences the build-up of
screening in an optically excited semiconductor.

Nonlinear Techniques

Although P&P techniques rely on the nonlinearities
of the system to obtain some signal, they are not
primarily interested in getting at a measure of these
nonlinearities. Nonlinear properties of optically
active materials can also be used to probe the dyna-
mics of the system, as well as to test their own
dynamics. The most usually employed technique to
this aim is four-wave mixing which allows a wide
range of experimental configurations, each probing
specific aspects of the dynamics of the system, all
being labeled under the generic term ‘‘four-wave
mixing’’ because the description of the nonlinearities
require at least four photon fields. In principle, four-
wave mixing relies on the creation of a polarization
grating in the material with the first two pulses, and
then on the diffraction of a third beam on this gra-
ting, giving rise to the fourth, wave mixing signal,
highly sensitive to the nonlinearities of the system.

Two-Beam Self Diffraction

In the two-beam self diffraction configuration, only
two incident beams arrive on the sample (see Figure 9).
The first beam, with a direction corresponding to the
wave vector k1, creates a polarization in the sample.
The second beam, arriving after some delay t with a
direction corresponding to the wave vector k2, first
generates a grating by interaction with the polarization
left from the first pulse, and simultaneously self dif-
fracts on this grating it has just created. This technique
is a very simple way to get information about the co-
herence dynamics of the system.

The nonlinear signal, detected in the 2k2–k1 direc-
tion does not need to be temporally resolved. In
simple cases, it may simply be detected by a slow
detector, leading to the signal behavior depicted
in the inset of Figure 9. The decay of the non-
linear signal corresponds directly to the dephas-
ing of the coherence of the polarization created by
the first pulse, as the grating will not be generated
if the initial polarization has been dephased. More
complex systems may lead to more complex beha-
viors such as for example a signal at negative times,
that is, when the probe arrives before the pump
has even hit the sample. The study of such unex-
pected behavior has brought major improvements
in our understanding of the nonlinearities in semi-
conductors.
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sample of GaAs excited with a strong interband pulse creating a

high-density plasma. Evidence for the build-up of manybody in-

teractions is obtained from such an experiment. This is a two-

time chart, T axis displays the changes in the electric field in the

teraHertz pulse as it passes, the tD axis corresponding to the

delay between the arrival of the interband pulse and the tera-

Hertz pulse on the sample. The color code corresponds to the

electric field in the teraHertz pulse. (Reproduced with permission

from Huber R, Tauser F, Brodschelm A, Bichler M, Abstreiter G

et al. (2001) How many-particle interactions develop after ultra-

fast excitation of an electron-hole plasma. Nature 414(6861):

286–289.)
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Photon Echo

If the system would be homogeneously broadened,
the integrated intensity of the four-wave-mixing
signal would directly give some information on the

coherence time of the polarization in the system. If,
on the contrary, the system is inhomogeneously
broadened, the nonlinear signal is delayed after the
arrival of the second pulse. Basically, this diffracted
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Figure 10 In the case of a resonance that is inhomogeneously broadened, the diffracted signal appears in the form of a photon echo.

The diffracted pulse is emitted by the sample after the second pulse, with a delay corresponding to the delay between the two interfering

pulses. Once again the intensity decays with the dephasing of the polarization, however, the decay constant is now a factor 1/4 of the

dephasing time. The discrimination between homogeneous and inhomogeneous dephasing may be obtained from the time resolution of

the diffracted signal, which corresponds to the addition of a gate similar to that used in upconversion luminescence.
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the Fourier transform limited width of the pulses. Often, a better spectral resolution is needed, which can be obtained by pulse-shaping

technique (basically filtering of the pulse) at the expense of the time resolution, as imposed by the Fourier transform of the spectrum. The

first pulse of wave vector k1 is focused on the sample. The second pulse of wave vector k2 is delayed by a delay stage and focused

together with the first pulse. The changes in the diffracted signal intensity, in the direction 2k2–k1, are recorded as a function of the delay

between the two pulses. The signal usually shows a clear asymmetry to long delays, the decay being exponential with a decay constant

corresponding to half the dephasing time of the polarization excited in the sample.
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signal appears at a delay equal to the time separation
between the first two pulses. This is a direct signature
of the inhomogeneous nature of the system under
study, which cannot be observed directly with the
previous setup. Such an echo signal can easily be re-
corded by time resolving the diffracted signal. In such
a case, one gets both the information about the
broadening of the system, and also on the dephasing
because the signal intensity decays with a character-
istic time given by the coherence properties of the
material. This technique gives of course more infor-
mation on the system but necessitates an optical gate
similar to the one described in the paragraph devoted
to ultrafast luminescence (see also Figure 10).

Three-Beam Four-Wave Mixing

In the three-beam configuration, the two beams that
create the grating and the probe beam all have dif-
ferent directions k1, k2, and k3, which will generate a
phase conjugate signal in the direction k1þ k2� k3.
This configuration is very rich as it allows playing
with any combination of delays between the different
pulses. For example, if the first two pulses arrive at
the same time, and the third one is delayed the sit-
uation is very similar to the self-diffraction tech-
nique, with a clear asymmetry in the process that
allows distinguishing in principle homogeneous de-
phasing from inhomogeneous dephasing. The other
configurations are very useful as, depending on the
arrival sequence of the pulses on the sample, depha-
sing events of the ground state or of the excited state
of the system can be probed selectively.

Measurement of the Pulse

Most of the techniques that have been described up
to now implicitly assume that the ultrashort pulses
are either perfectly characterized, or at least well
behaved. One of the advantages of the Ti:Sapphire
laser is that it is indeed reasonable to assume in most
cases that the pulse is indeed close to a transform-
limited pulse (specially in the case of a pulse duration
of the order of 100 fs, in the near infrared region).
When one wants to use more exotic pulses, exotic in
the sense that they might be in a different wavelength
window, or that they have a shorter duration, things
become more complex. In particular, it becomes very
difficult to keep a constant phase of the different
Fourier components of the pulse over the entire
wavelength range. A 10 fs pulse extends basically
from 700 up to 900 nm. It becomes then necessary to
characterize the pulse, the difficulty being that simple
characterization schemes would need to use a pulse
much shorter than the pulse to be characterized,
which obviously cannot be the case anymore.

New techniques have been devised which have
been given strange acronyms such as FROG (for
Frequency Resolved Optical Gating) or SPIDER for
(Spectral-Phase Interferometry for Direct Electric-
field Reconstruction). They are somewhat based on
the same principle, which is sketched in Figure 11,
which consist in using the pulse itself as a reference
for the measurement. This kind of technique is well
known in the case of longer pulses, where the pulse is
easier transform limited, and where the length of
the pulse is the most interesting information one is
trying to retrieve. Then the pulse is split into two
parts, traveling different length, and recombined in
front of a nonlinear crystal. The doubling efficiency
is measured as a function of delay, giving rise to a
symmetrical figure, the autocorrelation trace, directly
related to the pulse length for the case of symmetrical
pulse. In the case where the pulse would not be sym-
metrical, the measurement of the intensity of the
frequency-doubled light is not sufficient. Basically
what one needs to perform is a spectral interfero-
metric measurement, which gives much more infor-
mation than only the intensity. However, even if the
spectral information contains much more than the
integrated intensity, this information is not enough to
retrieve directly the whole electric field, because it is
obtained through autocorrelation of the pulse. The
full information can however be retrieved through
proper adjustment of the observed spectra, which is
nowadays done through self-adjusting computing
techniques.

See also: Electrons and Holes; Excitons: Theory;
Harmonic Generation Frequency Conversion; Interac-
tion of Light and Matter; Luminescence; Nonlinear Op-
tics; Organic Semiconductors; Semiconductors, General
Properties.

PACS: 78; 78.35.þ c; 78.40.�q; 78.30.� j;
78.47.þp; 78.55.�m; 78.67.�n

Pulse
to be measured

Dispersive
delay line

Spectrometer

Nonlinear
element

Fixed �

Figure 11 Sketch of the pulse measurement techniques called

SPIDER or FROG. The pulse to be measured is split into two

parts in a Mach Zehnder interferometer. One of the split pulses is

delayed with respect to the other, and they are recombined at the

surface of a nonlinear crystal. A monochromator and CCD allow

recording the spectral interferogram, which allows retrieving the

full information of the pulse via proper computer adjustment of the

observed interferogram.
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Introduction

A transistor is a three-terminal device, where the
voltage or current applied to one terminal controls
the current flow between the other two terminals.
Transistors are designed to have current or voltage
gain, which means a drivability of multistep transis-
tor circuits. Submicron lithography and self-align-
ment have been used to improve the high-frequency
operation of transistors. Transistors are key devices
in cutting-edge semiconductor integrated circuits.

There are mainly two types of transistors, bipolar
and field effect transistors. Transistors have been
made on many systems, mainly semiconductor sys-
tems, including Si, SiGe, and III–V semiconductors.
Since this encyclopedia concerns condensed matter
physics, the basic principles of transistor operation
and the fundamental performance of transistors,
with emphasis on III–V semiconductor transistors,
are discussed. Although the basic principles can be
applied to many different systems, detailed discus-
sions of transistor structures, transistor materials,
processing, and circuit designs are omitted due to
space constraints. (See ‘‘Further reading’’ section for
details.)

Transistors, that is, three-terminal control devices,
are important not only for electrical applications but
also for physics studies. Several transistor devices
often used in the study of transport physics at low
temperatures are also discussed in the second half of
this article.

Bipolar and Hetero-Bipolar Transistors

The principal operation of the (hetero) bipolar tran-
sistor is schematically shown in Figure 1. Although a
bipolar transistor with n-type emitter, p-type base,
and n-type collector (n–p–n transistor) is assumed
in this figure, similar parameters are applicable to a

p–n–p transistor. In the bipolar transistor, the most
important factor determining transistor operation
is current gain, that is, the ratio between JC and JB,
where JC and JB are corrector current and base cur-
rent, respectively. When this ratio becomes larger
than unity, the transistor has a gain. The current in-
jected from the emitter passes through the base and
reaches the collector. When the diffusion constant of
electrons in the p-type base is small or the base layer
is thick, the probability of electron transmission to
the collector decreases. Some amount of the base
current also diffuses to the emitter. Calculating all
these factors results in the current gain hfe deter-
mined by the emitter injection efficiency:

hfe ¼
nE
pB

ve
vh

NCB

NCE

NVB

NVE
exp

DEg

KT

� �
½1�

where nE and pB are, respectively, the emitter and
base doping concentration, ve (vh) is electron (hole)
effective velocity toward the collector (toward the
emitter) at the corrector-side (emitter-side) base edge,
and, NCB and NCE (NVB and NVE) are densities of
states in the conduction (valence) band for base and
emitter, respectively. DEg ¼ Ege � Egb is the bandgap
difference between emitter and base semiconductors.

∆Vn

∆Vp

Emitter Base Collector

JB

JE JC

Figure 1 Schematic band diagram of a HBT with graded emit-

ter-base junction. The schematic current flow, which determines

the transistor operation, is also shown.
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For a thick emitter, vh is determined by vh ¼
Dh=LE, where Dh is the hole diffusivity in the emitter
region and LE ¼

ffiffiffiffiffiffiffiffiffiffiffi
DhtE

p
is the diffusion length. tE is

the recombination lifetime in the emitter region. In
the case of the thin base with WB{LB, ve is repre-
sented as

ve ¼ Dn=ðLB sinh ðWB=LBÞÞ ¼ Dn=WB

where Dn, LB, and WB are the electron diffusivity in
the base region, electron diffusion length in the base,
and the base thickness, respectively. In this situation,

hfe ¼
nE
pB

LE

WB

Dn

Dh

NCB

NCE

NVB

NVE
exp

DEg

kT

� �
½2�

In the case of a homojunction bipolar transistor, such
as an Si bipolar transistor, DEg ¼ 0, and hfe is mainly
determined by nE=pB=WB. In order to maintain a
suitable high value of hfe; nE=pB B100–1000 is
typically chosen. The hole density of the base, pB,
usually becomes 1017–1018 cm�3 for the emitter
electron density, nE, of 10

20–1021 cm� 3. The current
gain also increases with decreasing base layer thick-
ness. However, the base resistance increases with
decreasing pB and WB, so that there is a limitation to
how far these parameters can be decreased in actual
transistors. Si bipolar transistors are widely used in
high-speed semiconductor circuits, owing to the
many improvements in techniques for forming the
emitter and base junctions, in isolation methods, and
in the degree of self-alignment between the different
device regions. Silicon is an indirect bandgap semi-
conductor and has a long recombination lifetime, so
that the situation WB{LB and a low-base resistance
can be achieved even for a small pB. However, direct
bandgap semiconductors, such as GaAs, have a short
recombination time, and the high nE=pB ratio neces-
sary for the high-current gain is not possible. There-
fore, it is difficult to build high-performance
homojunction bipolar transistors from III–V semi-
conductors.

When heterojunctions are used, expðDEg=kTÞ
makes the most important contribution to hfe.
Improved transistor performance is expected by com-
bining silicon-based transistors and Si/SiGe hetero-
junction systems. Furthermore, the large bandgap
difference in III–V semiconductors enables one to
use direct bandgap semiconductors in heterobi-
polar transistors (HBTs). This is because the term
expðDEg=kTÞ sufficiently compensates for the small
nE=pB, and a thin base layer with high-carrier density
becomes available. HBTs using many kinds of III–V
semiconductor materials have been demonstrated.

At an abrupt heterojunction between different
semiconductors, there is a discontinuity in the energy
of the conduction-band minima and valence-band
maxima. An energy barrier in the conduction band at
the emitter–base junction tends to retard the flow of
electrons from the emitter to the base. To avoid the
barrier in the conduction band, a graded-alloy com-
position at the emitter–base junction has been used
as shown in Figure 1. However, it is noteworthy that
the barrier at the emitter–base junction is advanta-
geous for high-speed operation because of the higher-
energy electron injection from the emitter to the
base. Therefore, an optimal design of the graded
junction is necessary in actual HBTs.

For HBTs, many kinds of heterostructures have
been studied. Figure 2 shows a comparison of the
breakdown electric field of HBTs composed of Si/
SiGe, InGaP/GaAs, InP/InGaAs, and GaN/InGaN
material systems. The breakdown electric field of ni-
tride-based HBTs is much higher than those reported
for HBTs composed of other material systems. There-
fore, GaN-based HBTs have recently received much
attention as candidates for high-power and high-
speed devices in the future. Here, the typical struc-
tures and characteristics of HBTs are discussed using
GaN-based HBTs as examples. Figure 3 illustrates the
schematic structure of the GaN/InGaN HBTs. In this
peculiar device, the graded region is formed between
the base and collector to reduce electron scattering at
the collector barrier, because the same bandgap ma-
terial (GaN) is used for both the emitter and correc-
tor. A regrowth InGaN base contact is adopted to
decrease the series resistance of the base. Actually,
how to make a good contact to a thin base layer is a
very important issue for HBTs with a thin base layer,
and efforts to resolve this issue are underway for
many heterostructure HBTs. The common emitter
current–voltage characteristics of GaN/InGaN HBT
with a 50mm� 30mm emitter area are shown in
Figure 4. The maximum collector gain exceeds 2000

Si/SiGe

InGaP/GaAs

InP/InGaAs

GaN/InGaN

Breakdown electric field (MV cm−1)

HBT materials

0 1 2

Figure 2 Comparison of breakdown electric field of HBTs

composed of various material systems.
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in this device. Although this current gain is still less
than the maximum gain of 5000 for Si/SiGe systems
and 50000 for InP-based systems, the current gain for
GaN-based systems has increased almost two orders
of magnitude from the year 2000.

Field Effect Transistors: MISFET,
MESFET, and HEMT

Bipolar transistors use both majority and minority
carriers in semiconductors. There is, however,
another type of transistor, where only the majority
carriers are used and their density is controlled by an

electric field effect. This type of transistor is called a
field effect transistor (FET) and is widely used in many
semiconductor systems. Several types of FETs are
schematically shown in Figure 5. Metal–insulator–
controlled semiconductor FETs (MISFETs) are shown
in Figure 5a. When a positive bias is applied to the
gate, conductive electrons start accumulating at the
semiconductor–insulator interface. Due to the con-
finement by the electric field, the accumulated elec-
trons have a two-dimensional (2D) nature. The
threshold voltage, Vth, where electrons start accumu-
lating, is determined by the semiconductor properties
and interface characteristics. The density of accumu-
lated charge, Q, is proportional to the gate bias and is
represented as

Q ¼ ne ¼ CgðVg � VthÞ ½3�

where n, e, and Cg are the area density of electrons,
electron charge, and capacitance of the gate insula-
tor, respectively. When the bias is applied between
the source and drain (Vd), the drain current (Id) is
determined by the carrier density (n) and the mobility
of the carrier ðmÞ. In the case of small Vd, where
carrier density is constant over the whole device,

Id ¼ Z

L
mneVd ½4�

where Z and L are the channel width and length
of the MISFET. In the case of the MISFET, ne is
expressed by eqn [3], then

Id ¼ Z

L
mCgðVg � VthÞVd ½5�

With increasing Vd, the carrier density near the drain
edge decreases and finally becomes zero (pinch-off)
at around Vd ¼ Vg � Vth. Further increasing Vd re-
sults in an almost constant drain current independent
of Vd, because a balance is achieved between the
pinch-off of the carrier and the high electric field
concentrating in the pinch-off region. Therefore,
IdVd characteristics of MISFETs, schematically
shown in Figure 6, are separated into linear and sat-
urated regions. The drain current in the saturated
region, Ids, is approximately expressed as

Ids ¼ a
Z

L
mCgðVg � VthÞ2 ½6�

where a is a constant close to unity.
In the case of Si, silicon dioxide (SiO2) is used as

the gate insulator. Therefore, the FET is normally
called metal-oxide–semiconductor FETs (MOSFETs).
It is also possible to accumulate conductive holes by
applying negative bias to the gate. Combining n-type
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Figure 3 GaN/InGaN HBT structure with a regrown p-InGaN

extrinsic base layer.
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(electron transport) MOSFETs and p-type (hole
transport) MOSFETs results in complementary MO-
SFET devices (CMOS devices). The Si MOSFET and
CMOS devices are the most important devices in
the very large scale integrated circuits used in micro-
processors and semiconductor memories.

In MISFET devices, some other combinations of
insulators and semiconductor materials are also pos-
sible. A good example is the InP MISFET, where elec-
trons can accumulate at the interface between the InP
and insulator, such as Al2O3. However, the conductive
carriers cannot be accumulated at the interface when
the density of states of the interface defects is very
large, as is the case at insulator–GaAs interface.

To avoid a direct and uncontrollable leakage cur-
rent between the drain and source, n-type (p-type)
MISFETs are fabricated on p-type (n-type) or semi-
insulating materials. For the purpose of distingui-
shing these two types of MISFETs, the former is
called an inversion-type MISFET and the latter an
accumulation-type MISFET. For both types, the gate-
induced carriers need to contact the source- and
drain-conductive regions (doped regions) so that an
overlap between source- (drain-) conductive regions
and gate is essential for the FET operation. The self-
alignment process allows one to make such an over-
lap without increasing the capacitance between the
gate and source (drain).

Another type of FET is the metal–semiconductor
FET (MESFET). Figure 5b is a schematic diagram of

a MESFET. In this device, conductive carriers are
supplied from the 3D doping layer, and the number
of conductive carriers is controlled by a depletion
region spreading from the Schottky metal gate. The
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Figure 5 Schematic diagrams of field effect transistors (FETs). (a) MISFET (MOSFET), (b) MESFET, and (c) HEMT (MODFET).
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conductive layer thickness is determined by subtrac-
ting the depletion region thickness (Wd) from the
total thickness of the doping layer. For the n-type
conducting channel,

Wd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eðVbi � VgÞ

eNd

s
½7�

where Vbi, e, and, Nd are the built-in potential of the
Schottky gate, dielectric constant of semiconductor,
and donor density of the doping layer, respectively.
The area density of the conductive carrier can be
easily estimated from the conductive layer thickness,
and the drain current is determined by eqn [4] in
small Vd regions. Forming the conductive layer
involves several techniques, such as ion-implantation
and epitaxial growth.

Finally, there is the high-electron-mobility transis-
tor (HEMT) which is shown in Figure 5c. The
HEMT utilizes conductive carriers accumulated at
the hetero-interface between wide- and narrow-gap
semiconductors. A triangular-shaped confinement
potential at the interface defines the conductive car-
rier in a thin 2D channel. Modulation doping, that is,
doping in the wide-gap semiconductor and con-
ductive carriers at the interface, enables one to sep-
arate conductive carriers from dopant impurities,
which results in a strong suppression of impurity
scattering. Therefore, HEMTs are also called mod-
ulation-doped FETs (MODFETs). The density of the
2D electron system is controlled by the gate bias and
the IdVd characteristics are roughly represented by
eqns [3]–[6]. The most widely studied HEMT devices
are based on the AlGaAs/GaAs system; however,
many different material combinations, such as In-
AlAs/InGaAs and AlGaN/GaN systems, have been
developed recently.

High-frequency FETs are key devices in recent op-
tical communications technology, where they enable
the practical use of 40Gbit s�1. Figure 7 summarizes
current gain cut-off frequencies (fT’s) for various
kinds of FETs. Among them, InP-based HEMTs,
where a conductive two-dimensional electron gas
(2DEG) channel is formed in the InAlAs/InGaAs
heterostructures lattice-matched with InP substrate,
have achieved record fT’s for a wide range of gate
lengths (Lg’s) by many research groups. The effective
saturation velocity of InAlAs/InGaAs HEMTs is
2.7� 107 cm s� 1, B1.3 times higher than that of
GaAs-based HEMTs. Moreover, higher electron
mobility and sheet-carrier density of the 2DEG at
the InAlAs/InGaAs hetero-interface reduce channel
and parasitic charging times, and make possible
the effective use of higher saturation velocity. The

current record fT for a discrete device is beyond
400GHz.

Integrated circuits (ICs) based on InP have been
developed with the aim of achieving a 100Gbit s� 1

class communications technology. The schematic
structure of such an IC is shown in Figure 8. A
0.1 mm-gate InAlAs/InGaAs HEMT is integrated
with InAlAs Schottky diodes, metal resistors, and
metal-insulator-metal (MIM) capacitors in this
example. The mushroom-shaped gate improves tran-
sistor performance.

Modulation-doped HEMT structures are impor-
tant not only as cutting-edge room-temperature
devices but also as key devices for studies of low-
temperature physics. The 2D electron system at the
AlGaAs/GaAs interface has the highest mobility at
low temperatures, and has been very important in
quantum Hall effect research. Mobility up to
107 cm2V� 1 s�1 has been obtained in several labo-
ratories in the USA, Europe, and Japan. The mobility
is still limited by background impurities; therefore,
it can be improved by increasing electron density.
Recently, Bell Laboratories used a sophisticated MBE
technique and two-side modulation-doping, and
achieved mobility of around 3� 107 cm2V�1 s� 1.

Backgated Structures

The backgated structure, where carrier density is
modulated from the back side by a voltage applied to
the backgate, is also attractive. Although the gate
capacitance limits high-frequency applications, the
density control from the back side enables one to use
the free surface for many kinds of structures. When
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fine structures are formed on the surface side, the
structure behaves as a density-tunable mesoscopic
system.

An example of a backgated heterostructure is
shown in Figure 9. In this example, the 2D electron
system accumulates at the hetero-interface between
AlGaAs and GaAs. Conductive electrons are sup-
plied from the ohmic contacts as in Si MOSFETs.
The threshold voltage of the 2D electron accumula-
tion is determined by the balance between surface
charge and backgate bias. In case of the GaAs, the
surface charge is frozen at low temperatures and the
surface Fermi level is not pinned at the midgap.
These features help in accumulating 2D electron sys-
tems with a small threshold voltage at low temper-
atures. Once the 2D electron system is accumulated
at the hetero-interface, its density can be precisely
controlled by the backgate bias, that is, an electric
field applied between the 2D electrons and the
backgate.

In-Plane-Gate Transistor

Transistors, that is, three-terminal devices, have
been applied to confine electron systems to low

dimensions, such as one and zero dimensions. When
a pair of split Schottky gates is formed on a semi-
conductor heterostructure, such as AlGaAs/GaAs,
the 2D electron system under the gates is depleted by

Second-layer interconnection lines

80 Gbit s−1 multiplexing IC
developed at NTT, Japan

Cross-sectional SEM photograph

Low permittivity
interlayer (B C B)

First-layer interconnection lines

WSiN
i-InAIAs
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Figure 8 Schematic diagram of an InP-based HEMT IC.
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Figure 9 Example of a backgated heterostructure.
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a negative gate bias applied to the Schottky gates
(see Figure 10a). The small distance between the
two gates results in a narrow electron channel,
which shows clear 1D features at low temperatures.

Quantized conductance characteristics have been
observed for such narrow and ballistic 1D channels,
which are called quantum point contacts.

A unique transistor structure, called the in-plane-
gate transistor, is formed by separating a 2D electron
system into three parts using insulated lines as shown
in Figure 10b. These insulating lines are made by
trench etching or ion implantation. When a negative
bias is applied to two side gates against the center
region, the depletion region spreads from the insu-
lating lines and a 1D channel is formed in the center
channel. As shown in Figure 10c, quantized con-
ductance characteristics have been reported, reflect-
ing the successful formation of such a channel.
Although the in-plane-gate FET is limited to a 1D
system from the operation principle, three-terminal
structures are made without Schottky gates. There-
fore, the in-plane-gate FET is beneficial for many
narrow-gap semiconductors, where the formation of
a good Schottky gate is difficult.

Single–Electron Transistor

In FETs, the number of carriers in the channel is de-
termined by the gate bias through capacitance coup-
ling. By combining FETs and nanotechnologies, it
becomes possible to realize the structure schematic-
ally shown in Figure 11a. There is a small channel,
like a quantum dot, which is separated from the
source and drain by two barriers. The barrier height
is set high enough to protect normal current flow, but
low enough to permit tunneling coupling between
the quantum dot and source (drain). The charge in
the quantum dot increases linearly with the gate bias
as represented by Q ¼ CgVg þQ0, where Q is the
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charge in the quantum dot, Cg gate capacitance, Vg

gate bias, and Q0 the background charge determined
by the balance of the quantum dot in the system.
When electrons accumulate in the quantum dot, Q
should be an integer multiple of e, the charge of a
single electron. This discrete nature of the charge is
not important for a large system, but becomes es-
sential for a small system such as the quantum dot,
where DVg ¼ e=Cg becomes larger than the thermal
broadening, kT=e. This situation is fully satisfied for
the small quantum-dot system at low temperatures,
and such three-terminal structures are called single-
electron transistors (SETs).

A schematic diagram of an SEToperation is shown
in Figure 11. According to the increase in the gate
bias, the charge in the quantum dot increases along
a step function Ne (N: integer). A current flow, that
is, electron flow, should be accompanied by a change
of the number of electrons in the quantum dot.
Therefore, the current flow is limited only in the
condition where N can change with DN ¼ 1. On the
other hand, the current flow is blocked when N is
constant (Coulomb blockade).

Some SET characteristics are shown in Figure 12.
The quantum dot has a circular disk shape in this
example. The interval of current peaks determined
by DVg ¼ e=Cg decreases with increasing bias. This is
because an increase in the disk size with gate bias
results in increased gate capacitance. In addition to
the classical charging effect, quantum effects, such as
the formation of zero-dimensional energy states, be-
come important in small quantum dots. The zero-
dimensional energy levels are represented by the
diagram in Figure 12b for the parabolic confinement,
which is a good approximation of the disk-shaped
quantum dot. Here, _o0 represents the zero-dimen-
sional energy-level separation arising from the par-
abolic confinement. The zero-dimensional energy
levels degenerate at zero magnetic field, where
oc ¼ 0. Each energy level can include two electrons
with different spins. Therefore, DVg increases for
N ¼ 2; 6; 12;y where the zero-dimensional energy
separation should be compensated by the gate bias in
addition to e=Cg. Such periodic features have actu-
ally been observed as shown in Figure 12a for a cir-
cular quantum dot. This periodic feature comes from
the same principle as the periodic table of real atoms,
so that these SETs are sometimes called semiconduc-
tor artificial atoms.

At low temperatures, the conductive peak becomes
sharp as experimentally shown in Figure 12a. Fur-
thermore, the peak position shifts when the charge
situation around the quantum dot is slightly modi-
fied as schematically shown in Figure 11b. Therefore,
the conductance change in an SET operates as a

very sensitive electrometer. Recently, the single elec-
tron motion in semiconductor nanostructures was
detected by using the SET-based highly sensitive
electrometer.

See also: Integrated Circuits; Light Emitting Diodes.

PACS: 85.30.� z; 73.40.� c; 72.20.� i; 85.35.�p;
73.23.�b; 85.40.� e; 68.65.� k
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Introduction

The electronic and magnetic properties of transi-
tion-metal compounds are imparted by the d and/or
4f electrons of the transition-metal compounds.
(This article does not cover the actinides.) The outer
s and p electrons of these compounds, which are
primarily responsible for the chemical bonding, are
split by an energy gap Eg between filled anionic
bonding bands and empty cationic antibonding
bands. The s and p states contribute to the elec-
tronic and magnetic properties of the transition-
metal compounds through covalent mixing with
the d and/or 4f orbitals.

The 4f electrons always form localized 4f n con-
figurations as on a free atom unless a 4f n=4f nþ1

redox couple is overlapped by the Fermi energy (the
electrochemical potential) eF of a partially filled
broadband of itinerant-electron states, in which
case hybridization of the 4f and itinerant electron
states creates massive itinerant electrons called heavy
fermions. The d electrons, on the other hand, may
be localized, itinerant, or vibronic depending on
the relative strengths of the intra-atomic and the
inter-atomic interactions and how the competition

between these two is modulated by disturbances of
the periodic potential of a crystalline array of the like
atoms or by elastic and thermal energies.

The intra-atomic energies are those of the free
transition-metal atom as modified by covalent mix-
ing with the ligand orbitals. The Hamiltonian for the
electrons of a free atom has three components of
descending magnitude:

H ¼ Ho þU þ lL � S ½1�

where Ho corresponds to the energy of a single elec-
tron moving in the field of a nucleus of effective
charge þ (Z� sl)e. The atomic number Z is reduced
by a screening sl of the other atomic electrons; sl
depends on the orbital angular momentum quantum
number l of the electron being screened from the
nuclear charge þZe. The energy U is the electro-
static energy required to add an electron to a con-
figuration of d or 4f orbitals and is a measure of the
separation of successive ionization energies; U ¼
Jc � Jex has two components, a Coulombic repulsion
Jc and a quantum-mechanical correction Jex that
keeps electrons of parallel spin in different orbitals
by the Pauli exclusion principle. The last term in eqn
[1] gives rise to the multiplet splitting of a 2Sþ1LJ

term, where Russell–Saunders coupling applies to the
dn and 4f n configurations of total angular momen-
tum quantum number J¼Lþ S; L and S are the
total orbital and spin angular-momentum quantum
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numbers. The atomic magnetic moment is

lA ¼ �gLJmB ½2�

where gL is the Landé spectroscopic splitting factor
and mB is the Bohr magneton.

In a solid, the ‘‘interatomic interactions’’ depend
on the expectation value for an electron to transfer to
a neighboring atom without a change of energy as a
result of the perturbation H0 of the free-atom poten-
tials by their proximity to one another:

bij � ðci;H
0cjÞEebðci;cjÞ ½3�

where eb is a one-electron energy and (ci, cj) is the
overlap integral of the initial and final atomic orbit-
als occupied by the electron. The subscripts refer to
atoms at Ri and Rj in the crystal. Electron transfers
between states of the same energy are treated in the
first-order theory (DEBb) and between states sepa-
rated by an energy D or U in the second-order theory
(DEBb2/D or b2/U). The tight-binding bandwidth for
electrons transferring between like atoms of a peri-
odic array of crystallographically equivalent sites
with U ¼ 0 is given by

WbE2zb ½4�

where z is the number of like nearest neighbors and b
is the bij for these nearest neighbors. The crossover
from localized-electron behavior (intra-atomic inter-
actions dominant) to itinerant-electron behavior (in-
teratomic interactions dominant) occurs where

WbEU ½5�

This crossover is known as the ‘‘Mott–Hubbard
transition.’’

The localized electrons occupy an n-electron con-
figuration dn or f n located at a single transition-metal
atom and having an energy corresponding to that of
a redox couple dn�1=dn or f n�1=f n. Successive redox
couples are separated by an energy U. The itinerant
electrons, on the other hand, belong equally to all the
like atoms of a periodic array on crystallographically
equivalent sites; they are described by a band of
single-electron energies of width Wb that is occupied
by electrons in accordance with the Pauli exclusion
principle and the Fermi–Dirac distribution function.
In this limit, a UoWb is assumed to be screened by
the other electrons so as to make U ¼ 0. For nar-
rower bandwidths Wb, this ‘‘electronic Fermi-gas
model’’ must be modified by the introduction of a
finite UoWb. This problem can be treated by mass-
renormalization techniques that transform the elec-
trons into a ‘‘quasiparticle Fermi liquid.’’

Impurities, lattice defects, and substitutional do-
pants all disturb the periodic potential of an array of
transition-metal atoms in a solid. These disturbances
narrow the effective width of Wb by introducing lo-
calized states (Anderson localized states) at the top
and bottom of a band of itinerant-electron states
above and below, respectively, a ‘‘mobility edge.’’ If
the Fermi energy eF lies in the energy range of local-
ized states, the conductivity is described as ‘‘variable-
range hopping’’ between these localized states.

The Mott–Hubbard transition is not smooth as
originally assumed; it is a first-order transition that
may give an abrupt volume change, but generally it
introduces the coexistence of two different equilib-
rium bond lengths at crossover. In the latter case, the
resulting bond-length fluctuations at high tempera-
tures order at lower temperatures so as to give long-
range-ordered atomic clusters, a charge-density wave
(CDW), or a charge-ordered (CO) state in order to
minimize the elastic energy. The elastic energies as-
sociated with local site deformations are also mini-
mized by cooperative ordering. Examples of local site
distortions are displacements of a cation from the
center of symmetry of its interstice, cation clustering,
valence disproportionation, and an orbital ordering
that either lowers the local site symmetry or increases
its deformation from cubic symmetry.

The electronic and magnetic properties of the d
electrons of transition-metal compounds are strongly
influenced not only by whether they occupy states
with WboU, WbEU, or Wb4U but also by order–
disorder transitions. Order–disorder transitions are
driven by the heat TDS associated with disorder.
Heat also drives disordering of long-range magnetic
order, which removes magnetostrictive and/or
exchange-strictive deformations of the crystal sym-
metry; and by increasing the crystal volume, it may
induce changes from antiferromagnetic to ferro-
magnetic coupling, that is, ‘‘exchange inversion,’’
below a long-range magnetic-ordering temperature.

In mixed-valent compounds, the transport proper-
ties also depend critically on whether the time thE_/
Wb for an electron to hop from one atom to a like
nearest neighbor is th4oR

�1, thEoR
� 1, or thooR

� 1,
where oR

� 1 is the period of an optical-mode vibration
that would trap the charge carrier at a single site as a
‘‘small dielectric polaron.’’

In the following sections, the metal–ligand inter-
actions are first introduced to construct ligand-field
orbitals having the same symmetries as the atomic d
orbitals. The interactions between the ligand-field
orbitals of neighboring metal atoms are then dis-
cussed for WboU, WbEU, and Wb4U. Next, the
significance of the radial extension of the ligand-field
orbitals and the location of the Fermi energy relative
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to the edges of the broad filled and empty bands is
presented in the context of illustrative examples of
the varied phenomena that are encountered in these
materials.

Metal–Ligand Interactions

Redox Couples fn or dn

The description of the outer electrons of a primarily
ionic transition-metal compound begins with a point-
charge model; the electrostatic Madelung energy EM

of that model generally lowers the most energetic
ligand (anion) p orbitals an energy DEp below the
lowest unoccupied redox energy of the transition-
metal atom. A DEpp0 may pin the antibonding re-
dox couple at the top of the bonding ligand-p band;
in this case, the redox couple can commonly be treat-
ed by the molecular-orbital or band theory. However,
back electron transfer from the anion across an
energy DEp40 to an empty d or f orbital on the cat-
ion is treated in the second-order perturbation theory
to give a stabilization energy DEB(bca)2/DEp of oc-
cupied bonding states that tends to compensate for
the loss in electrostatic Madelung energy EM of the
point-charge model; the empty antibonding d or f
orbitals of the dn or f n configuration are correspond-
ingly destabilized by an energy DE. As noted in eqn
[3], the expectation value for a back electron trans-
fer depends on the cation–anion overlap integral in
bca and, therefore, on the relative symmetries of the
interacting orbitals. Consequently, symmetry argum-
ents are used to develop a parametrized second-order
description of the ‘‘ligand-field orbitals’’; these orbit-
als take account of the interactions between the d or f
electrons and the anions. Next, the metal–metal,
metal–anion–metal, and/or metal–anion–anion–metal
interactions are introduced; the ligand-field orbitals
either remain localized or become itinerant depending
on the relative strengths of these inter-atomic inter-
actions and the intra-atomic energy Ueff for the atom-
ic ligand-field orbitals.

Rare-Earth 4fn Configurations

The rare-earth 4f electrons are tightly bound to their
atomic nucleus and are largely buried within a
5s25p6 core-electron cloud that prevents strong
overlap of the 4f orbitals with the orbitals of the
neighboring ligands. Consequently, the 4f n con-
figurations remain localized with a UeffcW, and
any splitting of the individual f-orbital energies by
interaction with the ligands is smaller than the intra-
atomic multiplet splittings by lL � S. Therefore, the
localized 4f n configurations in a compound retain
their atomic magnetic moment lA ¼ gLJmB of

eqn [2]. Nevertheless, the interactions with the
ligands contribute, along with the ‘‘magnetic dipole–
dipole 4f n interactions,’’ to the weak ‘‘spin–spin
interatomic exchange’’ interactions between 4f n con-
figurations that are responsible for long-range
magnetic order at low temperatures and also to the
‘‘magnetocrystalline anisotropy’’ that introduces a
preferred orientation of lA relative to the cry-
stallographic axes and an associated ‘‘magnetostrict-
ion’’ below the magnetic-ordering temperature.
Long-range ordering of the spins S induces long-
range ordering of the orbital angular momenta L by
the spin–orbit coupling lL � S, and interactions with
the ligands order the orbitals responsible for L, and
therefore J, relative to the crystallographic axes and
also induce the anion displacements responsible for
the magnetostriction. Magnetostriction reflects the
orientation of the atomic moments; ‘‘exchange strict-
ion’’ reflects changes in the binding energy due to
magnetic order and, therefore, reflects the symmetry
of the long-range magnetic order.

The d-Block dn Configurations

The five d orbitals of a free atom are degenerate, but
with more than one electron or hole in a dn manifold,
the spin degeneracy is removed by the ferromagnetic
direct-exchange interactions between electron spins
in orthogonal atomic orbitals. The Pauli exclusion
principle keeps electrons of the same spin in different
d orbitals, which reduces the energy U ¼ Jc � Jex by
the intra-atomic exchange energy Jex. These spin–
spin exchange interactions produce the ‘‘Hund intra-
atomic exchange field Hex’’ responsible for the Hund
highest multiplicity rule for the free atom. The split-
ting between states of different spin for a given
orbital will be designated Dex.

The atomic orbitals fm with azimuthal orbital
angular momentum operator Lz, where Lzfm¼ �i_
@fm=@f ¼ 7m_fm with m ¼ �l;y;þl, have the
angular dependencies for l ¼ 2:

f0Bðcos2y� 1ÞB½ðz2 � xLÞ þ ðz2 � y2Þ�=r2

f71Bsin2y expð7ifÞB½yz7izx�=r2 ½6�

f72Bsin2y expð7i2fÞB½ðx2 � y2Þ7i2xy�=r2

In an isolated octahedral site, the xy and (yz7izx)
orbitals only overlap the neighboring O–2pp orbitals
while the [(z2� x2)þ (z2� y2)]/r2 and (x2� y2)/r2 or-
bitals only overlap the O–2s and O–2p orbitals.
These two groupings of orbitals are distinguished by
symmetry as a twofold-degenerate set of e orbitals
and a threefold-degenerate set of t orbitals (Figure 1).
The electron-transfer (resonance energy integrals
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bca� ðfm;H0foÞEemoðfm;foÞ describing the expecta-
tion of a virtual charge transfer to an empty cation-d
orbital from a same-symmetry sum of near-neighbor
oxygen orbitals fo contain both an overlap integral
(fm, fo) and a one-electron energy emo that are larger
for s-bonding than for p-bonding, that is, bs

ca4bp
ca.

Therefore, the antibonding e states of a s-bond are
raised higher by the energy DE� ðbcaÞ2=DEp than are
the antibonding t states of a p-bond. The resulting
cubic-field splitting is

Dc ¼ DEs � DEp ¼ DM þ ðl2s � l2pÞDEp þ l2sDEs ½7�

where DM is a purely electrostatic energy that is small
and of uncertain sign due to the penetration of the
ligand-p6 electron cloud by the cation-d wave func-
tion. The dimensionless covalent-mixing parameters
are seen to be

ls ¼ bcas =DEp; lp ¼ bcap =DEp

ls ¼ bcas =DEs

½8�

in which DEp and DEs are the point-charge energy
gaps between the degenerate atomic d orbitals and
the ligand p and s orbitals, respectively. The second-
order ligand-field wave functions are

ct ¼Npðft � lpfpÞ
cs ¼Nsðfe � lsfs � lsfsÞ

½9�

where Np and Ns are normalization constants that
constrain a one-electron state to contain a single
electron.

Covalent mixing extends the ligand-field wave
functions out over the anions, thereby reducing the

electron–electron Coulomb energy U from its atomic
value. For an octahedral-site cation, the ligand-field
U is larger for electrons in the p-bonding t-manifold
than for those in the s-bonding e-manifold, that is,
Ut4Ue.

As an aside, attention is drawn to the earlier crys-
tal-field model in which the covalent component to
the orbitals is neglected and the cubic-field splitting is
simply parametrized as Dc¼ 10Dq. In this model al-
so, the symmetry arguments distinguish the e and t
manifolds in a cubic field or other splittings in lower
symmetry, but the energy of the atomic d-state man-
ifold is conserved and the crystal-field wave functions
are simply the atomic wave functions fm. Although
this parametrized model allows interpretation of
spectroscopies that measure the energy splittings, it
fails completely to account for a lowered ligand-field
U and for the interatomic interactions between like
atoms that are responsible for long-range magnetic
order where a WboUeff is found or for metallic con-
ductivity where a Wb4Ueff occurs.

If a d-block transition-metal ion occupies a tetra-
hedral site, similar considerations apply, but in
this case the t orbitals have a larger orbital overlap
and are raised higher in energy than the e orbitals
by the cubic-field splitting Dc. Early crystal-field cal-
culations give the relative values of Dc for the two
cases as

DcðtetrahedralÞEð4=9ÞDcðoctahedralÞ ½10�

The d-electron Hamiltonian that includes the
interactions with the ligand p and s orbitals is

H ¼ Ho þ Jc þ ðDc � JexÞ þ ðlL . Sþ DncÞ ½11�
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Figure 1 Schematic crystal-field splitting of the d-state manifold of a transition-metal atom M in an octahedral site: (a) the one-electron
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where Dnc is a noncubic component of the ligand-
field splitting arising from a distortion of the site
symmetry. Since the octahedral-site Dc is the same
order of magnitude as the intra-atomic exchange
energy Dex, the d

4� d7 octahedral-site configurations
may be either high-spin t3e1, t3e2, t4d2, t5e2 where
Dex4Dc or low-spin t4e0, t5e0, t6e0, t6e1 where
Dc4Dex. Moreover, lowering of the site symmetry
to tetragonal or orthorhombic may stabilize an inter-
mediate-spin d5 or d6 configuration t4e1 or t5e1,
respectively. The larger the covalent mixing para-
meters ls4lp, the smaller is Dex and the larger is Dc.
Moreover, the effective energy Ueff required to add
an electron to a dn manifold to make it dnþ 1 must
take into account Dc as well as Dex. For an octahe-
dral-site cation, the Ueff for n ¼ 3 and n ¼ 8 is
increased by Dc; for n ¼ 5 it is increased by Dex if
DcoDex, and for n ¼ 6 by Dc if Dc4Dex.

By splitting the m ¼ 72 energies of eqn [6] into
real (x2� y2) and xy components, the operator
Lz¼ �i_q=qf makes the azimuthal component of
the orbital angular momentum imaginary, which
means that the two e orbitals have m ¼ 0 and the t
manifold has orbitals with m ¼ 0, 71. It follows
that configurations with zero, three, or six t electrons
have their orbital angular momentum completely
quenched (i.e., L ¼ 0) to first order, and a spin-only
atomic moment lA ¼ gSmB with gE2 is a fair appro-
ximation.

The octahedral-site splitting may leave an orbital
degeneracy, as occurs with high-spin Mn(III):t3e1 or
Cu(II):t6e3, for example, or with high-spin Fe(II):t4e2

or Co(II):t5e2. In this case, the cubic site symmetry is
unstable relative to a site distortion that removes the
orbital degeneracy. This instability is known as a
‘‘Jahn–Teller distortion.’’ In a crystal, a long-range-
cooperative site distortion, that is, orbital ordering,
minimizes the elastic energy that resists the distortion
and lowers the space-group symmetry of the crystal.
Cooperative Jahn–Teller distortions may transform
isotropic 3D interatomic spin–spin interactions into
a ferromagnetic interaction in one crystallographic
direction and an antiferromagnetic interaction in an-
other as is illustrated by LaMnO3 (vide supra).
Removal of a tn-orbital degeneracy (n ¼ 1, 2, 4, or 5)
may either quench the orbital angular momentum or
enhance it so as to gain a further splitting by the
spin–orbit coupling lL � S, where s-bonding elec-
trons determine the magnetic order, a long-range
collinear-spin configuration below a magnetic-order-
ing temperature introduces long-range order of the
orbital angular momenta through lL � S even where
the concentration of orbitally degenerate cations is
not large. Therefore, below a long-range magnetic-
ordering temperature, distortions that enhance L and

introduce a large magnetostrictive component scale
with the concentration of cations with the t-orbital
degeneracy. On the other hand, spin–orbit coupling
prevents a cooperative ordering of the orbital mom-
enta in the paramagnetic state of disordered spins; so
cooperative distortions setting in above a magnetic-
ordering temperature quench the orbital angular
momenta. The two types of distortion can be dis-
tinguished as they have opposite sign. This situation
is beautifully illustrated in Figure 2 by the spinel
system Ni1� xFex[NixCr2� x]O4 in which the tetra-
hedral-site Ni(II):e4t4 are the Jahn–Teller ions.

The A[B2]X4 spinel structure consists of a close-
packed-cubic array of anions X; the electrostatic
Madelung energy is minimized by an ordering of the
B cations on half of the octahedral sites and the A
cations on tetrahedral sites of the interstitial space of
the [B2]X4 array. The Ni1� xFex[NixCr2�x]O4 spinel
also illustrates how the crystal-field splittings influ-
ence the site-preference energies of transition-metal
cations. Sites that leave the higher-energy d orbitals
empty are stabilized relative to those that leave them
occupied. The Cr(III) ion has the configuration t3e0

in an octahedral site and e2t1 in a tetrahedral site,
which gives it a strong octahedral-site preference.
The high-spin Fe(III) ion with configurations t3e2 or
e2t3 has little site preference. The Ni(II) ion, on the
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other hand, has an octahedral-site configuration
t6e2 as against e4t4 in a tetrahedral site, which gives
it a definite octahedral-site preference; but it is
forced into the tetrahedral sites of the spinel by the
Cr(III) ions, which have a stronger octahedral-site
preference.

Ionic size also determines site preference. Smaller
cations prefer tetrahedral sites, the d-block transi-
tion-metal cations of intermediate size, with the
exception of Mn(II) and Cu(I), prefer octahedral
sites, and the larger rare-earth ions prefer a greater
oxygen coordination. Where a smaller cation is
forced by electrostatic Coulomb energies into an
octahedral site, it may be unstable relative to a
cooperative displacement from the center of symme-
try of its interstice. Such a displacement introduces a
local electric-dipole moment, and a cooperative par-
allel displacement gives a ‘‘ferroelectric polarization’’
analogous to a ‘‘ferromagnetic magnetization.’’
Therefore, such a displacement is referred to as a
ferroelectric-type displacement even though the
cooperativity may involve antiparallel displacements
to give an antiferroelectric analogous to an antifer-
romagnet in which neighboring spins are aligned an-
tiparallel. Lighter transition-metal cations of a given
d-block can be stabilized in octahedral sites in their
highest valence states, that is, with a d0 configura-
tion, but as the cation size decreases with increasing
atomic number and formal valence state, the site
preference changes from octahedral to tetrahedral. It
is the ions with sizes at crossover to a tetrahedral-site
preference that undergo ferroelectric displacements.
In the 3d row, the T(IV) has an octahedral-site pre-
ference, but if the structure forces the Ti–O bond
length to be greater than its equilibrium value, as
occurs in the perovskite BaTiO3, the Ti(IV) ions may
undergo a cooperative ferroelectric displacement. In
BaTiO3, there are three successive cooperative dis-
placements; on lowering the temperature, the Ti(IV)
ions are displaced first toward one near-neighbor
O2� ion, then toward two, and finally toward three.
The smaller V(V) cation, on the other hand, has a
definite tetrahedral site preference, but when forced
into an octahedral site as in V2O5, it forms a short
double bond VQO indicating molecular-orbital for-
mation with both ps and the two pp orbitals. The
V(IV) may also form a (VQO)2þ vanadyl ion with
an occupied dxy orbital in the plane perpendicular to
the dyz and dzx orbitals involved in the p molecular
orbitals. In the 4d block, it is the Nb(V) ion that
corresponds to the Ti(IV) and the Mo(VI) that cor-
responds to the V(V). In the 5d series, the W(VI)
corresponds to the Ti(IV), and WO3 is an antiferro-
electric without a stretching of the W–O bond length
by a counter cation as in BaTiO3.

Finally, it is noteworthy that where a transition-
metal cation is deprived of its stable oxygen coordi-
nation, as occurs in the oxygen-deficient perovskite
BaZr1�xInxO3� 0.5x, water may enter the oxygen
vacancies at lower temperatures (Tp4001C) to intro-
duce OH� anions and protonic conduction; the
Zr(IV) ion is stable in eightfold oxygen coordination
and definitely prefers a sixfold over the fivefold
oxygen coordination just as the large Ba2þ ion pre-
fers a 12-fold over the 11-fold coordination.

Metal–Metal Interactions

A measure of the strength of the interatomic cation–
cation interactions is also the energy integral bij of
eqn [3]. Direct cation–cation electron transfers bcc

between cations sharing a common site edge or face
are distinguished from cation–anion–cation transfers
bcac that occur across an anion. The latter interac-
tions are possible because the shared anion-p com-
ponent (neglecting the smaller anion-s component
for simplicity) of the ligand-field wave functions
provides a significant overlap of the wave functions
on neighboring cations. For a (1801�f) cation–an-
ion–cation interaction, the electron transfer integrals
bcaes across a common anion-ps orbital must be dis-
tinguished from the smaller bcacp across a common
anion-pp orbital; in a 90o cation–anion–cation inter-
action, the electron transfer integral is bcacps as it
occurs across an anion-p orbital that s-bonds with
the d orbital on one cation and p-bonds with the d
orbital on the other cation. With the ligand-field
wave functions of eqn [9], these integrals become

bcc ¼ eccðci;cjÞ ½12�

which varies sensitively with the interatomic separa-
tion R,

bcacp E epl
2
p

bcacs E esl
2
s cos f

bcacps E epslpls

½13�

Two general conclusions follow. First, there is a
critical cation–cation separation Rc below which the
tight-binding bandwidth of eqn [4] is WbE2zbcc4
Ueff and suppresses the localized-electron behavior to
introduce the d electrons into either itinerant-
electron states or cation-cluster molecular orbitals.
Second, it is possible to have itinerant and localized
electrons coexisting on the same atom. For example,
(1801�f) cation–anion–cation interactions domi-
nate in an AMO3 perovskite, which has a simple
cubic array of corner-sharing MO6/2 octahedra with
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a larger A-site cation in the body center. A bs4bp
and a UeoUt allow a Ws4Ue or a mixed-valent
thooR

�1 of e electrons in the presence of WpoUt as
is illustrated by metallic and magnetic SrFeO3 and
the metallic ferromagnet La0.7SSr0.3MnO3.

The criterion for itinerant versus localized beha-
vior in a mixed-valent compound is somewhat dif-
ferent from that in a single-valent compound. In a
mixed-valent compound, electron transfer between
atoms of a redox couple does not require overcoming
an energy gap Ueff. However, the time thE_/W for an
electron to transfer from one atom to another must
be compared to the period oR

� 1E10� 12 s of an
optical-mode local vibration that traps a charge
carrier. If the ligands have time to relax to an equi-
librium position that distinguishes the smaller size of
a cation of higher charge, then the stronger covalent
bonding at the smaller site raises the energy of the
empty antibonding orbitals above those of the occu-
pied orbitals by ep as occurs with a redox couple
in solution. The atomic relaxations thus self-trap a
charge carrier, localizing it to a single site by in-
troducing a small energy barrier between occupied
and empty states. The self-trapped carriers are called
‘‘dielectric small polarons’’; they move diffusively
with a small activated mobility

m ¼ ðeDo=kTÞexpð�DGm=hTÞ ½14�

in which DGm¼ DHm � TDSm is the free energy re-
quired to equalize the energies of the orbitals on
neighboring sites. This mobility contrasts with that
for an itinerant electron:

m ¼ ets=m� ½15�

where ts is the mean free time between scatterings of
the electronic charge carrier from aperiodicities in its
periodic potential and m� is the effective carrier
mass. The crossover from polaronic to itinerant elec-
tronic behavior occurs where thEoR

�1 or the polar-
on bandwidth is WE_oR. The polaronic bandwidth
is reduced from the tight-binding bandwidth Wb of
eqn [5] as

W ¼ Wb expð�lep=_oRÞ ½16�

where lBep/Wb is a measure of the strength of the
electron–lattice coupling. The transition from polar-
onic to itinerant electronic behavior in a mixed-
valent compound would generally occur where Ueff

remains a little larger than Wb, but Coulomb inter-
actions between the charge carriers may slow th and
induce charge ordering at higher charge concentra-
tions. Moreover, local site distortions at Jahn–Teller
ions increase ep, which stabilizes polaronic behavior

to larger values of Wb. Moreover, the virial theorem
dictates a first-order transition from localized to itin-
erant electronic behavior, and the conditions under
which the two types of crossover are found appear to
be similar.

A first-order transition at WbEUeff leads to bond-
length instabilities; the two coexisting equilibrium
bond lengths order at lower temperatures in a variety
of ways to give such unusual phenomena as high-
temperature superconductivity in copper oxides or a
colossal magnetoresistance in manganese and cobalt
oxides with a perovskite structure. At higher tem-
peratures, bad-metal behavior with an unusual tem-
perature dependence of the resistivity is found. As the
temperature is increased, the bandwidth narrows
and a smooth transition from itinerant to vibronic to
polaronic behavior may be encountered.

The interatomic interactions of interest in the lo-
calized-electron regime WboUeff are the spin–spin
interactions. The origin of the spin–spin interactions
is in the quantum-mechanical exchange term Jex en-
tering U, so the spin–spin interactions are referred to
as ‘‘exchange interactions.’’

The most general form of the bilinear interatomic
spin–spin coupling between localized spins at Ri and
Rj is

Vij ¼ Si � KS � Sj þ Si � KA � Sj ½17�

where KS and KA are symmetric and antisymmetric
tensors. The first term reduces to an isotropic and
an anisotropic component, � 2JijSi � Sj� 2Si �G � Sj,
where GB(Dg/g)2 represents a symmetric tensor and
Dg is the deviation of the spectroscopic splitting fac-
tor from g ¼ 2. The antisymmetric term can be re-
duced to � 2Dij � Si� Sj, where the Dzialoshinskii
vector DijB(Dg/g) has its axis determined by the
crystal symmetry. A quantitative description of the
magnetization M(T) of a ferromagnetically aligned
subarray may require inclusion of a biquadratic term
� 2gij(Si � Sj)2 where the magnitude of a cation–
cation interaction varies sensitively with the cation
separation R. In addition, the coexistence of local-
ized and itinerant electrons (or molecular-orbital
electrons) adds an additional term Hex

D , so the full
phenomenological expression for the spin–spin inter-
actions becomes

Hex ¼HD
ex �

X0
ij

fJijSi � Sj þ gijðSi � SjÞ2

þDij � Si � Sj þ Si � G � Sjg ½18�

Measurement of the magnetic susceptibility
wmRM(T)/Ha, where Ha is an applied magnetic
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field, reveals whether localized spins are present in
a compound and the character of the dominant
spin–spin interactions, which may be ferromagnetic
(Jij40) or antiferromagnetic (Jijo0). In the absence
of localized spins, a compound may be diamagnetic
(wmo0) or paramagnetic (wm40), but wm is normally
small and temperature independent in this case.
However, superconductors exhibit a transition below
their critical temperature from a wm40 in the
normal-metal state to a wmo0 in the superconduc-
tive state. Localized spins, on the other hand, give a
temperature-dependent paramagnetic susceptibility
wm(T)40 that reflects not only the magnitudes of the
atomic magnetic moments, but also the character of
the spin–spin interactions. Moreover, the spin–spin
interactions stabilize long-range magnetic order
below a ferromagnetic Curie temperature Tc or an
antiferromagnetic Néel temperature TN. Several
types of magnetic order are found.

‘‘Ferromagnetism’’ refers to a parallel alignment
of spins that gives a saturation magnetization
Msð0Þ ¼

P
iNimAi at T ¼ 0 K, where Ni is the

number per unit volume of a transition-metal cati-
on with moment mAi and the sum is over all the
different kinds of transition-metal cations that are
present. The zero-field saturation magnetization
Ms(T) decreases with increasing temperature T, fall-
ing sharply to zero at T ¼ Tc. In this case, the
paramagnetic susceptibility obeys a Curie–Weiss law

wm ¼ C=ðT � yÞ ½19�

where the Curie constant for a single spin species is

C ¼ Ng2JðJ þ 1Þm2B=3k ½20�

and the Weiss constant y ¼ CW reflects the strength
of the ferromagnetic interactions through the W of
the internal Weiss molecular field WM that aligns the
spins. Short-range order above Tc makes the wm

� 1(T)
plot bend from linear as wm

� 1 approaches zero, which
makes Tcpy.

‘‘Antiferromagnetism’’ refers to a magnetic order
that leaves the zero-field saturation magnetization
MðTÞ ¼ 0 at all temperatures below a Néel temper-
ature TN. Néel antiferromagnetism consists of two
like ferromagnetic subarrays aligned antiparallel to
one another to give MsðTÞ ¼ M1ðTÞ �M2ðTÞ ¼ 0.
In this case, a Wo0 makes the Weiss constant of the
Curie–Weiss law yo0, and wm

� 1 is finite at TN40.
The antisymmetric term Dij � Si� Sj of eqn [18] may
cant the spins of an antiferromagnet to give a weak
ferromagnetism. That this weak ferromagnetic com-
ponent is not due to an impurity is beautifully illus-
trated by a-Fe2O3, which has the crystallographic

and magnetic structure shown in Figure 3 at room
temperature. The weak ferromagnetic component
has been used in magnetic recording. In this struc-
ture, the Dzialoshinskii vector Dij is oriented parallel
to the c-axis, so spin canting occurs if the spins lie in
the basal plane. Dipole–dipole interactions orient the
spins in the basal plane of a-Fe2O3 in the temperature
interval 250 KoToTN ¼ 953 K; but below the
Morin temperature TM ¼ 250K, the spin orientation
switches to the c-axis and the weak ferromagnetic
component disappears abruptly.

‘‘Ferrimagnetism’’ refers to an antiferromagnetic
coupling of two ferromagnetic subarrays with
magnetizations M1(T) and M2(T) where MsðTÞ ¼
M1ðTÞ �M2ðTÞa0 at all temperatures. Normally,
Ms(0)a0 in a ferrimagnet, but Fe2(SO4)3 is an ex-
ample where the Fe(III) atoms of the two subarrays
are in sites that are crystallographically inequivalent,
so Ms(T)a0 although Msð0Þ ¼ 0. The inverse para-
magnetic susceptibility of a ferrimagnet is hyper-
bolic, approaching a Curie–Weiss law with yo0 at
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Figure 3 Antiferromagnetic spin configurations found in

a-Fe2O3 in the temperature interval 250 KoTo953 K and the

spin canting responsible for a weak ferromagnetic component s0.

(After Shull CG, Strauser WA, and Wollan EO (1951) Physical

Review 83: 333.)
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high temperatures, but falling to zero at a Curie
temperature Tc40. The most celebrated ferrimagnets
are the ferrospinels, which have an antiferromagne-
tic coupling of tetrahedral-site and octahedral-site
cations. Figure 4 illustrates the magnetic order in
Fe[NiFe]O3, where the octahedral-site cations are
bracketed in the formula. In this case, the Fe(III)
moments cancel one another and the net magnetiza-
tion per formula unit is due to the nickel with
mNiE2mB. Interestingly, substitution of Ni(II) by a
nonmagnetic Zn(II) ion increases the magnetiza-
tion because the Zn atoms prefer tetrahedral sites:
ZnxFe1�x[Ni1� xFe1þx]O4 has a magnetization per
formula unit for small x of mmol ¼ ð2þ 8xÞmB. A rho-
mbohedral component of the ligand field at an octa-
hedral site of the spinel structure splits the t manifold
into a nondegenerate a1 orbital (m ¼ 0) of lower
energy and a twofold degenerate ep-orbital manifold
with m ¼ 71. Consequently, substitution of an Fe(II)
for Ni(II) on the octahedral sites introduces mobile
spins associated with the mixed iron valence, but it
has little effect on the magnetocrystalline anisotropy.
On the other hand, substitution of Co(II) for Ni(II)
leaves the spinel an insulator but introduces a large
magnetocrystalline anisotropy that increases linearly
with the cobalt concentration as a result of splitting of
the ep-orbital degeneracy by lL � S.

‘‘Spin-density wave (SDW)’’ refers to a noncollin-
ear spin configuration that has a propagation vector
q with a wavelength that may be either commensu-
rate or incommensurate with a lattice period. Parallel
alignment of near-neighbor spins in a ferromagnet or
within a subarray of a Néel antiferromagnet or fer-
rimagnet may oppose weaker antiferromagnetic in-
teractions between next-near-neighbor spins of the
array. In this case, the crystal compensates either by
changing its structure so as to weaken the antifer-
romagnetic interactions or by forcing the spins to
become canted or, more commonly, to form an SDW.

An SDW has an MsðTÞ ¼ 0 below TN and is, there-
fore, antiferromagnetic. Figure 5 illustrates a simple
spiral-spin (helical) configuration found in the rutile
structure of MnO2. Canting of the octahedral-site
spins is found in the tetragonal spinel Cu[Cr2]O4.
Figure 6 illustrates the spiraling of this canted-octa-
hedral-site configuration observed in Co[Cr2]O4.

‘‘Metamagnetism’’ refers to the transformation of
antiferromagnetic order to ferromagnetic order in a
moderate applied magnetic field. For example, an
SDW having ferromagnetic nearest-neighbor inter-
actions is transformed at 50K in MnP to a fer-
romagnet on which a weak SDW component is
superimposed.

An analogous, but not strictly metamagnetic,
situation is found in some double perovskites
La2MaMbO6 where ordering of the Ma and Mb

cations introduces ferromagnetic Ma–O–Mb inter-
actions within slabs, but leaves antiferromagnetic
Ma–O–Ma and Mb–O–Mb interactions across anti-
phase boundaries. The ferromagnetic slabs are ori-
ented antiparallel to one another in zero magnetic
field, but the large magnetization of a slab allows a
modest applied magnetic field to create a parallel
orientation of the slabs except for spiral-spin inter-
faces centered at the antiphase boundaries.
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Figure 4 Ferrimagnetic order of Fe[NiFe]O4. (After Hastings

JM and Corliss LM (1953) Reviews of Modern Physics 25: 114.)
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Figure 5 Spiral-spin configuration propagating parallel to the

c-axis of MnO2 (oxygen coordination shown for only one cation;

cf. Figure 9 for rutile structure). Turn angle between spins in

successive (0 0 1) planes is 2p/7. (After Erickson RA (1953)

Physical Review 90: 779; Yoshimori A (1959) Journal of the

Physical Society of Japan 14: 807.)
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‘‘Frustrated systems’’ are those where strong anti-
ferromagnetic interactions are unable to align all
near-neighbor spins antiparallel to one another. This
situation occurs, for example, in a close-packed
plane or among the octahedral sites of a spinel.
Frustration lowers the temperatures below which
long-range magnetic order is found and leads to
compromise spin configurations. In a close-packed
plane with antiferromagnetic interactions between
nearest neighbors, for example, the spins order at
1201 rather than 1801 with respect to one another.

‘‘Spin glasses’’ are compounds containing fer-
romagnetic clusters in an antiferromagnetic matrix.
Since the clusters are randomly distributed, the coup-
ling between the clusters is frustrated, and the fer-
romagnetic regions assume random orientations
below a spin-glass freezing temperature Tg. A ‘‘clus-
ter glass’’ consists of antiferromagnetic clusters in a
ferromagnetic matrix.

Several processes contribute to the microscopic
origins of the spin–spin interactions.

‘‘Direct exchange’’ between spins in orthogonal
orbitals is ferromagnetic; it is a ‘‘potential exchange’’
as it does not involve electron transfer. The intra-
atomic exchange splitting Dex responsible for Hund’s
highest multiplicity rule for the free atom is a direct
exchange.

Interactions between spins on two atoms with
overlapping orbitals is a ‘‘kinetic exchange.’’ Two
features are controlling, conservation of the spin
angular momentum in the transfer and an angular
dependence for electron spins having only the two
directions a and b:

a ¼ a0 cosðy=2Þ þ b sinðy=2Þ ½21�

where y is the angle between localized spins on
the two neighboring atoms. Therefore, the spin-
independent electron-transfer integral bij of eqn [3] is
replaced by a spin-dependent integral

tmmij ¼ bijcosðy=2Þ or tmkij ¼ bijsinðy=2Þ ½22�

‘‘Superexchange’’ refers to interactions that require
overcoming an energy barrier DE; in this case, the
electron transfer is virtual and is treated in a second-
or higher-order perturbation theory. Two cases must
be distinguished:

1. If the overlapping orbitals are each half-filled,
electron transfer is constrained by the Pauli ex-
clusion principle to be antiferromagnetic and

DES
exE� jtmkij j2=Ueff ¼ constþ JijSi � Sj ½23�

where DE ¼ Ueff corresponds to the interaction in
a single-valent compound; the JijB(2bij

2)/4S2Ueff

reduces to 2b2/Ueff for nearest neighbors with
S ¼ 1=2.

2. If the overlapping orbitals are ‘‘half-filled and
empty’’ or ‘‘filled and half-filled,’’ DEex favors a
ferromagnetic charge transfer and

DES
ex ¼ const� JijSi � Sj ½24�

with JijE(2bijDex/4S
2Ueff

2 ) follows from a third-
order perturbation theory.

With half-filled t3 configurations, the (1801�f)
t3e0�O�t3e0 interactions of the RCrO3 (R¼rare-
earth) and Sr1� xCaxMnO3 perovskites are all anti-
ferromagnetic as are the t3e2–O–t3e2 interactions in
the RFeO3 perovskites. An antisymmetric Dij � Si� Sj
exchange term cants the antiparallel spins by a few
degrees to give a weak ferromagnetic moment. On
the other hand, the double perovskite La2NiMnO6

with ordered Ni(II) and Mn(IV) exhibits ferromagne-
tic Ni(II): t6e2–O–Mn(IV):t3e0 superexchange inter-
actions. In the perovskite LaMnO3, the cooperative
Mn(III)-site distortions of Figure 7 remove the e-or-
bital degeneracy of the t3e1 configuration and intro-
duce (1801�f) Mn(III)–O–Mn(III) superexchange
interactions that are ferromagnetic in (0 0 1) planes
(ls4lp) and antiferromagnetic between basal planes.
Here also, a spin canting gives a weak ferromagnetic
component. However, dilution of the Mn(III) ions in
LaMn1�xGaxO3 introduces regions of orbital disor-
der at lower temperatures that are ferromagnetic in
three dimensions because locally cooperative dis-
tortive fluctuations favor electron transfer when a
half-filled and an empty e-orbital overlap. This 3D
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Figure 6 Complex spiral-spin configuration found in the spinel Co

[Cr2]O4. Spiral propagates along the [1 1 0] direction. (After Dwight K

and Manyuk N (1969) Journal of Applied Physics 40: 1156.)
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ferromagnetic interaction represents a ‘‘vibronic
superexchange.’’ Where the ferromagnetic Curie
temperature Tc of the orbitally disordered regions
is higher than the Néel temperature TN of long-range
antiferromagnetic order in the orbitally ordered ma-
trix, an applied magnetic field stabilizes the orbitally
disordered phase relative to the orbitally ordered
phase to convert a spin glass into a ferromagnet.

‘‘Semicovalent exchange’’ involves a two-electron
transfer from a single anion-p orbital, one to each
of the two cations on opposite sides in a (1801–f)
cation–anion–cation interaction. Since the two

transferred electrons have opposite spins, the rules
for ferromagnetic versus antiferromagnetic coupling
are the same as those for superexchange. A UeffE0
for the itinerant O–2p electrons gives semicovalent
exchange the form � JijSi � Sj with JijE(2bij

2/8S2D),
where D ¼ DEp is the ‘‘charge-transfer energy gap.’’
To illustrate the significance of the semicovalent-
exchange component to the total exchange, consider
again the (1801�f) t3e0�O� t3e0 interactions in
the RCrO3 and Ca1� xSrxMnO3 perovskites

DES
exE�

X0
ij

ð2b2ij=4S2Þ½1=UeffÞ þ ð1=2DÞ� ½25�

Whereas the superexchange interactions treat only
the p-bonding t3–O–t3 interactions, semicovalent ex-
change also includes the s-bonding interactions if a
(Dex/D)

2 multiplier is added. A DpUeff in RCrO3 and
Ca1�xSrxMnO3 makes the semicovalent-exchange
component dominant to give a total exchange-energy
parameter JexB/cos2f4S (cf. eqn [13]). A TNB
/cos2fS in an RMO3 perovskite family signals
localized-electron antiferromagnetism.

‘‘Double exchange’’ occurs in mixed-valent transi-
tion-metal compounds in which a mobile spin has
a thooR

� 1 in the presence of localized spins. The
mobile spin couples to the localized spin by the Hund
intra-atomic exchange field to give a ferromagnetic
interaction with a spin-dependent tij

mm¼ bijcos(y/2) in
the tight-binding formula of eqn [4], so

HD
exE�Ncð1� cÞzbijcosðy=2Þ ½26�

where Nc is the concentration of mobile charge car-
riers and (1� c)z is the fraction of near-neighbor sites
that are empty. Polaronic charge carriers do not intro-
duce a double-exchange coupling as their th is long
compared to the time for a spin to relax to a disor-
dered orientation. Equation [24] is the de Gennes
formulation that he applied to the metallic ferro-
magnetic compositions of the system La1� xSrxMnO3;
it assumes the coexistence of conductive (thooR

� 1)
s-bond electrons in the presence of localized spins S ¼
3=2 from the p-bond t3 manifold. The original Zener
formulation for double exchange in this system
constrained the thooR

�1 to a Mn3þ–O–Mn4þ two-
manganese polaron that he assumed to move diffu-
sively, but with no motional enthalpy (DHm ¼ 0). In
fact, the electrons of e-orbital parentage undergo a
crossover with increasing x from polaronic to itiner-
ant electronic behavior in this system. Figure 8 shows
a small compositional and temperature range where
the Zener model is applicable; it also reveals a dis-
continuous change in Tc at the transition from Zener
to de Gennes double-exchange as predicted from the

+ +

++

− −

−−

A

M

(a)

3+

3+

3+ 3+4+

4+ 4+ 4+

3+
3+

4+ 4+ 4+

4+

3+
3+ 3+4+

3+ 3+ 3+4+ 4+

(b)

−

−

−

−−

−

−

−

+++ +

+

+++

+ +

− −

−

− −+

+

4+

3+

Figure 7 (a) Ordering of occupied e orbitals into (0 0 1) planes
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rative orbital ordering is superimposed on a cooperative rotation

of the MnO6/2 octahedra (shown by arrows). Cooperative rota-

tions bend the (1801�f) B–O–B bond angle in ABO3 perovskites

when the geometric tolerance factor tR(A–O)/O2 (B–O)o1; (A–

O) and (B–O) are the equilibrium (A–O) and (B–O) bond lengths.

(b) Charge, orbital, and spin [up (þ ), down (� )] ordering in

La0.5Ca0.5MnO3.
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virial theorem for a transition from polaronic to itin-
erant-electron conduction. An orbital ordering that
lifts the degeneracy of the s� band of e-orbital
parentage stabilizes the AFM phase of Figure 8;
metallic, ferromagnetic (00 1) planes are coupled an-
tiparallel to one another along the c-axis by t3–O–t3

superexchange. However, charge and orbital ordering
in La0.5 Ca0.5 MnO3 traps the mobile charge carriers
to give zigzag ferromagnetic chains coupled antipar-
allel to one another in the (001) planes, see Figure 7b.
The Mn3þ ions are confined to stripes of zigzag
chains, as shown in the CO phase in Figure 8.

The spinel Fe3O4 has mixed Fe(II) and Fe(III) val-
ence states on the octahedral sites, and an antifer-
romagnetic Fe–O–Fe superexchange interaction
couples antiparallel to the tetrahedral-site and octa-
hedral-site spins to give a ferrimagnetic moment per
Fe3O4 molecule of B4mB; the spins of the two Fe(III)
ions cancel one another, and the ferromagnetic
alignment of the octahedral-site spins reduces the
spin-disorder scattering for motion of the minority-
spin electrons in the presence of the localized major-
ity-spin electrons to give a thpoR

� 1 between room
temperature and a CDW Verwey transition temper-
ature TVE120K. The mobile electrons give a fer-
romagnetic double-exchange interaction between the
octahedral-site cations below room temperature.

Fe3O4 represents another situation where itinerant
and localized spins can coexist on the same atom.
However, at higher temperatures spin-disorder scat-
tering converts a thpoR

� 1 to a th4oR
� 1, and the

mobile electrons become polaronic.
‘‘Indirect exchange,’’ also known as Yaffet–Kittel–

Kasuya–Yosida (YKKY) exchange, is a coupling of
localized spins by a partially filled band of itinerant
electrons; it is an extension of the de Gennes double
exchange to a broad itinerant-electron band. Intra-
atomic exchange stabilizes an itinerant-electron spin
density parallel to the localized spin in the vicinity of
the transition-metal atom, but this itinerant-electron
spin density decreases at larger distances, reversing
sign in a series of oscillations. If a neighboring lo-
calized spin is close enough to be overlapped by the
parallel spin density, then the localized spins are
coupled ferromagnetically; but if the antiparallel spin
density overlaps the neighboring spins, they couple
antiferromagnetically. The extension of the parallel
spin-density domain increases as the concentration of
itinerant electrons decreases and their effective mass
increases.

Additional Illustrative Examples

Spinels

The dominant interaction in the ferrospinel Fe[Ni-
Fe]O4 is the antiferromagnetic 1351 t3–O–e2 inter-
action between half-filled s-bonding orbitals on the
tetrahedral-site Fe(III):e2t3 and the octahedral-site
Ni(II):t6e2 and Fe(III):t3e2 ions.

In an A[M2]O4 spinel in which the tetrahedral-site
A cation has no spin, the only spin–spin interactions
are those between octahedral-site transition-metal
atoms M. The octahedral-site cations in the spinel
structure of Figure 4 share only octahedral-site edges;
they interact with one another by M–M and 90o

M–X–M interactions. The octahedral-site Cr(III):t3e0

cations in Zn[Cr2]O4, Zn[Cr2]S4, and Cd[Cr2]S4 all
have ferromagnetic 901 Cr–X–Cr interactions by di-
rect exchange and t3–pps–e

0 superexchange whereas
the t3–t3 interactions are antiferromagnetic by super-
exchange. The antiferromagnetic t3–t3 interactions
decrease exponentially with increasing Cr–Cr sepa-
ration, that is, with increasing lattice parameter on
going from Zn[Cr2]O4 to Zn[Cr2]S4 to Cd[Cr2]S4.
The 901 Cr–X–Cr interactions, on the other hand,
increase significantly on going from an oxide to a
more covalent sulfide. Experimentally, Cd[Cr2]S4 is a
ferromagnetic insulator, the Cr–Cr interactions in
Zn[Cr2]S4 are just strong enough to convert the fer-
romagnetic coupling into an SDW, and in Zn[Cr2]O4

stronger antiferromagnetic Cr–Cr interactions are
frustrated to give a low TN.
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Figure 8 Phase diagram of the system La1� xSrxMnO3.

CAFI¼canted-spin type-A antiferromagnetic insulator [fer-

romagnetic (0 0 1) planes coupled antiparallel with orbital ordering

of Figure 7a]. FI, FV, and FM¼ferromagnetic insulator, vibronic

conductor (Zener polarons), and de Gennes metal, respectively.

AFM¼type-A antiferromagnetic metal. CO¼charge-ordered

phase. O0 and O00 refer to different orbitally ordered orthorhombic

phases, O� to an orbitally disordered orthorhombic phase, and R to

a rhombohedral phase. PI and PM are, respectively, paramagne-

tic-insulator and paramagnetic-metal phases. (After Goodenough

JB and Zhou J-S (2001) Structure & Bonding 98: 87.)
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As pointed out above, Fe3O4 is a good electronic
conductor because of mixed Fe(III) and Fe(II) valence
states on the octahedral sites. On the other hand,
Mn3O4 and Co3O4 are insulators because the Mn(II)
and Co(II) ions occupy tetrahedral sites having a
different potential energy for the M(II)/M(III) couple
than that at the octahedral sites. With Mn(III):t3e1 on
octahedral sites, Mn3O4 undergoes a cooperative
Jahn–Teller orbital ordering that distorts the spinel
from cubic to tetragonal symmetry; the room tem-
perature axial ratio is c/a¼1.16. Fe3O4 is a Néel
ferrimagnet with ferromagnetic double-exchange
coupling among the octahedral sites whereas antifer-
romagnetic t3�t3 interactions between octahedral-
site Mn(III) lead to a complex magnetic order. Co3O4

is a Néel antiferromagnet because the octahedral-site
Co(III):t6e0 ions are in their low-spin state with S ¼ 0
and the tetrahedral sites consist of two interpenetra-
ting face-centered-cubic arrays as in the diamond
structure with antiferromagnetic t3–O–t3 super-
exchange interactions between the Co(II):e4t3 ions.

Rutiles

The MX2 compounds with X¼ F or O crystallize in
the rutile structure of Figure 9. This structure has
a body-centered-tetragonal array of octahedral-site
cations that share edges along the c-axis; these c-axis
chains share octahedral-site corners. The anions form
sp2 s-bonds with three cation neighbors and p-bond
with two quasidegenerate t orbitals, ep; the other t
orbital, d77, is directed along the c-axis where it
overlaps with the corresponding d77 orbitals of two

next-near-neighbor cations. The MO2 oxides illus-
trate several features discussed above.

The bottom of the empty 3d bands of TiO2 liesB3
eV above the top of the filled O–2p bands, which
makes TiO2 an insulator and a crystal transparent.
However, the elastic energy that would resist dis-
placement of a Ti(IV) from the center of its interstice
is not large, which is why BaTiO3 and PbTiO3 are
ferroelectrics. In TiO2, there is no spontaneous dis-
placement, but displacements in an electric field give
TiO2 a large dielectric constant, which makes TiO2 a
white pigment widely used in paint and the finishing
of paper. The itinerant-electron 3d bands can be
doped n-type, in which case n-TiO2 can be used for
photoelectrolysis. Removal of oxygen is accommo-
dated by an ordering of the oxygen vacancies into
‘‘shear planes’’ that separate slabs, n rutile cells wide,
in a TinO2n� 1 family of shear structures. Ti(IV)
octahedra share common faces across a shear plane,
and electrostatic forces displace the cations toward
opposite site faces; itinerant electrons reside on the Ti
cations within the rutile slabs. The formation of
shear planes allows cooperative displacements of the
Ti(IV) cations, which reduces the cost in elastic
energy. The shear-plane phenomena are associated
with cations that also exhibit ferroelectric displace-
ments in other contexts. At low temperatures, the
itinerant electrons within the 3d bands of a slab
condense into d77� d77 homopolar bonds to form
pairs of Ti(III) displaced toward one another. In
Ti4O7, these two-electron bonds are mobile and dis-
ordered in a small temperature interval above the
long-range ordering temperature TtE160K. The
mobile electron pairs represent bipolarons.

Above 671C, the single 3d electron of a V(IV) cat-
ion occupies overlapping itinerant-electron bands of
d77 and ep parentage; the metallic conductivity is
nearly isotropic. The d77 band is formed by strong
V–V interactions along the c-axis: the p� bands by
strong ep–O:2pp–ep interactions with nearest and
next-nearest neighbors. Below 671C, these itinerant
electrons condense into d77–d77 homopolar bonds and
the smaller V(IV) cations are also displaced toward a
corner-sharing oxygen by a rocking of the pairs to
form molecular clusters consisting of two vanadyl
(VQO)2þ cations bonded by a homopolar V–V
bond. The oxygen atoms that bridge a V–V bond
each belong to another such cluster. The resulting
monoclinic-tetragonal first-order transition at Tt ¼
671C produces an insulator–metal transition across
which the formation of the VQO vanadyls lifts the
p� bands above the Fermi energy, leaving the d77 band
half-filled, and V–V pairing introduces a gap in the
narrow d77 band that localizes the electrons in ho-
mopolar bonds. This localization of electrons to a

2.65 Å

1.76 Å
2.05 Å

2.65 Å

3.12 Å

Figure 9 The tetragonal rutile structure and the cation dis-

placements (arrows) found in VO2 at To671C.
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molecular cluster is to be distinguished from forma-
tion of a 1D CDW as envisioned by a ‘‘Peierls dis-
tortion’’ in which the electrons of the pairs remain
itinerant.

In CrO2, the Cr–Cr separation along a c-axis chain
is too large (R4Rc) for the d77 electrons to form a
band of itinerant-electron states; they form localized
d77
1 states separated from a d77

2 configuration by a
finite energy gap (U�W77). The remaining single ep
electron occupies a p� band of itinerant-electron
states. This band is one-quarter filled, and extrapo-
lation of the superexchange rules to band magnetism
would predict ferromagnetic correlations among the
ep electrons. Alternatively, the de Gennes model of
double-exchange with strong intra-atomic exchange
between the localized d77 and itinerant ep electrons
also predicts ferromagnetism. Both considerations
apply, and CrO2 is a ferromagnetic metal. Below the
Curie temperature Tc, the c-axis expands as a result
of ‘‘exchange striction’’; the half-filled d77

1 orbitals
would be stabilized by antiferromagnetic super-
exchange, but their parallel alignment removes the
c-axis bonding by the d77 electrons because the Pauli
exclusion principle prevents d77-electron transfer if
the spins are parallel.

In MnO2, both the d77 and the ep electrons are
localized and a d77

1ep
2 manifold means that both sets of

orbitals are half-filled, which leads to antifer-
romagnetic interactions between nearest and next-
nearest neighbors by superexchange. Since both
nearest and next-nearest neighbors share a common
O–2pp orbital, the antiferromagnetic interactions
along the c-axis are stronger than those between
nearest neighbors, and the competition leads to the
antiferromagnetic spiral-spin configuration propa-
gating along the c-axis that is illustrated in Figure 5.

The 4d electrons have a greater radial extension
than the 3d electrons, so they have larger overlap
integrals with neighboring atoms than do the 3d
orbitals. Consequently, NbO2 and MoO2 do not

have localized 4d electrons; they both form c-axis
M–M pairs, but without the rocking of the pairs that
occurs in VO2. The homopolar-bond states of NbO2

lie below the bottom of the p� band of ep-orbital
parentage, and NbO2 is a semiconductor below
TtE8001C. With one additional 4d electron, MoO2

has one electron per formula unit in the p� bands and
is a metal. Low-spin Ru(IV) and Rh(IV) are also
accessible in octahedral sites of an oxide, but they
contain too many 4d electrons to allow stabilization
of homopolar bonds in M–M pairs. With two and
one hole per formula unit, respectively, in the d77 and
p� bands, these oxides are metallic and retain the
rutile structure to lowest temperatures.

Energy Bands and Redox Couples

Electron Energies

In an ionic model of a compound, which is illustrated
in Figure 10 for MnO, the energy EI required to
remove the last electron from the cation and place it on
an O� ion at infinite separation is more than com-
pensated by the electrostatic Madelung energy EM4EI

that is gained by assembling the point charges in a
crystalline array. Conservation of energy raises the
cation energy levels and lowers the anion energies. The
crystalline electric field at the octahedral-site Mn2þ of
MnO raises the Mn:3d5 level into the energy gap
EgE6 eV between the filled O2� :2p6 and empty
Mn2þ :4s0 bands. Covalent back transfer of electrons
from the O2� to the Mn2þ ions reduces EM, but it
introduces a compensating quantum-mechanical re-
pulsion between the bonding O-2p and antibonding
Mn-4s orbitals to retain a large Eg. The covalent mix-
ing and the like-atom interactions broaden the bonding
and antibonding s and p states into bands of one-elec-
tron itinerant-electron states, and it is convenient to
label the upper bonding bands as O2� :2p6 bands and
the lower antibonding bands as Mn:4s0.
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Figure 10 Schematic construction of electronic energies from the point-charge model, (a) and (b), to energy bands for Mn:4s0 and

O2� :2p6 in (c) and (d).
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Where a dn or 4f n manifold falls in the energy gap
Eg, as occurs in MnO, further oxidation of the cation
is possible. Similarly, where an empty dnþ1 manifold
lies in the gap, reduction of the cation is possible if
this manifold is not too close in energy to the bottom
of the broad s and p antibonding bands. In the case
of octahedral-site manganese, three valence states are
stable: Mn(II), Mn(III), and Mn(IV) corresponding
to Mn(III)/Mn(II) and Mn(IV)/Mn(III) redox couples
lying in the gap. The splitting Ueff�Us between the
Mn(II):t3e2 and Mn(III):t3e1 energies is small; in
fact, Ws approaches Us in the perovskites LaMnO3

and SrMnO3 containing Mn(III) and Mn(IV), res-
pectively, and a thooR

� 1 for the s� electrons makes
La0.7Sr0.3MnO3 a ferromagnetic metal.

Since EM�EI decreases on going from the halides
(group VII) to the oxides and chalcogenides (group
VI) to the pnictides (group V) and down any column
of the periodic table to heavier anions, the energy
gap Eg between bonding and antibonding s and p
bands decreases accordingly. Consequently, the high-
er cation valence states accessible in an oxide may
not be available in a sulfide or selenide. For example,
the Mn2þ :d5 manifold lies below the S2� :3p6 energy
in the point-charge model, so the Mn(IV) state is
not accessible in the chalcogenides. MnS2 is Mn2þ

(S2)
2� , for example, in contrast to Mn4þ (O2� )2 in

MnO2. However, where a dn manifold lies close to
the top of the bonding anion-p bands, covalent mix-
ing raises antibonding states of d-orbital symmetry to
the top of the broad bonding bands; the redox couple
becomes pinned at the top of the bonding bands and
changes from primarily d to primarily anion-p char-
acter as the dn manifold falls below the anion-p6

energy in the point-charge model. Where the anion
component becomes dominant, the electronic states
of the redox couple are itinerant; and where both the
hole concentration and the anion character in these
itinerant antibonding states are large enough for a
cooperative condensation of the holes into purely
anion antibonding states of anion–anion pairs, dia-
tom anions are formed.

Rare-Earth Compounds

An energy U4EgcW separates the 4f n and 4f nþ1

localized-electron manifolds of the rare-earth ions.
Therefore, they have a single R3þ valence state un-
less a 4f n configuration falls within Eg, as occurs for
the Ce3þ :4f1 and Pr3þ :4f2 or the Eu2þ :4f7 in an
oxide. However, the R-5d orbitals are itinerant,
and covalent bonding pushes the antibonding 6s
and 6p states above the bottom of the 5d band.
Normally the 5d band is empty, but it can accept
electrons. Doping EuO with Gd substitution for Eu,

for example, creates shallow one-electron donor
states below the bottom of the 5d conduction band
just as substitution of P for Si creates n-type silicon.
In EuO, the Eu:4f7 level lies B1.1 eV below the
bottom of the 5d band; the 4f7–O–5d0 super-
exchange interactions are ferromagnetic and stronger
than the antiferromagnetic 4f7–O–4f7 interaction
because of the large Ueff between 4f7 and 4f8 as well
as the smaller overlap integrals. In the Eu1� xGdxO
system, the YKKY indirect exchange by itinerant 5d
electrons initially increases the ferromagnetic Curie
temperature Tc with x; but as x increases, the
extension of the ferromagnetic 5d volume about a
rare-earth atom decreases to below a nearest-
neighbor separation; the YKKY interaction becomes
antiferromagnetic, and Tc decreases with a further
increase of x. Eu1� dO contains polaronic th4oR

� 1

holes in the Eu(III)/Eu(II) redox couple. On the other
hand, annealing in a Eu atmosphere creates EuO1� d,
and the oxygen vacancies trap two electrons. On
cooling EuO1� d below the Curie temperature Tc, the
5d states with spin parallel to the 4f7 spin S ¼ 7=2
are stabilized relative to the 5d states of antiparallel
spin by direct intra-atomic exchange. The spin
degeneracy of the two-electron trap state is also
removed, the energy of the antiparallel trapped elec-
tron is raised above the bottom of the parallel-spin
5d conduction band. As a result, EuO1–d transforms
from a semiconductor to a metal on cooling through
Tc as is illustrated in Figure 11. Just above Tc, the
carriers thermally excited into the 5d band stabilize
regions of short-range ferromagnetic order by dou-
ble-exchange electron transfer; ferromagnetic align-
ment reduces the spin-disorder scattering of the
mobile electrons, and their stabilization by the in-
tra-atomic exchange interaction confines the mobile
electrons to the region of short-range ferromagnetic
order. A mobile electron confined to clusters of short-
range ferromagnetic order is called ‘‘magnetic polar-
ons.’’ In an external magnetic field, the size of the
ferromagnetic clusters grows; at a percolation thresh-
old, the compound undergoes a drop in electrical
resistance. This magnetoresistance is large in EuO.

The valence state of a rare-earth ion is defined by
its occupied 4f n configuration. Eu1� dO is in a mixed
Eu3þ /Eu2þ valence state since the holes occupy the
Eu3þ /Eu2þ 4f 6=4f 7 couple. GdS, on the other hand,
has the Gd configuration 4f75d1, and the itinerant 5d
electrons that make GdS a metal are valence elec-
trons. Therefore, the Gd of GdS is considered to be in
the trivalent state corresponding to a localized 4f 7

configuration. SmS has its 4f 6 level just below the
bottom of the 5d band; pressure increases the width
of the 5d band, and above 6.5 kbar the 5d band
overlaps the 4f 7 level. A first-order contraction of the
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rocksalt structure at crossover raises the 4f 6 level
into the 5d band to where 0.5 electrons per Sm are
donated to the 5d band. Hybridization of 5d and 4f
states creates ‘‘heavy fermions’’ at the Fermi energy
and the compound is said to be in an intermediate-
valence state.

Transition-Metal d-Block Compounds

The smaller Ueff of the d-block transition-metal com-
pounds makes localized 4d and 5d spins relatively
rare; localized spins associated with 3d electrons are
common, but they may also be itinerant as discussed
above for oxides with a rutile structure. The exist-
ence of four valence states for vanadium in V2O5,
VO2, V2O3, and VO shows that the Ueff ¼ Up

separating octahedral-site t1, t2, and t3 configura-
tions is in the neighborhood of 2 eV, which makes
WEUeff in these compounds. Both VO2 and V2O3

exhibit insulator–metal transitions due to cation
clustering, V2O5 contains short VQO bonds due
to displacement of the V(V) from the center of sym-
metry of its interstice, and VO is a semimetal exhib-
iting V–V bond-length fluctuations. On the other
hand, the Ti–Ti interactions in metallic TiO make
W4Up; it becomes a conventional superconductor
below Tcs ¼ 1K.

For a given valence state, the effective nuclear
charge seen by the d electrons increases on going to
heavier atoms of a given d-block and the redox
energy is correspondingly stabilized. However, in
an octahedral site, the splitting Ueff between a
Cr(III):t3e0 and a Cr(II):t3e1 configuration is in-
creased by the cubic-field splitting Dc, which is why
CrO has not been prepared; the Cr(III)/Cr(II) level
lies close to the bottom of the 4s band. However, CrS
has been prepared; it has hexagonal rather than cubic
close-packing of the anions (NiAs rather than NaCl
structure) with a cooperative Jahn–Teller orbital or-
dering that distorts the structure from hexagonal
symmetry. The d5 configuration of MnO is more
stable than the d6 configuration of Fe1–dO because a
Ueff ¼ UpþDex separates the Fe(III):t3e2 and
Fe(II):t4e2 octahedral-site states. Since the majority-
spin electrons occupy different d orbitals, they are
more tightly bound to the nucleus than the minority-
spin electron, which is why the minority-spin elec-
tron of Fe3O4 can have a thEoR

�1.
The antiferromagnetic order in MnO is illustrated

in Figure 12. The dominant interactions are 1801
Mn(II)–O–Mn(II) antiferromagnetic superexchange
interactions between half-filled t3 and e2 configura-
tions; these interactions order parallel the spins of a
(1 1 1) plane, whereas the t3–t3 superexchange inter-
actions across shared octahedral-site edges within
these planes are antiferromagnetic. Parallel spin
alignment makes these t3–t3 interactions nonbon-
ding, whereas those between neighboring, anti-
parallel (1 1 1) planes are bonding. Consequently,
MnO distorts from cubic to rhombohedral (a4601)

MnO

Mn2+ Mn2+
[III]

Figure 12 Spin configurations of antiferromagnetic MnO. (After

Shull CG, Strauser WA, and Wollan EO (1951) Physical Review

83: 333.)
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symmetry on cooling through TN as a result of
exchange striction. Similar antiferromagnetic 1801
e2–O–e2 superexchange interactions are dominant in
Fe1–dO and CoO, but these compounds exhibit a
distortion below TN that is due to a large magneto-
striction; the orbital degeneracies of the Fe(II):t4e2

and Co(II):t5e2 configurations are removed by an
enhancement of the orbital angular momentum once
long-range collinear ordering of the spins allows
ordering of the orbital angular momentum through
the spin–orbit coupling lL � S. Fe1� dO becomes
rhombohedral (ao601) below TN with spins orient-
ed parallel to the [1 1 1] axis in opposition to the
dipole–dipole forces; CoO becomes tetragonal
(c/ao1) and the dipole–dipole interactions force the
spins a little away from the tetragonal c-axis.

Pinning of a redox couple at the top of an anion-p
band replaces the gap Ueff with a charge-transfer
gap D ¼ DEp. The Ni(II):t6e2 configuration of NiO
is pinned at the top of the O–2p bands, and a
DoUeff ¼ UsþDex makes semicovalent exchange the
dominant antiferromagnetic Ni(II):e2–O–Ni(II):e2

interaction responsible for its high Néel temperature.
In NiS, the Ni(I):t6e3 configuration is at the top of the
S–3p bands. At temperatures T43501C, NiS has the
NiAs structure, but it transforms into the peculiar
millerite structure at lower temperatures. It is possible
to retain the NiAs structure at low temperatures by

quenching from above 650oC. This metastable phase
undergoes a first-order insulator–metal transition at
a Néel temperature TN ¼ 264K. On lowering the
temperature through TN, there is an abrupt increase
in volume with only a small distortion of the structure
as the width of the s� band of e-orbital parentage
changes from WsEUeff ¼ UsþDex to WsoUeff; the
Mott–Hubbard transition is not smooth.

The lattice instabilities occurring where WEUeff

are more commonly expressed by either stabilization
of a CDW or, in a mixed-valent compound, by a
dynamic spinodal phase separation. For example, the
low-spin Ni(III):t6e1 configuration in the RNiO3

family of Figure 13 is pinned at the top of the
O–2p bands; this single-valent family undergoes a
transition from an antiferromagnetic insulator with
WoUs to metallic LaNiO3 with W4Us as the
(180o�f) Ni–O–Ni bond angle increases with inc-
reasing size of the rare-earth R3þ ion. The samples in
the shaded area exhibit bond-length fluctuations and
stabilization of a CDW below a Tt ¼ TN that are
characteristic of the lattice instabilities encountered
at crossover. Below the insulator–metal transition
TMI, a distortion to monoclinic P21/n symmetry
reflects bond-length fluctuations that become static
for R¼HO,y, Lu, Y with long-range ordering of
Ni (III) ions distinguished by alternating covalent
and ionic Ni–O bond lengths. Moreover, applying
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pressure to PrNiO3 lowers TMI¼TN until it termi-
nates at a first-order transition to a quantum-critical-
point phase.

Pinning of a redox couple at the top of the O–2p
bands may also be revealed by oxidation of the tran-
sition-metal array. For example, the x ¼ 0 composi-
tion of the layered Li1–xCoO2 cathode material
contains low-spin Co(III):t6e0 and is a charge-trans-
fer-gap semiconductor. However, the t5/t4 Co(IV)/
Co(III) redox couple is pinned at the top of the O–2p
bands, and removal of Li from between adjacent
CoO2 layers of edge-shared octahedra creates a two-
phase region 0.1oxo0.4 in which a semiconductive
phase and a metallic phase of smaller Co–Co sepa-
ration coexist as a result of a thEoR

� 1. At x40.6,
peroxide formation at the surface leads to the loss of
oxygen as gaseous O2.

The high-temperature copper-oxide superconduc-
tors provide an example where strong electron–lat-
tice interactions in a mixed-valent system at the
thEoR

� 1 crossover leads to a remarkable physical
phenomenon. In these layered oxides, the x2� y2 or-
bital of the Cu(III)/Cu(II) couple is pinned at the top
of the O–2p bands of a CuO2 sheet. The (CuO2)

2�

planes of the single-valent parent compounds are
antiferromagnetic insulators, but removal of elec-
trons from these sheets induces a transition from the
antiferromagnetic phase to a metallic phase that is
not superconductive. Superconductivity appears in

an intermediate thEoR
�1 crossover phase where

there is a strong electron coupling to bond-length
fluctuations that order into a traveling CDW (or
stripes) phase at low temperatures as is illustrated in
Figure 14 for the La2–xSrxCuO4 system.

See also: Crystal Field Splitting; Ferromagnetism; Jahn–
Teller Effect; Magnetic Materials and Applications.

PACS: 72.80.Ga; 71.20.Be; 71.70.Ch
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Introduction

The distinguishing feature of transmission electron
microscopy (TEM) is its ability to form images of
atomic arrangements at localized regions within ma-
terials. It provides a view of the microstructure, that
is, the variations in structure from one region to an-
other, and the interfaces between them. TEM plays a
critical role whenever macroscopic properties are
controlled or influenced by defects or interfaces, for
example, in the development of advanced structural
materials with their complex microstructure of sec-
ond phases or electronic materials which rely on the
exquisite control of interfaces and multilayers. X-ray
or neutron diffraction provide quite complementary
information. These techniques can determine the
average structure of complex materials very precise-
ly, but not the structure of a local region or individu-
al nanostructure. As condensed matter physics moves
toward the study of ever more complex materials,
and at the same time interest in nanoscale physics
and devices is increasing, TEM or its scanning coun-
terpart STEM, is finding a rapidly increasing role in
basic condensed matter physics research.

The unique role of the TEM arises because
electrons are charged particles, and therefore, unlike
X-rays or neutrons, are able to be accelerated and
precisely focused by electromagnetic fields. The scat-
tered beams can be collected by a lens, and refocused
to form a true real space image in the manner of an
optical microscope, where each point in the image
corresponds to a specific point in the object. Elec-
trons also interact much more strongly with matter
and electron diffraction can be performed on mate-
rials of nanometer dimensions. For accelerating
voltages of 100–1000kV, the electron wavelength
ranges from 0.004 to 0.001 nm, orders of magnitude
lower than atomic spacings in materials. It would
therefore appear relatively trivial to form atomic
resolution images of materials. However, it is only
very recently that atomic resolution imaging could be
said to be at all trivial. The major limitation was
realized early in the history of the microscope to be
the high inherent aberrations of a round magnetic
lens. Spherical aberration is the dominant aberration,
and leads to a ray deviation of Csa

3, where a is the
semiangle of the objective lens. With electron lenses,

Cs is of the same order as the focal length. This
means that only very small apertures could be used,
and since microscope resolution is given by 0.61l/
sin a, where l is wavelength, the best resolution
would be limited by diffraction to B50l.

It took B50 years from the development of the
first transmission electron microscopes in the 1930s
to achieve sufficient electrical and mechanical stabil-
ity to allow imaging of crystal lattices at 0.2–0.3 nm
resolution in the 1980s. Over the next 20 years, res-
olution improved incrementally to 0.1–0.2 nm. Now
electron microscopy is in the midst of a revolution.
Thanks to the development of solid-state devices,
specifically the computer and charge-coupled-device
(CCD) detectors, a series of nonround magnetic
lenses can be used to correct the aberrations of the
(round) objective lens. The gain in resolution over
the last few years is comparable to that seen in the
last few decades, an extraordinary advance that has
pushed TEM into the sub-Ångstrom regime for the
first time in history.

Aberration-correction brings more than just reso-
lution; better resolution brings increased sensitivity,
and recent results have demonstrated the imaging of
single atoms within materials and on their surfaces,
together with their spectroscopic identification by
electron energy loss spectroscopy (EELS). Further-
more, entirely new modes of microscopy now appear
feasible. Aberration-correction is allowing the objec-
tive aperture to be opened up, and, just as in an
optical microscope, the depth of focus reduces. We
are seeing the beginnings of three-dimensional (3D)
TEM.

Electron Optics of the Microscope: STEM
Versus TEM, Reciprocity

Figure 1a shows a schematic ray diagram for
conventional TEM. The specimen is illuminated
through a condenser aperture and transmitted elec-
trons are gathered by the objective lens and recom-
bined into an image. Historically, the size of the
condenser aperture has always been chosen to be as
small as practically possible to provide a close ap-
proximation to parallel illumination. This is required
for diffraction contrast imaging, when only one dif-
fracted beam is passed through the objective aper-
ture. With parallel illumination crystal defects such
as dislocations, precipitates, and interfaces are
observable, and many details of their atomic struc-
ture can be obtained by detailed analysis of image
contrast (e.g., lattice shifts across an interface, the

240 Transmission Electron Microscopy



intrinsic or extrinsic nature of stacking faults, coher-
ency strains of precipitates, Burgers’ vectors of dis-
locations). Nearly parallel illumination provides a
long coherence length in the specimen, approximate-
ly l/b, where b is the illumination semiangle. For
small b many lattice spacings are illuminated in
phase, an example of coherent imaging. If the ob-
jective aperture a is opened up to include several
diffracted beams, the conventional TEM lattice-
imaging mode is obtained, often known as high-
resolution electron microscopy (HREM), another
example of coherent imaging.

In scanning transmission electron microscopy
(STEM) the electron beam is focused to a small
probe and scanned across the specimen. Figure 1b
shows the ray diagram; detectors are used to pick up
a signal, which is used to form an image pixel by
pixel as the probe is scanned. The STEM allows
complete flexibility in choice of detector, and multi-
ple detectors are normally used giving complemen-
tary information. An annular dark field (ADF)
detector collects electrons scattered out of the beam
and gives an image of mass thickness, that is, a signal
that increases with increasing scattering cross section
and specimen thickness; a hole appears dark. A
bright-field signal can also be detected using an on-
axis detector (holes appear bright). If the bright-field
detector subtends a small angle b at the specimen,
then it is clear from comparing the two ray diagrams
in Figure 1 that the only difference in the optics of
the two forms of microscope is the direction of the
electron beam. The major source of image contrast is
elastic scattering, for which only the scattering angle
is important not the direction of propagation (an

example of time-reversal symmetry). This illustrates
the principle of reciprocity, where interchange of
source and detector leads to the same image, and
explains why images formed in bright-field STEM
may show identical contrast behavior to those in
TEM. If the bright-field collector aperture is small,
these images are coherent images exactly equivalent
to bright-field TEM images.

Reciprocity applies even if aberration correctors
are added to both columns. In TEM the corrector is
placed after the specimen to correct the objective lens
aberrations, while in STEM it is placed before the
specimen, the purpose being again to correct the ab-
errations of the objective lens (now used as a probe-
forming lens). Figure 1 makes clear that for the same
set of aberration parameters and equivalent angles
before and after the specimen, the same images are to
be expected, and this is seen experimentally. How-
ever, reciprocity does not mean the images will have
the same signal-to-noise ratio. Before aberration-cor-
rection, the angle b necessary to ensure good coher-
ent imaging conditions was so small that the STEM
image used only a small fraction of the electrons
passing through the specimen. This resulted in noisy
images and unnecessary specimen irradiation. With
aberration-correction, not only can the objective
aperture a be made much larger, but b can also be
increased and STEM bright-field imaging becomes a
useful practical possibility.

The primary motivation for the STEM has been its
ability to detect signals other than the bright-field
image, in particular, the ADF image. Based on the
concept of a coherence width in the specimen, if the
angle b is sufficiently large, the coherence width in
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Field emission
source and scan
coils

Objective aperture 

Objective lens

Aberration corrector

Condenser
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CTEM STEM
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Figure 1 Ray diagrams for (a) the TEM and (b) the STEM, showing the reciprocal nature of the optical pathways. The TEM image is

obtained in parallel, the STEM image pixel by pixel by scanning the probe. The STEM also provides simultaneous annular dark-field

(ADF) imaging. Actual microscopes have several additional lenses and the beam limiting aperture positions may differ.
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the specimen is below the typical atomic spacings in
materials. Although the third dimension along the
beam direction must also be considered, the ADF
image does represent a good approximation to inco-
herent imaging. An incoherent image gives a simple
relationship between the object and image as in a
camera, and is easier to interpret than a coherent
image. The very different characteristics of coherent
and incoherent imaging will be discussed in the next
section.

Finally, one of the major uses of STEM has been
for microanalysis, which uses one or more additional
signals generated as the beam passes through the
specimen. Perhaps the most important of these is in-
elastic scattering, which allows elemental identifica-
tion from inner-shell excitations. The fine structure at
the absorption edges carries information about the
electronic structure of the excited atom. For these
purposes, EELS is comparable to X-ray absorp-
tion spectroscopy, but is available with the spatial
resolution of the probe. Spectroscopy of individual
atomic columns in a crystal has been demonstrated,
including, recently, the spectroscopic identification of
a single impurity atom within one atomic column. In
the so-called spectrum-imaging mode, one complete
spectrum is recorded for each pixel in the image.
Similar information can be obtained on a TEM using
an imaging filter, which produces 2D images corre-
sponding to particular energy losses. A set of such
images at different energy losses is somewhat
equivalent to a spectrum image on the STEM.
However, reciprocity does not apply to inelastic scat-
tering and there are important differences between
TEM and STEM: in the TEM the inelastically scat-
tered electrons must be focused by the image-forming
lens which leads to problems with chromatic aber-
ration, whereas in the STEM there are no lenses after
the specimen. For this reason atomic column resolu-
tion has yet to be achieved in the TEM.

Energy dispersive X-ray spectroscopy, known as
EDX or EDS, collects X-rays emitted as the atom re-
laxes into its ground state following inner-shell exci-
tation, and the X-ray energy is again characteristic of
the element. The peak resolution is much lower than
for EELS, but the peaks lie on a lower background.
The major problem is the low efficiency of collection.
X-rays are emitted over 4p steradians and only a
small fraction can be collected by the detector, where-
as the corresponding core loss electrons are forward
peaked and a high fraction can be collected for EELS.
This is probably the reason that atomic-resolution
EDX analysis has yet to be demonstrated. Other pos-
sible imaging signals include the secondary electrons
for imaging surfaces and visible photons (cathodolu-
minescence) for mapping optical properties.

Finally, microdiffraction, or more recently nano-
diffraction patterns can be recorded with an imaging
detector in STEM. This is very useful for identifying
minority phases within bulk materials or new phases
not possible to synthesize in large volumes, and also
for quantitative measurements of charge modulation.
For long wavelength modulations, electron diffrac-
tion is much more sensitive than X-ray diffraction
because of the cancellation of the scattering due to
the electrons and nucleus; electron scattering sees the
imbalance of charge, whereas X-ray scattering sees
the total electron density and is less sensitive to small
changes.

For much of the history of electron microscopy it
has not been possible to have high-resolution STEM
and TEM imaging in a single machine. In recent
years however, great advances have been made in
instrument design, and it is now possible to purchase
microscopes that will give good performance in any
desired mode of operation, often simply at the push
of a button. It is possible today to purchase an in-
strument with two aberration-correctors, one before
the specimen to correct the probe and one after the
specimen to provide parallel-detection phase contrast
imaging.

Principles of Image Formation

Coherent Imaging

With parallel illumination, a crystal aligned near a
zone axis will generate a set of diffracted beams
leaving the sample at specific angles, as depicted in
Figure 2a. The objective lens brings these beams to a
focus in its back focal plane to form the diffraction
pattern. In diffraction contrast imaging, one diffract-
ed beam is passed through a small objective aperture
and the resulting image represents a map showing the
distribution of diffracted intensity from the speci-
men. The crystal lattice is unresolved, but the image
is useful for studying defects and interfaces. To re-
solve the crystal lattice itself the objective aperture is
opened up to include more than one diffracted beam.
Now each point in the image receives contributions
from multiple diffracted beams that interfere to
generate image contrast, which depends on their re-
lative phases. The principles of coherent phase con-
trast lattice imaging are best illustrated for the
idealized case of a thin sample where multiple scat-
tering can be ignored. The incident electron wave
function takes the form of a plane wave c0 which
interacts with the electrostatic potential of the spec-
imen fðrÞ (ignoring magnetic fields for now). Here,
lowercase letters refer to 3D variables while upper
case variables refer to the two transverse dimensions
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normal to the direction of beam propagation, z; for
example the position vector r ¼ ðR; zÞ and the elec-
tron wave vector k ¼ ðK; kÞ. Assuming an incident
beam of unit amplitude, a thin specimen acts as a
weak phase grating, refracting the incident beam but
not changing its amplitude: the exit face wave func-
tion is given by

ceðRÞ ¼ exp f�isfðRÞgE1� isfðRÞ

where s ¼ 2pmel=h2 is the interaction constant and
fðRÞ ¼

R
fðrÞ dz is the projected potential. Phase

changes in the exit wave therefore map the projected
potential of the specimen. These phase changes can
be represented vectorially by generation of a scat-
tered wave csðRÞ ¼ �isfðRÞ which is oriented at p/2
to the incident wave, as shown in Figure 2b. Entering
the objective lens, the diffracted amplitude cd is just

the Fourier transform of the exit face wave function

cdðKÞ ¼ dð0Þ � isfðKÞ

where the delta function at K¼ 0 is just the unscat-
tered beam. For a crystal aligned to a zone axis the
diffraction pattern consists of a set of sharp diffract-
ed beams at specific directions (K vectors). With a
pure phase object, none of the individual diffracted
beam intensities shows an image. To form an image
of cs, the diffracted beams must be passed through
the objective lens and interfered with the unscattered
beam. As shown in Figure 2b, the phase of the scat-
tered beams should ideally be rotated an additional
p/2 to convert the phase changes to perfect amplitude
contrast. In this ideal case the image amplitude
would become ciðRÞ ¼ 17sfðRÞ and the intensity
IðRÞ ¼ jciðRÞj

2 ¼ 172sfðRÞ, depending on the
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Figure 2 (a) Ray diagram for coherent phase contrast imaging of a crystal. Diffracted beams emerge from the specimen at specific

angles and are brought to a focus in the back focal plane of the objective lens. They are recombined in the image plane. Imaging is

therefore two consecutive Fourier transforms. (b) Vector diagram for a weak phase object showing the incident beam, a small scattered

beam with p/2 phase change and the resultant transmitted beam. Lens aberrations are used to rotate the phase of the scattered beam

an additional p/2 to create amplitude contrast from the phase changes. (c) Contrast transfer functions for an uncorrected 300 kV

microscope, solid line (Cs¼0.6 mm, Df¼ �45 nm, energy spread 2 nm typical for a Schottky field emission source), a corrected 300 kV

microscope, dotted line (Cs¼ � 37mm. C5¼ 100 mm, Df¼5 nm, energy spread 1 nm typical for a cold field emission source), and a

200 kV microscope with full correction of all 5th-order aberrations, dashed line (Cs¼ 23mm. C5¼ �2 mm, C7¼100 mm, energy spread

1 nm). The upper trace is for Df¼ 1 nm giving white atom contrast in a thin specimen, the lower one is for Df¼ � 2 nm giving black atoms.
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sense of rotation of the scattered wave with respect
to the unscattered wave. In practice, since there are
no phase plates for electrons, the only available
source of additional phase changes are lens aberra-
tions and defocus. The phase change introduced by
the objective lens is referred to as the transfer func-
tion phase factor exp ½igðKÞ� where

gðKÞ ¼ p DflK2 þ 1
2 C3l

3K4 þ 1
3 C5l

5K6
� �

if only the rotationally symmetric aberrations are
included so that K ¼ jKj. Here Df is defocus, C3 is the
third-order spherical aberration coefficient, usually
referred to simply as Cs before aberration-correction
became viable, with typical values of the order of
1mm. Now that Cs can be corrected, the fifth-order
spherical aberration coefficient C5 takes over as the
limiting aberration. The diffraction amplitude trans-
mitted by the lens becomes

cdðKÞ ¼ dð0Þ � isfðKÞ exp½igðKÞ�

and for small phase changes the intensity becomes

IðRÞ ¼ 1� 2sfðRÞ#f ðsin gðKÞÞ

The phase changes fðKÞ contribute to the image
with a contrast given by sin gðKÞ, which is therefore
referred to as the phase contrast transfer function,
and the image is given by a convolution of the pro-
jected potential with the Fourier transform of
sin gðKÞ.

The different aberrations depend on spatial fre-
quencies to different powers and can therefore only
be balanced over a finite range. Figure 2c shows ex-
amples for some uncorrected and aberration-correct-
ed microscopes. Note that phase contrast imaging
provides no contrast at zero spatial frequency because
there is negligible additional phase change from lens
aberrations. The uncorrected microscope shows rapid
contrast oscillations at high spatial frequencies where
the CsK

4 term increases very rapidly; such oscillations
are largely avoided in the corrected microscopes. The
substantial drop in contrast at high spatial frequen-
cies is due primarily to the finite energy spread of the
beam. In this regard, the cold field emission gun is
preferable to the Schottky thermal field emission
gun. One characteristic of phase contrast is immedi-
ately apparent. The defocus phase factor is used to
balance the dominant term in spherical aberration,
but changes sign either side of Gaussian focus. In
many cases, it is possible to reverse the image contrast
on changing the focus (see Figure 2c) and atoms may
look black or white in a phase contrast image. This
can also happen if the specimen becomes thicker and

additional relative phase changes occur between the
diffracted beams due to dynamical diffraction (mul-
tiple scattering). The exit face wave function no
longer relates simply to projected potential and be-
comes increasingly nonlocal. The general expression
for the image intensity is

IðRÞ ¼ jceðRÞ#PðRÞj2

the square of a convolution of the exit face wave
function with the point response function of the
objective lens. The point response function is just
the Fourier transform of the transfer function phase
factor,

PðRÞ ¼
Z

AðKÞe2piK .ReigðKÞ dK

where A(K)¼ 1 over the range of the objective aper-
ture. Because the image is given by a square of the
convolution, sum and difference spatial frequencies
can appear, and for these reasons image simulations
are normally required to relate a phase contrast image
to an object.

Incoherent Imaging

Incoherent imaging provides a simple relationship
between the object and image

IðRÞ ¼ OðRÞ#jPðRÞj2

where the object O(R) is blurred by the resolution
function of the imaging device. Strictly, this applies
only when each point on the object emits independ-
ently of its neighbors so that there are no permanent
phase relationships between them and no persistent
interference can occur. The coherence length of
the Sun on Earth is B0.02mm, so that observation
on a larger length scale is effectively incoherent. This
is the kind of imaging familiar from the camera, for
example, where changing focus merely blurs the
image but does not invert the contrast. It also ap-
plies to optical microscopy if a large aperture con-
denser lens is used to give effectively incoherent
illumination, as first analyzed by Lord Rayleigh in
1895.

In the STEM, jPðRÞj2 is the intensity profile of
the probe (see Figure 1b). Not every image takes the
form of a simple convolution, as seen already for the
case of the small axial detector. The requirement for
an incoherent image is that all of the scattering (or
other generated signal) be collected by the detector.
In the case of inelastic scattering or X-ray emission, it
is relatively simple to collect all of the signal, or at
least a representative fraction of it. In the case of
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elastically scattered electrons it is not so obvious,
because collecting all of the transmitted electrons
will give no image contrast; the specimen does not
absorb any electrons, it only scatters them, and par-
tial detection of the scattering is therefore necessary
to generate an image.

The reason that collecting all of the scattering re-
sults in an incoherent image is that the detected
signal is then insensitive to any interference that may
be occurring amongst different scattered beams. In-
terference rearranges intensity but the total scattering
is constant, by conservation of energy. The annular
detector provides a close approximation to incoher-
ent imaging because it can be arranged to average
over a large number of diffracted beams. The inner
detector angle should also be large to avoid being
dominated by a few low-order beams around the
inner hole. In practice, the image still shows strong
incoherent characteristics even if the inner angle is
just larger than the objective aperture angle, which is
a mode that gives highly efficient dark-field imaging
of single atoms and was the original motivation
for the introduction of the detector by Crewe and
co-workers.

High-angle scattering comes from the sharpest
part of the atomic potential, the nucleus, and its in-
tensity is proportional to the square of atomic
number (Z). An annular detector with a large hole
therefore gives an image showing strong Z-contrast,
also referred to as a high-angle annular dark-field
(HAADF) image. With a sufficiently small probe it is
possible to achieve an atomic-resolution Z-contrast
image in which atomic columns are seen bright (con-
sistent with it being a dark-field image) and their
relative contrast is approximately given by their pro-
jected mean square atomic number. The atomic-res-
olution contrast again comes from the interference of
diffracted beams, except that no phase plates are
necessary to create the intensity. The total intensity
on the detector rises and falls as the probe scans the
lattice because of interference between the diffracted
beams reaching the detector, as shown in Figure 3a.
Each beam takes the form of a disk the size of the
objective aperture (the incident beam in STEM).
Interference occurs wherever the disks overlap and
there are two or more different pathways that can
interfere. The conditions for optimum defocus are
that the entire area of overlap shows the strongest
possible interference as the probe scans. This is quite
different from the conditions for optimum phase
contrast with a (small) bright-field detector, and for
the example depicted, the bright-field detector covers
no overlaps and will show no image.

Smaller spacings will give diffraction disks further
apart with smaller regions of overlap and lower

maximum contrast. The incoherent transfer function
is therefore a slowly decreasing function of spatial
frequency, and is obtained from the Fourier trans-
form of the image intensity,

IðKÞ ¼ OðKÞ � jPðKÞj2

The transfer function is just the Fourier transform
of the probe intensity, and is referred to as a mod-
ulation transfer function, jPðKÞj2, or object transfer
function. Generally, this remains a positive function
even as defocus is varied so inverted contrast is not
observed. Figure 3b shows incoherent transfer func-
tions corresponding to the coherent contrast transfer
functions of Figure 2c.

Figure 4 compares aberration-corrected coherent
and incoherent images of SrTiO3 in the /11 0S
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Figure 3 (a) Schematic showing overlapping diffraction disks

on the STEM annular detector. The regions of overlap show in-

terference as the probe scans leading to an atomic resolution

image. Note, for the spacings depicted, the bright-field detector

covers no overlaps and shows no image. (b) Incoherent object

transfer functions for an uncorrected 300 kV STEM: solid

line (conditions correspond to those in Figure 2 except

Df¼ �34 nm), a corrected 300 kV STEM; dotted line (as Figure

2 except Df¼2 nm), a 200 kV STEM with correction up to 5th

order; dashed line (as Figure 2 except Df¼ 0 nm).
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projection, obtained simultaneously in an aberration-
corrected STEM. There is one optimum focus for the
Z-contrast image, where the Sr column is brightest
and the TiO column less bright. A small peak is
present at the oxygen column position but is difficult
to detect above the noise because of its low Z. In the
phase contrast image, a good image of the oxygen
columns is obtained at a defocus of þ 6nm, but
other images are seen at other defocus values.

The TEM as a Nano-Laboratory

The TEM is a very versatile instrument and is more
like a nano-laboratory than an optical instrument,
with a large array of imaging and spectroscopic
methods available to probe materials at the atomic
scale. Imaging modes are available for magnetic
fields (Lorentz imaging, Foucault imaging, holograp-
hy), and movies have been taken of flux line motion
in superconductors. Many applications desire meas-
urements under conditions other than the high

vacuum, room temperature environment that is
standard for TEM; phase transformations can be
observed with a heating holder; studies of catalysis
benefit from imaging in an active gas environment;
many condensed matter physics investigations re-
quire low temperatures; nanowires can be observed
while being stretched with simultaneous measure-
ment of conductance. In situ microscopy also ben-
efits from aberration-correction because it is possible
to maintain resolution with a larger gap between the
objective lens pole pieces.

Future Directions

The achievement of aberration-correction in TEM
is likely to be seen as one of the most significant
events in the history of the microscope. Aberration-
correction substantially improves vision at the
atomic scale, through better resolution and better
contrast, for the first time giving useful sensitivity to
single atoms within materials and on their surfaces.

Sr

Ti

O

BF, +6 nm defocus

(a)

(b)

BF

ADF

Defocus (nm)

+2 +6 +10 +14

ADF, +2 nm defocus

1 nm

Sr

Ti

O

Figure 4 Comparison of incoherent and coherent imaging of SrTiO3 in the /1 1 0S projection in a 300 kV aberration-corrected STEM

(a VG Microscope’s HB603U with Nion aberration corrector, conditions as in Figures 2 and 3). A defocus series was taken using ADF

and coherent BF detectors simultaneously. (a) The ADF image shows good Z-contrast, with O barely visible. The phase contrast BF

image shows the O columns with high contrast; however, the bright features between the Sr columns are double periodicity artifacts. (b)

A through focal series with 4 nm defocus steps from the position of optimum ADF defocus showing how the incoherent ADF image

contrast slowly blurs while the phase contrast image shows many different forms of contrast. Images are raw data and show some

instabilities. (Courtesy of M F Chisholm, A R Lupini, and A Borisevich.)
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Equal improvements apply to spectroscopy. These
developments promise a new level of insight into the
physics of interfaces, defects, and nanostructures, is-
sues relevant to the majority of materials and devices
of a technological world.

A TEM image presents a 2D projection of a 3D
specimen. Stereo techniques have been used to obtain
information on the third dimension, and recently, full
3D tomography has been demonstrated at nanometer
resolution from a series of images taken over a large
range of sample tilts. Aberration-correction allows
larger objective aperture angles to be utilized, and
sub-nanometer depth resolution with sub-Ångstrom
lateral resolution is likely to be achieved within the
next few years. This allows the possibility of 3D
STEM through depth slicing. Just as in optical con-
focal microscopy, a series of images taken at different
focus settings can be reconstructed into a 3D object.
Figure 5 shows four sections of a 3D data set
showing catalyst atoms at different depths on a high
surface area alumina support.

See also: Confocal Optical Microscopy; Low-Energy
Electron Microscopy; Optical Microscopy; Photoelectron

Spectromicroscopy; Scanning Near-Field Optical Micro-
scopy; Scanning Probe Microscopy; Scattering, Elastic
(General).

PACS: 68.37.Lp; 61.14.� x; 61.46.þw; 61.72.� y
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Figure 5 Four frames from a through-depth series of ADF images of a Pt2Ru4 catalyst supported on g-alumina taken using a 300 kV

VG Microscope’s HB603U with Nion aberration corrector. The alumina is three-dimensional with thin, raft-like Pt–Ru clusters on its

surface. Pt atoms are brighter spots and Ru atoms are less bright. Different clusters are resolved at different depths, until, at � 40 nm

defocus, the carbon support film is reached and a single Pt atom comes into focus (circled). (Image courtesy A Borisevich and A R

Lupini.)

Transmission Electron Microscopy 247



Transport in Two-Dimensional Semiconductors
P T Coleridge, Institute for Microstructural Sciences,
Ottawa, ON, Canada

Canadian Crown Copyright & 2005 Published by Elsevier Ltd.

All rights reserved.

Introduction

Although many characteristics of two-dimensional
behavior can be seen in samples where the thickness
is less than the mean free path of the carriers, true
two-dimensional transport requires a system where
the energy associated with motion in one dimension,
normally taken as the vertical direction, is quantized.
The importance of the semiconductor industry and
Moore’s law (the observation that the number of
transistors in an integrated circuit grows exponenti-
ally with time) has meant that much of the experi-
mental information on two-dimensional systems has
been obtained using semiconductors. The lateral and
vertical dimensions of semiconductor devices have
both been systematically shrinking since the 1970s
and vertical dimensions are now typically less than
30 nm. This is only a fraction of the de Broglie
wavelength, and the electrons are therefore confined
by potentials that quantize the motion in the vertical
direction. For device modeling, involving room tem-
perature operation, it is often adequate to treat the
carriers classically, but at low temperatures they
behave as a quantized two-dimensional layer. These
systems exhibit a variety of new and interesting phe-
nomena which are studied not only for their funda-
mental physical significance but also because they
involve mechanisms and processes that might be
exploited to overcome the fundamental limits that
Moore’s law is now facing.

One characteristic of two dimensions is that
screening of the Coulomb interaction is significantly
weaker than that in three dimensions. Surface gates
can, therefore, be used very effectively to manipulate
electron densities in an underlying two-dimensional
semiconductor layer. This property is exploited to
make devices of further reduced dimensionality, with
lateral dimensions significantly less than 100 nm, and
which exhibit one-dimensional and zero-dimensional
behavior.

Because the semiconductor material can be grown
with very high purity, and because dopants used to
introduce carriers can be physically separated from
the carriers, the mean free path of the carriers at
low temperatures is increased by several orders of
magnitude over typical room temperature values.
The application of magnetic fields introduces two

new length scales, the cyclotron radius and the
magnetic length. In these high-purity systems, fields
of only a few hundred gauss are sufficient to reach
the high-field limit, and the transport properties are
then almost totally dominated by magnetic field
effects.

Growth of Two-Dimensional Layers

To achieve the strong confinement needed to form a
two-dimensional layer requires an artificial growth
technique. Molecular beam epitaxy (MBE) is com-
monly used: a heated, single-crystal substrate is ex-
posed to a flux of elemental atoms in an ultrahigh
vacuum (UHV) environment. Under suitable condi-
tions, growth occurs layer by layer at a rate of typ-
ically one monolayer per second. The sources are
held in heated Knudsen cells (K-cells) with shutters
in front of them that can interrupt the flux and can
be used to form interfaces with atomic resolution.
Because of the UHV environment, there are few
impurities and extremely clean layers can be grown.

An example is illustrated in Figure 1a: a narrow
quantum well of GaAs (typically 10–20 nm) is sur-
rounded by layers of Ga1�xAlxAs with xB30%. The
quantum well is ‘‘modulation’’ doped, that is, the Si
donor atoms are separated from the well by undoped
spacer layers, so the electrons transfer to the well
leaving the remote donors ionized. Motion in the
vertical or growth direction (chosen as the z-axis) is
quantized with an energy E0 but two degrees of
freedom remain for motion in the x- and y-directions
and

EðkÞ ¼ E0 þ
_2

2m� ðk
2
x þ k2yÞ

The potential distribution shown is a combination of
conduction band offsets produced by changing the
alloy concentration and electrostatic potentials pro-
duced by the ionized donor atoms and the free elec-
trons. The most commonly used two-dimensional
electron gas structures, rather than using a square
quantum well, have a single GaAs/(Ga, Al) As inter-
face with doping in the (Ga, Al)As and with the
electrons then confined to a triangular shaped well.
Many computer programs are available for calculat-
ing such band diagrams in terms of self-consistent
solutions of the Schrödinger and Poisson equations
(see ‘‘Further reading’’ section).

In silicon the metal-oxide-semiconductor-field
effect transistor (MOSFET) structure (see Figure 1b)
has been extensively developed for integrated circuits
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and also gives rise to a two-dimensional layer. In this
case, a high-purity silicon oxide layer is grown on a
clean surface of single-crystal silicon and then
covered with a metallic gate. Applying a potential
between the gate and the bulk silicon (into which
ohmic contacts have been implanted) draws in elec-
trons (or holes) and confines them in a triangular
well. In this case no doping is needed, the main
scattering mechanisms are unwanted defects in the
oxide layer and surface roughness.

Basic Transport Properties and
Characterization

Two-dimensional semiconductor samples are usually
characterized in terms of a density and mobility. This
implicitly assumes a simple Drude model, with only
one set of carriers. For a magnetic field B, applied in
the z-direction normal to the two-dimensional layer,

the components of the conductivity tensor describ-
ing the response to an in-plane electric field (Ex, Ey)
are then

sxx ¼ syy ¼
s0

1þ m2B2

sxy ¼ � syx ¼ � mBs0
1þ m2B2

½1�

where the zero-field conductivity s0 ¼ nsem with ns
the sheet carrier density and m the mobility. The mo-
bility is related to a scattering time t by m ¼ et=m�,
where m� is the effective mass. The cyclotron fre-
quency oc, describing motion in a magnetic field, is
given by eB=m� so mB ¼ oct.

Inverting the conductivity tensor gives the re-
sistivities that are usually measured experimentally:

rxx ¼ r0 ¼ 1

s0
; rxy ¼

B

nse
½2�

The slope of the Hall resistance rxy gives the density
which can then be used with the longitudinal re-
sistivity rxx to determine a mobility. According to this
model, rxx is independent of the magnetic field but a
significant magnetoresistance (and nonlinear increase
of rxy) is sometimes observed associated with the
existence of more than one set of carriers with diffe-
rent mobilities. A multiband extension of the Drude
model can be used to analyze such data, with separate
densities and mobilities for each set of carriers, but
care should be taken in interpreting these results as
the model may not be valid when there is significant
scattering between the several sets of carriers.

Measurement Geometries

Examples of some of the geometries used experi-
mentally to determine resistivities are illustrated in
Figure 2. For a Hall bar (Figure 2a), the resistivities
are related to the measured resistances Rij by Rxx ¼
ðL=WÞrxx and Rxy ¼ rxy, where W and L are, re-
spectively, the width of the Hall bar and the spacing
between potential contacts. Values of rxx are usually
expressed in ohms/square to emphasize that a geo-
metrical factor is needed. For rxy , the Hall voltage
and the current both scale with the width, so it
is a particular characteristic of two dimensions
that the Hall resistance should be independent of
the geometry. In practice, spurious contributions
from rxx often appear, for example, if the potential
probes are misaligned, but these can be eliminated by
averaging results obtained with both directions of the
magnetic field.

The Van der Pauw geometry (Figure 2b) is espe-
cially convenient because, provided the contacts are

GaAlAs GaAlAs

GaAs

EF

EF

EC

Gate

SiO2

p−Si

eVg

(a)

(b)

Figure 1 Schematic band diagrams: (a) modulation-doped

GaAs quantum well showing ionized (þ ) and neutral (o) donors

with electrons transferred to the quantum well; (b) Si-MOSFET

showing an approximately triangular potential well and two-di-

mensional electron layer formed by applying a voltage Vg to the

surface gate.
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small and at the edges of the sample, rxx can be
obtained without needing to know the spacing bet-
ween contacts. In this case

rxx ¼
p

ln 2

RAB;CD þ RBC;DA

2
f

where RAB,CD is the resistance measured with the
current through contacts A and B and voltage at
contacts C and D. The factor f, which depends on the
ratio RAB,CD/RBC,DA, is 1.0 when the ratio is 1, 0.96
with a ratio of 2, and 0.82 for a ratio of 5. The Van
der Pauw method can also be used with multiple
contacts on the edge of a square sample (Figure 2c).
Comparing values obtained with different sets of
contacts then provides a convenient check on the re-
producibility of the results and this configuration can
also be used as a pseudo-Hall bar.

In the Corbino geometry (Figure 2d), the circular
symmetry means the two-terminal resistance R12

depends not on the resistivity but rather on the
conductivity according to

R12 ¼
1

2psxx
ln

r2
r1

where r1 and r2 are, respectively, the inner and outer
radii between the two contacts. Although the Hall

resistance cannot be obtained directly in this meas-
urement, the mobility can be determined from the
quadratic increase of R12 with the magnetic field
(cf. eqn [1]) and the density then deduced from the
zero-field conductivity s0.

At low temperatures, the mobility of many two-
dimensional systems can be very large – for example,
in modulation-doped GaAs/GaAlAs heterojunctions,
values of over 100m2(Vs)�1 are common. Quite
modest magnetic fields are then sufficient to reach the
high-field regime mBc1 where the transport is dom-
inated by the Hall resistance. In zero magnetic field,
the current and electric field lines are parallel (as is
illustrated in Figure 3a) with the electric field normal
to the edges of the metallic contact pads. Inside the
semiconductor, in the high-field regime, rxycrxx and
the current and field lines become approximately
orthogonal. At the contacts, the electric field must
remain normal to the metallic edge, so the current
must flow parallel to the edge of the contact and can
only enter and exit at the corners of the Hall bar (see
Figure 3b). Reversing the magnetic field moves these
critical points to opposite corners and means the high
current density now flows in different regions. This
can be important if the semiconductor is inhomo-
geneous.

This behavior emphasizes, when investigating
samples where rxycrxx, the need to ensure that po-
tential probes are well separated from the current
contacts if reliable values of rxx are to be obtained. It
also means that the two-terminal resistance of a Hall
bar is essentially just rxyþ (L/W)rxx which is dom-
inated, at high fields, by the Hall resistance.

(a)

(b)

Figure 3 Current and electric field lines in a Hall bar: (a) in zero

magnetic field when E and J both run parallel to the edges and (b)

in a magnetic field with rxy=rxx ¼ 10. The electric field lines meet

the contacts normal to the contact edges, but because the current

lines (bold) must be approximately normal to the electric field

lines, they enter and exit at the corners of the contacts.

W
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r2
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Figure 2 Resistance measuring geometries with metallic

contacts shown: (a) Hall bar with source and drain and two pairs

of voltage contacts; (b) Van der Pauw geometry designed to

minimize errors associated with contact placement; (c) Van der

Pauw geometry which can also be used as a pseudo-Hall bar;

and (d) Corbino geometry used to measure conductivity rather

than resistivity.
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In the high-field regime, transport becomes very
sensitive to inhomogeneities in the semiconductor.
Density variations affect mainly the Hall voltage and
cause currents to tend to follow the contours of con-
stant density. If very different voltages are measured
at contacts that are nominally equivalent, this usually
indicates inhomogeneities. In devices where large-
density gradients are intentionally introduced, for
example with gates, this type of behavior dominates.
Transport properties are then frequently analyzed
using the Landauer–Buttiker formalism, in terms of
one-dimensional current paths running along regions
of high-density gradients. Under quantum Hall con-
ditions, when Hall resistances are quantized, the
transmission coefficients associated with these cur-
rent paths are also quantized.

Quantum Mechanical Treatment of
Magnetic Field

Semiclassically, cyclotron motion in a magnetic
field occurs with an angular frequency oc ¼ eB=m�

(independent of energy) and a cyclotron radius
Rcycl ¼ m�v=eB, where v is the velocity. Quantum
mechanically, magnetic fields are introduced by rep-
lacing _k in the Schrödinger equation with _k� eA
where A is the vector potential. The continuous
energy distribution in zero field is replaced by a lad-
der of discrete Landau levels with energies (nLþ
(1/2))_oc where the Landau level index nLX0. The
wave function depends on the choice of gauge. Al-
though theoretically the Landau gauge is often used,
the closest connection with the semiclassical result is
made by choosing the symmetric gauge with A ¼ 0 at
the center of the orbit. In this case, the wave function
(without normalization) is given by

cnLðr;fÞ ¼ expðinLfÞrnL expð�r2=4l2mÞ

where f is the azimuthal angle and the characteristic
length lm ¼ ð_=eBÞ1=2 is called the magnetic length.
This can be considered a ‘‘race-track’’ orbit with a
spread of lm and a mean radius (2nL)

1/2lm that is
slightly less than the semiclassical radius of
(2nLþ 1)1/2lm. This difference is small but has im-
portant consequences.

In general, the orbits need not be circular but rather
follow a Fermi contour determined by the band
structure of the material. This is particularly the case
for holes where multiple bands may exist within a
small energy range. In this case (as is discussed in
more detail in the article on the de Haas–van Alphen
effect in metals), the energy is still quantized into
Landau levels but the cyclotron radius and effective
mass of the orbit become orbital averages.

Each Landau level is highly degenerate, corre-
sponding to orbits with different centers. The
degeneracy per unit area, eB/h, corresponds to one
orbit center in an area pl2m. In addition to this basic
degeneracy, there is also a twofold spin degeneracy
and (sometimes, e.g., in Si-MOSFETs) a valley
degeneracy. The total degeneracy is usually expressed
in terms of a filling factor n (¼ nsh=eB), which relates
the number of filled Landau levels in a magnetic field
B (including any degeneracies) to the sheet carrier
density ns.

As illustrated in Figure 4a, the Landau level
degeneracy means the energy of electrons in a filled
Landau level is the same as that of the equivalent
electrons in zero field. For electrons in a partially
filled level, however, there is an excess energy (see
Figure 4b) which can be identified, thermodynami-
cally, with the magnetization associated with the
orbital moment of the cyclotron orbits. Although the
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Figure 4 (a) Collapse of uniform, zero-field, energy distribution

onto full Landau levels that have the same average energy.

(b) Extra energy associated with partially filled Landau levels that

gives rise to the Landau diamagnetism.
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oscillating part of this magnetization may be washed
out by temperature or disorder, the quadratic back-
ground term (DEL) persists. The correspond-
ing magnetization, ð�@DEL=@BÞ, is known as the
Landau diamagnetism.

The effect of uniform magnetization M distributed
over an area A can be described by an equivalent
current Is ¼ M=A circulating round the edge of the
sample. Any gradient of the chemical potential across
the sample (dm), such as might be induced by the
electric field in a Hall measurement, will induce a
corresponding gradient in the magnetization in the
bulk of the sample. This implies there is a difference,
dIs ¼ ð1=AÞð@M=@mÞdm, between the effective circu-
lating currents on the two sides of the sample. With
contacts (see Figure 5), dm can be detected and
identified as a potential difference, and dIs can be
accommodated as an extra source/drain current. The
ratio edIs/dm appears as a Hall conductance which,
because of the special geometry associated with two
dimensions, is also a Hall conductivity. Using the
Maxwell relation ð@M=@mÞB ¼ ð@N=@BÞm (where
N ¼ nsA), this can be written as e(@ns/@B)m, so the
total Hall conductivity, including the usual Drude
contribution term described by eqn [1], becomes

sxy ¼ �syx ¼ �octsxx þ eð@ns=@BÞm ½3�

The extra ‘‘edge state’’ or ‘‘Streda’’ contribution is
essential for a detailed understanding of the Hall
effect in two-dimensional systems. In some instances,
notably in the integer quantum Hall regime, sxx is
actually zero in the bulk and current is carried only at
the edges. More generally, ‘‘edge’’ currents and ‘‘bulk’’
currents both exist.

Disorder Broadening of the Landau Levels

Although the density of states illustrated in Figure 4a
shows infinitely sharp Landau levels, they are, in
practice, broadened by disorder. At low fields and
with dirty samples (see Figure 6a), this disorder
broadening is larger than the spacing between the
centers of the Landau levels, and the Landau level
structure is only a minor perturbation on the con-
stant, background, density of states. In clean systems,
at higher fields, the Landau level spacing eventually
becomes larger than the broadening and the levels
then separate (Figure 6b). As noted above, each
Landau level is twofold spin degenerate, and at high
enough fields the Zeeman splitting associated with
the spins can become large enough such that each
Landau level splits into two spin-resolved levels
(Figure 6c).

With Lorentzian broadening, the density of states
associated with the ladder of Landau levels is given
by the Fourier expansion

gðEÞ ¼ g0 1þ 2
XN
s¼1

exp
�ps
octq

� �"

� cos
2psE
_oc

� sp
� ��

½4�

where the Landau level width ðGLÞ has been
expressed in terms of a single particle or quantum

Is + 	Is

Is

	Is 	Is

�+	�

�

Figure 5 Schematic illustration of the origin of the ‘‘edge state’’

Hall conductance that results from gradients in the magnetization

induced by gradients in the chemical potential. (Adapted from

MacDonald AH (1994) Les-Houches lecture proceedings, with

permission.)
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Figure 6 Landau level density of states. (a) At low fields, when

the Landau level spacing is sufficiently small compared with the

broadening produced by disorder that the levels overlap and the

density of states deviates from the zero field value g0 by only a

small amount. (b) At higher fields, the spacing becomes large

enough that the levels separate. (c) In high enough fields, the

spin splitting becomes sufficiently large that each doubly degene-

rate Landau level splits into two spin-resolved levels.
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lifetime tqð¼ _=2GLÞ. For the situation shown in
Figure 6a, only the fundamental term in the expan-
sion (s ¼ 1) is important and the higher harmonics
are strongly damped.

The lifetime tq, determined by the impurity scat-
tering, is sometimes identified (incorrectly) with the
scattering time obtained from the mobility in eqn [1].
The mobility is related to a transport lifetime given
by

1

ttr
¼ nimp

m�

p_

Z p

0

ð1� cos yÞjVðqÞj2 dy ½5�

where q ¼ 2kF sinðy=2Þ is the momentum change as-
sociated with scattering through an angle y , V(q) is
the Fourier transform of the scattering potential, and
nimp is the density of impurities. The weighting factor
(1� cos y) reflects the fact that scattering events with
a large momentum change contribute more to the
resistivity than small angle events.

Provided the final density of states in the scattering
process remains the same, that is, for strongly over-
lapping Landau levels, the broadening is given by

1

tq
¼ nimp

m�

p_

Z p

0

jVðqÞj2 dy ½6�

without the weighting factor. In remotely doped two-
dimensional systems, where the ionized donors are
displaced from the two-dimensional layer, |V(q)|2 is
strongly peaked near q ¼ 0 and tq{ttr. In this case,
the scattering time obtained from the mobility should
not be used to determine the Landau level broaden-
ing.

At higher fields, when the Landau levels start to
separate, the final density of states in the scattering
process becomes strongly energy dependent. The
scattering rates then become very dependent on
where the Fermi level lies within the Landau level
and the broadening has to be determined self-con-
sistently. The Landau level shape becomes closer to
Gaussian, rather than Lorentzian, with a width (GG)
obtained using the self-consistent Born approxima-
tion (SCBA) as

GG ¼ _2oc

2ptq

" #1=2
½7�

tq is the quantity defined above in eqn [6]. The fact
that GG increases as B1/2 can be understood physi-
cally in terms of a scattering rate ðBGGÞ propor-
tional to the final density of states in the Landau level
which is itself proportional to B=GG. For Gaussian
broadening, the damping of the fundamental term in
the Fourier expansion analogous to eqn [4] is given

by expð�2p2G2
G=_

2o2
c Þ. Using eqn [7], this is exactly

the same (i.e., expð�p=octqÞ) as for Lorentzian
broadening, so there is a smooth crossover from
the low-field behavior, with overlapping Lorentzians,
into this medium-field regime of nonoverlapping
Gaussians.

In even higher fields, when the cyclotron radius
becomes smaller than the characteristic correlation
length of the scattering potential, it is no longer valid
to use eqns [6] and [7] and the broadening is
expected to become independent of B. For GaAs-
based heterojunctions, with a donor spacer layer of
typically 40 nm, this occurs for fields above B2T.

Transport Coefficients

The development of an oscillating Landau level
structure in the density of states modifies the con-
ductivity (and resistivity) coefficients. At low fields,
this can be accounted for by replacing the density
in eqns [1] and [3] by an effective density neff ¼
nsgðEFÞ=g0 and the transport time t by t0g0=gðEFÞ
(where t0 is the zero-field value of ttr). Inverting the
conductivity tensor then gives

rxx ¼ r0 1þ 2
Dg
g0

� �
½8�

with Dg ¼ gðEFÞ � g0 and where a term of order
_oc=EF has been neglected.

For rxy , the situation is a little more complicated.
In eqn [3] for sxy, oscillations appear that are both in
phase with Dg and in quadrature. For the in-phase
oscillations, the contributions from each of the two
terms are large but of opposite sign and they sub-
stantially cancel leaving a residual component a
factor of order ðoct0Þ�2 smaller. Whether this term
or the quadrature term dominates depends on the
relative values of tq and t0. For tqEt0, the two are
comparable; when tq{t0, the quadrature term
always dominates and maxima in rxx correspond to
rxy crossing the linear background term (B/nse).

When the Landau levels become well separated, it
is still valid to take neffBgðEFÞ, provided the Fermi
level lies inside a Landau level. For octc1, the
expression for sxx can be rewritten as

sxx ¼ e2D�gðEFÞ

where D� ¼ R2
cycl=2t is a diffusion coefficient. This

can be interpreted as a diffusion process with con-
duction taking place by electrons hopping bet-
ween orbits with centers spaced, on an average, by
the cyclotron radius. Taking t as t0g0/g(EF), one
recovers eqn [8] above. More generally, t acquires a
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complicated dependence on the relative magnitudes
of Rcycl, lm, and the correlation length that charac-
terizes the scattering potential.

When the Fermi level lies in the gap between
Landau levels, gðEFÞ ¼ 0 and sxxE0. The con-
ductivity is then determined by other processes such
as activation to the adjacent levels. The limit of
sxx-0 is the integer quantum Hall regime where
sxy (and rxy) are quantized and where rxx also tends
to zero.

Typical Experimental Results

Figure 7 shows an example of the Shubnikov–
de Haas and Hall effects measured in a (Ga,Al)As/
GaAs heterojunction. At low fields, spin is not re-
solved and the minima in rxx appear at even filling
factors given by n ¼ nsh=eB. The density determined
from the period of the oscillations agrees well with
that derived from the low-field Hall coefficient. This
is to be expected because the (linear) Hall resistance
extrapolates accurately through the middle of the
plateaus that appear at higher fields. If drxx is
the deviation of rxx from the mean value, and drxy
the deviation of rxy from the linear term (B/nse), then
it can be seen that drxx and drxy oscillate in quad-
rature. As noted above, this is expected for a mod-
ulation-doped structure where ttrctq.

Above B2 T, rxx approaches zero at the minima,
corresponding to well-separated Landau levels, and
above B4T spin starts to be resolved and odd filling
factors become visible in both rxx and rxy. This is
initiated when the Zeeman splitting of the Landau
levels becomes comparable with the broadening.
Once spin splitting appears, it is strongly enhanced
by the exchange interaction that results from the spin

polarization associated with unequal numbers of
filled spin-up and spin-down Landau levels. This
induces a ‘‘boot-strapping’’ effect and causes the spin
splitting to rapidly become fully resolved.

At low fields, the amplitude of the Shubnikov–
de Haas oscillations is damped exponentially, shown
in Figure 8 in a Dingle plot. The damping can be
attributed to both disorder broadening of the Landau
levels and to the thermal spread of the Fermi func-
tion. For each harmonic s in the expansion given in
eqn [4], there is a corresponding thermal damping
term sXT/sinh(sXT), where XT ¼ 2p2kBT=_oc. This
saturates to 1 at low temperatures but at higher
temperatures can be used experimentally to obtain
effective masses from the temperature dependence
of the oscillation amplitude. Often, only the funda-
mental term (s ¼ 1) is relevant and in the present
instance, where this is so, the data can be corrected
very easily for thermal damping using the well-
known value of 0.067me for the effective mass of
GaAs. The corrected amplitudes are then given by
(cf. eqns [4] and [8])

Drxx ¼ 4r0 expð�p=mqBÞ ½9�

Here a quantum mobility ðmq ¼ etq=m�Þ has been
introduced in analogy with the standard transport
mobility. The good agreement between theory and
experiment, in particular the fact that the intercept of
4r0 is given correctly, confirms that in this low-field
regime the theory outlined above is valid and, in
particular, that sxx is proportional to the square (not
the first power) of the density of states.

The slope of the Dingle plot gives a quantum mo-
bility mq ¼ 1:58 m2 ðVsÞ�1, 10 times smaller than the
transport mobility of 15.3m2 (Vs)� 1. This confirms
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Figure 7 Shubnikov–de Haas oscillations and Hall effect in a modulation-doped GaAs/Ga0.7Al0.3As heterojunction measured at
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directly in this sample (where the distance by which
the dopants are set back from the interface is 6 nm)
that small angle scattering dominates. In higher-mo-
bility GaAs/(Ga, Al)As heterojunctions where larger
spacer layers are used, the ratio mtr/mq is even larger,
typically 20 or more.

In Figure 7, in the region above 2T where the
minima in rxx approach zero, the Hall resistance
develops flat plateaus at values of rxy ¼ h=ne2. This
is the integer Hall effect which appears when the
Fermi level is pinned in localized states between the
Landau levels. In cleaner samples when the Landau
levels initially separate, there are few localized states
between them and the Fermi energy can jump be-
tween Landau levels without the appearances of
well-defined plateaus. In such samples, other struc-
tures also become apparent at high fields and low
temperatures. This is the fractional quantum Hall
effect which appears when exchange and Coulomb
interaction energies, within the Landau level, become
large. New gaps appear in the density of states, most
strongly at filling factors 1/3 and 2/3 which give rise
to new zeroes in rxx and associated plateaus in rxy.
Both the integer and fractional quantum Hall effects
are discussed in more detail elsewhere in this ency-
clopedia.

Weak Localization and Interaction Effects

At very low magnetic fields, additional magneto-
resistance features are often seen. The example in
Figure 9, for a two-dimensional hole gas in an (SiGe)
quantum well, shows a peak around B ¼ 0. This is

associated with weak localization where electrons
scattered around closed paths in opposite direc-
tions interfere coherently (see inset). At B ¼ 0, this
produces an increased back-scattering and increased
resistance. With small applied magnetic fields,
the flux through the closed path induces an extra
Aharonov–Bohm phase, of opposite sign for the two
directions, which suppresses this scattering and re-
duces the resistance. A value for the phase breaking
time can be obtained from the width of the magneto-
resistance peak. This is typically one or two orders
of magnitude longer than the transport lifetime and
increases with decreasing temperature as T� p where
p is of order 1. The weak localization correction to
the conductivity

DsWL
xx ¼ pe2

ph
ln T

is of order e2/h. Although quite obvious in the
example shown, it can be difficult to detect in lower-
resistivity (higher-mobility) samples where it is of the
same order of magnitude but is only a very small
correction to a Drude conductivity, many orders of
magnitude larger.

In addition to the weak localization term, there is
also a Coulomb interaction correction, of a similar
order of magnitude, and also with a ln(T) depend-
ence. This can be distinguished from the weak local-
ization by the much smaller sensitivity to the
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magnetic field. In a famous paper published by Abra-
hams, Anderson, Lee, and Ramakrishnan in 1981, it
was shown that in two dimensions and in the absence
of interactions, all systems are insulating at T ¼ 0,
that is, ultimately, at low T, weak localization will
dominate, however large the high temperature con-
ductivity is. More recently, it has become evident that
when interactions are strong, particularly the Fs

0

Landau parameter that renormalizes the spin
susceptibility, the interaction correction is of the
opposite sign to the weak localization term and may
become sufficiently large to overcome it. This results
in metallic behavior as T-0 (i.e., a reduction in
resistance) and there is the possibility of a crossover
from insulating to metallic temperature dependence
as a function of density. Details of this phenomenon
are not yet fully worked out and it remains an active
area of research.

See also: Quantum Hall Effect; Semiconductor Nano-
structures; Shubnikov–de Haas and de Haas–van Alphen
Techniques.

PACS: 73.20.� r; 73.40.� c; 73.50.Jt
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Nomenclature

B magnetic flux density (T)
E electric field (Vm� 1)
E single particle energy (J, eV)
EF Fermi energy (J, eV)
g(E) energy density of states (Jm� 2)
J current density (Am� 1)
lm magnetic length (m)
m� effective mass (kg)
me free electron mass (kg)
nL Landau level index
ns sheet carrier density (m� 2)
Rcycl cyclotron radius (m)
Rxx, Rxy resistance (O)
GG Landau level broadening (Gaussian) (J,

eV)
GL Landau level broadening (Lorentzian)

(J, eV)
m electrochemical potential (V)
m mobility (m2Vs� 1)
mq quantum mobility (m2Vs� 1)
n filling factor
rxx, rxy resistivity (ohms/square, O)
s0 zero-field conductivity (square/ohm)
sxx, sxy conductivity (O� 1)
tq quantum lifetime (s)
ttr transport lifetime (s)
oc cyclotron frequency (s� 1)
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Introduction

God made solids, but surfaces were the work of the Devil
W Pauli

The ultimate goal of surface science is to unravel the
atomic structure, electronic and vibrational properties

of solid surfaces and adsorbates. All of them are
combined into our understanding of the microscopic
mechanism responsible for a wide variety of physical
properties and chemical reactions taking place at
surfaces. Various techniques have been employed to
investigate clean and adsorbate covered surfaces
using appropriate probes such as photons, electrons,
ions, thermal atoms, and neutrons. The photonic
probe has several advantages over other massive par-
ticles. The spectral resolutions are incomparably bet-
ter than those attained by other spectroscopies. The
temporal resolutions are now down to femtoseconds
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that allow real-time monitoring of electronic and vib-
rational dynamics as well as surface chemical reac-
tions. By using nonlinear optical processes, it is
possible to eliminate the response from the bulk, and
the information on the surface is selectively obtained.
Thus, optical probe yields a huge amount of indis-
pensable knowledge in surface science.

When atoms or molecules are adsorbed on metal
surfaces, their electronic and vibrational properties
are modified depending on the bonding sites, geome-
tries, and the change of charge distribution and oc-
cupancy in the molecular orbitals by the chemical
bond to the substrate.

In this atricle, the surface study with photo-
nic probes is presented with a focus on nonlinear
and time-resolved spectroscopies for the electronic
and vibrational properties of metal surfaces and
adsorbates.

Photoelectron Spectroscopy

Photoelectron spectroscopy (PES; X-ray photoemis-
sion (XPS) from deep core levels and ultraviolet
photoemission (UPS) from valence state) is one of the
most versatile tools to study the electronic properties
of atoms, molecules and solids. As illustrated in
Figure 1a, in photoemission, photons of well-defined
energy are absorbed by the process of electronic ex-
citation. If the photon energy is high enough to ionize
the sample, the kinetic energy distribution (photo-
emission spectrum) of the emitted electrons provides
the electronic properties of the initial electronic states

in a simplified single-particle picture. Angle-resolved
photoemission provides information of the disper-
sion curve of delocalized electrons in solids, or local-
ized electrons in atomic and molecular orbitals in
their initial states.

Core level PES is a powerful technique to study
surface atomic structure and chemical reactivity of
surfaces. For example, surface atoms of a clean
Si(1 0 0) are reconstructed to form a buckled asym-
metric dimer structure (see Figure 2 for the top and
side view of the c(4� 2) reconstructed Si(1 0 0) sur-
face at low temperature). With the help of the elec-
tron diffraction pattern and the atomic-resolved
image using a scanning tunneling microscope, high-
resolution Si 2p photoelectron spectroscopy, which
employs a bright photon source of synchrotron ra-
diation, enables the deconvolution of the Si 2p spec-
trum to identify the upper and lower Si atoms in the
topmost dimer row as well as Si atoms in the second
layer and in the bulk. By observing the change of
each component upon adsorption of molecules on
the surface, one is also able to study the chemical
reactivity at the topmost surface layer at the atomic
level.

c(4x2) structure

Top view

Side view

Upper
surface Si

Lower
surface Si

Second
layer Si

Bulk

Figure 2 Top and side view of a c(4� 2)-buckled asym-

metric dimer row reconstruction of a Si(1 0 0) surface at low

temperature.
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Photoemission is also very useful for the study of
adsorbates on solid surfaces. A comparison of the
photoelectron spectra before (gas-phase) and after
adsorption enables one to study the change of
electronic properties, in particular, the change of
chemical environments and the nature of the ato-
mic or molecular orbitals responsible for the bond-
ing as well as the geometric arrangement at the
surface.

The energy range accessible to photoemission is
limited to the initial state below the Fermi level (EF)
and to final states above the vacuum level (Evac). The
unoccupied states between EF and Evac can be
investigated by means of inverse photoemission
(IPS) (Figure 1b). This is a time-reversal process of
photoemission, which observes the radiative transi-
tion of the incident electron into the unoccupied state
above EF. For a fixed energy of the incoming elec-
tron, the energy spectrum of the emitted photons
directly reflects the electronic properties of the ini-
tially unoccupied states.

X-ray absorption spectroscopy (XAS) using bright
synchrotron radiation is a powerful tool to study lo-
cal electronic and atomic structure of solids and ad-
sorbates. The information on the local electronic
properties can be extracted from the X-ray absorp-
tion spectrum in the vicinity of an absorption edge of
an atom, whereas detailed structural properties can
be determined from the extended X-ray absorption
fine structure (EXAFS), having a series of oscillations
due to an interference between the outgoing and
backscattered photoelectron wave on the high pho-
ton energy side of the absorption edge. The kinetic
energy of the photoelectron increases and the
de Brogli wavelength becomes shorter with an
increase in incident X-ray energy. At a certain
wavelength, the interference with the scattered wave
from the surrounding atoms produces a constructive
or destructive effect on photoionization. This results
in the oscillatory behavior in the X-ray absorption
coefficient, and analyzing these oscillations close to
the absorption energy of a particular atom deter-
mines the atomic number, distance, and coordination
number of the atoms. In extending EXAFS to surface
analysis, the weak signal and surface sensitivity is
ensured by detecting the Auger electron emission
(escape depth of B20 Å) of an atom as a function of
photon energy.

XAS, in which a core-electron at ec is excited to an
unoccupied state ea above EF, is also a powerful
method for studying the electronic properties of
adsorbates. In particular, a sudden creation of the
core-hole pulls down the energy level of the outer
adsorbate orbitals by the intra-adsorbate Coulomb
interaction U so that XAS measures the excitation

energy,

EXAS ¼ ea �Uac � ec ¼ I � A�Uac ½1�

where I and A are the ionization potential and the
electron affinity level of the adsorbate, respectively.
In the X-ray absorption process, the charge state of
the adsorbate remains neutral in the absence of the
metal–adsorbate mixing so that no final relaxation
shift due to the image screening contributes to EXAS.
However, the XAS spectrum crucially depends on the
energy position of the unoccupied state relative to EF

in the presence of the core-hole. When it ends up
above EF, the excited state has a finite lifetime due to
the decay into the unoccupied part of the metal and
the XAS spectrum exhibits a Lorentzian shape
accompanied with the so-called ‘‘Fermi edge singu-
larity’’ (IR divergence) at EF, corresponding to the
onset of absorption. In the opposite case where it is
pulled down below EF, an absorption edge appears
due to simultaneous excitation of a low-energy elec-
tron–hole pair (EHP) in the metal.

These optical processes have different final states
for adsorbates, that is, a neutral for optical excitation
in XAS, a positive ion for PES, and a negative ion for
IPS. An appropriate point of view is to consider the
electron states of an N electron system and the N71
electron system left behind after an electron is
removed or added by photoemission and inverse
photoemission, respectively. For a bulk solid with
very large N, the final states do not differ from the
initial state. However this is not the case for adsorb-
ates. In PES, for example, a hole created in the core
level or narrow valence states by the photoemission
process forms a local positive charge and attracts
screening electrons. In the case of XPS, one measures

EXPS ¼ �ec � vc ¼ I � vc ½2�

where vc, the core-level, shifts upward by the hole
imaged potential. This is an extra-adsorbate screen-
ing in which the compensating charge builds up at
the surface. It is also noted that there are other types
of intra-adsorbate relaxation followed by an inter-
play of different dynamic screening processes: (1)
charge transfer from the substrate into the initially
unoccupied state if it shifts down below EF by the
core-hole potential, (2) extra-adsorbate screening of
the core-hole by the surface response of the substrate.
These dynamic core-hole screening processes play an
essential role in the interpretation of the XPS spectra
of adsorbates on metal surfaces. A similar argument
also holds for IPS. The final states probed by IPS
differs from that involved in the final states of the
XAS or PES processes, unless the addition of an extra
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electron does not perturb the ground states of the
adsorbates. For a negatively charged adsorbate in the
final state of and IPS, the induced positive charge at
the metal surface binds the electron more strongly,
and IPS measures,

EIPS ¼ �ea þ va ¼ Aþ va ½3�

that is, the downward relaxation shift from ea.
In addition to XPS, the UPS study of the valence

orbitals of adsorbed molecules provides rich infor-
mation on the nature of bonding to the substrates.
For adsorption of carbon monoxide (CO) – the most
extensively studied molecule – the UPS spectrum on a
Si surface exhibits a similar order of the valence or-
bitals (5s, 1p, and 4s) as in the gas phase. This in-
dicates that CO retains much of its valence structure
in the gas phase upon adsorption on a Si surface. On
metal surfaces, on the other hand, the 5s orbital be-
longing to the carbon atom shows a substantial
downward shift relative to the 1p and 4s orbitals
when compared to their ionization energies in the gas
phase. This evidences that the highest occupied 5s
(HOMO) orbital is responsible for the chemical
bond formation to the substrate as schematically
illustrated in Figure 3. Upon CO chemisorption,
charge transfer (back donation) occurs from the
substrate into the lowest unoccupied molecular or-
bital (LUMO) 2p�. Since 2p� which can be observed
by IPS orbital has an antibonding character with
respect to the C–O bond, the partial occupancy

weakens the C–O bond strength, thereby causing the
elongation of the bond distance and the decrease in
the frequency of the C–O stretch mode. It is impor-
tant to note that the electronic properties of the 2p�

states, such as the position above EF and broadening
due to hybridization with the substrate electrons,
play important roles in the de-excitation processes of
a core-hole created in XAS and XPS from the C and
O 1s level.

Two-Photon Photoemission

Photoemission occurs not only by absorbing a single
photon exceeding the work function f but also by
successive absorption of two photons of energy _o1

and _o2 under the conditions

_o1of and _o1 þ _o24f ½4�

Hereafter all the energies are referred to EF, unless
otherwise stated. Two-photon photoemission (2PPE)
illustrated in Figure 1c is a variant of PES, which
allows investigation of unoccupied electronic states
located between EF and the vacuum level (Evac) of a
metal or semiconductor. In the 2PPE process, the first
pump photon _o1 excites an electron from an occu-
pied state below EF to an intermediate state between
EF and Evac. Upon absorption of a second probe
photon _o2 during the survival time of the electron
in a transiently populated intermediate state (inclu-
ding virtual transition), electrons are excited above
Evac forming final photoelectron states, whose kinetic
energy distribution curve gives a 2PPE spectrum.
2PPE spectroscopy thus combines both the advan-
tages of traditional one-photon photoemission and
IPS spectroscopies, and provides a unique opportu-
nity which allows a simultaneous observation of oc-
cupied and unoccupied excited states in metals and
semiconductors.

The spectral feature of the 2PPE depends not only
on the electronic properties of the initial and inter-
mediate states but also on the excitation photon
energy. It has been well established that a peak in the
2PPE spectrum can be easily assigned to an initial or
intermediate state, depending on the peak shift with
_o1 and _o2. When a coherent two-photon excita-
tion from an occupied state ei below EF brings an
electron above Evac, the photoelectron kinetic energy
Ekin measured from EF shifts as

Ekin ¼ _o1 þ _o2 þ ei ½5�

When it is due to two independent processes, a tran-
sient population in an intermediate state ej by _o1

and a subsequent excitation above Evac by _o2, it

Metal

O

C 2� *

5�

Figure 3 CO chemisorption on a metal surface.
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varies with _o2, that is,

Ekin ¼ _o2 þ ej ½6�

Figure 4a schematically illustrates the possible
excitation pathways leading to final photoelectron
states. This energy diagram is composed of a bulk
continuum and a localized surface state below EF

of a metal substrate, and an unoccupied state bet-
ween EF and Evac. This diagram can be viewed as the
simplest version of a clean metal surface such as

Cu(1 1 1) and Ag(1 1 1) having the occupied surface
state and unoccupied image potential state. Figure 4b
depicts Ekin as a function of _o ¼ _o1 ¼ _o2. The
incoherent step-by-step single photon process (a)
gives a slope¼ l, while the coherent two-photon
process (b) gives a slope¼ 2. Their extrapolations to
_o-0 determine ei and ej. At a resonant excitation
ð_o ¼ ej � eiÞ, two peaks arising from the initially
occupied surface state and unoccupied interme-
diate states are amalgamated to a single resonance
narrowing peak.
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Figure 4 (a) Elementary excitation processes in two-photon photoemission. When a surface state and a continuum of the substrate

are available for initial states |iS, there are two paths leading to a temporal population in the intermediate state |jS. One is direct

excitation leading to step-by-step one-photon transition, and another is an indirect process via scattering of the photoexcited electron

from a continuum. If there is no surface state like Cu(1 0 0), only the latter nonresonant process is possible. There are two paths leading

to a final photoelectron state |pS via (a) step-by-step one-photon process, and (b) direct two-photon ionization process from |iS. (b) _o
dependence of the photoelectron kinetic energy, and _ores ¼ ej � ei is a resonant excitation. (c) 2PPE intensity (cross-correlation trace)

for the occupied surface state and for the unoccupied image potential state with a finite lifetime.
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Image Potential States at Metal Surfaces

One of the most successful applications of energy-,
and time-resolved 2PPE is an observation of image
potential states at metal surfaces and a direct deter-
mination of the lifetimes. When an electron is placed
at a distance z from a metal surface, it induces an
image charge as a consequence of a many-body
screening by the conduction band electrons in a met-
al. The electron in front of a metal surface forms the
Rydberg-like bound states by a potential consisting of
the attractive image potential VðzÞ ¼ �ðe2=4pe0Þ
ð1=4zÞ on the vacuum side, and a repulsive crystal
barrier at the image plane on the metal side. In a

hydrogenic model with a finite repulsive surface
barrier, the image potential states have the energies

En ¼ � 0:85

ðnþ aÞ2
ðeVÞ ½7�

where n is the principal quantum number and a is the
so-called quantum defect due to the finite probability
of the electron penetrating into the bulk.

The wave functions of these states localized at the
surface decay exponentially into the bulk. Compared
to the electronic states in the bulk, image potential
states have relatively long lifetimes. Figure 5a depicts
the band structure including an occupied surface
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Figure 5 (a) Band structure of Cu(1 1 1) along k||. (Modified figure with permission from Smith NV (1985) Phase analysis of image states

and surface states associated with nearly-free-electron band gaps. Physical Review B 32: 3549–3555; & American Physical Society.) (b)

Image potential state and its wave function at kjj ¼ 0. A typical 2PPE spectrum is also shown. (Courtesy of M Wolf, Free University Berlin.)
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state (n ¼ 0) and an unoccupied image potential state
(n ¼ 1) of a Cu(1 1 1) along k||. Figure 5b illustrates
their wave functions at kjj ¼ 0, whose extent of the
penetrations into the bulk depend on their position
relative to the projected sp-bandgap in the bulk band
structure. A typical 2PPE spectrum including photo-
excited secondary electron emission is also shown in
Figure 5b.

Pump–Probe 2PPE Spectroscopy

A great capability of 2PPE lies in the ultrafast time-
resolved pump–probe nonlinear spectroscopy to
study the carrier dynamics at surfaces using laser
pulses with the duration of several tens of femtosec-
onds. It is a natural extension of the energy-resolved
2PPE by introducing a time delay between the pump
and probe photons, which allows the direct meas-
urement of the lifetime of the intermediate state such
as the image potential states on metal surfaces. The
key quantity to govern the physics underlying TR-
2PPE is the relative timescale among energy (popu-
lation) relaxation time T1, dephasing time T2, and
pulse duration tp. It is well known in the context of
quantum optics and ultrashort laser pulse phenom-
ena that in the case tpcT2, there is no coherent su-
perposition of the polarization and electromagnetic
field oscillations. The memory of the medium is only
through the change of the population. This is a case
where the rate equation (no coherence effect) ap-
proach is appropriate for describing the temporal
response of the excited population. In this treatment,
the temporal change of the material system occurring
within T2 is averaged so that only the dynamical
response beyond a timescale of T2 is taken into
consideration.

On the other hand, in a case tpoT2, namely when
the exciting pulse duration becomes comparable
with, or even shorter than the phase relaxation time
of the excited medium, and in the presence of a pump
and probe overlap during a dynamical change of
photo induced polarization, a model including co-
herent interaction between the photon field and the
transition dipole moment is required to describe the
temporal response of the system. Central issues
involved in the analysis of the transient 2PPE signal
in order to deduce reliable T1 of the image potential
states are: (1) how to determine the lifetime T1 of the
image potential state using pulses tpcT1, (2) how to
accurately determine the pump–probe delay time
td ¼ 0, (3) how the total dephasing time T2 (or pure
dephasing time T�

2) plays a role, (4) how the pulse
duration affects the transient signal. Some of the
answers to these questions have been presented
by Hertel et al. in 1996 in their study of the

electron dynamics at a Cu(111) surface. A precise
measurement of td can be made utilizing the non-
resonant 2PPE process from the surface state as a
reference. The peak position of the cross-correlation
for the surface state determines the true time zero of
the pump pulse with respect to the probe pulse. Due
to the finite T1 of the image potential state, on the
other hand, the maximum of the cross-correlation
trace appears at the positive td after the pump pulse
has passed its maximum, as schematically illustrated
in Figure 4c. The solution of the optical Bloch equa-
tions for the density matrix elements characterized
by T1 and T2 allows the determination of T1 (order
of several to tens of femtoseconds ), which is much
shorter than tp.

Vibrational Properties of Adsorbates

Among the various techniques to probe solid sur-
faces, surface vibrational spectroscopy enables one to
study the chemical nature of surfaces and adsorbates.
In particular, when combined with other techniques
of surface analysis such as electron diffraction, in-
frared reflection–absorption spectroscopy (IRAS) has
established its firm position to determine bonding
sites and adsorbate geometry through the selection
rule of a dipole transition. An incident IR beam at the
angle of y to the surface normal is decomposed into
s- and p-polarized components (see Figure 6). Since
the phase change of the s-component upon reflection
at the surface is always near p for any y, the total field
becomes zero at the surface. On the other hand, the
normal component of the p-polarized light increases
with an increase in y. The phase change remains
small until at large y, and rapidly drops toward p/2 at
the grazing incidence. The normal component of
the total p-polarized field reaches its maximum just
before falling to zero at grazing incidence. These
differences between the s- and p-polarized field gives
the selection rule for the vibrational excitation of
adsorbates, that is, the vibrational modes with a
dipole moment normal to the surface are excited in
IRAS.

Figure 7 shows several fundamental types of ad-
sorption and their corresponding vibrational spectra

IR

s

IR

p

Figure 6 Electric field vector of the s- and p-polarized IR in-

cidence and reflection.
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observed by IRAS and energy loss spectroscopy
(EELS). For simplicity, the mass of the adsorbate is
assumed to be much lighter than that of the substrate
atom with which the adsorbate forms the chemical
bond. Figure 7a illustrates an atom adsorbed at
on-top site of a substrate. In this simplest case, one
observes a low-energy (in far infrared region) mode
corresponding to the stretching vibration between
substrate atom and adsorbed atom. For a doubly
bonded atom in a symmetric bridge position one
LEES peak at a lower energy compared to an atom
adsorbed at on-top site is also observed. The single
peak splits to double peaks with the different inten-
sity for an adsorption site of lower symmetry.

Figure 7b illustrates a case of a diatomic mole-
cule at on-top site and the molecular axis is per-
pendicular to the substrate (see also Figure 3). The
low-frequency mode detected by EELS corresponds
to the stretch vibration between a bonded atom of an
adsorbed molecule and a substrate atom or derives

from the vibration of the whole molecule against the
substrate. The high-frequency mode observed by
EELS as well as by IRAS is the intramolecular stretch
vibration normal to the surface. For a diatomic mol-
ecule adsorbed at symmetric bridge site, these peaks
shift to the lower energies. In the case of a CO mol-
ecule on metal surfaces, a larger back donation of
electrons from the substrate into the 2p� orbital of a
bridge or high coordination sites such as three and
four hollow sites on f.c.c.(111) and f.c.c.(100) sur-
faces, respectively, causes a substantial red-shift of
the C–O stretch frequency. This helps a determina-
tion of the adsorption site of a CO molecule.

A fundamental issue of a diatomic molecule ad-
sorption includes whether the molecule dissociates to
two constituent atoms , each of which bonds to the
substrate as a separate entity. The absence of the in-
tramolecular stretch mode evidences a dissociation of
a molecule upon adsorption. In this case, two loss
peaks will be observed in the EELS spectrum, as
being indicative of the vibrations between isolated
two constituent atoms and the substrate, as depicted
in Figure 7c.

Among myriad of experiments for carbon monox-
ide (CO) on metal surfaces, Figure 8 shows the IRAS
spectrum of CO/Pt(1 1 1) at the coverage y ¼ 0:5 and
temperature of 95K. As illustrated in the figure, CO
molecules occupy both the on-top and bridge sites
and form a c(4� 2) ordered structure at this cover-
age, and the corresponding peaks are observed at the
red-shifted position compared to the gas-phase CO at
2130 cm� 1. The Pt–C stretch mode for the on-top
site was also seen in this spectrum.

EELS is also one of the most prevalent techniques
in surface vibrational spectroscopy and to study
electronic excitation as well as elementary excita-
tions, such as surface phonons or surface plasmons.
Vibrational EELS can be considered as the electron-
analog of Raman scattering spectroscopy. A mono-
chromatic electron beam with a primary energy of a
few electron volts is incident onto adsorbate-covered
surfaces, and loss features of the scattered electron
are observed at the energy corresponding to the vib-
rational excitations. The selection rules that deter-
mine whether a vibrational band can be observed
depend upon the nature of the substrate and also the
experimental geometry, that is, the angles of the
incident and (analyzed) scattered beams with respect
to the surface. For metal substrates and a specular
geometry, scattering is predominantly by a long-
range dipole scattering. In this case, only those vib-
rational modes giving rise to a dipole change normal
to the surface can be observed. In an off-specular
geometry, electrons lose energy to the surface species
by a short-range impact scattering. In this case, the




IR

EELS
(a)

(b)

(c)

Figure 7 Schematic representation of some fundamental ad-

sorption types of an atom and a diatomic molecule with their

corresponding vibrational spectra.
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loss features are relatively weak but all vibrations
may be observed. Angular distribution of the inelas-
tically scattered electrons provides rich information
of the structure and geometry of adsorbates. Thus,
EELS has several advantages (high sensitivity, vari-
able selection rules, and spectral acquisition to below
400 cm� 1) and disadvantages (ultrahigh vacuum
environment and poor spectral resolution) over
IRAS. As a good example, Figure 9 shows the EELS
spectrum of the ordered c(4� 2) CO adlayer at the
overage of y ¼ 0:5 on Pt(111) at 92K (same system
as Figure 8). It clearly shows the Pt–C stretch modes
associated with the on-top and bridge-bonded CO
molecule at 470 and 380 cm� 1, respectively. In
EELS, the Pt–C and C–O stretch modes show com-
parable intensity, because of the fact that the inten-
sity of the vibrational loss in the dipole scattering
mechanism is proportional to the inverse of the loss
energy.

Vibrational Relaxation

The IRAS spectrum is represented by

Ið_oÞ ¼ 1

2p

Z
N

�N

dt e�i_o/QðtÞQð0ÞS
/Q2S

½8�

where Q(t) is the Heisenberg representation of the
normal mode coordinate Q of the vibrational degree

of freedom, and the brackets indicate the ensem-
ble average of the system. In the absence of the
inhomogeneous broadening associated with the
structural disorder of an admolecular layer, one
may assume a damped oscillator with a frequency of
_O,and write

QðtÞ ¼Q0 exp½i_Ot � Gjtj�
Q0 ¼ 1=ð2m�_OÞ1=2

½9�

which gives the Lorentzian lineshape of IRAS,

Ið_oÞ ¼ 1

p
G

ð_o� _OÞ2 þ G2
½10�

where the half-width-at-half-maximum is expressed as
a sum of T1 (energy or population relaxation time
caused by the energy transfer to a heat bath of the
system) and T�

2 (pure dephasing time associated with a
random modulation of the vibrational frequency due
to anharmonic coupling to low-frequency modes);

G ¼ 1

T2
¼ 1

2T1
þ 1

T�
2

½11�

The possible candidate of T1 for adsorbates on
metals is an excitation of EHPs as well as surface and
bulk phonons in the substrate. The dephasing time T2
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Figure 8 IR absorption spectrum of the c(4� 2)-ordered structure of CO on Pt(1 1 1) at coverage y ¼ 0:5 and T ¼ 95 K. (Reproduced

from Schweizer E, Persson BNJ, Tushaus M, Hoge D, and Bradshaw AM (1989) The potential energy surface, vibrational phase

relaxation and the order–disorder transition in the adsorption system Pt(1 1 1)–CO. Surface Science 213: 49–89, with permission from
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is defined with respect to the decay of the amplitude of
the vibration, and T1, with respect to the decay of the
population. This accounts for the factor 2 in the first
term. The possible mechanism responsible for T1-
relaxation crucially depends on the vibrational fre-
quency. For adsorbates whose vibrational frequency
is higher than the bulk and/or surface phonons in the
substrate, the energy relaxation requires multiple
phonon emissions in order to satisfy the energy cons-
ervation. For a typical example of a stretching vibra-
tion of hydrogen on an Si surface, T1 (of an order
on nanosecond) due to multiple phonon emission
increases with temperature. In contrast, on metal sur-
faces damping through excitation of an EHP in the
substrate shortens T1 down to a few picoseconds. The

relative contributions of T1, T
�
2, and inhomogeneous

broadening to the line width can be estimated from
the coverage and/or temperature dependence of the
IRAS spectrum. For example, T�

2 becomes infinite at
very low temperatures where there are no thermal
fluctuations to produce pure dephasing. The effect of
pure dephasing manifests itself not only in the change
of the line width, but also the frequency shift with
temperature.

The Lorentzian lineshape of eqn [10] is modified to
an asymmetric one with a tail at the lower or higher
energy side, as a result of vibrational energy damping
due to EHP excitation in metals, and/or by the di-
pole–dipole coupling between neighboring mole-
cules. In the case of EHP damping, it is represented
by the Fano-type lineshape, characteristic to any op-
tical transition of the discrete–continuum system. It
is also remarked that in the presence of the structural
disorder in the incomplete monolayer of adsorbates,
the Gaussian rather than Lorentzian lineshape fits
better to the IRAS spectrum.

Nonlinear Surface Vibrational Spectroscopy –
Sum-Frequency Generation

Optical second harmonic generation (SHG) and sum-
frequency generation (SFG) are the second-order
nonlinear process, which forbidden in a medium
with inversion symmetry. They arise from a polari-
zation that depends quadratically on the incoming
electric fields. Figure 10 schematically illustrates the
SFG process as well as a simple energy diagram for a
vibrational excitation. Here a matching of the wave
vector components along the surfaces kjj;sum ¼ kjj;ir þ
kjj;vis determines the direction of the sum-frequency
output. The vibrational SFG process is a multi-pho-
ton mixing process in which an IR wave of _oir

mixes with a visible wave of _ovis to yield an output
at _osum. By scanning the IR beam, the SFG signal
exhibits a similar vibrational absorption spectrum
observed by IRAS. The SFG surface vibrational
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Figure 10 Elementary process of IR–visible vibrational SFG.
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spectroscopy allows in situ studies of adsorbates with
excellent spatial, spectral, and temporal resolution. It
can be applied to any surfaces and interfaces acces-
sible by light. Within the dipole approximation, the
polarizability of a third-rank tensor is given by

Pð_osum ¼ _o1 þ _o2Þ
¼ wð2Þ : Eð_o1Þ : Eð_o2Þ ½12�

where o1 ¼ o2 for SHG, while o1 ¼ oir and o2 ¼
ovis for SFG. If the medium has inversion symmetry,
the fields Eð_oÞ and �Eð_oÞ induce Pð_osumÞ and
�Pð_osumÞ, respectively. This implies wð2Þ ¼ 0 in the
case of a centrosymmetric medium. In other words,
w(2) has a finite value at the surface where the invers-
ion symmetry is broken. This is the basis for the sur-
face sensitivity and specificity of SHG and SFG.

The second-order SFG nonlinear susceptibility w(2)

at _osum is given by

½w�ð2Þijk ¼
mbak

_oir � _Oþ ið1=T2Þ
�Mijð_osumÞðna � nbÞ ½13�

where mbak ¼ /bjmkjaS is the vibrational transition
dipole along the k-axis, and na and nb are the pop-
ulations in the ground and excited vibrational levels,
respectively,

Mijð_osumÞ ¼
X
s

/bjmjjsS/sjmijaS
_osum þ _oas þ i=Tsa

2

�

�
/bjmijsS/sjmjjaS

_osum þ _osb þ i=Tsb
2

#
½14�

is proportional to the Raman scattering susceptibility
of the vibrational transition, where the sum is over
the virtual states jsS and _osum is assumed not to be
resonant with any electronic transition. One may
immediately notice that the vibrational mode must
be both IR and Raman active. The matrix elements
of w(2) are understood as a sequence of optical tran-
sitions starting from the vibrational ground state jaS
to an excited state jbS, induced by the IR photon
with _oir, followed by a second transition to inter-
mediate virtual states jsS by the visible photon with
_ovis. A photon with sum frequency _osum is then
emitted upon de-excitation returning to the initial
state. When the so-called nonresonant contributions
wð2ÞNR due to the off-resonant adsorbate or substrate
response is included, the total SFG susceptibility is
expressed as

wð2Þtot ¼ wð2ÞRES þ wð2ÞNR; wð2ÞNR ¼ Aeif ½15�

where A is the amplitude of the nonresonant suscep-
tibility and f its phase relative to the vibrational
resonance. The vibrational SFG spectrum given by
jwð2Þtot j2 is affected by wð2ÞNR. If it is negligible or the
observed SFG spectrum is deconvoluted to eliminate
the contribution of wð2ÞNR, the spectrum is essentially
similar to the IR absorption spectrum. Figure 11
compares the IR absorption spectrum (a) and SFG
spectrum (b) of the ordered c(2� 2) structure at the
coverage of 0.5 of CO on Cu(1 0 0) at 100K and
120K, respectively. The IR lineshape is well repro-
duced by a Lorentzian (dashed line) with a tail at
higher frequency due to a dipole–dipole interaction
between the neighboring CO molecules. The absence
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Figure 11 (a) IR absorption spectrum of the C–O stretch mode (dashed and dot-dashed curves are Lorentzian and Gaussian fit,

respectively) and SFG spectrum of an ordered c(2� 2) adlayer of CO at coverage y ¼ 0:5 on Cu(1 0 0). (Reprinted figure with permission

from Ryberg R (1985) Vibrational line shape of chemisorbed CO. Physical Review B 32: 2671–2673; & American Physical Society.) (b)

SFG spectrum of the C–O stretch mode of c(2�2) CO/Cu (100) at 120 K. (Reproduced with permission from Morin M, Levinos NJ, and

Harris AL (1992) Vibrational energy transfer of CO/Cu (100): nonadiabatic vibration/electron coupling. The Journal of Chemical Physics
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of the spectral change with temperature of 20–30K
reveals that the line width (4.6 cm� 1) is predomi-
nantly determined by the vibrational energy relaxa-
tion time of T1 ¼ 1:2ps due to EHP excitations in
the substrate. On the other hand, the SFG spectrum
observed using an IR pulse of 4 ps duration showed
broader width than the IR absorption spectrum due
to poor spectral resolution. For oir and ovis or osum

near vibrational and electronic excitations, double
(IR and visible)-resonant SFG occurs when the
corresponding vibrational and electronic transitions
are coupled. This reminds one of the surface en-
hanced Raman scattering of adsorbed molecules on
metal surfaces, and enables both the vibrational and
electronic properties of adsorbed molecules to be
explored as a novel two-dimensional surface spec-
troscopy.

Pump–Probe SFG – Direct Determination of
Dephasing Time

One of the important aspects of vibrational SFG
spectroscopy lies in the fact that SFG response is
proportional to the population difference na� nb be-
tween the ground and excited states. In addition to
the SFG signal in the frequency domain, SFG meas-
urement in a time-domain can be performed by in-
troducing a time delay td between input pulses. The
vibrational relaxation time of adsorbates on surfaces
can be directly measured using different pulse se-
quences, as schematically shown in Figure 12. In the
case of (a), an intense IR pump pulse (IR1) tuned to
the vibrational resonance at a surface, saturates the
fundamental v ¼ 0-1 transition. After a certain
time delay td, a pair (IR2 and visible) of weak probe
pulses generates a sum-frequency polarization pro-
portional to the population difference na(td)� nb(td).
The output at sum frequency decays as a function of
td with a time constant determined by the population
relaxation time T1 of the excited state. This type
of pump–probe SFG experiment was applied to a
c(2� 2) CO on Cu(1 0 0), and T1 ¼ 2:0ps was ob-
tained. This accounts for 60% of the line width of
the IRAS spectrum shown in Figure 11.

A different type of transient SFG shown in (b)
measures a dephasing time T2, when td is set between
IR1 and visible pulse without probe IR2. With this
technique, the IR1 resonantly excites the vibrational
polarization in a coherent manner, and this coher-
ence decays due to dephasing as exp(� t/T2). When
the visible pulse, delayed by td, is less than or com-
parable to T2 is incident on the surface, it probes the
remaining coherence. From the decay of the SFG in-
tensity as a function of td, T2 can be deduced. This
coherent decay is the so-called free induction decay

(FID). In the absence of the coherent optical mixing,
the transient SFG intensity S(td) evaluated by the
time integration of the polarization |P(t,td)|

2 decays
with a time constant � 2/T2 as a function of td,

SðtdÞpe�2td=T2 ½16�

The coherent optical mixing effect occurs in the
overlap between Eir(t) and Evis(t� td), and causes a
shift of the maximum of the SFG intensity from
td ¼ 0. For negligible overlapping between the infra-
red and visible pulse, T2 estimated from a decay slope
of S(td) does not depend on the pulse shape as far as
their durations are sufficiently shorter than T2. It is
also remarked that the time resolution of SFG–FID is
determined by the rising edge at the negative td.
Figure 13 depicts a characteristic behavior of S(td),
which explains the experimental result for the C–O
stretch mode of CO/Ru (0 01). In this experiment, the
ultrashort pump pulse (800nm, 110 fs) was used for
upconversion of the transient IR-polarization. T2 ¼
2 ps was deduced from the decay slopes of S(td).

(a)

(b)
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0

Delay time

Time
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Probe pair
IR2+VIS
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0
Time
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Figure 12 Pulse sequences of time-resolved SFG. (a) an in-

tense IR pump pulse (IR1) tuned to the vibrational resonance at a

surface, saturates the fundamental v ¼ 0-1 transition. After a

certain time delay td, a pair (IR2 and visible ) of weak probe

pulses arrives at the surface. The output at sum frequency de-

cays as a function of td with the population relaxation time T1 of

the excited state. (b) IR1 resonantly excites the vibrational po-

larization in a coherent manner, and this coherence decays due

to dephasing as exp(� t / T2). When the visible pulse, delayed by

td, is less than or comparable to T2 and is incident on the surface,

it probes the remaining coherence. From the decay of the SFG

signal, T2 can be deduced. This coherent decay is the so-called

FID.
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The same SFG–FID experiment at 350K gave
T2 ¼ 1:2 ps. Because of the temperature independent
T1(C2ps) due to EHP excitations in the substrate,
the temperature dependence of T2 originates from
that of T�

2 due to anharmonic coupling with the low-
frequency frustrated translational mode.

It should be emphasized that T2 is reliably deter-
mined from a decay slope of the transient SFG in-
tensity observed using sufficiently shorter IR and
visible pulse than T2. The line width of the time-
resolved SFG spectra, however, depends on the delay
time and is influenced by the pulse duration. When
the time-resolved spectrum is observed with the
pulse of duration comparable to or much shorter
than T2, no reliable T2 determination is possible
from the line width measurement. A similar phe-
nomenon is also found in energy- and time-resolved
2PPE spectroscopy.

Perspectives

The study of electronic and vibrational dynamics at
surfaces is a basis to gain deep insight into a wide
variety of electronic and vibrational mediated surface
reactions. In particular, nonlinear and time-resolved
optical spectroscopies using ultrafast laser pulses
continue to provide indispensable knowledge to
ward complete understanding of microscopic char-
acteristics of electronic and vibrational dynamics at
surfaces. The recent advances in laser technology
with pulse duration below several tens of femtosec-
onds are expected to open a novel way of quantum
control of surface reactions.

See also: Core Photoemission; Interaction of Light and
Matter; Lattice Dynamics: Vibrational Modes; Nonlinear
Optics; Optical Absorption and Reflectance; Optical Prop-
erties of Materials; Optical Properties of Surface Layers
Enhanced Raman Scattering; Photoelectron Spectro-
microscopy; Polarizabilities; Surfaces and Interfaces,
Electronic Structure of; Surfaces, Optical Properties of;
Time-Resolved Optical Spectroscopies.

PACS: 68.47.De; 68.43.Pq; 73.20.� r; 73.20.At;
78.47.þp; 79.60.� i
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Figure 13 Overall feature of the logarithmic plot of the transient
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and visible probe pulse. The rising edge at a negative td depends

on the pulse shape and determines the time resolution, while the

slope at positive td gives � 2/T2 as far as T2cTIR=VIS.
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Introduction

Tunneling is the phenomenon of propagation at con-
stant energy of quantum wave functions across clas-
sically forbidden regions. In a classically forbidden
region, the energy of the quantum particle is less than
the potential energy so that the quantum wave func-
tion cannot penetrate the forbidden region unless its
dimension is smaller than the decay length of the
quantum wave function.

Tunneling plays a crucial role in almost any
modern electronic and optoelectronic device. The
development of tunneling devices has been intensified
in the last decades and has paralleled the technolo-
gical achievements that made possible the fabrication
of ballistic structures. Constant-energy propagation,
as that implied in the tunneling process, implies that
(1) thermal excitation is negligible and (2) inelastic
scattering processes are absent. Even if the first
condition can be achieved at low temperatures,
ballistic transport is indispensable in ensuring the
second requirement.

A rough classification of tunneling devices dis-
tinguishes between single-barrier tunneling devices,
double-barrier or resonant tunneling devices, super-
lattices, and single-electron transistors. This classifi-
cation is mainly followed in the presentation of the
unique features of tunneling devices and the focus is
on electron tunneling.

Single-Barrier Tunneling Devices

Electron transport takes place along the direction of
an applied electric field. The direction of electron
propagation is denoted as x and one may consider
that it is possible to separate the electron motion in
the transverse (along y and z) and longitudinal (along
x) directions, such that the x-dependent part of
the envelope electron wave function Cðx; y; zÞ ¼
cðxÞjðy; zÞ satisfies in the ballistic collisionless trans-
port regime the time-dependent Schrödinger equation

�_2

2

d

dx

1

mðxÞ
d

dx
þ VðxÞ

 !
cðxÞ ¼ EcðxÞ

Here m is the effective electron mass in the conduc-
tion band and V is the potential energy. Conduction
electron tunneling across a single barrier is easily
modeled considering the x-dependent potential en-
ergy as being predominantly due to conduction band
discontinuities, which occur suddenly at the interface
between two different materials and are constant in
each material layer. (In general, space charge effects
at the interface smoothen the discontinuity; they
should be accounted for by a self-consistent solution
of both Poisson and Schrödinger equations.) The
tunneling structure is then composed from three
regions in which both effective masses mi and poten-
tials Vi (i¼ 1,2,3) vary, as shown in Figure 1, such
that V1, V3oE and V24E. Under these conditions, in
each layer the electron wave function can be ex-
pressed as a superposition of forward- and backward-
propagating waves in the x-direction with wave
number ki ¼ _�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2miðE� ViÞ

p
:

ciðxÞ ¼ Ai expðikixÞ þ Bi expð�ikixÞ

The wave number k2 ¼ �ig2 is purely imaginary in
the barrier region for electron propagation, and takes
real values in the other regions in which electron
propagation is allowed. The value of the coefficients
Ai, Bi is obtained by imposing the continuity condi-
tion for the wave function and ðdc=dxÞ=m. If the
barrier is situated between x ¼ 0 and x ¼ L, these
conditions enable one to relate A1, B1 to A3

exp(ik3L), B3 exp(� ik3L) through a transfer matrix
with elements Mij, i; j ¼ 1; 2 such that

M11 ¼ ð1=2Þ½ð1þ v3=v1Þ coshðg2LÞ
� iðv3=v2 � v2=v1Þ sinhðg2LÞ�

M21 ¼ ð1=2Þ½ð1� v3=v1Þ coshðg2LÞ
� iðv3=v2 þ v2=v1Þ sinhðg2LÞ�

M22 ¼M�
11; M12 ¼ M�

21

x = 0 x = L

V3

V1

k1 k3

V2

�2

Figure 1 Geometry of a single-barrier tunneling phenomenon.
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with v1 ¼ k1=m1, v2 ¼ g2=m2, v3 ¼ k3=m3. The
transmission probability of the barrier, defined as
T ¼ v3jA3j2=ðv1jA1j2Þ ¼ v3=ðv1jM11j2Þ, is

T ¼ 4v1v3

ðv1 þ v3Þ2 þ ½ðv21 þ v22Þðv22 þ v23Þ=v22� sinh
2ðg2LÞ

From this expression, it follows that for g2Lc1, the
transmission probability depends exponentially on
the barrier width L, Tpexpð�2g2LÞ, or at low tem-
peratures where all electrons that participate in trans-
port have energies close to the Fermi energy EF,
Tpexp �2L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m2ðV2 � EFÞ

p
=_

 �
. The same expo-

nential factor appears in the expression of the current
density through the barrier, which is proportional to
the electron transmission probability at low temper-
atures. Other dependencies of the current density on
the height and width of the potential barrier are found
for finite temperatures or for different barrier shapes
(a triangular barrier is a better description of electron
tunneling at high applied voltages).

The current across a barrier connected to two
electron reservoirs (contacts) at quasi-Fermi energies
EF1 and EF2 is given by

I ¼ 2e

h

Z
TðEÞ½f1ðEÞ � f2ðEÞ�dE

where fiðEÞ ¼ 1=½1þ exp½ðE� EFiÞ=kBT� is the Fer-
mi–Dirac distribution function at the contacts, which
can be approximated at low temperatures with
fiðEÞpWðEFi � EÞ, with W being the step function.
TðEÞ in the expression above should include, if nec-
essary, the contribution of all input and output
modes of a ballistic conductor. This expression of the
current is valid irrespective of the details of the
region characterized by the transmission probability
T, that is, it is valid for both single-barrier and mul-
tibarrier tunneling.

The electron transmission through a single-barrier
model is relevant to vacuum microelectronics as well
as for the scanning tunneling microscopy technique.
The recently developed vacuum microelectronics
studies micrometer-scale devices that operate with
ballistic electrons in vacuum. These devices have the
potential to operate at higher frequencies, higher
power, and in a wider temperature range, even under
irradiation conditions, than devices based on semi-
conductor technology since in vacuum, electrons
travel faster and with less energy dissipation.
Prompted by these advantages, vacuum microelec-
tronic devices include flat-panel field emission dis-
plays, in which electrons tunnel from a solid surface
into vacuum, electron sources for microscopes, min-
iaturized microwave power amplifiers, and X-ray
generators. Scanning tunneling microscopy, on the

other hand, is a method of mapping solid surfaces
with atomic resolution. In this case, electrons tunnel
from the last atom of the tip apex of the probe to
single atoms of the surface under study. Scanning
tunneling microscopy is also a spectroscopy method
for single molecules on surfaces and a powerful
technique of manipulating the surface structure.

Resonant Tunneling Devices

Resonant tunneling occurs in structures consisting of
two thin barriers for electron propagation separated
by a quantum well region with width L in which
the electron is free to propagate with a wave vector
k. The geometry of the structure is represented in
Figure 2. The matrix formulation briefly discussed in
the previous section can be employed in this case also
if the potential energy has a step-like variation. The
total transmission matrix M with elements Mij,
i; j ¼ 1; 2, is obtained by multiplying the transmis-
sion matrices of the left barrier, Ml, of free propagat-
ion across the quantum well, and of the right barrier
Mr. The transmission probability T of the whole
structure is expressed, as above, in terms of M11, that
takes the expression

M11 ¼ Ml;11Mr;11 expð�ikLÞ þMl;12Mr;21 expðikLÞ

since the free propagation matrix is diagonal with ele-
ments exp(� ikL) and exp(ikL). It can be shown that

T ¼ TlTr

ð1�
ffiffiffiffiffiffiffiffiffiffi
RlRr

p
Þ2 þ 4

ffiffiffiffiffiffiffiffiffiffi
RlRr

p
cos2 y

with

y ¼ kLþ ðarg Ml;12 þ arg Mr;21

� arg Ml;11 � arg Mr;11Þ=2

where Tl, Tr are the transmission probabilities through
the left and right barrier individually, and Rl, Rr the
corresponding reflection probabilities. Even if Tl and
Tr are small so that 1�

ffiffiffiffiffiffiffiffiffiffi
RlRr

p
DðTl þ TrÞ=2, the

L

kTl Tr

Figure 2 Geometry of the double-barrier tunneling pheno-

menon.
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total transmission probability can still achieve large
values at resonance, that is, if y ¼ ð2nþ 1Þp=2 with n
integer, for which Tres ¼ 4TlTr=ðTl þ TrÞ2. The reso-
nant value of the transmission probability is unity if
Tl ¼ Tr, and can be approximated with 4Tmin=Tmax

when Tl and Tr are very dissimilar, with Tmin ¼
minðTl;TrÞ and Tmax ¼ maxðTl;TrÞ. At resonance,
that is, when the energy of the incident electrons
equals one of the resonance energy values, the elec-
trons are not only transmitted with high probability
across the structure, but they are also transmitted in a
shorter time than in off-resonance conditions. For this
reason, resonant tunneling devices are also ultrafast
devices.

Close to resonance, the transmission probability
can be approximated with

TðEÞ ¼ GlGr

ðGl þ GrÞ2=4þ ðE� EresÞ2

where Eres is the resonance energy for which
yðEÞ ¼ ð2nþ 1Þp=2, and Gl ¼ ðdE=dyÞTl=2, Gr ¼
ðdE=dyÞTr=2 (divided by _) represent the rates at
which an electron placed in the well of width L leaks
out through the left and right barrier, respectively.
Near resonance, the transmission probability is very
sensitive to the electron energy or to the position
of the resonant energy level. The ease with which
this last parameter can be controlled by applying
a voltage across the double-barrier structure led to
the development of a host of devices based on reso-
nant tunneling.

Coherent versus Incoherent Resonant
Tunneling

In the calculation of the transmission probability of
the resonant tunneling structure, the coherent trans-
port has been assumed, that is the electron wave
function is assumed to be transmitted from left to
right in a single quantum mechanical process. This
assumption is justified if the time spent by an electron
in the resonant state (the eigenstate lifetime) is much
smaller than the scattering time. If this is not the
case, sequential tunneling occurs, in which the elec-
tron first tunnels into the well, loses memory of its
phase, and then tunnels out from the well. Despite
the differences between coherent and sequential res-
onant tunneling, the expression of the net current
flow near resonance is the same for the two cases.

Resonant Tunneling Diodes

One of the first applications of resonant tunneling
structures was the resonant tunneling diode (RTD),

which is a biased double-barrier structure that has only
one resonance energy level on which electrons from
the left contact (emitter) can tunnel (see Figure 3a).
The main characteristic of the RTD is the occurrence
of a negative differential resistance region, as shown
in Figure 3b. Although the electrons in the emitter
region have energies between the bottom of the con-
duction band and the Fermi energy EF1, the reso-
nance level in the well acts as a filter that allows
further propagation of only those electrons with
energy Eres; when the applied bias is sufficiently high
for the resonance energy level to fall below the con-
duction band edge in the left emitter region, no elec-
trons can tunnel into the right contact (collector)
with a Fermi energy EF2, and the current is expected
to drop. Therefore, the I–V characteristic exhibits a
negative differential resistance region. It is important
to note that the RTD can work at room temperature,
unlike most mesoscopic devices that function well
only at low temperatures.

Optoelectronic Devices Based on
Resonant Tunneling

Optoelectronic devices based on resonant tunneling
incorporate mesoscopic structures such as quantum

Eres

EF1

EF2eV

(a)

I

V(b)

Negative differential
resistance region

Figure 3 (a) Schematic representation of a resonant tunneling

diode, and (b) its I–V characteristic.
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wells, quantum wires, or quantum dots, which are
used to generate, modulate, or detect electromagnetic
radiation. In these devices, resonant tunneling is
usually employed to enhance the high-speed response
since the transfer rate of electrons through resonant
tunneling structures is much faster than the drift and
diffusion processes. Moreover, since resonant tun-
neling acts as an energy filter for the incident elec-
trons, it can be used to remove the carrier speed
limitations due to carrier thermalization.

In lasers, for example, based on the enhancement
of the stimulated emission of radiation in an active
mesoscopic medium placed inside a resonant cavity
for the electromagnetic radiation, the modulation
bandwidth can be improved by the injection of car-
riers in the active region through resonant tunneling.
This tunneling injection laser is a hybrid design be-
tween quantum well tunneling lasers and active me-
dia quantum well lasers.

In more sophisticated tunneling injection lasers, as
in that represented in Figure 4, it is possible to con-
trol the energy E of (hot) electrons in the active
region through two voltages Veb and Vba applied,
respectively, between the emitter and base regions,
and between the base and active regions of the struc-
ture. The base and active regions are separated by a
barrier that acts as a hot electron launcher. The Fermi
energy levels in the emitter, base, and active regions
are denoted in Figure 4 by EFe, EFb, and EFa, re-
spectively. In this device, called resonant tunneling
injection hot electron laser, ultrafast gain switching is
caused by the change in the injection energy rather
than by carrier injection rate variations.

High modulation speeds are achieved by employ-
ing electron tunneling across the spacer region that
separates the electron reservoir from the modulating
structure, for example, in the device known as bar-
rier-reservoir and quantum well electron transfer
modulator (Figure 5). Here, however, the position of
the resonant energy level Eres in the quantum well

relative to the Fermi level EF of the left electron re-
servoir is also essential. When an applied voltage
drops the resonant energy level from above EF (when
it is empty) to below EF (when it is filled), the ab-
sorption coefficient and refractive index for an inci-
dent electromagnetic radiation spectrum change,
proportional to the applied voltage.

Resonant tunneling photodetectors have also been
developed. They consist (see Figure 6a) of a resonant
tunneling structure followed by a thick layer that
absorbs the incident electromagnetic radiation. The
photogenerated electrons and holes are separated
spatially by the external voltage applied on the
structure, which drops almost entirely on the ab-
sorption layer, and accumulates at the collector
and the resonant barriers of the RTD, respectively.

EFe

EFa

EFb
eVeb

eVba

Figure 4 Schematic representation of the resonant tunneling

injection hot electron laser.

Barrier

Spacer Reservoir
Reservoir   Spacer

EF

Eres

Figure 5 Schematic conduction band diagram of the barrier-

reservoir and quantum well electron transfer modulator.
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Figure 6 (a) Schematic conduction band diagram of the

resonant tunneling photodetector, and (b) the I–V characteristic

in the absence (—) and presence (- - - -) of light.
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Consequently, the applied electric field is partial-
ly screened and the I–V characteristic of the res-
onant tunneling structure, which exhibits a negative
differential resistance region, is shifted to lower
voltages in the presence of light absorption, as shown
in Figure 6b. The responsivity of the photodetector is
extremely high if biased near the peak voltage.

Resonant Tunneling Devices Based on
Coupled Quantum Wells

A quantum resonant structure consists of a quantum
well surrounded by thin barrier layers. What happens
when another quantum well and another thin barrier
is added to the structure? Depending on the height
and width of the common barrier, the electrons con-
fined in one quantum well can interact or not with
the electrons confined in the other. The first case
corresponds to coupled quantum wells, in which the
electron wave function is extended throughout the
entire structure, whereas the second case corresponds
to a succession of noninteracting quantum wells,
the electrons localized in one well being able to
propagate across the structure only through sequen-
tial tunneling between adjacent wells.

In two identical coupled quantum wells, the energy
degeneracy of the resonant levels in individual quan-
tum wells is removed, the electron wave function
splitting into a symmetric and an antisymmetric part,
Csym and Cantisym, respectively, as depicted in Figure
7. Nonidentical coupled wells, with different energy
levels in the individual wells, can be brought to res-
onance by applying a bias that aligns two energy
levels in the quantum wells. In this case, the electron
wave function, which is initially confined in one well
or another becomes delocalized and splits into a sym-
metric and an antisymmetric part. Coupled quantum
wells have hosts of applications in electronics, opto-
electronics, and even quantum computing.

Quantum Well Tunneling Lasers

The resonant tunneling phenomenon is essential in
lasers based on inter-sub-band transitions, where the
radiation is caused by transitions between two reso-
nant levels, 1 and 2, with populations Ni, i ¼ 1,2, in
an active quantum well in either the conduction or
the valence band. In this case (see Figure 8), resonant
tunneling assures the population inversion between
the resonant levels E1 and E2 needed to enhance the
stimulated emission of radiation. The condition
N24N1 can only be achieved if the conduction elec-
trons on the lower energy level can leak out from the
quantum well through a resonant channel at the same
energy level as E1. Population inversion is thus cre-
ated by resonant tunneling into an adjacent, coupled
quantum well, which has a discrete energy level
aligned to E1. Such quantum tunneling lasers involve
only the resonant transport of electrons if both active
and coupled quantum wells are in the conduction
band, but can also involve transport of both electrons
and holes when the coupled quantum wells are sit-
uated in different bands. Often, electron injection in-
to the active quantum well is also performed through
resonant tunneling for improved efficiency and speed.
Cascades of quantum well tunneling lasers can be
used to enhance the power of the emitted radiation.
Quantum well tunneling lasers are the future of low-
energy high-wavelength radiation sources.

Modulators Based on Coupled Quantum Wells

The delocalization of electron wave function in non-
identical coupled quantum wells brought at resonance
can be used to modulate an incident electromagnetic
radiation. The modulation principle is based on the
change of the binding energy of the excitons that can
form in the system, and consequently, of the absorp-
tion coefficient and refractive index. In this type of
modulator, presented in Figure 9, the lowest energy
electron and hole states are confined in the first
and second well of the conduction and valence bands,

QW1 QW2

Ψantisym

Ψsym

Figure 7 Splitting of the electron wave function into a symmet-

ric and an antisymmetric part, when two identical quantum wells,

QW1 and QW2, are brought in close proximity.

Tunneling
E1

E2

N2 > N1

 N1

Figure 8 Population inversion mechanism in quantum well tun-

neling lasers.

Tunneling Devices 273



respectively, when no potential is applied on the
structure. In this case, excitons (bound electron–hole
states) form between the electron and hole states con-
fined in the same well, that is, between Ec1 and Ev1,
and Ec2 and Ev2, respectively. At resonance, when the
electron states are brought at the same level by an
applied bias V ¼ Vres, the electron wave function be-
comes delocalized, a further increase in bias inducing
an interchange in the confined electron wave functions
compared to the no-bias case. Assuming that the hole
states in the quantum wells do not couple, the final
exciton states and their respective binding energies are
different from the no-bias case, since they form be-
tween the same hole levels but interchanged electron
levels, that is, they form between Ec2 and Ev1, and Ec1

and Ev2, respectively.

Coupled Quantum Wires for Quantum
Computing Applications

When two identical quantum wires, QWR1 and
QWR2, are coupled, an electron wave function lo-
calized initially in one wire becomes confined in the
other after a certain propagation length L, as shown
in Figure 10; this situation is similar to a coupler
between two parallel optical waveguides. It is then
possible to identify the location of the electron
wave function with one of the possible logic values 0
or 1, a superposition of the two quantum bit states
occurring for propagation lengths smaller than L.
Quantum operations can then be implemented by

modulating the height of the common barrier by an
applied bias.

Superlattices

When multiple identical quantum wells are coupled,
the conduction electrons sense a periodically varying
potential with a periodicity that is no longer that on
the atomic scale, but on a mesoscopic scale. The pe-
riodicity of the potential energy imposes (as in bulk
materials, where the periodicity is that of the lattice)
the development of permitted and forbidden electron
energy bands (see Figure 11), with positions and
widths that depend on the exact form of the periodic
potential and that can be controlled at will using
advanced semiconductor techniques. This artificial
lattice is called a superlattice. The possibility of
engineering the position and width of conduction
electron energy bands as well as the dispersion rela-
tion turn superlattices into extremely useful devices,
with particular applications in optoelectronics, for
electromagnetic fields with wavelengths comparable
to the superlattice period. Then, the allowed and
forbidden energy bands also develop for elect-
romagnetic fields, similar to the allowed and forbid-
den energy bands of electrons in bulk materials.

Single-Electron Devices

Unlike resonant tunneling devices that are based on
the discrete spectrum of resonant energy levels in a

L

QWR1

QWR2

Figure 10 Evolution, in a structure consisting of coupled quan-

tum wires, of an electron wave function initially localized in one

wire.

Allowed energy bands

Figure 11 Conduction electron allowed and forbidden energy

bands in the periodic potential of a superlattice.
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Figure 9 Dependence of the electron and hole wave functions of the applied bias in a modulator based on coupled quantum wells.
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well connected to electron reservoirs through thin
barriers, single-electron devices are based on the dis-
crete nature of electric charge that can be transferred
from a conducting island (quantum dot or metallic
cluster) connected through thin barriers to electron
reservoirs. These devices are based on the Coulomb
blockade phenomenon, which predicts the opening
of a Coulomb gap in the tunneling density of states.
Because of the Coulomb interaction between elec-
trons in the island, tunneling of one electron requires
an energy e2/2C, where C is the capacitance between
the island and the environment. This energy can be
interpreted as an activation energy or, equivalently,
as the opening of an energy gap of width e2/C be-
cause, not only electrons at the Fermi level need an
extra energy e2/2C to tunnel into the island but so do
the holes. The contribution to this charging effect of
energy quantization in ballistic islands renders the
theory of single-electron tunneling more difficult.

Single-Electron Transistor

The single-electron transistor, depicted schematically
in Figure 12, is the best-known single-electron
device. It consists of a gated quantum dot or metal-
lic cluster (generically, an island) separated by tunnel
junctions from leads, and is characterized by an
oscillating behavior of the conductance with density.
The period of oscillations corresponds to the addi-
tion of one electron to the island. If the tunnel junc-
tions that separate the gated island from the
environment are modeled as a parallel combination
of a tunneling resistance Ri and a capacitance Ci,
i ¼ 1; 2, the electrostatic energy of the gated island
with N electrons and charge Q ¼ Ne is

E ¼ �QVgCg=CþQ2=2C� eVðN1C2 þN2C1Þ=C

or, to within an additive constant

E ¼ ðQ�Q0Þ2=2C� eVðN1C2 þN2C1Þ=C

where Vg is the gate voltage, V is the voltage applied
between the leads, Cg is the island-gate capacitance,
the total island capacitance is C ¼ C1 þ C2 þ Cg, Ni

is the number of electrons passed through the tunnel
barrier i so that N¼N1�N2, and Q0 ¼ CgVg is the
external charge. Energy minimization allows only
discrete values of energy for a given Q0 due to charge
quantization. At V ¼ 0, when Q0 ¼ Ne with N an
integer, increasing or decreasing N by 1 requires an
energy difference e2/2C and hence the opening of a
Coulomb gap, whereas no energy gap in the tunnel-
ing density of states appears when Q0 ¼ ðN þ 1=2Þe,
since the states with Q ¼ Ne and Q ¼ ðN þ 1Þe are
degenerate and the charge fluctuates between them
even at zero temperature. The occurrence of the
energy gap at all gate voltages except those for which
Q0 ¼ ðN þ 1=2Þe leads to the appearance of periodic
sharp peaks in the conductance value at low tem-
peratures. The spacing between the peaks is given by
DVg ¼ e=Cg, voltage difference that is exactly com-
pensated for by the tunneling into or from the island
of one electron.

These considerations are valid for metallic clusters
isolated by thin barriers from external leads. In sem-
iconductor quantum dots, the discretization of the
energy levels inside the dots imposed by size con-
strictions must be accounted for in addition to charge
discretization. In this case, electron tunneling implies
the matching of the Fermi energy in the leads to a
discrete energy level outside the Coulomb gap, both
the amplitude and the position of the conductance
peaks depending on the discrete levels of the dot. The
gate voltage spacing DVgN between the (N� 1)th and
the Nth peaks of the conductance increases from the
e/Cg value in metallic clusters with DEN=e : eDVgN ¼
e2=Cg þ DEN, where DEN is the energy spacing of the
levels of the structure; measurement of the position
of conductance peaks can serve in this case as a
spectrometric method for determining the discrete
energy levels of the island. The amplitude of the
conductance peaks depends on the discrete levels in
the dot since it depends on the tunneling matrix el-
ements, which can have different values for different
energy levels in the dot.

Single-electron transistors are used as supersen-
sitive electrometers since for applied voltages V
slightly above the Coulomb blockade threshold, the
current is extremely sensitive to the gate voltage,
being able to measure sub-single-electron variations
in the external charge. This technique of detecting
subelectron charge variations has been recently
proposed as the reading method for the results of
quantum computations performed with solid-state
Kane computers.
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Gate

Electrode
reservoir

Electrode
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Figure 12 Schematic representation of a single-electron tran-

sistor.
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Other Single-Electron Devices

The simplest single-electron device is the single-elec-
tron box, which consists of a gated island separated
from an electron source by a single tunnel barrier
(Figure 13). The electrostatic energy of the box has
the same expression as for the single-electron tran-
sistor but with V¼ 0, the charge of the island Q
being a step-like function of Q0, that is, of the gate
voltage, the distance between neighboring steps
being DQ0 ¼ e. This Coulomb staircase is observable
only at low temperatures; otherwise, it is smeared
out by thermal fluctuations.

The single-electron trap is a generalization of the
single-electron box in which the single tunnel junc-
tion is replaced by a linear array of islands separated
by tunnel junctions (see Figure 14). Unlike single-
electron boxes, where the number of electrons in the
box is fixed by the gate voltage, single-electron traps
may be in one of the several charged states of the
edge island within certain ranges of applied gate
voltages. This device is characterized by multista-
bility, the charge state of the edge island (the trap)
depending on its prehistory.

A single-electron turnstile, represented in Figure
15, is a linear array of islands connected through
tunneling junctions to electron reservoirs, only one
element of the array being gated. When no voltage is
applied between the electron reservoirs, the device
acts as a single-electron trap, whereas for an applied
voltage an electron is always picked up from the

emitter when the gate voltage Vg increases, and is
delivered to the collector when Vg decreases. For a
periodically varying gate voltage, an electron is
transferred from emitter to collector for each
period. When each island in the linear array is gated
and phase-shifted RF waveforms are applied on each
gate electrode, the device is called single-electron
pump (see Figure 16). No voltage needs to be applied
in this case between the electron reservoirs, the elec-
tron being transferred in a direction determined by
the running wave of the electric potential.

Single-electron tunneling devices have been pro-
posed as standards for DC currents (especially single-
electron turnstiles and pumps), temperature and
resistance, for the detection of infrared radiation,
and have interesting prospects for digital applica-
tions. Novel features and new applications of single-
electron devices are expected to occur in systems
with superconducting electrodes.

See also: Ballistic Transport; Effective Masses; Meso-
and Nanostructures; Nanostructures, Electronic Struc-
ture of.

PACS: 85.30.Mn; 85.35.Be; 85.35.� z; 85.45.�w;
73.23.Hk; 73.23.�b; 7.79.Cz
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Nomenclature

C capacitance between the island and the
environment

Cg island-gate capacitance
e electron charge
E energy
EF Fermi energy
Eres resonant energy level
Eci bound state i in the conduction band
Evi bound state i in the valence band
f ðEÞ Fermi–Dirac distribution function
I current

k wave number
L length
m effective electron mass in the conduction

band
Mij transfer matrix elements
N population of an energy level
Ni number of electrons that pass through

tunnel barrier i
Q island charge
Q0 external charge
R reflection probability
Ri tunneling resistance of junction i
T transmission probability
V potential energy; also applied voltage
Vg gate voltage
DVgN gate voltage spacing between the

(N� 1)th and the Nth peaks of the con-
ductance

G tunneling rate
W step function
C(x, y, z) electron wave function
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The basic features of this technique are discussed,
beginning with its historical development. Angle-
resolved (band mapping) and angle-integrated tech-
niques are analyzed as well as a series of experimental
approaches – photon polarization studies, experi-
ments as a function of the photon energy, photoemis-
sion resonances and techniques affected by low signal
level such as time-resolved photoemission, two-pho-
ton photoemission spectromicroscopy, and spin-po-
larized photoemission – requiring the use of powerful
photon sources, such as undulators or ultraviolet la-
sers. Finally, high-resolution photoemission studies of
superconductors and of other correlated systems are
briefly discussed.

Historical Background: The Photoelectric
Effect

The photoelectric effect, discovered by Hertz in
1887, is the basis of some of the most powerful
techniques capable of analyzing the electronic struc-
ture of condensed-matter systems – the techniques
collectively labeled as ‘‘photoemission spectroscopy.’’
Even before the development of such techniques, the
photoelectric effect had a fundamental (and often not
correctly understood) impact on the history of mod-
ern science.

The main milestones after Hertz’s work were
Thompson’s 1897 discovery of the electron,
Einstein’s 1905 hypothesis on the photon, and Mill-
ikan’s 1918 reluctant experimental validation of Ein-
stein’s hypothesis. Einstein derived the photon
hypothesis with a purely thermodynamic argument
and used it to predict the frequency threshold in the
photoelectric effect, which was not experimentally
verified until the late 1910s.

The photoelectric effect provided, in this way, an
experimental basis for quantum mechanics. This is
undeniably a very significant contribution to the
development of modern physics. The next scientific

impact of the photoelectric effect – its practical use in
spectroscopy – came almost 40 years later.

The reason for this long delay is the surface sen-
sitivity of the photoelectric effect. In order to become
a photoelectron, an electron in a solid must first ab-
sorb a photon to increase its energy above the pho-
toelectric threshold. Since the threshold is of the
order of several electronvolts, the photon must be in
the X-ray or ultraviolet spectral range. Photons of
this kind can penetrate quite deep in the solid before
being absorbed. On the other hand, excited electrons
can travel only over a very short distance before
losing energy.

As a consequence, photoelectrons originate only
from a thin slab near the surface of the sample. They
carry information on the electronic structure of that
slab, which typically consists of a very few atomic
planes. If the surface is contaminated, the informa-
tion is spurious. A suitably clean solid surface can be
obtained by several different methods such as
cleaving, scraping, and in situ growth. However,
most clean surfaces do not stay clean unless under
ultrahigh vacuum (pressure o10�9 Pa). This level of
vacuum could not be routinely achieved before the
1960s, and this explains the long delay in the use of
the photoelectric effect in spectroscopy.

After solving the vacuum and contamination prob-
lems, photoemission spectroscopy initiated a steady
growth. This expansion was accelerated in the late
1960s by the advent of synchrotron radiation sourc-
es. With their help, photoemission became the pre-
mier tool for probing the electronic structure of
solids and condensed systems in general.

The Information Content of Angle-
Resolved Photoemission

The basic photoemission spectroscopy experiment
adopts the following strategy (Figure 1): photons of a
specific energy hn are used to bombard the ultraclean
surface of the solid under investigation and to extract
photoelectrons. The photoelectrons are collected and
their flux per unit time is analyzed as a function of
the kinetic energy. This approach can be used to



study both core electrons and valence electrons: here,
the analysis is limited to valence electrons. Now-
adays, most photoemission experiments on valence
electrons are performed by selecting the direction of
emission of the collected photoelectrons. This tech-
nique is often called angle-resolved photoelectron
spectroscopy (ARPES).

Figure 1a shows the essential points as far as the
energy analysis is concerned in the case of a metallic
solid. The zero of the photoelectron kinetic energy is
called the ‘‘vacuum level’’ (VL). The distance be-
tween VL and the Fermi level (EF) is the ‘‘work
function,’’ F. The kinetic energy K of a photoelectron

is given by Einstein’s equation:

K ¼ hn� EB � F ½1�

where EB, the energy distance between the energy of
the electron in the solid and EF, is called the ‘‘binding
energy.’’ Equation [1] shows that by measuring K and
knowing F and hn, the initial energy of the electron
in the solid EB can be derived.

Although this is a very valuable piece of informa-
tion, the state of the electron in the solid is not
completely defined by its energy. In the standard
theoretical framework of solid-state physics, the state
|kS for a crystalline solid is defined by the crystal
momentum vector k, according to the Bloch theo-
rem. The real objective of angle-resolved photoemis-
sion is thus to obtain information on k.

Angle-resolved photoemission (Figure 1b) meas-
ures the k-vector, k0, of the free photoelectron out-
side the solid. In fact, jk0j ¼ ð2m0KÞ1=2=h, and the
direction of k0 is equivalent to that of the free pho-
toelectron. The problem, therefore, is to derive k
from k0.

This is not a trivial task since many factors can
influence the relation between the two vectors. In
particular, the passage from the solid to vacuum
changes the vector component perpendicular to the
surface. Several clever schemes were developed to
solve this problem.

The situation is much simpler when the system
under investigation has a two-dimensional (or one-
dimensional) character, for example, it is a low-
dimensional crystal or a crystal surface. In that case,
only the parallel component of k matters, which is
in most cases equal to the measured parallel compo-
nent of k0.

Angle-resolved photoemission experiments can
thus experimentally probe the EB(k) function in dif-
ferent directions. The EB(k) function is equivalent
to the so-called ‘‘band structure’’ of crystalline
solids; therefore, the technique is known as ‘‘band
mapping.’’

Figure 2 shows an example of band mapping, in-
cluding the raw photoemission data and the corre-
sponding plot of the EB(k) curve. It should be noted
that the raw photoemission results are often plotted,
not as the collected photoemission intensity versus
the energy EB, but in the form of momentum distri-
bution curves (MDCs), that is, plots of the photo-
emission intensity for constant EB as a function of the
direction of the photoelectron (which coincides with
the direction of k). In many cases, in fact, extracting
EB(k) curves is easier when the data are plotted as
MDCs.

In some cases, photoelectrons are detected without
selecting a specific direction and mixing together a
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broad range of directions. This is required when the
signal level is too low and is done using angle-
averaging electron energy analyzers. Furthermore,
angular scrambling automatically occurs for poly-
crystalline samples and, to some extent, for sample
surfaces cleaned by scraping.

In all these cases, plots of the photoelectron dis-
tribution in energy (energy distribution curves
(EDCs)) tend to reproduce the electron ‘‘density of
states.’’ The information content is, of course, re-
duced with respect to that of angle-resolved photo-
emission.

Techniques Based on Synchrotron
Sources

Several different parameters in addition to the pho-
toelectron energy and direction can be controlled
during a valence-electron photoemission experiment,
simplifying the extraction of information from the
data. These parameters include the photon energy,
polarization and direction of incidence, as well as the

photoelectron spin polarization. In most cases, the
practical control of such parameters requires using a
synchrotron photon source.

The superior flux and brightness of a synchrotron
source enhances the signal level, facilitating all types
of photoemission experiments. This is particularly
important in techniques with chronically low signal
levels such as spin-polarized photoemission, as dis-
cussed later.

Furthermore, synchrotron sources provide polar-
ized photons and photons with tunable photon
energy in the X-ray and ultraviolet range required
for photoemission. The first feature is directly ex-
ploited to probe the symmetry of the valence elec-
tronic states.

The theoretical background of this approach is
quite simple. The emission of photoelectrons requires
an excitation process triggered by the photon ab-
sorption. For a given initial electronic state, the ex-
citation may or may not be allowed depending on the
symmetry of the initial and final electron state as well
as on the polarization (and on the propagation di-
rection) of the photon. By carefully analyzing the
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Pavuna D). (a) Raw angle-resolved photoelectron energy distribution curves for an optimally doped ðx ¼ 0:15Þ strained crystalline film of
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photon polarization dependence of photoemission
data, the symmetry of the initial state of the electron
in the solid can thus be identified.

The final state of the photoemission process is the
state of the photoelectron in vacuum. The photo-
emission data analysis, however, can be simplified by
conceptually decomposing the photoemission proc-
ess into different steps, including the optical excita-
tion of the initial-state electron to a high-energy state
in the solid. This makes the analysis of polarization
effects equivalent to that of (ultraviolet or X-ray)
optical absorption spectra. Figure 3 shows an early
example of this simple and powerful way to exploit
polarization effects.

Interesting photoemission experiments are also
performed using the circular polarization of special-
ized synchrotron sources, such as the ‘‘helical
wigglers.’’ These experiments provide very valuable
information, notably about magnetic systems.

With the same type of analysis, one can under-
stand the dependence of the photoemission process
on the photon energy. The emission of photoelec-
trons depends on the optical excitation probability

and, therefore, on the corresponding matrix element.
The matrix element depends both on the initial state
and on the final state of the excitation. When study-
ing a given initial state with energy EB, different
photon energies correspond to different final states
and, therefore, to different matrix element values.
These ‘‘matrix element effects’’ can significantly alter
the photoemission spectra, producing in some cases
spurious and misleading results.

As a general rule, at high final-state energies, the
final states are free-electron-like and the matrix el-
ement effects become negligible. In general, however,
valence-electron photoemission studies are conduct-
ed with rather low photon energies (15–30 eV) and
are not automatically immune from matrix element
effects. The use of low hn’s is, in fact, preferable since
the transition probability tends to increase for val-
ence electrons, leading to higher signal levels. Fur-
thermore, for a constant resolving power hn/Dhn, the
absolute photon energy resolution Dhn becomes bet-
ter for smaller hn’s.

The best way to identify matrix element effects
and to avoid mistakes in the data interpretation is to
take photoemission spectra at several different pho-
ton energies and to compare the results. This proce-
dure requires, of course, a photon source with
tunable photon energy, that is, a synchrotron source.
Among the suitable types of synchrotron sources,
bending magnets emit a broadband of hn’s from
which the desired value can be filtered with a mon-
ochromator. An undulator source automatically
provides a narrow band of photon energies centered
at a tunable value; however, further monochro-
matization is almost always required for photo-
emission experiments.

The possibility of controlling the photon energy
offered by synchrotron sources opens up many ex-
perimental opportunities besides the identification of
matrix element effects. Consider, for example, the
surface sensitivity of photoemission experiments. It is
seen that photoelectrons are only emitted from a thin
slab near the sample surface. The thickness of this
slab, called ‘‘escape depth,’’ changes with the photo-
electron kinetic energy K (see Figure 4), which in
turn depends (eqn [1]) on the photon energy.

Therefore, by changing the photon energy, the sur-
face sensitivity, as required for each experiment, can
be increased or decreased. Roughly speaking, exper-
iments with K-values higher than 100 eV or lower
than 50 eV tend to be less surface-sensitive than ex-
periments with K values ranging between 50 and
100 eV.

The photon energy tunability is also helpful in
identifying the character of each detected initial elec-
tronic state. Matrix element effects can, in fact, be
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exploited for ‘‘labeling’’ the initial state. This is a
rather difficult task except in the case of ‘‘photo-
emission resonances.’’

Several phenomena can produce very rapid and
strong variations of the intensity of certain photo-
emission features. A resonance typically occurs for
photon energies near a core-level X-ray absorption
threshold of a given element and affects valence
states related to the same element. Therefore, a re-
sonating photoemission feature can be immediately
attributed to the concerned element. Figure 5 shows
an example of this powerful approach.

The tunability of synchrotron sources is also ex-
ploited in specialized photoemission techniques in
which the photon energy is continuously scanned
rather than kept constant. One should note, in par-
ticular, the constant initial state (CIS) technique, in
which both hn and the kinetic energy K of the pho-
toelectron are scanned while keeping their difference
constant. According to eqn [1], this implies that EB ¼
hn� K � F stays constant; therefore, the photoemis-
sion intensity reflects the properties of the final states
of the excitation more than those of the initial state
of constant energy. This technique can thus be used
to explore empty valence states.

Techniques Requiring High-Brightness
Synchrotron Sources or Ultraviolet Lasers

The importance of the very high flux and brightness
of synchrotron sources for the implementation of
techniques with intrinsically low signal levels has al-
ready been mentioned. Consider, for example, the

difficulties in achieving high lateral resolution in a
photoemission experiment. In general, the photo-
electron detector must collect the signal from a rather
large sample area in order to reach a reasonable
signal level. This implies that the investigated elec-
tronic structure is averaged over the same area. In the
case of nonhomogeneous samples, the averaging
could lead to misleading results.

High lateral resolution is often desirable, moving
from ‘‘photoemission spectroscopy’’ to ‘‘photoemis-
sion spectromicroscopy.’’ The corresponding de-
crease in signal level, however, must be avoided by
using a high-brightness synchrotron source, such as
an undulator.

The same requirement is present for time-resolved
photoemission. In a standard photoemission exper-
iment, the signal must be accumulated over a certain
period of time to reach an acceptable signal-to-noise
ratio. This is of the order of several seconds per data
point and of several minutes per spectrum, making
it impossible to study time-dependent phenomena
faster.

The great interest of such phenomena triggered a
substantial effort – based on high-brightness sources –
to decrease the data-taking time. The most specta-
cular results are achieved with short laser pulses,
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either alone or in conjunction with synchrotron
sources. The required photon energies for photo-
emission are obtained by multiplying the photon
energy of low-hn ultrashort laser pulses with nonlin-
ear optical devices.

Such frequency-multiplied pulses can be used to
excite photoelectrons directly. Another possible
approach, called ‘‘two-photon photoemission,’’ con-
sists of using a low-hn laser pulse to bring valence

electrons into an excited state and then to use a syn-
chrotron pulse to extract them as photoelectrons, as
shown in Figure 6. This approach is used to study the
dynamic properties of excited states.

Techniques in this class can reach the picosecond
or subpicosecond time range. Their impact is likely
to be enhanced by the ongoing development of ul-
trabright-pulsed ultraviolet lasers based on the self-
amplified spontaneous emission (SASE) mechanism.

Spin-polarized photoemission is another valence-
electron technique that is chronically affected by low
signal levels. Experiments discriminating the spin
polarization of the photoelectrons require special de-
tectors with typically limited effectiveness. These
difficulties notwithstanding, spin-polarized photo-
emission has evolved to become one of the most im-
portant subfields in this domain, providing extremely
valuable information, for example, on the valence
states of magnetic systems.

Valence Photoemission of Correlated
Systems

The discovery of high-temperature superconductors
and many subsequent experimental and theoretical
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results increased the need of experimental probes to
study electron correlation. Photoemission was able
to play an important role, thanks to a substantial
increase in its energy resolution levels.

Roughly speaking, phenomena related to the for-
mation of chemical bonds affect valence electrons
within 10–20 eV of the Fermi level. Except in spe-
cialized cases, their study with photoemission tech-
niques does not require an energy resolution better
than E100 meV. On the other hand, correlation
phenomena occur on a smaller energy scale. A typical
example is provided by the superconducting gap,
which even for high-temperature superconductors
does not exceed a few tens of meV. The study of such
phenomena requires energy resolutions better than
50 meV, and in some cases B1–2 meV.

Experimental systems capable of achieving these
performances have been developed and are used to
explore superconductors as well as other correlated
systems. Figure 7a shows a typical example of these
experiments: the opening of the superconducting gap
during the corresponding phase transition in the
high-temperature superconductor bismuth strontium
copper oxide (BCSCO).

Note the high-energy edge in the normal-state
spectrum, corresponding to the Fermi level. In the
superconducting state, the edge recedes revealing the
opening of the superconducting gap. Furthermore,
the spectrum exhibits other interesting features (e.g.,
the strong quasiparticle peak immediately after the
gap and the subsequent ‘‘dip’’) that have generated
much debate.

Figure 7b shows an example of the valuable in-
formation that can be extracted with this approach.
Superconducting-state spectra taken along different
directions reveal different values of the gap, ruling
out theoretical models that predict isotropy.

Correlated systems can exhibit rather ‘‘exotic’’
phenomena departing from the standard frame-
work of solid-state physics. The theoretical back-
ground of almost all phenomena in solid state
is provided by Landau’s Fermi liquid, in which the
free electrons of a Fermi gas are replaced by dressed
quasiparticles with electron-like properties. The
soundness of this theoretical background is evi-
dent in most photoemission results: for example,
the spectrum of metallic samples (Figure 8) typically
exhibits a Fermi-level cutoff reflecting the Fermi–
Dirac distribution.

High-resolution photoemission experiments on
low-dimensional systems sometime reveal phenome-
na departing from the Fermi-liquid framework.
Figure 8, for example, also shows photoemission
spectra of one-dimensional metallic systems that do
not exhibit the Fermi-edge cutoff.

Experiments in this subdomain are trying to vali-
date other possible theoretical frameworks to replace
the Fermi liquid in highly correlated low-dimensional
systems, such as the ‘‘Luttinger liquid.’’ In extreme
cases, such frameworks could lead to exotic phe-
nomena, such as the replacement of holes as elemen-
tary excitations by spin-carrying spinons and charge-
carrying holons. The validation of these theoretical
hypotheses is an ambitious objective of high-resolu-
tion valence photoemission.

Correlation affects not only the initial state of the
photoemission process but, in fact, the entire phe-
nomenon also. The simplest approach to analyze
photoemission spectra considers the electrons (or the
Fermi-liquid quasiparticles) as a gas of independent
particles. The emitted photoelectron is thus treated
as an isolated entity. This is not really correct, in
particular for correlated systems, and the photoemis-
sion process should be rigorously treated as the tran-
sition from a many-body correlated state to another
many-body state plus a free electron. This, of course,
complicates the treatment, but also enhances the
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quality and quantity of information that can be ex-
tracted from the photoelectric effect.

See also: Core Photoemission; Electrons in Periodic
Potentials with Magnetic Fields; Semiconductor and Me-
tallic Clusters, Electronic Properties of; Semiconductor
Heterojunctions, Electronic Properties of; Superconduc-
tors, High Tc; Synchrotron Radiation; X-Ray Absorption
Spectroscopy.

PACS: 33.60.�q; 79.60.� i; 79.60.Bm; 79.60.Jv;
82.80.Pv; 87.64.Lg
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Introduction

By van der Waals forces, one means those weak
bonding interactions which occur between neutral,
closed-shell atoms or molecules, and are not charac-
terized by the contact of specific atomic groupings
within these molecules, as is the case with hydrogen
bonding and donor–acceptor complexation. They are
called van der Waals forces because of their relation to
the van der Waals equation of state for a fluid phase:

p þ a

V2

� �
ðV � bÞ ¼ nRT

which was the first successful attempt to model the
behavior of real gases, by introducing corrections to
the ideal gas law to take into account both the at-
tractive forces between molecules (which are assumed
to reduce the effective pressure by an amount a/V2)
and the finite molecular volumes, through the exclud-
ed volume b.

The van der Waals equation can be made identical
for all species by choosing reduced variables based
on the critical constants of the substance:

pr ¼
8Tr

3Vr � 1
� 3

V2
r

Here pr¼ p/pc, where pc is the critical pressure, and
Vr and Tr are similarly defined. This result suggests
that the behavior of any fluid should follow a law of
corresponding states, that is, it should be identical
for all species when treated in terms of the reduced
variables. This law is found to be a good approxi-
mation experimentally. This observation, however,
does not give specific support to the van der Waals
equation, since any similar two-parameter equation
would also conform to the law of corresponding
states, albeit with different numerical results.

Nature of van der Waals Forces

van der Waals forces may be classified into three
types: electrostatic, induction, and dispersion. Most
textbooks only mention the most important inter-
action in each class, that is, the dipole–dipole,
dipole-induced dipole, and London dispersion con-
tributions, as these are always significant when they
occur. Nevertheless, and particularly where the ab-
sence of a permanent molecular dipole arises through
cancellation, by symmetry, of strong bond dipole
moments, the effects of the higher electrostatic mo-
ments can make major contributions. Examples of
such molecules are linear CO2 (quadrupole) and tet-
rahedral CF4 (octopole).

The energies of these main interactions at a distance
r are given by the following formulas, where m is the
permanent molecular dipole moment, a1 and a2 are
the polarizabilities of the two species a and b, l1 and
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l2 their ionization potentials, and e is the permittivity
of vacuum:
Dipole–dipole (fixed):

� m2

4pe0r3
ð2 cos ya cos yb � sin ya sin yb cos jÞ

Here, ya and yb are the angles the dipoles make with
the vector r, and f is the angle between their pro-
jections along r.
Dipole–dipole (free) (Keesom energy):

� 2m2

ð4pe0Þ2kBTr6

Dipole-induced dipole (Debye):

� m2a

ð4pe0Þ2r6

Dispersion (London):

� 3a1a2I1I2

2ðI1 þ I2Þð4pe0Þ2r6

Potential Energy Functions

The basic features of a bonding interatomic potential
U(r) are: (1) U(r) is a maximum when the internu-
clear separation r¼ 0, (2) U(r)- 0 as r -N, and (3)
for some intermediate equilibrium separation re, U
has a minimum U(re)¼ e, where e is the binding
energy. For these requirements to be satisfied by a
model potential function, the function must include
at least two components, one a repulsive interaction
which dominates when rore, and the other an at-
tractive interaction dominant when r4re. This in
turn means that, except for the simplest model of all,
the hard-sphere potential which corresponds to van
der Waals original model, the potential function must
consist of at least two terms with opposite signs.

The hard-sphere potential is exceptional, in that it
employs a discontinuous function

UðrÞ ¼ N; rore

UðrÞ ¼ �C6=r6; rXre

Typically, continuous interatomic potentials have
been developed from the Mie function

UðrÞ ¼ �Cn=rn þ Cm=rm

with n and m positive, and usually integers. This
function has the necessary form provided n4m.

In the case of van der Waals forces, the attractive
term may be assumed, as a first approximation, to

vary as r� 6, in which case the resulting potential
function is the Lennard–Jones (n, 6)-potential. The
repulsive part of the potential is common to all types
of bonding, mainly being due to the mutual repulsion
of overlapping closed-shell electron clouds at shorter
distances, but its effective n is not easy to estimate. In
the case of the Born–Lande (i.e., simple Mie type)
potential for ionic interactions, where m¼ 1, n is
commonly taken to be B10; the results are not very
sensitive to its precise value. Historically, the van der
Waals interaction has commonly been treated using
the Lennard–Jones (12,6)-potential

UðrÞ ¼ �C6=r6 þ C12=r12

alternatively written as

UðrÞ ¼ 4e
s
r

� ��6
� s

r

� ��12
� �

where e is the binding energy and s the value of r
(other than infinity) where U(r) is zero. The popu-
larity of the (12, 6)-potential is partly due to its
mathematical simplicity, for, if one substitutes x¼
(s/r)� 6, then

UðrÞ ¼ 4eðx � x2Þ

and, for example, can readily show that re¼ 21/6 s.
Dipole–dipole interactions in fluid phases are read-

ily included in the Lennard–Jones potential, since
when averaged it behaves as r� 6; however, in solids
the fixed orientations of the dipole moments require
to be handled explicitly. The result is the Stockmayer
potential

Uðr; ya; yb;fÞ

¼ 4e
s
r

� ��6
� s

r

� ��12
� �

� m2

4pe0r3

� ð2 cos ya cos yb � sin ya sin yb cos jÞ

where the angular coordinates are the same as
before.

The repulsive term used in the Lennard–Jones po-
tential is unsuitable for accurate work. First of all,
because of the weak nature of the van der Waals
attractive forces, the relative magnitude of the rep-
ulsive interactions at the equilibrium distance is
much greater than for other types of bonding. For the
(12, 6)-potential, the repulsive contribution calcu-
lates to be as large as the net binding energy, com-
pared to only B10% for the Born–Lande potential.
In addition, typically 99% of an atom’s electron
density is contained within its van der Waals radius,
and so the overlap interaction involves electronic
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wave functions in their region of exponential decay
toward infinite r. Hence, the repulsive contribution
can be improved by replacing the r� n term by an
exponential, creating the (exp, 6)-potential

UðrÞ ¼ A expð�BrÞ � C6=r6

where A and B are arbitrary fitted constants.
Potential functions such as the Lennard–Jones

potential that have two adjustable parameters can
be fitted to the experimental parameters re and e, and
are consistent with the law of corresponding states.
However, if additional parameters, such as the three
required by the (exp, 6)- potential are introduced, the
law of corresponding states can only be satisfied if
the potential functions for the various species are
conformal, that is, the terms are constrained such
that the potential curves have the same shape func-
tion in units of re and e. Where the actual potential
function can be mapped very accurately by experi-
ment, an even more complicated theoretical form
may be needed to fit it. Such is the case for the pure
pairwise interactions of inert gas atoms, where
Rydberg–Klein–Rees analysis may be applied to
derive the form of the potential from vibrational or
rotational–vibrational spectroscopic measurements
on the corresponding van der Waals dimer molecules.

Such functions are useful in calculating atom–
atom pair potentials for small and medium-sized
molecules. However, accurate lattice energy calcula-
tions cannot ignore interactions that are not pairwise
additive, although in this regard it is usually con-
sidered to be sufficient to include the Axilrod–Teller
three-center term

vABC ¼ ð3 cos ya cos yb cos yc þ 1Þ
ðrABrBCrACÞ3

where ya is the angle between rAB and rAC, etc.

van der Waals Radii

van der Waals radii can be defined in the same way as
covalent, ionic, and metallic radii are for interac-
tions. Since it is normally possible to find cases where
atoms of the same element in adjacent molecules are
in contact, the van der Waals radii can be defined as

rA ¼ RAA=2

and, since the repulsive part of the interatomic po-
tential becomes dominant at essentially the same
distance for any element A regardless of the element
B with which it is in contact, the van der Waals radii

are effectively additive in the sense

RAB ¼ rA þ rB

Table 1 gives a number of values.
However, such values have to be treated with cau-

tion on two accounts. The first is that the minimum
energy structure of a condensed phase of a complex
molecular species is determined by the large number
of (mainly) pairwise interactions between its constit-
uent atoms in contact, which may require, given the
relative internal rigidity of the molecules, some of
these interactions not to be at their individual equi-
librium distances. Because the potential well is so
shallow, an individual contact can vary considerably
from the predicted minimum with little energy
change.

The second effect is the variation of the van der
Waals radius with angle relative to an internal
covalent bond. A particularly well-studied example
is that of Cl–Cl interactions in crystals of both the
element itself and many organochlorine compounds.

Phases and Phase Equilibria

The presence of van der Waals attractive forces for a
molecular species leads to the stabilization of con-
densed phases at lower temperatures. However, the
fact that the potential energy wells are wide and
shallow, is reflected in a number of their physical
properties. The low cohesive energies correspond to
low melting points and boiling points, and the slow
variations in pair potential with distance near the
minimum result in large compressibilities and ther-
mal expansivities.

Table 1 van der Waals radii of some common species

Atom/radical Radius ðnmÞ

H 0.120

C 0.185

�CH3 0.200

Si 0.210

N 0.150

P 0.190

As 0.200

Sb 0.220

O 0.140

S 0.185

Se 0.200

Te 0.220

F 0.135

Cl 0.180

Br 0.195

I 0.215

Prepared by Ladd MFC (1994) Chemical Bonding in Solids and

Fluids. Chichester: Ellis Horwood.
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As far as the boiling point is concerned, it is pos-
sible to make this correlation quantitative. The con-
stants in the van der Waals equation can be related to
hard sphere intermolecular potential as

a ¼ 4pc=3d3 and b ¼ 2pd3=3

where the attractive potential at r4d, the collision
diameter, is given by �C/r6.

Thermodynamic arguments provide an approxi-
mate value for the self-cohesive energy of a liquid at
its boiling point Tb of B7RTb, assuming the ratio of
the molar volumes Vg/Vl of the two fluid phases is
B103. When the work term pDV and the transla-
tional energy of the gas is added to this value, the
enthalpy of vaporization of the liquid at the boiling
point becomes roughly 9.5 RTb, in line with Trout-
on’s empirical rule. Thus, the boiling point of the
liquid can be directly related to its cohesive self-
energy.

Unlike the gas/liquid case, a solid and fluid in
equilibrium comprise a system in which the two
phases present differ in symmetry properties. The
fluid is spatially homogeneous and rotationally iso-
tropic, while the solid normally conforms, at least in
ideality, to one of the space symmetry groups.

Some other properties depend on the fact that the
van der Waals forces are virtually nondirectional ex-
cept when fixed-orientation dipole–dipole interac-
tions are involved. For even a small molecule, the
overall energy of the system is principally determined
by the net effect of a large number of these pairwise
interactions at or near their minimum energy dis-
tance, and so the total volume of a particular model
configuration which has been stabilized in terms of
the elimination of residual forces, is a fair estimate of
its relative energy. In other words, if one treats the
molecules as having hard van der Waals surfaces,
arrangements with similar packing fractions are like-
ly to have similar total van der Waals energies. This
tendency manifests itself in the frequent occurrence
of polymorphism for molecular crystals.

An allied phenomenon is the existence of meso-
phases, phases intermediate in order between solids
and liquids, for a number of molecular compounds.
Such phases, having both enthalpy and entropy
higher than the regular solid but lower than the liq-
uid, may be stable at intermediate temperatures, and
include plastic crystals and liquid crystal phases of
various types.

Liquid Structure

Models of the structure of liquids are of two types. In
one approach, first introduced by Bernal, a randomly

packed aggregate of identical objects (ball bearings,
plasticine spheres, etc.) is analyzed in terms of the
distribution of nearest neighbors in number and
distance. The definition of nearest neighbors here
depends on the presence of a shared face of their
space-filling Voronoi polyhedra. Such models typi-
cally show an average coordination number of about
13, compared to 12 for a regular close-packed array
of equal spheres.

The other approach to modeling such liquids is by
computer simulation. Either the Monte Carlo tech-
nique or molecular dynamics may be used. In either
method, a number of molecules are given starting
positions within a hypothetical volume of the bulk
liquid in the form of a cube, and the density is main-
tained constant by imposing periodic boundary
conditions. In the Monte Carlo technique, the co-
ordinates are randomly adjusted one at a time, in
such a way as to produce a series of configurations of
individual energy per molecule UN, consistent with
the Boltzmann distribution exp(�UN/kT).

In a molecular dynamics simulation, the molecules
move simultaneously, each under the net force arising
from the pair potentials with its neighbors, according
to Newton’s laws

m
d2R

dt2
¼ �

X
jai

@

@Rij
UðRijÞ

and the subsequent position and motion of the mol-
ecules is recorded over a series of very short time
intervals.

Both types of simulation serve to provide estimates
of thermodynamic quantities such as configurational
energy and heat capacity, while the structure of any
type of model may be compared to the experimental
radial distribution function derived from diffraction
experiments. For a monatomic species, the radial
distribution function is

NðrÞ ¼ 4pr2gðrÞN=V dr

where g(r)¼ 1 corresponds to a completely uniform
distribution. In liquids, n(r) is zero when r is less than
the minimum contact distance, and fluctuates around
the parabolic form corresponding to g(r)¼ 1, as
shown in Figure 1 for argon.

Structures of van der Waals Solids

Only recently there have been serious attempts to
predict the crystal structures of other than the sim-
plest molecules. The close-packed structures of the
inert gases can be derived as having the maximum
packing fraction for hard spheres, and other ideal
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geometric forms, such as rods or disks, can be treated
similarly, but for the general molecule, even assu-
ming it has a rigid conformation and a hard van der
Waals surface, it is very difficult to establish a global
minimum in the lattice energy. However, the exper-
imental frequency of occurrence of the individual
space group types was interpreted by Kitaigoroskii as
a preference for those symmetry operations contain-
ing a translational component (i.e., screw axes and
glide planes) operations that allow the bumps of one
molecular surface to be fitted into the hollows of its
neighbors, and so increase the packing fraction. Ar-
rangements of molecules in such preferred space
groups are often the starting point for structure pre-
diction using an overall minimization of the lattice
energy.

Molecular Crystals of the Elements

As might be expected, the crystal structures of the
solid inert gases have much in common with those of
the elemental metals, despite the different cohesive
forces, since both are based on the effective packing
of spheres. All the inert gases have a cubic close-
packed phase, while He and Ne show hexagonal
close-packed structures. Helium becomes body-
centered near its melting point.

Of the diatomic elements, hydrogen and nitrogen
are closest to spherical, and show cubic and

hexagonal close-packed phases, either in a distorted
form or with freely rotating molecules. Oxygen and
fluorine have similar monoclinic low- and cubic high-
temperature phases, while the remaining halogens
have the same layer herringbone-crystal arrangement
typified by Cl2 (s).

The other molecular elements (P4, S8, Se8, etc.)
have low-symmetry structures based on the packing
of irregular molecules.

See also: Allotropy and Polymorphism; Crystal Structure;
Liquid Crystals; Meso- and Nanostructures; Molecular
Crystallography.

PACS: 61.50.Lt; 61.20.Gy; 61.20.Ja; 61.66.Bi
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Introduction

The deposition of materials from the vapor phase has
become a major processing technique that is essential
for nearly all of today’s high-technology industries.
Atoms or molecules are deposited onto surfaces to
form coatings or thin films ranging in thickness from
one atomic layer (B0.3 nm) to hundreds of micro-
meters. In many applications, the coating is applied
in order to alter the physical properties of the un-
derlying bulk material, while in other cases the entire
functionality of a material or device is performed by
the deposited layer(s) with the bulk material simply
providing mechanical support. Examples of the
former include hard wear-resistant lubricious coa-
tings on bearings and cutting tools, optical reflective
and antireflective coatings on windows and lenses,
thermal barrier coatings in gas-turbines, biocompat-
ible layers for implants, decorative coatings on con-
sumer products, barrier layers to protect against
diffusion, oxidation, corrosion, and ultraviolet radi-
ation in food packaging, automotive applications,
and on various polymeric or metallic components.
Examples where the primary functionality is ac-
hieved by the deposited layers themselves include
integrated microelectronic devices, micro-electrome-
chanical devices, magnetic memory disks, optical
waveguide circuitry, and solid-state lasers and light-
ing. Such complex devices are achieved by depositing
multiple layers from the vapor phase and lithogra-
phic patterning in the plane of the films, yielding a
vast variety of engineered three-dimensional (3D)
structures.

This article introduces the key processes that occur
during thin film deposition from the vapor phase and
gives an overview of the most commonly used tech-
niques. The deposition process includes a source
which provides atoms or molecules in vapor phase,
the transport of the depositing species from the
source to the substrate, and the actual deposition
process at the substrate and growing layer.

Process Steps: Source, Transport, and
Deposition

Deposition techniques are commonly referred to as
physical vapor deposition (PVD) and chemical vapor

deposition (CVD) based on the phase of the material
at the source. In the case of PVD, solid materials are
vaporized by heating them at the source using elec-
trical heating, electron beams (e-beam evaporation),
or lasers (pulsed laser deposition (PLD)). An alter-
native to heating the solid source material is the use
of energetic ions which knock out atoms into the
vapor phase by an atomic momentum transfer, which
is referred to as sputtering. In CVD, the source ma-
terial is a gas, an evaporated liquid, or a solid that is
chemically converted to a vapor, such as the convers-
ion from Ga (solid) to GaCl (vapor).

The second step during the deposition process is
the transport of the depositing species in the vapor
phase from the source to the substrate. This process
is strongly influenced by the pressure at which the
process is operated since the mean free path lmfp of a
molecule in a gas is inversely proportional to the
pressure p. At room temperature and atmospheric
pressure, lmfp is B100 nm. It increases as the pres-
sure decreases according to

lmfp ¼ 10�2=p ½1�

Here, the units p and lmfp are Pa and m, respectively.
Thus, at pressures below 10� 2 Pa ð1 Pa ¼ 7:5�
10�3 Torr ¼ 10�5 atmÞ, the molecules travel more
than 1 m, which typically corresponds to a direct
path from chamber wall to chamber wall. The vapor
transport is characterized by the Knudsen number Kn
defined by

Kn ¼ lmfp=L ½2�

where L is the characteristic length scale, for exam-
ple, the source–substrate distance or a pipe diameter
through which vapor is flowing. The transport is
then divided into

molecular flow Kn41 ½3a�

intermediate flow 14Kn40:01 ½3b�

viscous flow Kno0:01 ½3c�

Evaporation is typically done at low pressures, below
B10�2 Pa, that is, Kn41. Therefore, the atoms or
molecules do not scatter with other species and move
on a straight path from the source to the substrate.
Under such high-vacuum conditions, the geometrical
arrangement of source(s) and substrate are the pri-
mary factors influencing the deposition uniformity.
In contrast, CVD is mostly done at pressures above
B1 Pa (Kno0:01) where the molecules experience
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many collisions and the transport is described by a
viscous flow with vapor-phase diffusion and more
complex gas flow patterns. A third category of proc-
esses, typically those which utilize plasmas, operate
in the crossover intermediate range, where molecules
experience several collisions during their travel from
source to substrate but do not completely thermalize.
There are exceptions to this categorization, for
example, gas-source molecular beam epitaxy (GS-
MBE), which is a CVD technique that operates at
high-vacuum (o10�2 Pa) pressures.

The third step in the deposition process is the ac-
tual deposition, that is, the processes that occur at
the substrate and the growing layer surface, inclu-
ding adsorption, chemical reactions, surface diffu-
sion, and the effect of energy input in various forms.
The sticking coefficient Sc is defined as the probabil-
ity of an impinging atom or molecule to react with
the surface and become incorporated in the growing
layer. Sc is nearly unity for many PVD processes
where the vapor pressure of the deposited material at
the substrate temperature is small compared to the
deposition flux. In contrast, Sc is often much smaller
(e.g., 10�3) for CVD processes since, in this case, a
chemical reaction needs to occur for the deposition
molecule to chemically bond with the layer. An
advantage of low Sc is the ability to coat complex
surface morphologies uniformly, however, at the cost
of a reduced deposition rate.

The energy input onto the surface affects both the
surface chemistry and the atomic arrangement
which, in turn, determines the composition and
microstructure. The substrate temperature Ts is a
parameter that is important for all deposition tech-
niques. In many cases, multiple thermally activated
processes, including surface chemical reactions and
surface diffusion, occur simultaneously. Varying the
temperature typically results in large changes in layer
properties, since the rate R for these processes de-
pends exponentially on Ts:

Rpexp �Ea=kTsð Þ ½4�

Here, k is the Boltzmann constant and Ea the activat-
ion energy for a given process.

In addition to thermal activation, there are various
other energy sources that affect the layer growth
during deposition. Many deposition techniques use
plasmas that create energetic ions that impinge onto
the substrate with energies ranging from B1 to
B1000 eV. This energy is much higher than the ther-
mal energy (kT ¼ 0:025 eV at room temperature).
Other energy sources are photons during photoas-
sisted deposition (typically 1–3 eV), and chemi-
cal energy, carried in reactive molecules (typically

1–20 eV), which are common during CVD or re-
active PVD.

Evaporation

Evaporation is a vapor deposition technique where
the source material is heated so that it evaporates or
sublimes. This is typically done in a high vacuum
with a background pressure below 10�2 Pa, so that
the evaporated atoms do not scatter on their path
from the source to the substrate. The evaporation
flux can be calculated using the vapor pressure pv,
which is defined as the pressure at which either a
solid or a liquid is in equilibrium with the vapor (for
a given temperature and element). The Clausius–
Clapeyron equation provides the following expres-
sion for the temperature dependence of pv:

pv ¼ p0 exp �DHe=kTð Þ ½5�

where DHe and p0 are the heat of evaporation and a
prefactor, respectively. Figure 1 shows the vapor
pressures for various elements as a function of tem-
perature, indicating the validity of eqn [5] over a
large temperature range, and above and below the
melting points. At equilibrium, the flux from
the condensed phase (solid or liquid) to vapor and
the flux from the vapor to the condensed phase are
equal. Consequently, the evaporation flux Fe is equal
to the flux that a vapor exerts on a surface at a given
temperature and pressure, which is obtained from
the kinetic gas theory

Fe ¼
NA

ð2pMRTÞ1=2
pv molecules cm�2 s�1 ½6�

Here, NA, M, and R are Avogadro’s number, the
molecular weight, and the gas constant, respectively.

The heating of the source for evaporation is typ-
ically done by resistive or electron-beam (e-beam)
heating. For resistive heating, the source material is
placed in direct contact with a tungsten filament, in a
refractory metal sheet which has various shapes and
openings, or in a ceramic crucible which is heated by
a tungsten wire. The disadvantage of direct heating is
that heaters and support materials are required to be
at high temperatures, which causes contamination
and limits the evaporation of high-melting-point ma-
terials. E-beam heating eliminates these di-
sadvantages: electrons are emitted from a filament
and accelerated onto the source material by a po-
tential of several thousand volts. This yields a high
temperature at the point where the e-beam impinges
while the bulk part of the source material, which
is contained in a water-cooled crucible, remains cold.
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A completely different approach for evaporation is
employed during PLD, where high-power laser puls-
es are absorbed by a target material and converted
into a combination of thermal, chemical, and me-
chanical energy. The evaporant is ejected from the
target and forms a plume, which consists of energetic
atoms and particles that travel through the vacuum
to the substrate.

Sputter Deposition

Sputtering is the process where energetic particles
impinge onto a target material and knock-out surface
atoms. This process is widely used as a source for
PVD. In contrast to evaporation, the source material
remains cold during sputtering. Thus, sputter depo-
sition is particularly well-suited for deposition of
high-temperature materials which are hard to evapo-
rate. In addition, sputtering typically yields a range
of energetic particles that impinge onto the substrate
and the growing layer and strongly influence the
microstructure.

A generic schematic of a sputter deposition ar-
rangement is shown in Figure 2. The target, consist-
ing of the source material, is placed facing the
substrate. A negative voltage of typically 0.2–5 kV is
applied to the target (cathode). The substrate may be
grounded and becomes the anode. An inert working
gas, usually Ar, is introduced into the chamber and
its pressure, typically between 0.1 and 10 Pa, is kept
constant by controlling the inlet flow while contin-
uously pumping. Positively charged ions are acceler-
ated toward the target where they sputter target
atoms, which then travel in the vapor phase and get
deposited on the substrate. The sputter process also
yields free electrons which are accelerated away from
the cathode and, by collisions in the vapor phase,
ionize gas atoms yielding more ions and electrons

which continue the sputter process. This chain reac-
tion yields a charge neutral mixture of energetic
electrons and ions between the target and the subst-
rate, which is termed plasma or glow discharge be-
cause the excited ions often emit visible photons
when relaxing to their ground state.

There is a wide range of specific arrangements and
techniques to achieve the desired layer compositions
and microstructures by sputtering. The following
sections will introduce some common concepts and
terms.

‘‘Magnetron sputtering’’ refers to the use of
magnetic fields to improve the ionization per elec-
tron. This technique lowers the pressure required to
sustain a plasma and, in turn, yields higher deposi-
tion rates. Figure 3 shows a schematic of a planar
magnetron arrangement. Magnets are placed behind
the target to form curved field lines parallel to the
surface. Free electrons are accelerated by the negative
target potential and, due to the Lorentz force, exhibit
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Figure 2 Generic schematic of a sputter deposition system.
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a spiral-motion circling along the magnetic field
lines. Since the field lines bend back toward the
target, the electrons are effectively trapped. They,
therefore, remain much longer in the chamber than
they would in the absence of magnets where they
travel on straight paths from the target to the cham-
ber wall. The confinement of electrons close to the
target increases the ionization rate and, consequently,
the plasma density.

‘‘Ion-beam sputtering’’ utilizes a geometrically
confined plasma to create energetic ions, which are
directed and accelerated toward a target by grids in
Kaufman-type ion guns. Such an approach allows a
low pressure in the deposition chamber itself, with a
mean free path of the depositing species far exceed-
ing the target–substrate distance. This technique is
less commonly used for deposition purposes but is
very popular, for example, to acquire depth-profile
measurement by photoelectron or Auger electron
spectroscopy, to create specific 3D structures in a
focused ion-beam system, or to prepare transmission
electron microscopy samples by ion milling.

‘‘Radio frequency (RF) sputtering’’ is primarily
used to deposit insulating materials. During the
above-described DC-sputtering process, ions impinge
on the target and electrons are emitted, yielding an
electric current which flows from the grounded
substrate and chamber wall to the target. However,
in order for this current to be sustained, the target
material needs to be conductive. In contrast, RF
electric fields cause oscillating electrons which can
acquire sufficient energy for ionization, yielding a
plasma that does not require electrons from the
target. The electrons in such an RF-plasma have a
much higher mobility than the ions, causing more
electrons than ions to impinge onto the target. The
insulating target, however, forces the currents of im-
pinging electrons and ions to be equal, which yields a
negative target self-bias. This (DC) self-bias causes
the ions to be accelerated toward the target which
results in the sputtering process.

‘‘Compound targets’’ can be utilized to deposit
compound coatings. The sputtering rate of the

different elements in the target varies. However, this
does not affect the emitted composition, since in
steady state the sputtered composition corresponds
to the bulk target composition. Nevertheless, une-
qual atomic transport efficiencies from the target to
the substrate may cause the coating composition to
vary from the target composition, requiring an ad-
justment of the target composition to achieve the
desired coating.

‘‘Co-sputtering’’ is the simultaneous deposition
from two or more targets to create compound lay-
ers. In contrast to the use of compound targets, co-
sputtering provides great flexibility in composition
which is controlled by the relative power applied to
each target. A disadvantage of co-sputtering is the
non-normal arrangement of substrate and targets,
which may yield lateral composition variations in the
deposited layer.

An alternative approach for compound deposi-
tion is ‘‘reactive sputtering,’’ which uses, in addition
to the inert processing gas, a reactive gas (e.g.,
N2, O2, and CH4), which provides elements such
as C, N, and O to the layer. For example, TiN hard
coatings are deposited using a metallic Ti-target
and an Ar–N2 gas mixture. The process control
for reactive sputtering has its own challenges due to
the surface reaction of the target, also called target
poisoning. This is particularly true for the deposition
of oxides where the presence of oxygen in the dep-
osition chamber can lead to the formation of an
insulating surface oxide on the target, which dra-
matically reduces the deposition rate and alters the
layer composition.

An important aspect of sputter deposition is the
presence of energetic particles that impinge on the
substrate and typically cause a densification of
the layer microstructure. The majority of sputtered
particles have energies of a few electronvolts.
However, ‘‘backscattered atoms’’ can have hundreds
of electronvolts, which is sufficient to cause signifi-
cant bulk displacements and crystalline defects.
Backscattered atoms are most important during dep-
osition of high-atomic-weight materials at low pres-
sures. For example, in an Ar–Ta head-on atomic
collision (during sputtering of a Ta-target with Ar),
the momentum of the Ar is inverted while only a
small amount of energy is transferred to the heavy Ta
atom. If the Ar-ion loses its charge during this proc-
ess (likely), it will move from the target to the subst-
rate with an energy of several hundred electronvolts.

Bombardment of the substrate can be purposely
enhanced by adding a negative ‘‘substrate bias,’’
which accelerates ions from the plasma toward the
substrate with a defined energy. In addition, the
magnetic field lines during magnetron sputtering can

N
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N

S

S

N

Plasma Electron
path

Magnetic
field
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Figure 3 Planar magnetron arrangement for sputter deposition.
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be designed so that some of them reach the substrate.
This method is termed ‘‘unbalanced magnetron sput-
tering’’ and results in a high plasma density at the
vicinity of the substrate. The ions in the high plasma
density are then again accelerated toward the subst-
rate with a bias, causing a high flux of ion irradiation
with corresponding effects on the microstructure and
texture of the deposited layers.

Chemical Vapor Deposition

Chemical vapor deposition (CVD) utilizes chemical
reactions of volatile compounds with other gases to
form nonvolatile solid deposits on a substrate. In
contrast to PVD, where the vapor phase of the de-
positing species is obtained from a solid source, CVD
employs gas-phase compounds that typically enter
the deposition system through flux-controlled gas
inlets. CVD is widely used in the semiconductor in-
dustry for the deposition of epitaxial (single-crystal)
layers as well as various insulating and metallic thin
films. Advantages of CVD include the possibility of
uniformly depositing on complex-shaped surfaces,
the relatively low cost for equipment and operation,
and the compatibility with other processing steps.
Many chemical reactions occurring during CVD can
be divided into the following types:

1. Pyrolysis. It is the thermal decomposition of vola-
tile compounds on hot substrates into a solid
phase and gaseous by-products. An example is the
decomposition of SiH4(g) into Si(s) and H2(g).

2. Oxidation. It is carried out using either O2 gas
or an O-containing compound, for example, dur-
ing the deposition of alumina hard coatings by
the reaction: 2AlCl3ðgÞ þ 3H2ðgÞ þ 3CO2ðgÞ-
Al2O3ðsÞ þ 3COðgÞ þ 6HClðgÞ.

3. Reduction. These reactions are typically obtained
by employing H2 gas to reduce halides and fluo-
rides. For example, W-plugs, for contacts in
integrated circuits, are deposited using WF6ðgÞþ
3H2ðgÞ-WðsÞ þ 6HFðgÞ.

4. Displacement. These reactions yield solid com-
pounds. This category includes the very important
metalorganic (MOCVD) processes such as those
used for the growth of compound semiconductors.
For example, GaAs is grown by the reaction:
ðCH3Þ3GaðgÞ þ AsH3ðgÞ-GaAsðsÞ þ 3CH4ðgÞ.
The advantage of organic compounds as precur-
sors is their high volatility at relatively low tem-
peratures, which provides much better process
control than techniques which require liquid or
solid sources in the reactor. An example of the
latter is the growth of GaAs by a reversible proc-
ess that is achieved by AsCl3 gas which reacts with

molten Ga to form GaCl(g). This process requires
the Ga source and the substrate to be kept at
different temperatures within the same reactor
to achieve the reaction: As4ðgÞþ As2ðgÞ þ
6GaClðgÞ þ 3H2ðgÞ- 6GaAsðsÞ þ 6HClðgÞ.

The thermodynamic data of the various chemical
species during CVD processes are critical to assess
the feasibility of new deposition schemes. In many
cases, the gas and the surfaces are in quasiequilibri-
um; thus, the various partial pressures can be pre-
dicted from the changes in the Gibbs free energy of
the relevant chemical reactions, and suitable temper-
atures for the substrate, chamber walls, and possible
sources can be determined. Nevertheless, kinetic bar-
riers for reactions and diffusion may limit reaction
rates and lead to nonequilibrium conditions during
operation since finite gas flow and deposition rates
are essential for the ultimate goal of actually depos-
iting a layer.

The understanding of gas transport during CVD
processes is essential to design reactors that provide
good utilization of process gases, high growth rates,
and layer thickness uniformity. The latter requires an
equal amount of reactant to all substrate surfaces,
which is a nontrivial problem which typically re-
quires computer modeling that includes gas transport
as well as chemical reactions at the surface and in the
gas phase. For most CVD systems, the operating
pressures are high enough so that gas transport oc-
curs in the viscous flow regime. The flow velocity is a
critical parameter. If it is too high, it causes a tur-
bulent flow and a corresponding nonuniform depo-
sition. However, a low gas velocity causes a relatively
thick boundary layer between the stationary subst-
rate and the laminar stream. This reduces deposition
rates since both gaseous reactants and by-products
must pass through this boundary layer. Many CVD
reactors exhibit zones which are kept at different
temperatures and/or concentrations leading to gas
transport by convection, in addition to the viscous
transport and diffusion transport, which are due
to pressure gradients and molecular motion, res-
pectively.

There exists a multitude of CVD variations, as well
as hybrid techniques that combine PVD and CVD
processes. Some examples include low-pressure as
well as atmospheric-pressure CVD, or plasma-en-
hanced CVD (PECVD). The latter process utilizes a
glow discharge within the reactor to catalyze chem-
ical reactions at low temperatures. Energetic colli-
sions within the plasma cause chemically reactive
ions, radicals, and molecular fragments which conse-
cutively react at the substrate surface to result in
layer growth. PECVD techniques are successfully
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applied for the growth of nitrides, carbides, and
amorphous group IV elements, including a-Si, and
diamond-like C.

See also: Devices for Telecommunications; Diamond
Anvil Cells; Film Growth and Epitaxy: Methods; Integrat-
ed Circuits; Light Emitting Diodes; Lithography Masks and
Pattern Transfer; Magnetic Materials and Applications;
Memory Devices, Volatile; Micromechanical Devices and
Systems; Modulators, Optical; Optical Instruments; Quan-
tum Devices of Reduced Dimensionality; Semiconductor
Devices; Semiconductor Lasers; Sensors; Thermoelectric
and Energy Conversion Devices; Thin Films, Mechanical
Behavior of; Transistors; Vapor Transport Processing:
Models and Simulations.

PACS: 81.15.� z; 81.15.Cd; 81.15 Gh
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Introduction

The aim of macroscopic modeling of reactors for
growing thin films starting from a gas phase is to
prepare the way for designing and optimizing them
by linking the parameters of the apparatus itself to its
performance (uniformity, quality, selectivity, etc. of
the deposit). This involves mainly linking the prop-
erties of the film, which depend on its growth rate,
composition, and microstructure, to the process pa-
rameters: activation mode, substrate temperature,
pressure, composition, and flow rate of the gaseous
reactant phase and geometry of the reactor. Model-
ing helps to understand the various phenomena that
occur during thin film growth, as these phenomena
cannot always be analyzed experimentally. The mod-
els are based on the fundamental laws of physics and
chemistry and can be used to quantify the role of the
various phenomena, visualize them, and modify
them by altering operating procedures. They are a
complement to experimental methods (diagnostics,
preparation) and one of their objectives is to help in
designing equipment.

This technique, referred to in this article as CVD
(chemical vapor deposition), has been used since the

early days of the microelectronics industry. Com-
pared to other techniques (sputtering, sublimation,
or evaporation) CVD is extremely flexible. It offers
the possibility of checking the structure and compo-
sition of the film, obtaining good uniformity, and
relatively high growth rates (a few mm h� 1). One of
the important advantages of this technique is its
ability to deposit ‘‘conformal’’ films (i.e., films of
uniform thickness on irregular surfaces).

The examples of simulation presented in this ar-
ticle look essentially at generic cases corresponding
to microelectronics applications, as this is one of the
sectors in which there is the greatest demand. While
the construction of new CVD reactors is still largely
on the basis of trial and error, and on adjusting exis-
ting equipment to meet requirements, the present
trend is to combine simulation models with an ex-
perimental knowledge in designing, optimizing, and
evaluating new reactors.

After an introduction that looks at the various
modeling methods, examples illustrating transfer and
reactivity phenomena are discussed. The purpose of
these examples is not to establish the state of the art
with regard to numerical simulation, but to show
various levels of complexity.

The models and simulations discussed are restrict-
ed to the thermal approach to CVD. Plasma and laser
contributions are noted for information purposes
only, as they would require further development for
both the models and the reaction approaches.
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The Various Ways of Modeling and
Simulating the CVD Process

Principle

In the CVD process, the reactive molecules contain-
ing atoms of the material to be deposited are intro-
duced in the form of gas precursors diluted in an
inert carrier gas into a reaction chamber containing
the substrates. The chemical reactions must be
activated. Only thermal activation is discussed here.

A coating growth is the result of heterogeneous
reactions. Controlling the process involves determi-
ning the species at the origin of the reactions and thus
their history inside the reactor. Generally speaking,
the various stages involved are as follows (Figure 1):

* convective and diffusive transport of the reactants
from the entrance of the reactor to the reaction
area,

* chemical reactions in the gas phase leading to in-
termediate species,

* convective and diffusive transport of the chemical
species to the surface,

* adsorption of these species on the surface of the
substrate,

* heterogeneous reactions catalyzed by the surface,
* desorption of the reaction products, and
* convective and diffusive transport of the products

from the surface to the outlet from the reactor.

Macroscopic modeling methods draw on thermo-
dynamic, kinetic, and transport databases and
involve (1) thermodynamic equilibrium calculations,
(2) kinetic calculations, and (3) heat and mass trans-
fer calculations linked to the kinetic and/or thermo-
dynamic calculations.

Thermodynamic Approach

The thermodynamic approach is an unavoidable
stage in any method for modeling gas-phase growth

processes. It is used to determine whether a material
can be made from a gas phase and, based on this
preliminary study, to choose the potential gas pre-
cursors and ranges of operating conditions. In most
cases, thin films are prepared from the vapor phase
by CVD in reactors that work at constant temper-
ature and pressure. If it is assumed that equilibrium is
reached in the reactor, it is the total Gibbs energy
function of the chemical system in action that will be
minimum. To determine the nature and proportions
of the phases present at equilibrium, a description of
the Gibbs energies of all the phases must be avail-
able. Indeed, by knowing the Gibbs energy of an el-
ement or compound, it is possible to derive all its
other thermodynamic properties and in particular the
most important for this type of study, namely entro-
py, enthalpy, and heat capacity at constant pressure
(Tables 1 and 2).

The Gibbs energy is expressed as a function of
enthalpy and entropy as follows:

G ¼ H � TS

However, as neither can be described in an abso-
lute manner, a reference state must be used to situate
each of these state functions and describe them in the
databases to be interrogated for the equilibrium cal-
culation. The convention adopted for entropy
involves taking a zero value for each phase at 0 K.
For enthalpy, the convention adopted by the Scien-
tific Group Thermodata Europe (SGTE) was chosen.
The reference will be the enthalpy of the stable phase
of the element in question at 298.15 K, under a pres-
sure of 1 bar; this will be referred to as ‘‘HSER’’ for
‘‘enthalpy standard element reference.’’ Hence the
Gibbs energy 0GF

i ðTÞ for the pure element i, referred
to as the enthalpy of its stable state F at 298.15 K:
0HF

i (298.15 K) at temperature T will be written as

GHSERi ¼ 0GF
i ðTÞ � 0HF

i ð298:15 KÞ

Gaseous species transport

Desorption and diffusion
of reaction products

Homogeneous reactions

Heterogeneous reactions
adsorption and reaction
of gaseous species

Figure 1 Schematic representation of phenomena leading to film growth.

Vapor Transport Processing: Models and Simulations 297



The Gibbs energy function can then be stored in
the databases in the form of a temperature-depend-
ent polynomial: fi(T). The classic formula is that
adopted by the SGTE:

GHSERi ¼ a þ bT þ cTlnT þ dT2 þ eT3

þ fT�1 þ gT�7 þ hT�9 ¼ fiðTÞ

The Gibbs energy function of the classic species
found in CVD (elements, gases, and compounds)
using the polynomial description is given in Table 3.
In contrast, the variable-composition condensed
phases, which fall into three groups (substitutional
solid solutions, ordered phases, and phases with an
order–disorder transformation) are described by
more sophisticated models that are not discussed in
this article.

Consequently, in a simple system with N cons-
tituents involving no solid solution phases, the total
Gibbs energy of the system that has to be mini-
mized can be calculated at any moment in the

following way:

Gtot ¼
XN
i¼1

qiðfiðTÞ þ diRTlnPiÞ

where qi corresponds to the number of moles of the
constituent i, and di has the value 1 for a gas of
partial pressure Pi and 0 for a condensed phase.

This Gibbs energy, representative of all the phases
present or likely to be present in the reactor, is then
minimized in the space of the N constituents, taking
care to maintain the mass balance of each of the
elements present in the chemical system and rep-
roducing the experimental conditions that are to be
tested. This minimization provides information on
the nature of the various phases present at equilib-
rium and their respective proportions. These calcu-
lations are all the more useful as they can be carried

Table 2 Thermodynamic data required for equilibrium modeling

Functions Formalism for n species

Entropy
S ¼ � @G

@T

� �
P ;n

Enthalpy
H ¼ G � T

@G

@T

� �
P ;n

Specific heat at constant pressure
cp ¼ �T

@2G

@T 2

� �
P ;n

Table 3 Polynomial description of the Gibbs energies of the

various species involved in the CVD process

Species Gibbs energy referred to stable

phase

Stable structure F of

element i

0GF
i ðT Þ �0HF

i ð298:15 KÞ ¼ fi ðT Þ

Metastable structure j of

element i

0Gj
i ðT Þ �0HF

i ð298:15 KÞ ¼ fi ðT Þ

Pure gas i 0G
gas
i ðT Þ �0HF

i ð298:15 KÞ ¼
fi ðT Þ � RT lnP

Solid compound AaBb
0GF

AaBb
ðT Þ � a0HF

a ð298:15 KÞ �
b 0HF

b ð298:15 KÞ ¼ fAaBb
ðT Þ

Table 1 Thermodynamic and transport data

Transport data Thermodynamic data

l : Thermal conductivity (W m�1 K� 1)

r : Density (kg m�3)

m : Dynamic viscosity (kg m� 1 s� 1) 0Ga
i ðT Þ : Standard Gibbs energy of formation for

species i of structure a (J mol�1)

v : Velocity (m s�1) 0Ha
i : Standard enthalpy for species i of structure a

(J mol�1)

T : Temperature (K) cp : Heat capacity at constant pressure

(J mol�1 K� 1)

P : Pressure (Pa) R : Universal gas constant (8.314 J mol�1 K� 1)

g : Gravity ðg ¼ 9:81 m s�2Þ
Dij : Binary diffusion coefficient (m� 2 s�1)

DT
i : Multicomponent thermal diffusion

coefficient (kg m�1 s�1)

e : Radiative emissivity

e=k : Ratio of maximum energy of

attraction in Lennard-Jones

interaction potential and the

Boltzmann constant (K)

s : Collision diameter in Lennard-Jones

interaction potential (A)
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out beforehand, which may give an initial idea of the
feasibility of a process. Moreover, after the most
promising chemical system has been adopted, these
minimizations lead to the most suitable ranges of
parameters.

This approach is based on restrictive assumptions.
The first supposes that thermodynamic equilibrium is
reached; the greater the deposition temperature and
pressure or dwell time, the more this assumption is
justified. The second is based on the fact that the
reactor is assimilated to a closed system at fixed
pressure and temperature. However, this approach
means that it is not necessary to choose a set of re-
action equations, in contrast to the kinetic approach.
It is followed by using numerous programs associat-
ed with interactive databases.

The Kinetic Approach

Between the injection orifice and substrate in a re-
actor, the gas molecules interact to form new species
that may react with the surface in very different ways
from those of the initial molecules. In order to sim-
ulate the process, it is necessary to know the reaction
paths followed by these molecules (paths consisting
of elementary stages formed essentially of unimolec-
ular or bimolecular reactions) and the associated
kinetic constants. Understanding the reaction mech-
anisms means constructing, analyzing, and reducing
the complex chemical systems involved. When the
data have been obtained, for a fixed pressure and
temperature, solving a set of ordinary differential
equations provides a change in concentration as a
function of time. It should be noted that an ‘‘infinite’’
interaction time gives values for the thermodynamic
equilibrium representing the maximum efficiency of
the process.

The main problems with this approach are valida-
ting the proposed reaction paths and the difficulty in
obtaining the data. For example, for the deposition
of simple elements such as silicon, several dozen si-
multaneous homogeneous and heterogeneous reac-
tions have been identified and many reduced
chemical models have been proposed. Setting up
databases involves spectrometer measurements,
quantum mechanics, and statistical thermodynamic
calculations. Generally, the kinetic constants for
homogeneous reactions are expressed by Arrhenius-
type laws. Theoretical approaches similar to those
used with homogeneous reactivity are only just
emerging for heterogeneous reactions. Predicting
and establishing surface reaction paths are more dif-
ficult in the heterogeneous phase than in the
homogeneous phase as the surface entities are much
more complex. An important step forward in the

field of kinetic formalism was made with the Chem-
kin code from Sandia laboratories.

Heat and Mass Transfer Approach

In order to understand the dynamic nature of the
process, thermodynamic and/or kinetic approaches
must be linked to heat and mass transfer models.
Transfer models are sets of differential equations and
boundary conditions describing the flow, energy, and
mass transfers and appearance/destruction of the
species due to chemical reactions at a macroscopic
scale. The macroscopic equations describing the
various stages of the process are general and can be
applied to a wide spectrum of processes. Many recent
reviews have given the state of the art in this field.
However, it is constantly changing in order to meet
the need to understand new reactive systems. Major
research is being carried out into the formulation of
chemical reactivity models and transport databases.
The former are independent of any particular geo-
metry but must be completely integrated into the
simulation cycle. A description of the reaction paths,
in particular in plasmas, is the major factor limiting
the applicability of these models. In contrast, non-
reactive hydrodynamic models and purely thermal
models have proved to be helpful in designing
equipment.

Figure 2 gives a general view of the simulation
strategies. It is clear that a single model or single
modeling technique cannot provide access to the very
wide field of operation of the equipment, and in par-
ticular, the plasma equipment. Generally speaking,
each module provides access to a part of the phy-
sicochemical problem and the various modules must
be connected with user-friendly interfaces.

The reactor models are used to calculate the
velocity, temperature, and concentration fields of
the neutral species associated with the experimental
conditions.

Some of the aspects shown in Figure 2 are sup-
ported by calculation codes available in the market.
Calculation codes capable of simulating a large part
of the transfer and reactivity models for thermally
activated CVD are currently available in the market.
For the present, they are an unavoidable point of
departure for initiating new research in the field of
CVD process engineering. Simulators can be found
for plasma-assisted reactors that are adapted to ex-
perimental conditions and/or excitation modes.
Linking these with simultaneous transfer models is
one of the objectives of the numerous research
projects in progress. While the links to be made
between different codes theoretically pose no major
scientific problem, the quantification of reactor
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performance and reactor optimization calls for close
collaboration among specialists in process engin-
eering, materials preparation, physics, and gas phase
diagnostics. This is one of the reasons why few
chemical systems have reached maturity. In practice,
the models proposed were developed through intu-
itive approximations and past experience, and are
based on experimental validation (in situ diagnostics
of the gas phase and characterization of the layers
obtained). However, in situ measurements are not
usual in production reactors but can be performed in
research reactors. Any quantitative or qualitative

technique with enough spatial and temporal resolu-
tion can help to validate the proposed models. To
make progress, it is essential to link these techniques
to modeling efforts.

The core of the state of the art of CVD models
includes mainly a model of transfer (or transport)
phenomena, which must be supplemented by various
submodels. The first is a chemical model describing
the mechanisms of homogeneous and heterogeneous
reactivity for a given process as a function of the
preparation conditions. The second is a model based
on the kinetic theory of gases for predicting the
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Figure 2 Schematic representation of reactor modeling strategies. The squares indicate the various models required to solve prob-

lems where only neutral species are taken into account (thermal CVD). The ellipses represent the additional modules for plasmas

(plasma CVD).
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transport properties of the gas mixture. The third is a
thermal transfer model describing radiative effects
coupled with the classical conductive and convective
effects. Finally, the last model, which is still at the
development stage, is a microscopic one linking cal-
culated macroscopic values to film properties. All of
these models require (1) thermodynamic, kinetic,
thermal, and transport databases, (2) a description of
the reactor geometry and operating conditions.

Heat and mass transfer and reactivity models are
now well formalized. For some years now, the nu-
merical encoding of these equations has been includ-
ed in the main commercial codes that were
previously dedicated to fluid mechanics calculations.
Many physical and chemical models are included as
standard ones. For example, the CFDACE code used
for the calculations presented below includes most of
the specific requirements of CVD reactor modeling.
The transport properties, l; m;Dij;D

T
i , may be calcu-

lated directly from the kinetic theory of gases. A di-
rectly accessible thermodynamics database can be
modified in order to include the missing specific gas
species of the chemical system during the study. The
code handles multicomponent gas mixtures, ordinary
diffusion, and thermodiffusion. It is possible to de-
scribe homogeneous and heterogeneous reactions
with Arrhenius-type or more complex laws, thanks
to a link with the Chemkin code. Specific resolution
algorithms for this type of reactivity are available.
Thermal models include radiative transfer for gray
bodies as well as for transparent ones. All the options
are available via the user interface, which does not
call for a detailed knowledge of the numerical tech-
niques. However, when all these phenomena are
added together, it is clear that there is need for cau-
tion. A knowledge of the models and their implica-
tions for the results is still essential.

Databases and Examples

In order to be able to use the available software,
the various data in the experimental temperature
and composition field must be available. The data
(Table 1) required to build a complete model
are thermodynamic data ðcp;H; SÞ, transport data
ðl; m;Dij;D

T
i Þ, kinetic data ðkr; k�rÞ, and radiative

data (e).
In the case of thermodynamic data, there are major

databases and minimization software for calculating
equilibrium in multicomponent systems. All these
databases and software are interfaced with one an-
other and can be interrogated online or installed on a
PC. However, in spite of efforts by database
managers, the thermodynamic values may not be
completely consistent with one another, and the user

will therefore always have to test their consistency at
the outset in the context of his own chemical system.

As an example, the type of highly important clas-
sical information that an experimenter may hope to
obtain from a simulation of his deposition experi-
ment can be illustrated by the CVD diagram. Con-
sider, for example, a compound AB2 to be deposited
on a substrate B using a gas mixture containing ACl4,
BH4, H2, and Ar (which could be the case of a de-
posit of silicon-rich conducting silicide on a silicon
substrate). The compound AB2 is situated in the bi-
nary diagram A–B shown in Figure 3, which has been
optimized previously and simultaneously in the dat-
abases with the thermodynamic data of the phases
concerned. Simulation of the CVD deposit at a given
temperature T and fixed total pressure and neutral
gas dilution leads to the diagram shown in Figure 4.
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Figure 4 Calculated CVD phase diagram: T ¼ 1000 K, Ptot ¼
105 Pa, PAr ¼ 9 � 104; initial gas mixture: ACl4 þ BH4 þ H2 þ Ar.
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This indicates the nature of the phases deposited on
the substrate, which is assumed to be neutral, as a
function of the initial composition of the injected gas
phase. A case such as this, where the domain favor-
able to the deposition of the phase AB2 is fairly small,
fully illustrates the interest of this type of approach.

More information on available databases and
software can be obtained in particular from the
(European, Canadian, and American) members of
the SGTE.

With regard to transport data, most software in-
clude the calculation of these properties directly at
each point of the mesh with a temperature and com-
position known during the calculation. The only data
to be provided are the Lennard-Jones parameters
ðs; e=kÞ and heat capacity cp, which are used to cal-
culate all the properties of the nonpolar molecules
with sufficient accuracy.

The aim of the various examples presented below
is to describe the transport and reactivity phenomena
so as to demonstrate the potential of the simulation
tools and not to propose an exhaustive overview of
the problems and technological solutions. Classical
geometry will be used for this purpose. It is an ax-
isymmetrical, vertical reactor that has been widely
used in research and manufacturing (Figure 5).

In this type of reactor, flow takes place perpendic-
ular to the surface of the substrate. The substrate and
its support may be fixed or rotating. Slow rotations
ðw ¼ 10 rpmÞ are often used to avoid dissymmetry

effects. Fast rotations ðw ¼ 10021000 rpmÞ modify
the transport. Reversed reactors, in which the gases
enter through the bottom, are used to modify or
eliminate natural convection phenomena. They are
rarely used owing to the difficulties involved in in-
stalling the substrate.

The walls are usually cooled to avoid any depo-
sition there. Lamps may heat the substrate directly in
a few seconds. The various phenomena encountered
when using a generic fast-heating reactor of the type
shown in Figure 6 are described.

Influence of Carrier Gas Pressure

A mixture containing silane (100 cm3 min�1 stand-
ard conditions) diluted in argon or hydrogen
(2000 cm3 min� 1 standard conditions) is introduced
at a temperature of 300 K at the top of the reactor.
The temperature of the substrate is fixed at 923 K
and the walls are cooled (300 K). When the carrier
gas is argon, natural convection phenomena due to
gravity effects can be observed as soon as the pres-
sure reaches 1:33 � 104 Pa (Figure 7). When hy-
drogen is used as a carrier gas, these only occur close
to atmospheric pressure. This first simulation can be
used to visualize and quantify the relations existing
between the geometry, the nature of the gas, the
temperature, and the flow facies.

The most complex thermal effects associated with
the flow and reactivity phenomena may also be

Simple inletFlow with showerheadRotating disk

Figure 5 Schematic representation of the various technologies for axisymmetrical vertical reactors.
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Figure 6 Schematic representation of the reactor and mesh used for the simulations (dimensions in mm).
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simulated using available tools. However, it is not
possible to calculate the growth rate and uniformity
of the composition and thickness of the deposited
film with this approach. One of the industrial
challenges is to be able to check these factors. Mul-
ticonstituent mass transfers and homogeneous and
heterogeneous reaction paths must therefore be add-
ed to the previous models. The deposition of silicon
using silane is discussed as an example. The real
chemical system has been reduced for pedagogical
reasons and must not be used as such without a pre-
liminary study.

Influence of Reactivity

The homogeneous reactions and associated kinetic
constants (kmol, s, K) in the gas phase are

SiH4ðgÞ-SiH2ðgÞ þ H2ðgÞ

k1f ¼ 2:4381010 exp
�24075

T

� �

SiH2ðgÞ þ H2ðgÞ-SiH4ðgÞ

k1r ¼ 1:809105 exp
3042

T

� �

Si2H6ðgÞ-SiH4ðgÞ þ SiH2ðgÞ

k2f ¼ 1:5841012 exp
�20063

T

� �

SiH4ðgÞ þ SiH2ðgÞ-Si2H6ðgÞ

k2r ¼ 7:771107 exp
5120

T

� �

The two gas species SiH2 and Si2H6 are produced
by homogeneous reactions.

The heterogeneous reactions and sticking coeffi-
cients (g) of the gas species leading to silicon depo-
sition are

SiH4ðgÞ-Sis þ 2H2ðgÞ

g1 ¼ 1:08108T�0:8822 exp
�19052

T

� �

Si2H6ðgÞ-2Sis þ 3H2ðgÞ

g2 ¼ 4:961016T�3:253 exp
�20219

T

� �

SiH2ðgÞ-Sis þ H2ðgÞ g3 ¼ 1:0

Figure 8 represents the temperature and mass
fraction fields of silane, silylene, and disilane. Sily-
lene is formed at the highest temperatures and as its
reactive power is very great, the entire mass formed
is consumed to prepare the silicon film. Disilane
appears at lower temperatures and as it is less
reactive, its concentration increases. The contribu-
tions of silylene and disilane are only of the order of
1% for this process. In the field of microelectronics,
these variations may have a harmful effect on circuit
preparation.

Substrate: 923 K

Substrate: 923 K

500500

800800

300

Gas inlet

(a)

(b)

(c)

Figure 7 Influence of pressure on velocity field (a) streamlines, (b) and temperature fields, and (c) left � P ¼ 1333 Pa,

right � P ¼ 13 333 Pa. The initial mixture is Ar (2000 cm�3 min� 1) and silane (100 cm� 3 min�1).
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The process may be optimized on the basis of these
results. For example, a reduction in pressure from
1333 Pa to 133 Pa leads to uniform deposits but the
growth rate decreases. The same is true with a re-
duction in temperature (Figure 9).

Conclusion

The various models that can be built to simulate the
phenomena occurring during film preparation by
thermal CVD have been discussed. Similarly, the in-
formation required to use the models has been listed
and illustrated with generic examples that reflect on-
ly a small proportion of the potential of such sim-
ulations. In practice, the phenomena are examined
through a large number of interconnected submod-
els: thermodynamics, kinetics, heat transfers, mass
transport, etc. Models of nonreactive transfers of
momentum and energy are perfectly able to reveal

the different modes of hydrodynamic operation of
reactors. Models that take into account kinetic
phenomena, even in a simplified manner, can be
used for a more detailed simulation of all the mech-
anisms involved in the CVD process. Simulation
models combining heat and mass transfers and local
thermodynamic equilibrium extend thermodynamic
calculations to dynamic systems. They only simulate
experimental conditions for which equilibrium is
reached at all points of the reactor, which is justi-
fied when the temperature is high and/or for long
dwell times.

A large corpus of knowledge in terms of databases
and simulations can be used regularly by specialists
able to assess their scope, evaluate the contribution
of the various modeling techniques, and integrate
them in an overall program whereby they can be
validated.

In the case of thermally activated CVD, the
development of simulation tools and databases is
the result of much research that has been carried out
over the past 20 years. In contrast, much less atten-
tion has been paid to noncontinuous phenomena oc-
curring at very low pressure or to modeling PECVD
(plasma-enhanced chemical vapor deposition) and
photo-CVD reactors. The development of these mod-
els is much more recent and simulation tools have
not yet reached the same degree of sophistication.

One of the challenges for the future lies in the
development of microscopic models and their links
with the macroscopic approach presented here.

See also: Mass Transport; Specific Heat; Thermodynamic
Properties, General; Vapor Transport Processing: Mech-
anisms.
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Figure 8 (a) Temperature field, (b) mass fraction field for silane, (c) silylene ð�106Þ, and (d) disilane ð�105Þ.
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Figure 9 Growth rate as a function of substrate radius.
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PACS: 81.10.Bk; 81.15.Gh; 47.70.Fw
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Overview

Optical scattering is ever present in the disordered
world that surrounds us. It gives rise, for example, to
the diffuse blue illumination of the sky and the
whiteness of clouds, milk, and paint. Together with
emission, absorption, and free propagation, optical
scattering governs the light presented to the eye and
to photographic and electrooptic imaging systems.
In this article, the propagation of light and other
parts of the electromagnetic spectrum within disor-
dered media is described. Those aspects of scatter-
ing that are common to electromagnetic waves from
the radio frequency to the X-rays are emphasized.
Many of the illustrations are drawn from microwave
measurements for which it is possible to determine
both the amplitude and phase of the wave. Since
the precise configuration of a random sample is by

definition unknown, a statistical approach is re-
quired, as is the case in the study of electronic waves
in conductors.

The observed electromagnetic field can be repre-
sented by the complex number, An exp(ijn), with
amplitude An, phase jn, and discrete polarization
index n. Though the electromagnetic field in static
multiple-scattering samples varies randomly in space
due to the superposition of randomly phased partial
waves, the field at a given point is as temporally co-
herent as the source, which may be a highly coherent
laser beam. The interference of scattered laser light
produces a speckled intensity pattern with a corre-
lation length of the field on the order of the
wavelength, l. The intensity and phase within a
microwave speckle pattern on the output surface of
a random sample is shown in Figure 1. Since the field
at a point is the sum of a large number of statistically
independent terms, associated with various scatter-
ing trajectories, it must be a Gaussian random
variable, with a Gaussian distribution for the com-
plex field. Since the intensity transmission coefficient
from some incident mode a to some outgoing mode b
is proportional to the square of the field, Tab¼Aab

2 ,
the probability distribution of normalized, polarized
intensity may be expressed as PðsabÞ ¼ expð�sabÞ,
where sab ¼ Tab=/TabS is the transmitted intensity
normalized to its average value over an ensemble of
random sample realizations, represented by /?S.
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Figure 1 The near-field intensity speckle pattern of microwave radiation and the distribution of the phase at the output surface of a

random sample (cylindrical waveguide filled randomly with dielectric spheres).



Early studies of multiply scattering light, a century
ago, concentrated on optical flux in stellar and
planetary atmospheres. These studies utilized the ra-
diative transfer theory, which is akin to the phenom-
enological Boltzmann approach, used for computing
atomic scattering or electron transport. Until two
decades ago, optical studies dealt almost exclusively
with weakly scattering natural and synthesized ma-
terials. In these media, the optical transport mean
free path, c, in which the direction of light is ran-
domized, greatly exceeded the optical wavelength, l.
The evolution of photon density or intensity was
shown to satisfy a diffusion equation, which gave a
result for average transmission which is equivalent to
Ohm’s law in electron conduction. The diffusion
equation also provided the photon time-of-flight dis-
tribution, which determined the sensitivity of the
steady-state field to internal motion of the sample or
variations of the incident frequency. Similarly, the
diffusion equation determined the spatial intensity
distribution on the input surface, which determined
coherence of the reflected light.

The neglect of interference in calculations of
average transport led to the diffusion equation, while
the neglect of long-range spatial correlation by the
assumption of Gaussian statistics resulted in the
Rayleigh probability distribution for intensity. It has
become increasingly apparent in the last two decades
that the role of interference in average transport and
of extended spatial correlation in intensity statistics
cannot be neglected in multiple-scattering samples in
which wave trajectories cross. As a result of these
effects, flux does not self-average within a single
sample configuration. Giant fluctuations appear in
the total transmission, which is defined as the sum of
transmission coefficients over the output modes for a
given incident mode, Ta ¼

P
b Tab. Enhanced fluctu-

ations of total transmission are due to the crossing of
wave trajectories, which are also responsible for the
phenomenon of universal conductance fluctuations.
At the same time, average optical transport may be
dramatically modified by the approach to photon
localization, which is analogous to electron localiza-
tion in many respects.

Optical and microwave measurements showed
that the presence of long-range correlation of inten-
sity within a sample led to enhanced fluctuations of
total transmission over the value predicted if fluctu-
ations in intensity were short range as are the fluc-
tuations in the field. This represents a breakdown
of Gaussian statistics of the field which leads to en-
hanced fluctuations in intensity. The presence of
enhanced intensity fluctuations can be seen in an
ensemble of quasi-1D random samples, in which the
sample length is much greater than the diameter of its

cross section. In such quasi-1D samples, modes are
completely mixed so that the statistics of the field are
the same at every point of the output surface.
Though the field distribution on the output surface
over a random ensemble of quasi-1D samples is no
longer Gaussian, the field for the subset of samples
with the same value of total transmission is a Gauss-
ian random variable. The intensity distribution for a
random ensemble with a distribution of values of
total transmission can thus be regarded as a mixture
of Rayleigh distributions with mixing proportions
given by the distribution of transmission. As a result,
non-Gaussian statistical properties of propagation
can be characterized by the variance of the total
transmission normalized to its ensemble average
value, varðsaÞ ¼ /ðdsaÞ2S, where dsa ¼ sa �/saS
and sa ¼ Ta=/TaS. The value of varðsaÞ is equal
to the degree of correlation of transmitted intensity
at remote points on the output surface or for distinct
transverse transmission modes, b and b0, at which
the correlation in the field vanishes: varðsaÞ ¼
/dsabdsab0S � k. In systems without dissipation or
gain, the degree of correlation k is inversely propor-
tional to the dimensionless conductance, g, which is
the key parameter in electronic conductance and may
be defined for classical waves in analogy with the
Landauer formula for electronic conductance,
g ¼

P
abTab ¼

P
aTa, k ¼ 2=3/gS.

Intensity correlation is large when the dimension-
less conductance is small. The divide between ex-
tended diffusing waves and spatially localized waves
is estimated to occur at gE1 and kE1, where hence-
forth /gS will be denoted by g. The value of g is
determined by the local strength of scattering and the
dimensions of the sample. Localization occurs when
wave trajectories are likely to return to a coherence
volume, Vc ¼ ðl=2Þd, in a d-dimensional sample be-
fore escaping from the sample. Wave interference
then dominates transport and further enhances the
return of the wave to points within the medium.
Since the average number of returns of a wave to a
coherence volume always exceeds unity in sufficient-
ly large one- and two-dimensional scattering media,
photon localization may be expected and indeed has
been observed. In 3D samples, photon localization is
more difficult to achieve. The threshold for localiza-
tion is reached when kco1, where k ¼ 2p=l is the
wave vector. This is the same condition as the Ioffe–
Regel criterion for electron localization.

Photon localization has been predicted and ob-
served in nearly periodic 3D samples with appropri-
ate structure such that a photonic bandgap would
have been formed in the absence of disorder. Within
the photonic bandgap, the wave is evanescent and
propagation is forbidden in any direction. When the
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sample is disordered, localized states are introduced
into the bandgap, in a manner analogous to the
occurrence of localized electronic states within the
bandgaps of semiconductors and insulators. Key sta-
tistical properties of electromagnetic waves in sam-
ples with homogeneous disorder depend upon the
closeness to the photon localization transition, which
can be precisely determined using statistical measures
of fluctuations and correlation of optical intensity.
Observing the photon localization transition in 3D
samples allows the study of the Anderson localiza-
tion transition between extended and localized waves
without the complication of particle interactions,
which are unavoidable for electrons.

A crucial indicator of the nature of wave propaga-
tion is the variation of average transmission with a
sample scale. For diffusive waves in energy-conserving
systems, transmission falls inversely with the sample
thickness, whereas it falls exponentially for localized
waves. Contrary to the case of electronic transmis-
sion, in which the particle number is conserved,
scaling of optical transmission is strongly affected by
the degree of absorption or gain in a sample. When
optical absorption plays a role, diffuse transmission
falls exponentially as well, so that for light, scaling
measurements alone are not sufficient to determine
the localization threshold.

The optical speckle pattern gives a distinctive
fingerprint of the coherence of the light scattered
from a particular realization of a random sample
(Figure 1). This is also revealed by an interference
process called ‘‘weak localization’’ in which the dif-
fuse nature of radiation is maintained, though with a
suppressed diffusion coefficient. A strongly related
process can be directly observed in retro-reflection:
when averaged over an ensemble of configurations, a
coherent backscattering peak emerges in the angular
distribution of the reflected light, with a maximum
intensity equal to exactly twice the background in-
tensity. Ensemble averaging can be readily performed
in colloidal samples. The angular profile of the co-
herent backscattered light is the Fourier transform of
the intensity distribution on the input surface for
point illumination, which has a spatial extent of the
order of the mean free path c. The diffuse random
walk of photons generates a characteristic triangular
coherent backscattering peak, whose width is invers-
ely proportional to 1=kc.

The study of multiple scattering in dynamic turbid
samples opens up the possibility of probing the mo-
tion inside the sample. The transmitted speckle pat-
tern is completely randomized when the change in
the total path of the scattered waves is of order l.
Since the length of the wave trajectory is greatly
increased within a random medium, even small

rearrangements of scatterers modify the speckle pat-
tern. Measurements of temporal correlation, called
diffuse wave spectroscopy, make it possible to mon-
itor microscopic motion on the length scale of nano-
meters and on the timescale of nanoseconds.

Apart from the similarities between optical and
electronic transport arising from their dual wave and
particle nature, there are numerous differences be-
tween light and electrons. Photons have zero mass,
making their dispersion law linear, rather than par-
abolic. This has strong consequences for the speed of
photons in resonant media. Photons also have no
charge and many electronic phenomena such as the
Aharonov–Bohm effect have no photonic equivalent.
The absence of photon charge makes it more difficult
to localize photons than electrons in random 3D
samples. Nonetheless, a Hall effect for photons can
be predicted and observed. Another striking differ-
ence applies to the optical scattering cross section
relative to the geometric cross section, which falls
rapidly with particle size for particles smaller than a
wavelength. The strength of scattering is optimized
at Mie resonances in larger particles. The storage of
energy at wavelengths near Mie resonances slows the
propagation of light. A final important difference is
related to the spin. Whereas fermionic electrons are
repelled by the Pauli exclusion principle, photons are
bosons and can exhibit stimulated emission and
lasing. The study of random lasers provides a probe
of long-lived modes of a random medium in which
lasing is facilitated.

Radiative Transfer and Diffusion

The phenomenological radiative transfer equation is
a Boltzmann equation for the specific intensity Ivðr; tÞ
describing the flow of photons in a disordered me-
dium at position r, at time t, and with velocity v ¼ c#v,

@tIv þ v � rvIv þ
1

tabs
þ 1

tscat

� �
Iv

¼ Sðr; tÞ þ
Z

d#v0 Wðv; v0ÞIv0 ½1�

This equation features all relevant processes:
propagation (first two terms on the left), absorption
(rate 1=tabs) and scattering to other directions (rate
1=tscat) collectively referred to as extinction, emission
Sðr; tÞ, and scattering from other directions (rate
Wðv; v0Þ per solid angle).

Absorption and emission are incoherent processes,
whereas scattering is, in principle, coherent. A clas-
sical limit of radiative transfer is to neglect scattering
and to assume steady (local) thermal equilibrium be-
tween absorption and re-emission, as expressed by
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Kirchhoff’s theorem: tabs � S ¼ BvðTÞ, with BvðTÞ
the Planck function for the local temperature TðrÞ.
The approximate solution of the radiative transfer
eqn [1] becomes,

IvðrÞEBv½Tðr � v � tabsÞ� ½2�

showing that photons emerge from within one ab-
sorption length vtabs along the line of sight. This
statement explains the limb darkening of the sun,
and the solar absorption lines at the Balmer series
of hydrogen. A modification of this approach also
applies to photon diffusion in warm resonant gases.

The source, which may be a coherent laser beam,
is often not in thermal equilibrium with absorption
in the medium. It then becomes important to include
scattering. Scattering integral renders the radiati-
ve transfer equation difficult to solve. A popular
simplification is the diffusion approximation. The
angular dependence of Iv is expanded only up to
the isotropic and dipolar terms, which describe
the energy density, Eðr; tÞ ¼ c�1

R
d#v Ivðr; tÞ, and the

energy current density, Jðr; tÞ ¼
R
d#v #vIvðr; tÞ:

Iv ¼
1

4p
½Ecþ 3#v � J þ?� ½3�

This leads to the following diffusion equation for
the energy density,

@tEðr; tÞ �Dr2Eðr; tÞ þ 1

tabs
Eðr; tÞ ¼ 4p

c
Sðr; tÞ ½4�

The diffusion equation describes a random walk of
photons with an average step length cscat ¼ ctscat,
and an angular redistribution described by Wð#v:#v0Þ
for each step. Scattering is now entirely described
by the diffusion constant, D. It is found that
D ¼ 1=3c2ttr, with the transport mean free time,

t�1
tr ¼

Z
d#v0Wð#v � #v0Þ½1� #v � #v0� ¼ t�1

scat½1�/cos yS�

Equation [4] can only be solved if boundary
conditions are specified. One usually imposes the
condition that no current enters the medium. An
important application is to the stationary transmis-
sion of light through a disordered, nonabsorbing slab
between z¼ 0 and z¼L and an imbedded source
layer, SðzÞ ¼ ðc=4pÞdðz� zsÞ. In the absence of inter-
nal reflection at the sample boundary due to a mis-
match between the average refractive indices, the
angular distribution of transmission is given by

TðyÞ ¼ zs þ z0
Lþ 2z0

� 1þ 3

2
cos y

� �
½5�

where z0 ¼ 2
3c ¼ 2

3cttr is the extrapolation length be-
yond the sample interface, at which the intensity ex-
trapolates to zero and ttr is the transport mean free
time. This length increases when there is internal re-
flection at the sample interface due to a mismatch of
effective refractive indices. The diffuse transmission
decays with increasing thickness as 1/L.

Dynamics

In weakly scattering systems, an initial ballistic burst
of unscattered radiation is transmitted through the
sample followed by a broad pulse with a profile
described by the diffusion equation (Figure 2). The
ballistic light, which must be filtered from the pre-
dominant multiply scattered light, is utilized in optical
coherence tomography to image inhomogeneous tis-
sues for noninvasive medical diagnostics and to mon-
itor a wide spectrum of human pathologies based
upon residual coherence in scattered light. Diffusive
light rapidly reaches an asymptotic single exponential
decay reflecting the sum of the leakage rate of light
out of the lowest diffusion mode and absorption. In
pulsed microwave measurements, in quasi-1D ran-
dom dielectric media, a breakdown of the diffusion
model is seen in the nonexponential decay of trans-
mission at long time. This may be understood as the
result of increasing impact of weak localization as the
rate of crossing of optical trajectories within the sam-
ple increases in time. Alternatively, it may be under-
stood as a manifestation of the increasing role of
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Figure 2 Time-of-flight distribution in an ensemble of quasi-1D

samples of 1.3 cm diameter polystyrene spheres randomly

packed in a copper tube of diameter 7.3 cm and length 100 cm

with reflecting walls and open ends at a spheres volume fraction

of 0.52 is obtained by averaging the temporal response to a 1 ns

pulse at carrier frequency 19 GHz over 4096 sample configura-

tions. The continuous line is the prediction of diffusion theory.

(Sebbah et al. (2000) Physical Review E 62: 7348.)
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longer-lived modes at later times. Such modes tend to
have greater density far from the sample surface so
that the wave does not readily escape the sample.

Many wave phenomena can be explained in terms
of a classical scalar wave equation for the complex
wave c ¼ A expðijÞ in the presence of a source S,

eðrÞ
c20

@2
t cðr; tÞ � r2cðr; tÞ ¼ Sðr; tÞ ½6�

The energy and current densities are expressed,
respectively, as

E ¼ 1
2 c

�2
0 eðrÞj@tcj2 þ 1

2 jrcj2

and

J ¼ Reð@tcrc�Þ

For a wave packet that is closely centered around
angular frequency o, and wave vector k,
EEeðrÞðo=c0Þ2jcj2 and JEkðo=c0Þjcj2, and the
phase shift seems to disappear explicitly from the
picture.

Though the velocity of light might be defined as a
fluctuating quantity in a random medium,
cðrÞ ¼ c0=

ffiffiffiffiffiffiffiffi
eðrÞ

p
, where eðrÞ is the fluctuating local

dielectric constant that gives rise to optical scatter-
ing, it is expected that, on a macroscopic level, the
diffusion constant may be expressed in terms of an
average transport velocity, vE, D ¼ 1

3vEc. The trans-
port velocity may be taken as the ratio of the average
current density and average energy density, calculat-
ed for a wave packet centered at frequency o and

wave number k,

vE ¼ /JðrÞS
EðrÞ ¼ kc20

o
/jcj2S

/eðrÞjcj2S
½7�

k and o are expected to be related by some ef-
fective medium dispersion law k ¼ o=vp, featuring
the phase velocity vp. Near scattering resonances, the
field inside the particles is greatly enhanced, and
vE{vp. Figure 3 shows a calculation of vE for par-
ticles with an index of refraction m¼ 2.73 and
volume fraction of 0.36, corresponding to TiO2

powder. The transport velocity is seen to drop
considerably near resonance.

Mesoscopic Optics

In the classical radiative transfer theory, light has been
treated as photons, and not as classical electromagne-
tic waves. However, wave aspects of propagation are
crucial if one is to understand fluctuations and cor-
relations in multiply scattering samples in which the
wave is temporally coherent. Because the regime, in
which the wave is temporally coherent in electronic
samples, is intermediate between the microscopic
atomic scale and the macroscopic scale, it is termed
mesoscopic. This term has been used to describe
propagation of temporally coherent classical waves
even in macroscopic samples.

Field Correlation

A full description of transport must include the in-
terference of waves. A speckle pattern results from
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Figure 3 Energy transport velocity calculated for light propagating in a random medium filled with dielectric Mie spheres with refraction
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the superposition of all partial waves arriving at dif-
ferent points of the scattered wave (Figure 1). The
field fluctuates with the variation of some parameter
p such as position, scattering angle, frequency, or
time, as a result of the random phases and ampli-
tudes of partial waves, and can be written as
cðpÞ ¼ c1ðpÞ þ c2ðpÞ þ?. It is reasonable to as-
sume that all ciðpÞ are independent, since they
have visited so many different scatterers. As a result,
the central limit theorem imposes complex-valued
Gaussian statistics on the measured field cðpÞ. In
addition to the Rayleigh distribution for the intensity,
a second consequence of Gaussian statistics is the
Siegert relation between correlations of intensity and
field,

/Iðp1ÞIðp2ÞS ¼/cðp1Þcðp1Þ�cðp2Þc�ðp2ÞS
¼/Iðp1ÞS/Iðp2ÞS

þ j/cðp1Þc�ðp2ÞSj2 ½8�

The field correlation usually decays rapidly with
p1� p2. The Seigert relation is useful since intensity
correlations are easier to measure than field correla-
tions, particularly at optical frequencies.

Under a wide variety of circumstances, wave and
particle aspects of propagation are Fourier transform
pairs. An important example concerns the field cor-
relation function CE with frequency shift v, which is
the Fourier transform of the ‘‘photon time-of-flight
distribution’’ P(t) for the random ensemble,

PðtÞ ¼ /jcðtÞj2S ¼
Z

dv CEðvÞexpð�i2pvtÞ ½9�

A demonstration of this relation in microwave
measurements is shown in Figure 4. The spectral
width of the field correlation function can be iden-
tified with the width of leaky diffuse modes of the
sample, and is associated via eqn [9] to the inverse of
the mean photon dwell time in the sample. In a
manner analogous to eqn [9], the field correlation
function with a shift in wave vector, associated with
an angular shift in the far field, equals the Fourier
transform of the photon intensity distribution on the
surface. When both the incident and scattered waves
are shifted by the same angle, as when the sample is
rotated, the field correlation function with angular
shift equals the point spread function, which is the
spatial distribution of light on the sample surface
associated with excitation at a point. In this case, the
field correlation in reflection gives the same angle
variation found in the coherent backscattering peak.
Either the intensity correlation with scattered angle
or the intensity distribution with position on the in-
put surface can be analyzed within an appropriate

transport model to give c. As a third example of the
relationship between photon distributions and wave
correlation, the angular distribution of the scattered
intensity I(y) and the spatial correlation function of
the field are Fourier conjugates. The field within a
random medium becomes uncorrelated because of
the random phasing of waves arriving at a point from
all directions. Within the bulk of the medium, the
angular distribution is isotropic, with an uncertainty
of 1=c in the absolute value of the wave number. The
normalized field correlation function is

FEðDrÞ ¼ ðsinðkDrÞ=kDrÞexpð�Dr=2cÞ ½10�

A measurement of FEðDrÞ is shown in Figure 5.
The right-hand side is just the diffraction-limited
Green function for the complex field. The relation
between spatial correlation and the Green function is
reminiscent of the fluctuation–dissipation theorem.
Equation [10] has found important applications in
modern seismic imaging.

A final application of Gaussian statistics is quasi-
elastic light scattering in multiply scattering media.
Diffuse wave spectroscopy measures the time corre-
lation function of the intensity, CðtÞ, to retrieve
the mean Stokes–Einstein translational diffusion con-
stant of dynamic colloidal suspensions.

Intensity Correlation

Intensity correlations can be subject to non-Gaussian
contributions that do not obey the Seigert relation
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Figure 4 Real and imaginary parts of the field correlation func-

tion with frequency shift of the microwave field transmitted in an
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19.5 GHz. The solid line is the real part of the Fourier transform of

the time-of-flight distribution shown in Figure 2. (Sebbah et al.
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discussed earlier. These are seen to be long range. As
a result, optical flux summed over different incoming
or outgoing spots does not self-average. Similarly, the
fluctuations of the electronic conductance are greatly
enhanced over the value predicted without including
correlation between values of intensity for different
incident and outgoing modes. Its variance has a
universal magnitude, equal to 2/15 in diffusive sam-
ples, independent of sample size and scattering
strength. This is known as ‘‘universal conductance
fluctuations’’ in electronic physics. Calculations and
experiments have shown that the relative importance
of non-Gaussian correlations is governed by the en-
semble average of g.

The cumulant correlation function of transmitted
intensity with displacement of either the source or
the detector, DR and Dr, respectively, or rotation of
the corresponding polarizations, DY and Dy, can be
expressed as the sum of three terms, with distinctive
spatial and polarization dependencies. Let DQ and
Dq represent the shifts of the source and the detector,
respectively, with either position or polarization
angle. Each term involves only the sum or the prod-
uct of the square of the field correlation function,
F¼ |FE|

2 or a constant. The leading-order (‘‘C1’’)
term is the product F(DQ)F(Dq) and decays rapidly
with displacements of either the source or detector.
The next (‘‘C2’’) term is proportional to the sum
F(DQ)þ F(Dq) and decays to half its value when only
one of the sources and detectors is displaced. Finally,
the third (‘‘C3’’) term is proportional to
F(DQ)F(Dq)þ [F(DQ)þ F(Dq)]þ 1 and correlates
any state of the source to any state of the detector

as a result of the constant contribution. The C2 and
C3 terms represent long-range non-Gaussian correla-
tions. If the source is unaffected, DQ¼ 0, so that
F(DQ)¼ 1, the cumulant intensity correlation for dis-
placement or polarization rotation may be written as

CðDqÞ ¼ FðDqÞ þ k½FðDqÞ þ 1� ½11�

Equation [11] holds both for steady state and for
pulsed excitation of a random sample. For pulsed
transmission, the degree of correlation depends upon
the time delay, t, and line width, s, of the incident
pulse and increases with t. For both steady-state and
pulsed measurements, the probability distribution of
intensity depends only upon k. Thus, the degree of
correlation determines the statistics of waves in ran-
dom media (Figure 6).

Probability Distributions

The probability distribution of intensity or total
transmission is determined exclusively by k, since
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fluctuations in average transmission occur due to
extended correlation on the output surface of the
sample. Since the intensity distribution is a negative
exponential for a fixed value of sa, the intensity
distribution may be written as

PðsabÞ ¼
Z

N

0

dsa PðsaÞ
1

psa
exp � sab

sa

� �

This expression is equivalent to the relation between
corresponding moments, /snabS ¼ n!/snaS.

Phase Statistics

At points in the speckle pattern at which the intensity
is zero, singularities exist in the spatial distribution of
the phase jab. The phase, whose tangent equals the
ratio of in- and out-of-phase components of the field
for a single polarization, is undefined when the am-
plitude Aab vanishes. It jumps by p-radians as a null
in the intensity is traversed, and varies by 2p as such
a phase singularity is circled (Figure 1). In the diffuse
regime, the phase itself is uniformly distributed be-
tween � p and p and does not provide much useful
information. The time delay of a narrow-frequency-
band incident pulse crossing the medium is the fre-
quency derivative of the phase, t ¼ j0 � dj=do.
In nonabsorbing diffusive media, the time delay
fluctuates strongly with displacement and has an
average value of /tS ¼ L2=6D, which coincides
with the time delay predicted by the diffusion theory
of eqn [4]. The variance of t diverges as a result of
the large spectral derivative of the phase near phase
singularities.

Both the phase delay time distribution Pðdj=doÞ
and the joint distribution PðI; dj=doÞ can be calcu-
lated for diffusive waves, assuming complex-valued
Gaussian statistics. In Figure 7, the theoretical pre-
diction assuming Gaussian statistics and the meas-
urements of the joint distribution PðI; dj=doÞ are
shown. PðI; dj=doÞ is a Gaussian function for a
fixed value of I centered at /tS, with a variance
which is inversely proportional to I. For localized
waves, the intensity is correlated with the delay time,
since at a transmission resonance at which the in-
tensity is high, the dwell time is long. As a result, the
average delay time increases with intensity.

Coherent Backscattering

Coherent backscattering is a pertinent counter ex-
ample of the statement that multiple scattering de-
stroys all interference effects, and an illustration
of how mesoscopic wave–particle duality can be

employed. Consider a typical random walk of a wave
along an arbitrary sequence of scatterers before being
reflected back toward the light source. In the ra-
diative transfer picture, all interference effects are
assumed to be washed out upon averaging over all
configurations of the particles, and the intensity due
to waves following two paths would be given by
jc1j

2 þ jc2j
2. However, in the wave picture, two op-

positely propagating waves will always interfere con-
structively at the source. The reflection of energy is
then given by

Rðy ¼ pÞ ¼ jc1 þ c2j
2 ¼ jc1j

2 þ jc2j
2 þ 2Reðc1c

�
2Þ

¼ 2ðjc1j
2 þ jc2j

2Þ ½12�

which is twice the answer obtained from radiative
transfer. Coherent backscattering is a direct conse-
quence of the reciprocity principle. The angular line
profile of coherent backscattering is the Fourier
transform of the distribution of distances between
the entry and exit of reflected photons, and as such a
very sensitive way of probing the path length distri-
bution of reflected photons. The algebraic long-range
nature of this distribution generates a triangular cusp
which is seen in Figure 8. It is noticed that the en-
hancement factor of 2 is lowered when the c=l ratio
approaches unity. This has been attributed to loop-
type photon paths in the random medium, which
then become numerous and give a flat contribution
to the background.
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Photon Localization

A key indicator of the nature of propagation in a
random medium is the Thouless number, d, which is
the ratio of the typical frequency width and frequen-
cy spacing between states of a random medium,
d¼ dv/Dv. The inverse of the level spacing is the den-
sity of states of the sample. In the absence of ab-
sorption or gain, the Thouless number is equal to the
dimensionless conductance, d¼ g, which is, in turn,
essentially the inverse of k, introduced earlier. The
onset of localization occurs at the point at which
dv¼Dv, that is, d¼ 1. For do1, transport is inhibited
since modes in different blocks, into which one may
imagine the sample to be divided, do not overlap.

In order to localize photons, scattering can be
maximized by utilizing radiation at a Mie resonance
with high-index dielectric spheres. In order not to
wash out the resonance, the volume fraction of scat-
terers should not be too high, while their density
should not be too low. At the same time, localization
can be facilitated by utilizing low-dimensional sam-
ple geometries. Results of microwave propagation in
a waveguide containing random mixtures of alumina
spheres with index of refraction m¼ 3.14 and
volume fraction of 0.068 are shown in Figure 9. A
narrow window of localization is observed just
above the first Mie resonances in a range in which
d achieves its lowest value of just under unity.

The barrier to localizing radiation, even in random
media in which the wave is resonant with scatterers,
can be seen from a dynamical perspective. dv drops
sharply at resonance, as can be seen in the sharp peak
in the average dwell time /tS (Figure 9). This does

not result in a diminished value of the Thouless
number d, however, because it is countered by an
increase in the density of states corresponding to a
drop in Dn. In electronic systems, g can be obtained
from the measurement of the conductance G, since
G¼ (e2/h)g, whereas for classical waves it can be
found from the measurement of the total transmis-
sion Ta, since g ¼ N/TaS, where N is the number of
transverse modes and for a quasi-1D system given by
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N¼Ak2/2p, in terms of the cross section A of the
sample and the wave number k. For diffusive waves
in nonabsorbing quasi-1D samples of length L,
Ohm’s law applies: g¼Nc/L.

When L exceeds the localization length, x ¼ Nc, g
falls below the critical value of order unity. Beyond
this point, the transmission falls exponentially /TaS
Bexp(�L/2x). In localized samples with do1, the
intensity falls exponentially inside the sample be-
tween resonances with localized modes. On reso-
nance with a localized mode, the intensity is
exponentially localized around a point in the medi-
um. An example of a single localized mode in a 1D
random microwave waveguide is shown in Figure 10.
For a wave resonant with a wave localized near the
center of a sample, the wave may rise exponentially
in the first half of the sample and then fall expo-
nentially in the second half to produce a value of
transmission near unity. States within a medium in
which do1, may be coupled when two or more
states overlap spatially and spectrally. In this case,
the excitation in the coupled modes may extend
throughout the medium and provide a path for
strong transmission over a spectral range greatly ex-
ceeding the width of a single isolated localized state.
Such ‘‘necklace’’ states may dominate transmission in
many circumstances. Examples of a single localized
mode and of two coupled modes in a 1D random
microwave waveguide are shown in Figure 10.

Random Laser

Though scattering within a laser cavity generally
degrades laser performance, stimulated emission can

be facilitated in a multiply scattering medium with
gain, since the optical dwell time within such media
can be enhanced by scattering, thereby increasing
the opportunity for stimulated emission. The pres-
ence of gain in random media, pumped by an exter-
nal laser, favors long scattering paths within the
gain medium and may facilitate laser action. In
diffusive amplifying media, the line width of states of
the medium greatly exceeds the typical level spacing
Dn, so that many spectrally and spatially overlapping
modes are excited simultaneously. Propagation in
such systems with ‘‘nonresonant’’ feedback may be
described in terms of photon diffusion and incoher-
ent pumping of material energy levels. Emission
spectra are narrowed and the temporal profile is
greatly shortened above a threshold in pump power
(Figure 11).

Laser emission in a series of distinct peaks has been
observed in thin samples with strong scattering, in
which kcB4. Narrow peaks, observed in the emission
spectrum of a semiconductor powder shown in
Figure 12, are a direct manifestation of laser oscilla-
tion with resonant feedback in specific modes. In these
samples, the wave is still diffusive, since d41, but the
presence of gain allows a few longer-lived optical
modes of the excited region to be selected for laser
action so that distinct peaks are observed in the lasing
spectrum.

The threshold for random lasing is not appreciably
lowered below the one for amplified spontaneous
emission in homogeneous media, since even though
multiple scattering hinders the escape of emission
from the medium, the excitation region is shallow
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because the flow of the incident pump light into the
system is impeded. This limitation has been overcome
in localized samples, such as 1D layered media, since
modes localized deep within the sample can be res-
onantly excited by the pump laser. Emission from the
excited medium will then occur in long-lived modes
which overlap the excitation region. This leads to la-
sing at low threshold in pump power. In such systems,
dv{Dv, and lasing proceeds by resonant feedback.
Simulations in one and two dimensions have shown
that laser modes are spatially localized and identical
to the localized modes of the system without gain.

See also: Disorder and Localization Theory.

PACS: 42.25.Dd
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Introduction

X-ray absorption spectroscopy is used to measure and
study the absorption intensity of incident X-rays in
matter such as atoms, molecules, and condensed sys-
tems as a function of its energy or wavelength. The
recent development of synchrotron radiation as a
brilliant source of continuous X-ray has stimulated
X-ray absorption spectroscopy. In X-ray absorption
spectra, the intensity discontinuously increases at a
critical incident energy and the spectra extend to
higher energies. The critical incident energy is called
the absorption edge or simply the edge. An absorption
edge corresponds to the minimum energy needed for
ionization by exciting a core electron in atoms and
molecules, or that needed to excite a core electron into
unoccupied states above the Fermi level in solids. In
the absorption spectra, there are structures. Structures
from the edge to several tens of eV are called X-ray
absorption near edge structure (XANES), and those
from the edge to several hundreds of eV are called
extended X-ray absorption fine structure (EXAFS).
The term X-ray absorption fine structure (XAFS)
is also used to represent both XANES and EXAFS. In
addition to the energy, X-ray is specified by the polari-
zation, the control of which has recently become fea-
sible in synchrotron radiation. A lot of information
about electronic and atomic structures in solids is
obtained from X-ray absorption spectroscopy. Here,
information about electronic structures obtained from
XANES is described. For information about atomic
structure obtained from EXAFS, the reader is referred
to the ‘‘Further reading’’ section. Since X-ray absorp-
tion is a quantum mechanical phenomenon, the elec-
tron–photon interaction and the derivation of the
expression of the absorption spectrum with the use of
Fermi’s golden rule are discussed first.

Electron–Photon Interaction

For a system with an electron, the unperturbed
Hamiltonian is assumed without the radiation field

given by

H0 ¼
p2

2m
þ vðrÞ

where m, r, and p denote the mass, the position vec-
tor, and the momentum of the electron, respectively,
and v(r) the potential energy acting on the electron.
In the presence of the radiation field, the Hamilton-
ian is, with the use of the vector potential Aðr; tÞ and
the scalar potential fðr; tÞ, both of which are r and
time (t) dependent, written as

H ¼ 1

2m
ðpþ eAðr; tÞÞ2 þ vðrÞ � efðr; tÞ

with the charge of electron –e. Then the time-
dependent perturbation due to the radiation field,
that is, the electron–photon interaction W(t) is,
neglecting a very small A2 term, written as

WðtÞ ¼ e

2m
ðp � Aðr; tÞ þ Aðr; tÞ � pÞ � efðr; tÞ

One adopts the Coulomb gauge r � Aðr; tÞ ¼ 0 and
fðr; tÞ ¼ 0. Then,

WðtÞ ¼ e

m
ðAðr; tÞ � pÞ

For systems with many electrons, p is replaced by
the summation

P
i pi, where pi denotes the momen-

tum of the ith electron. W(t) represents the annihi-
lation of a photon upon exciting an electron from
the state with a lower energy to that with a higher
energy (absorption) or the creation of a photon
accompanied by the transition of an electron from
the state with a higher energy to that with a lower
energy (emission). In X-ray absorption, the state with
the lower energy is a core state of an atom and that
with the higher energy is an unoccupied valence
state.

X-Ray Absorption Spectra

Let jiS be a many-body initial state of X-ray absor-
ption, where core states and valence states up to
the Fermi level are occupied by electrons. Let jfS be
the fth many-body final state of X-ray absorption,
where a core electron of an atom is transferred to an



unoccupied valence state upon absorbing a photon
with energy _o. Then, according to Fermi’s golden
rule, the transition probability per unit time from the
initial state to the final state by the perturbation
WðtÞ ¼ We�iwt, that is, the X-ray absorption spec-
trum F(o) as a function of o is expressed as

FðoÞ ¼ 2p
_

X
f

j/f jWjiSj2dðEi þ _o� Ef Þ

where Ei and Ef denote the energy of jiS and jfS,
respectively. F(o) is proportional to the o-dependent
absorption coefficient. The core hole has a lifetime
due to the Auger process and decays exponentially
with time. Then the d function must be replaced by
the Lorenzian ðG=pÞ=½ðEi þ o� Ef Þ2 þ G2� with the
lifetime broadening G.

Spectra in a One-Electron Picture

Let the following three conditions be satisfied: (1) The
matrix element /f jWjiS is dependent on o only
weakly. (2) The energy of jiS is expressed as the
summation of occupied one-electron energies

Ei ¼ ec þ
X
k

ek

where ek and ec denote the energies of occupied con-
duction-band states with the wave vector k and of the
core state, respectively. (3) The energy of jfS is also
expressed as the summation of one-electron energies as

Ef ¼ ek0 þ
X
k

ek

where ek0 denotes the energy of the conduction-band
state with the wave vector k0 unoccupied in jiS; the
one-electron states are not affected by the core hole
produced in the final state of X-ray absorption. Then
the absorption spectrum is expressed as

FðoÞB
X
k0

dðec þ _o� ek0 Þ

This means that, aside from the constant factor, FðoÞ
is approximately proportional to the density-of-states
(DOS) of unoccupied conduction-band states, and this
expression is widely used to obtain information about
unoccupied states in solids.

Final-State Interaction

There are many examples where FðoÞ is different
from the expected DOS above the Fermi level eF. The
attractive interaction of a core hole acting on the
valence electron, which is produced in the final
state, causes a reconstruction of both occupied and

unoccupied valence states. This is called the final-
state interaction. In the following, some examples of
the same are presented.

Fermi Edge Singularity

In some metals, the core absorption spectra are
known to exhibit singular behavior as a function
of the incident photon energy near the absorp-
tion threshold just above eF. In Figure 1, such exam-
ples observed in alkali metals for p core absorption
are shown, where the spectra exhibit a spike just
above eF.

If the condition (3) described in the last section is
not satisfied, then the photoproduced core hole acts
as an attractive potential on conduction electrons.
Consider a constant negative matrix element V
representing the scattering of electrons, which is in-
dependent of electron wave numbers, that is, the
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Figure 1 Optical absorption spectra of outermost p-shell elec-

trons in Na, K, Rb, and Cs. Pairs of spikes linked by vertical bars

correspond to the core spin–orbit splitting. (Reproduced with

permission from Ishi T, et al. (1977) Journal of Physical Society of

Japan 42: 876–881.)
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d function-type potential. Then FðoÞ is, near eF,
expressed as

FðoÞp 1

_oþ ec � eF

� �a

where the index a is given by a ¼ �2VNðeFÞ with the
DOS at eF of the conduction electron N(eF). a is a
dimensionless parameter ofO(1). Since V is negative,
a is positive and FðoÞ is, therefore, enhanced for
_oþ ec near eF. This is called the Fermi edge
singularity (or anomaly). In metals, the excitation
energy starts continuously from zero due to the
presence of eF. To the external perturbation V, the
response of conduction electrons accompanied by
low-energy excitations, which are peculiar to metals,
causes the singularity.

Satellite Structures

The core hole produces another structure in the ab-
sorption spectrum. For example, in metallic cerium
compounds, the localized 4f-level is often just below
eF and jiS is expressed as a superposition of the 4f 0

configuration with a smaller weight and the 4f 1 one
with a larger weight due to the hybridization between
the 4f-state and the conduction band. By the 3d-4f
X-ray absorption, the 4f 0 configuration is transferred
to the 4f 1 one and the 4f 1 one to the 4f 2 one, both of
which are accompanied by a 3d core hole. Vðo0Þ
denotes the attractive potential of the core hole acting
on the 4f-electron and, Uð40Þ, the 4f–4f repulsion.
Then the energy of 4f 1 is BV and that of 4f 2 is
B2VþU in the final state, if measured from a suit-
able origin of energy. The absorption spectrum is then
characterized by the main peak ð4f 2Þ and the satellite
ð4f 1Þ separated by BjV þUj. Combined with other
X-ray spectroscopies, X-ray absorption gives infor-
mation about U and the relative weight of 4f 0 and
4f 1 in jiS. Similar satellite structures are observed
in many systems, including transition-metal com-
pounds, and they are used to extract information
about electronic structures.

Multiplet Structures

In the 3p (or 2p) - 3d X-ray absorption for insu-
lating 3d transition-metal compounds, in addition to
the 3d–3dmultipole interaction, the strong 3d–3p (or
3d–2p) multipole interactions, both of which are de-
scribed by the Slater integrals, contributes to the
energy splitting in the final state and the splitting is
reflected in the spectrum. This is called the multiplet
structure and is usually peculiar to the atomic
configuration in the initial state. The multiplet struc-
ture, therefore, often plays the role of a fingerprint in

identifying the configuration. Multiplet structures
are also observed in the 4d (or 3d)- 4f X-ray absor-
ption for 4f rare-earth compounds.

Selection Rules for Electric Dipole
Transition

Since the electric field Eðr; tÞ is expressed as Eðr; tÞ ¼
@Aðr; tÞ=@t for f ¼ 0, the relation Aðr; tÞ ¼ ð�i=oÞ
Eðr; tÞ is obtained with noting the time-dependent
factor e�iot. Then the time-independent part of
the electron–photon interaction W is rewritten as
W ¼ �iðe=moÞEðrÞ � p, where EðrÞ ¼ Eeik�r repre-
sents the plane wave with the amplitude of electric
field E and the wave vector k. Furthermore, p in W
can be replaced by r with the use of the commutation
relation

p

m
¼ ’r ¼ i

_
½H0; r�;

H0jiS ¼ EijiS; H0jfS ¼ Ef jfS

and the relation _o ¼ Ef � Ei in the absorption spec-
trum F(o) in terms of Fermi’s golden rule. Then

FðoÞ ¼ 2p
_

X
f

j/f jEðrÞ � erjiSj2dðEi þ _o� Ef Þ

is obtained. For systems with many electrons, er is
replaced by e

P
i r i, the electric dipole of a system.

EðrÞ is expanded as

EðrÞ ¼ Eð1þ ik � r þ?Þ

The contributions to the spectrum of the first and
second terms are called the electric dipole (E1) and
the quadrupole (E2) transitions, respectively, and so
on. The wave length of photons with energy from
several eV to several keV is in the range of several
thousand Å to several Å. It is much larger compared
to the spatial extension of the atomic wave function
of a core electron of a few or several tenths of Å, that
is, k � r{1. This means that the dominant contribu-
tion to the spectrum is the E1 transition.

Let a system be in spherical symmetry, where jiS
and jfS are specified by the values of total angular
momenta J and J0, respectively, and the values of
their z components Jz and Jz

0, respectively. In the E1
transition, there exists an allowed relation between
J and J0, that is, the condition of the nonzero
matrix element of the electric dipole operator.
This is called the selection rule of the total angular
momentum.
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The inversion operator I transforms r into � r.
Since I2 ¼ 1, the eigenvalue of I is either þ 1
(even parity) or � 1 (odd parity). In order to have
a nonzero matrix element for /ijrjfS, the initial and
final states must have parities different from one an-
other. For a transition of a single electron, let l and l0

be the orbital angular momentum of the initial (core)
and final (valence) states, respectively. Then l � l0 ¼
71 and the spin states must be the same. For a sys-
tem with many electrons and a spin–orbit coupling,
J � J0 ¼ 0;71 (but J ¼ J0 ¼ 0 is forbidden).

By choosing the electric polarization of an incident
photon, the difference in the z component of angular
momenta between the initial and final states is con-
trolled. E � r in the above expression of FðoÞ is, with
their x, y, and z components, expanded as Exxþ
Eyyþ Ezz or, with use of the spherical harmonics
Ylmðy;fÞ, expanded as

E � r ¼
X

m¼�1;0;1

Em

ffiffiffiffiffiffi
4p
3

r
Y1mðy;fÞr

where E7 ¼ ð7Ex � iEyÞ=
ffiffiffi
2

p
and E0 ¼ Ez. For the

photon polarized along the z axis ðm ¼ 0Þ, that is, the
quantization axis, J0z � Jz ¼ 0. For the left (right) cir-
cularly polarized photon ðm ¼ þ1ð�1ÞÞ, J0z � Jz ¼
þ1ð�1Þ.

Dichroism and Sum Rules

The difference in X-ray absorption between two
kinds of incident polarizations is called dichroism,
since the difference in absorption means the differ-
ence in the color of substances in the visible light
region. Recently, due to the development of synchro-
tron radiation, both linearly and circularly polarized
X-rays with high polarization became available and,
their extensive use has led to various kinds of di-
chroism studies being carried out.

In the above expression of FðoÞ in terms of Fermi’s
golden rule, j/ijWjfSj2 is rewritten as /ijWþjfS
/f jWjiS with Wþ being the Hermite conjugate of
W. If FðoÞ is integrated with respect to o in the
region to cover Ef’s for a given W, and jfS’s can be
regarded as a complete set, one obtains, with the
closure relation

P
f jfS/f j ¼ 1,

Z
FðoÞ do ¼ 2p

_
/ijWþWjiS

that is, the integrated intensity being the expectation
value of WþW in the initial state. By employing this,
some sum rules that relate the integrated intensities
to physical quantities of the valence state are derived.

For ferromagnets, the difference between the right-
and left-circular-polarizations with respect to the
direction of magnetization is called magnetic circular
dichroism. Let Iþ (I� ) be the integrated absorption
intensity for the left (right)-circular-polarization and
let I0 be the integrated absorption intensity for m ¼ 0
(linear polarization) from the core state with one-
electron orbital angular momentum l1 to the valence
state with l2 by the E1 transition. Then the relation

Iþ � I�
Iþ þ I0 þ I�

¼ signðl1 � l2Þ
/LzS
l2nh

is known as the Lz sum rule, where /LzS and nh
denote the expectation value of the z component of
the orbital angular momentum and the number of
holes in the valence state, respectively. By the core
spin–orbit interaction, the spectrum often splits
into two regions. Let ðIþ � I�ÞþððIþ � I�Þ�Þ be the
integrated dichroic intensity for the jþ ¼ l1 þ 1

2ðj� ¼
l1 � 1

2Þ region. If the separation between the two
regions is sufficiently large, the relation

ðIþ � I�Þþ � ðl1 þ 1Þ=l1ðIþ � I�Þ�
Iþ þ I0 þ I�

¼ Aðl1; l2Þ
/SzS
nh

þ Bðl1; l2Þ
/TzS
nh

is satisfied and it is known as the Sz sum rule, where
/SzS and /TzS denote the expectation values of
the z components of the spin and the spin dipole
defined by

T ¼
X
i

½si � 3r iðr i � siÞ=r2i �

respectively, in the valence state; Aðl1; l2Þ and Bðl1; l2Þ
are the known rational functions of l1 and l2. A
combined use of both the Lz and Sz sum rules
has recently been a standard method of site-selective
determination of both /LzS and /SzS from dichroic
data. In some cases, the mixing between jþ and j�
regions can be appreciable due to the core–valence
multipole interaction, although they are apparently
separated, that is, jfS’s in each region cannot be
regarded as a complete set. Then the deviation from
the Sz sum rule can be appreciable. It may also be
noted that there is a sum rule to relate the integrated
dichroic intensity for two kinds of linear polariza-
tions to a component of the quadrupole moment.

See also: Scattering, Inelastic: X-Ray (Methods and
Applications); X-Ray Sources; X-Ray Standing Wave
Techniques; X-Ray Topography.

PACS: 32.30.Rj; 61.10.Ht; 78.70.Dm
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Introduction

X-ray was the name given by W C Roentgen to the
highly penetrating rays, which emanated when high-
energy electrons struck a metal target. On 8 Novem-
ber 1895, he noted for the first time this phenomenon
and on 28 December 1895, he astonished the scien-
tific world with his preliminary report Ueber eine
neue Art von Strahlen (along with experimental radio-
graphs and by the X-ray image of his wife’s hand)
given to the president of the Wurzburg Physical-
Medical Society. A few weeks later, C H F Muller
was able to construct in his Hamburg factory the
first commercial X-ray tube for one of the local
hospitals. This was a milestone of what was to
become a major technical industry. X-ray technology
is one of the most important inventions of the nine-
teenth century. It plays a major role in our daily life.

X-ray is nowadays one of the most powerful tools to
investigate hard and soft matter, hence the necessity to
develop new sources to achieve more high-intensity
beams.

Conventional Sources

X-Ray Tube

Whenever a charged particle is accelerated or decel-
erated, it emits energy in the form of photons. This
process takes place within an X-ray tube to create
X-rays. At one end of the tube is the source of elec-
trons or the cathode, and at the other end of the tube
is the metal target, or anode. To produce X-rays,
electrons are accelerated from the cathode to the an-
ode with a high voltage. When the electrons hit the
anode, they are quickly stopped. This rapid change in
speed causes the emission of X-ray photons. These
X-rays are commonly called brehmsstrahlung or
‘‘braking radiation.’’ Bremsstrahlung is the German
word for slowing down or braking; this radiation can
be considered radiation, resulting from the braking
or projectile electrons by the nucleus.

X-Ray Sources 323



An electron that completely avoids the orbital
electrons on passing through an atom of the target
may travel sufficiently close to the nucleus of the at-
om to come under its influence. Since the electron is
negatively charged and the nucleus is positively
charged, there is an electrostatic force of attraction
between them. As the electron approaches the
nucleus, it is influenced by a nuclear force much
stronger than the electrostatic attraction. As it passes
by the nucleus, it is slowed down and deviated in its
course, leaving with reduced kinetic energy in a dif-
ferent direction. This loss in kinetic energy reappears
as an X-ray photon.

If all the energy carried by an electron is transformed
into radiation, the energy of an X-ray photon is

Emax ¼ hnmax ¼ eV

where Emax is the maximum possible energy, h the
Planck’s constant, nmax the photon frequency, e the
charge of the electron, and V the acceleration po-
tential. If the frequency is substituted with the
wavelength, the above expression becomes

hnmax ¼ hc=lmin ¼ eV and

lmin ¼ hc=eV ¼ 12 398=V

The energy contained in each bremsstrahlung photon
emitted from an X-ray tube extends from that asso-
ciated with the peak electron energy all the way
down to zero. In other words, when an X-ray tube is
operated at 70 kVp, bremsstrahlung photons with
energies ranging from 0 to 70 keV are emitted, crea-
ting a typical continuous X-ray emission spectrum.
Since total conversion of the electron energy into ra-
diation is not a highly probable event, the radiation
of the highest intensity is obtained at a longer
wavelength compared to lmin (1.5 times). Figure 1
shows some X-ray continuous spectra as a function
of the accelerating voltage.

If the bombarding electrons have sufficient energy,
they can knock an electron out of an inner shell of
the target metal atoms. Then electrons from higher
states drop down to fill the vacancy, emitting X-ray
photons with precise energies determined by the
electron energy levels. These X-rays are called char-
acteristic X-rays. In summary, characteristic X-rays
are produced by transitions of orbital electrons from
outer to inner shells. Since the electron binding
energy for every element is different, the character-
istic X-rays produced by the various elements are
also different. This type of X-radiation is called
characteristic radiation because it is characteristic of
the target element. The effective energy characteristic
X-rays increase with increasing atomic number of the

target element. The characteristic lines of this type of
spectrum are called K, L, and M and correspond to
the transition from higher energy orbital to the K, L,
and M orbital. When the two orbitals involved in the
transition are adjacent then the line is called a, if they
are separated by another shell the line is called b
(Figure 2).

For example, K electrons for tungsten anode have
binding energies of 69.5 keV, and L electrons are
bound by 12.1 keV. Therefore, the characteristic
X-ray emitted has energy of

69:5� 12:1 ¼ 57:4 keV

Sealed Tube and Rotating Anode Sources

The X-ray tube is a large diode valve, which is designed
to produce fast moving electrons and then cause the
electrons to decelerate rapidly in a vacuum environ-
ment. A conventional generator consists of a high-
voltage power supply electronically controlled, applied
between the anode and the cathode. In Figure 3 the
sketch of a sealed tube is showed.

It consists of a cathode with a filament that emits
the electrons that are accelerated under vacuum by
the high voltage. The electrons hit the anode and
produce the characteristic X-ray spectrum relative to
the metal of the anode. The high vacuum is necessary
because the presence of gas molecules would de-
crease the efficiency of the tube. Normally this type
of source is highly inefficient because only 0.1%
of power used is transformed into X-ray, the rest is
dissipated as heat. In the rotating anode the anode
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Figure 1 X-ray radiation spectra as a function of accelerating

voltage.
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has a cylindrical shape, and to increase the efficiency
of the X-ray beam the anode is continuously rotated.
Thus the electron beam hits the metal of the anode in
different positions permitting a better dissipation of
heat. The increasing of the intensity of the beam may
be quite an order of magnitude in respect to a sealed
tube.

The intensity of a K line can be calculated using
the equation:

IK ¼ BiðV � VKÞ1:5

where B is a constant, i the electrical current, and VK

the excitation potential of the K series. If the accel-
erating potential V ¼ 4VK is applied, the Ka line is
90 times more intense than the white radiation of
the equivalent wavelength (IW). In this condition the
ratio IK=IW is a maximum.

Synchrotron Sources

Synchrotron radiation (SR) is emitted when charged
particles moving with relativistic speeds are forced
to follow curved trajectories in magnetic fields. The
first visual observation of SR was in 1948 from the
General Electric synchrotron in the USA, during
investigations into the design and construction of
accelerators suitable for the production of very high

energy electrons. Over the next 50 years, an exp-
losive growth in the building of accelerators opti-
mised for SR production has turned this interesting
radiative energy into a valuable research tool.

Whenever charged particles undergo an accelera-
tion, they emit electromagnetic radiation. An elec-
tron oscillating at radiofrequencies in an antenna
emits radio waves. When electrons are subjected to
an acceleration perpendicular to their velocity, for
example, when they pass through a magnetic field,
their direction is changed and they begin to travel
in a circular path. Charged particles moving under
the influence of an accelerating field emit elect-
romagnetic radiation. The energy of this radiation is
dependent on the velocity of the particle. The total
instantaneous power P emitted by an electron
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Figure 3 Sketch of a sealed X-ray tube.
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moving on a circular orbit is

P ¼ 2e2cE4

3R2ðm0c2Þ4
¼ 2e2cg4

3R2
½1�

where P is the energy emitted per unit time, e is the
particle charge, c the speed of light, E the energy of
the particle, m0 its mass at rest, and R the bending
radius of the orbit. The emitted radiation has very
different characteristics in dependence of the velocity
v of the particle. If v{c the emitted pattern is
identical to the well-known dipole radiation field
(Figure 4a). When the speed increases to almost light
velocity, the whole power is compressed into a
narrow cone in forward direction tangentially to the
orbit (Figure 4b). The radiation emitted is called syn-
chrotron radiation. The quantity g in eqn [1], which is

the ratio of the total energy to the rest energy of the
particle, is of considerable importance since it is
related to the opening angle DC of the cone of
radiation in the perpendicular plane of the orbit by

DCD1=g

where DC is expressed in radians.
A storage ring synchrotron consists of an arrangem-

ent of devices, where charged particles travel at es-
sentially the speed of light in evacuated pipes under
the influence of magnets, which are positioned around
a closed orbit. Acceleration is achieved by the appli-
cation of radio frequency electric fields at RF cavities
along the circumference of the ring. The magnetic
fields are increased synchronously with the accelera-
tion in order to keep the particles on the constant
radius path. Such accelerators can be used with pro-
tons or electrons, and even with heavier positive ions.
The particles travel in the closed loop for periods of
several hours while synchrotron radiation is emitted
from all curved parts of the orbit.

In general, three kinds of magnets are used to
make the necessary magnetic fields: bending mag-
nets, wigglers, and undulators.

Bending Magnets

In bending magnets, a simple dipole structure is used
to constrain the electrons in a curved path. The
radiation emitted is extremely intense and extends
over a broad wavelength range from the infrared
through the visible and ultraviolet, and into the soft
and hard X-ray regions of the electromagnetic spec-
trum. A typical output curve for a bending magnet
source has a smooth spectral distribution with a
broad maximum near the so-called critical wave-
length. This critical wavelength depends on the
square of the energy of the electrons and the ben-
ding radius in the dipole. In practical units of
angstroms, it can be calculated as

lc ¼ 18:64=ðB � E2Þ

where B (the dipole field) is in tesla and E (the ring
energy) is in GeV. The critical wavelength (or energy)
has the property that one-half of the power is radi-
ated above this wavelength and one-half below.

Wigglers

High-field wiggler magnets are often used as sources
in order to increase the flux at shorter wavelengths.
It is best to think of a wiggler as a sequence of ben-
ding magnets of alternating polarities, which gives a
2N enhancement in the flux, where N is the number

e
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Figure 4 Emission pattern of radiation from centripetally ac-

celerated electrons: (a) nonrelativistic case v{c, (b) relativistic

case vDc.
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of poles (Figure 5). Each magnet bends the electron
beam through an angle which is large compared
with mc2/E. The properties of wiggler SR are thus
very similar to that of dipole radiation with a reduc-
tion in the critical wavelength as a consequence
of the higher field. For superconducting wiggler
magnets a value of 6T, as opposed to around 1.2T
for conventional dipoles, would be typical. The
characteristics of the synchrotron radiation from
the wiggler are the same as from the bending magnet,
and so, the critical energy plays a determinant
role. To reach the same spectral range as from the
bending magnets, the magnetic flux density within
the wigglers must be the same as within the bending
magnets; if the magnetic field in the wiggler is higher
than the ring bending magnet field, the wiggler
spectrum extends to a higher photon energy. The
photon flux as well as the central intensity of the
radiation emitted by the wiggler is the same as from
the bending magnet but more intensive by a factor
Np, where Np is the number of poles within the
wiggler.

Undulators

An undulator magnet is similar to a wiggler, in that it
is also a succession of alternating magnetic poles
(Figure 6a). However, in this case the angle of bend
in each pole is of the order ofmc2/E, so that the small
angular divergence due to the emission pattern of
synchrotron radiation is not significantly increased.
The radiation emitted at the various poles interferes
coherently resulting in the emission of a pencil-
shaped beam (Figure 6b) peaked in narrow energy
bands at the harmonics of the fundamental energy.
For N poles, the beam’s opening angle is decreased
by N1/2 and thus the intensity per solid angle in-
creases as N2.

Figure 7 shows the performance in terms of bril-
liance of bending magnets, wigglers, and undulators
for a 6GeV energy synchrotron with a current in the
ring of 100mA.

Synchrotron radiation characteristically is highly
polarized and continuous. Its intensity and frequency
are directly related to the strength of the magnetic
field and the energy of the charged particles affected
by the field. Accordingly, the stronger the magnetic
field and the higher the energy of the particles, the
greater the intensity and frequency of the emitted
radiation. The high intensity, broad spectral range,
and other properties such as collimation, polariza-
tion, pulsed-time structure, partial coherence, make
synchrotron radiation a powerful tool for basic and
applied studies in biology, chemistry, medicine, and
physics, as well as in applications to technology such
as X-ray lithography, micromechanics, materials
characterization, and analysis. Brilliance of synchro-
tron sources, up to B1010 larger than an X-ray tube,
is mostly due to much smaller angular divergence.
This is important because many experiments use
small samples (e.g., protein crystals) that can use
only a tiny fraction of radiation emitted by the tube.
Much higher intensity makes it possible to observe
very weak signals not observable with a tube source;
much tighter angular collimation is especially im-
portant for small samples, for example, protein crys-
tals, high pressure applications etc. By the use of
special optical elements such as monochromators,
single energies may be selected among the continuous
spectrum of SR; this energy tunability is of extreme
importance, especially for experiments driven near
the absorption edge of specific elements.

Fourth Generation Light Sources

Future sources will be similar to existing storage ring
sources. Some experiments require higher brightness,

(a)

(b)

Figure 5 (a) The arrangement of magnets within a wiggler.

Horizontal arrows indicate permanent magnet, vertical arrows

indicate magnetic steel. (b) The trajectory of an electron beam

within a wiggler. The arrows symbolize the emitted synchrotron

radiation.
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Figure 6 (a) The arrangement of magnets within an undulator.

(b) The characterization of the undulator radiation. L is the period

length.
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coherence, peak power, or an extension of some
other property of the radiation. Present sources are
far from fundamental limits on the brightness and
power of the radiation that can be produced. Con-
cepts for future sources have been pursued at several
laboratories, but the direction for the development of
fourth generation light sources has been pointed out
on free electron lasers (FELs). Such sources would
produce radiation with brightness several orders of
magnitude higher than undulators on third-genera-
tion rings. The graph in Figure 8 shows the trend of
the growth of the brilliance of X-ray sources starting
from the beginning of the twentieth century.

Radiation from an FEL has much in common with
radiation from a conventional optical laser, such
as high power, narrow bandwidth, and diffraction
limited beam propagation. One of the main differ-
ences between the two lasers is the gain medium: in
a conventional laser the amplification comes from
the stimulated emission of electrons bound to atoms,
either in a crystal, liquid dye, or a gas, whereas
the amplification medium of the FEL are ‘‘free’’ (un-
bound) electrons. The free electrons are stripped
from atoms in an electron gun and are then accel-
erated to relativistic velocities. While the electrons
are propagating in an undulator, the interaction with
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Figure 7 Plot of brilliance vs. photon energy for a storage ring of 6 GeV energy and 100 mA current.
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an electromagnetic radiation field leads to an expo-
nential growth of the radiation emitted by the elec-
trons. This amplification of radiation is initiated
by an increasingly pronounced longitudinal density
modulation of the electron bunch. The initial radi-
ation field can be an external one, for example, a
seed laser, or an ‘‘internal’’ field, that is, the sponta-
neous emission of the undulator. In the latter case it is
called a self amplified spontaneous emission (SASE)
FEL. Oscillating through the undulator, the electron
bunch then interacts with its own electromagnetic
field created via spontaneous emission. Depending
on the relative phase between radiation and electron
oscillation, electrons experience either a deceleration
or acceleration: electrons that are in phase with the
electromagnetic wave are retarded, while the ones
with opposite phase gain energy. Through this inter-
action a longitudinal fine structure, the so-called
micro-bunching which amplifies the electromagnetic
field is established. The longitudinal distribution of
electrons in the bunch is ‘‘cut’’ into equidistant slices
with a separation corresponding to the wavelength
lph of the emitted radiation, which causes the mod-
ulation. More and more electrons begin to radiate
in phase, which results in an increasingly coherent
superposition of the radiation emitted from the
micro-bunched electrons. The more intense the elect-
romagnetic field gets, the more pronounced the
longitudinal density modulation of the electron
bunch and vice versa. The characteristics of FEL
radiation are high power, short pulse length (pico to
femtoseconds), narrow bandwidth, spatial coher-
ence, and wavelength tunability.

Laser Plasma X-Ray Sources

The concept for X-ray lasers goes back to the 1970s,
when physicists realized that laser beams amplified
with ions would have much higher energies than
beams amplified using gases. Nuclear explosions
were even envisioned as a power supply for these
high-energy lasers. In X-ray lasers, a pulse of light
strikes a target, stripping its atoms of electrons to
form ions and pumping energy into the ions (‘‘exci-
ting’’ or ‘‘amplifying’’ them). As each excited ion
decays from the higher energy state, it emits a
photon. Many millions of these photons at the

same wavelength, amplified in step, create the X-
ray laser beam. Compact short-pulse high-power
X-ray sources can be produced by focusing, on a
solid target, ultrashort laser pulses of low or mod-
erate energy (from several to ten or a hundred milli-
joules) but of high intensity ðX1015 W cm�2Þ. For
example, subpicosecond laser pulses can produce X-
ray pulses of high power and short duration (in the
picosecond range). With respect to hard and soft X-
ray emission, such laboratory X-ray sources offer the
following advantages over conventional X-ray sourc-
es such as synchrotrons: a greater compactness, an
easier access, a lower cost, a shorter pulse length, and
a smaller source size.

Conclusions

The future of the research in the field of X-ray
sources will be more and more bonded to the pos-
sibility of optically manipulating the radiation, and
obtaining a selective detection of the photons in or-
der to perform even more accurate, spatial, and tem-
poral analysis. The use of these new methodologies
of detection is already paving the way to develop
new X-ray sources and to study new physical phe-
nomena which were until now, inaccessible.

See also: Scattering, Inelastic: X-Ray (Methods and
Applications); X-Ray Absorption Spectroscopy; X-Ray
Standing Wave Techniques; X-Ray Topography.

PACS: 29.20.Dh; 29.20.Lq; 29.27.Fh; 33.60.Fy;
41.50.þh; 41.60.Ap; 41.60.Cr; 42.55.Ve; 52.38.Ph
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Introduction

The X-ray standing wave (XSW) technique provides
an element-specific structural probe by using X-ray
reflectivity to generate a ‘‘two-beam’’ interference
field that in turn induces a spatial dependence to
the X-ray spectroscopic yields from atoms within
the field. The XSW technique is primarily used for
resolving the atomic-scale structure at surfaces, inter-
faces, and thin films with applications spanning a
wide scientific range including materials science, solid-
state and soft-condensed-matter physics, environ-
mental chemistry, geochemistry, biochemistry, and
electrochemistry.

As a fundamental wave phenomenon, the super-
position of two coherently coupled X-ray plane-
waves localizes the X-ray intensity into interference
fringes of an XSW field (Figure 1). This effect, which
is produced by an X-ray reflection, makes it possible
to attain a periodic structural probe with a length
scale equivalent to the XSW period:

D ¼ l
2 sin y

¼ 2p
Q

½1�

where l is the X-ray wavelength, 2y is the scattering
angle between the two coherently coupled wave
vectors KR and K0, and Q is the scattering vector
defined as

Q ¼ KR � K0 ½2�

Q can also be referred to as the standing-wave vector,
since it points perpendicular to the equal-intensity
planes of the XSW and has a magnitude that is the
reciprocal of D.

This two-beam reflection condition can be pro-
duced by: (1) strong Bragg diffraction from a single
crystal, (2) strong Bragg diffraction from a periodi-
cally layered synthetic microstructure, (3) total
external reflection (TER) from an X-ray mirror, or
(4) weak kinematical Bragg diffraction from a
single-crystal thin film. Single-crystal Bragg diffrac-
tion generates an XSW with a period equivalent
to the diffraction plane spacing, typically between
0.5 and 10 Å. Cases (2) and (3) occur at small
incident angles (y) (or small Q) and therefore,
according to eqn [1], will generate an XSW with a
much longer period, typically 20–2000 Å. An XSW
can be used as an element-specific spatial probe via
the photoelectric effect, which can be observed by
photoelectron, photo-ion, fluorescence, or Auger
electron emission.

The XSW technique is used to investigate bulk-im-
purity structures in single crystals and a wide range of
surface, interface, and thin film structures. These in-
clude semiconductor, metal and oxide surfaces, elect-
rochemical interfaces, and organic membranes. In all
cases, the XSW phase is directly linked to the subst-
rate reflecting (or diffracting) lattice planes or inter-
faces, and can thereby be used to directly determine
the absolute positions of the selected elements relative
to these substrate planes. The accessibility of syn-
chrotron radiation sources (with high brightness,
energy tunability, and linear polarization) dramati-
cally increases the sensitivity and applicability of the
XSW technique.

XSWs Generated by Single-Crystal
Dynamical Bragg Diffraction

An XSW generated by single-crystal Bragg diffrac-
tion can be used to determine the three-dimensional
(3D) lattice location of bulk impurity atoms and sur-
face adsorbates. Dynamical diffraction theory, which
solves Maxwell’s equations in a periodic dielectric
with appropriate boundary conditions, is used to
describe the fields inside and outside of the crystal.

D

2�

KR

K0

Q

Figure 1 Top: a standing-wave field formed from the superpo-

sition of two traveling plane waves of wavelength l and inter-

section angle (scattering angle) 2y. The standing-wave period is

D as defined in eqn [1]. Middle: the two traveling planes waves

are represented in reciprocal space by wave vectors K0 and KR.

K0 ¼ KR ¼ 2p=l. The standing wave is defined by standing-wave

vector Q defined in eqn [2]. Bottom: same as the top, but with a

larger 2y angle and, therefore, a smaller period D.
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Theory

Consider the two-beam Bragg diffraction condi-
tion, described in Figure 2, where the incident
and the Bragg-diffracted X-ray plane waves are
expressed as

E0ðr; tÞ ¼ E0 exp½�iðK0 � r � otÞ�
EHðr; tÞ ¼ EH exp½�iðKH � r � otÞ�

½3�

Here E0 and EH are the complex E-field amplitudes
associated with the incident and diffracted X-ray
plane waves, K0 and KH are the respective complex
wave vectors inside the crystal, and o is the X-ray
frequency. The two wave vectors are coupled accor-
ding to the Laue condition:

H ¼ KH � K0 ½4�

where H ¼ ha� þ kb� þ lc� is a reciprocal lattice
vector. The scalar equivalent of the Laue condition
reduces to Bragg’s law, l ¼ 2dH sin yB, where dH ¼
2p=jHj is the lattice spacing of the H ¼ hkl crystal
diffraction planes, and yB is the geometrical Bragg
angle. The interference between the incident and dif-
fracted plane waves results in a standing-wave field.
The normalized intensity of the total E-field that

gives rise to the XSW field is

Iðy; rÞ ¼ jE0 þ EHj2

jE0j2

¼ ½1þ RðyÞ þ 2
ffiffiffiffiffiffiffiffiffiffi
RðyÞ

p
cosðnðyÞ �H � rÞ�

�
1; above the surface

e�mzðyÞz; at depth z below the surface

(

½5�

where the reflectivity R is related to the E-field ampli-
tude ratio as

R ¼ EH

E0

����
����
2

½6�

and the XSW phase, n, is identical to the relative
phase between the two E-field amplitudes,

EH

E0
¼ EH

E0

����
����expðinÞ ½7�

From eqns [1] and [5], one can conclude that, for
Bragg diffraction, the XSW periodicity is equal to the
lattice d-spacing of the hkl diffraction planes, that is,
D ¼ dH.

In the following discussion, the most common case
of s-polarized symmetrical Bragg diffraction from a
semi-infinite crystal with 1�oyBo89� is assumed.
Figure 2 shows the case of s-polarization with the
vector directions of the two E-fields pointing per-
pendicular to the scattering plane defined by the two
wave vectors. The incident and exit angles of the
two wave vectors with respect to the surface are
equivalent for a symmetric reflection.

From dynamical diffraction theory, the E-field am-
plitude ratio is defined as

EH

E0
¼ �

ffiffiffiffiffiffi
FH
F %H

s
ðZ7

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 � 1

p
Þ ½8�

where FH and F %H are the H and �H structure fac-
tors, which describe the superposition of the coher-
ent X-ray scattering from the N atoms within the
unit cell as

FH ¼ jFHjexpðifHÞ

¼
XN
n¼1

½f 0n ðHÞ þ Df 0nðlÞ þ iDf 00n ðlÞ�SnðHÞDnðHÞ ½9�

where SnðHÞ ¼ expðiH � rnÞ is the geometrical phase
factor for the nth atom located at rn relative to the
unit cell origin. DnðHÞ ¼ expð2MnÞ is the Debye–
Waller temperature factor for the nth atom. Df 0n and
Df 00n are the real and imaginary wavelength-dependent

Fluorescence detector

Crystal
d

θ

E0

K
0

EH

K H

XSW

Figure 2 XSW field formed in a crystal and above its surface by

the interference of incident and Bragg-diffracted X-ray plane

waves. The XSW period is equal to the d-spacing d. Aligning an

XSW nodal (or antinodal) plane with an atomic plane will min-

imize (or maximize) the characteristic fluorescence yield from that

atomic plane.
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anomalous dispersion corrections to the atomic form
factor f 0n ðHÞ. Z is the normalized angle parameter
defined as

Z ¼ �Dy sinð2yBÞ þ GF0
G

ffiffiffiffiffiffiffiffiffiffiffiffi
FHF %H

p ½10�

In this equation, Dy ¼ y2yB is the relative incident
angle. G ¼ ðrel2Þ=ðpVcÞ is a scaling factor, where
re¼ 2:818� 1025 Å is the classical electron radius
and Vc is the volume of the unit cell. (To separate the
real and the imaginary parts of a complex quantity A,
the notation A ¼ A0 þ iA00 is used, where A0 and A00

are real quantities.) From eqns [6] to [10], it can be
shown that the reflectivity approaches unity over a
very small arc-second angular width w, defined as

w ¼DyZ0¼�1 � DyZ0¼1

¼
2G

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F

0
HF

0
%H
þ F

002
0 � F

00
HF

00
%H

q
sin 2yB

½11�

This is the ‘‘Darwin width’’ of the reflectivity curve or
‘‘rocking curve.’’

Using the above dynamical diffraction theory
equations (eqns [7]–[10]), one can show that the re-
lative phase, n, of the standing-wave field decreases
by p radians as the incident angle is scanned from the
low-angle side to the high-angle side of the rocking
curve. According to eqn [5], this causes the standing-
wave antinodal planes to move by a distance of
(1/2)dH in the �H direction. Also from eqn [5], if
Df 00n ¼ 0, then R ¼ 1, and the intensity at the anti-
node is four times the incident intensity |E0|

2, and
there is zero intensity at the node. The case of I ¼ 4
at the antinode assumes that the field is being exam-
ined above the surface or at a shallow depth where
exp(–mzz)E1.

The Darwin width w is dependent on both the
structure factors and the wavelength of the incident
X-ray beam. For a typical low-index, strong Bragg
reflection from an inorganic single crystal, the
angular width is within the range of w¼ 5–100mrad
for X-rays with l ¼ 0:522 Å. Figure 3a shows
a calculated rocking curve R(Z0) and the correspond-
ing phase n(Z0) for the GaAs (1 1 1) Bragg reflection at
Eg ¼ 15 keV. In this case, w ¼ 40:7 mrad ¼ 8:39
arcsec. Semi-empirically, for the reflectivity curve,
FWHM¼ 1.2w. Referring to the identical R(y) curve
in Figure 3b, notice that the center of the rocking
curve is shifted slightly above the geometrical Bragg
angle yB by B34 mrad. This shift is the result of
refraction at the crystal–air interface. In general,
this shift is Dy ¼ GF0

0=sin 2yB. The asymmetry in the
reflectivity curve, namely, the further diminishing

from R ¼ 1 as the angle is increased through the
strong Bragg condition, is due to the movement of
the XSW. On the high-angle side (Z0o21), the XSW
antinodes align with the strong X-ray absorption
planes in the crystal (see Figure 4). Therefore,
absorption is higher than average on the high-angle
side and weaker on the low-angle side (Z041) for
this case.
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Figure 3 (a) The theoretical angle Z0 dependence of the

reflectivity R and XSW phase n/2p for the GaAs(1 1 1) Bragg re-

flection at Eg ¼ 15 keV. (b) The corresponding theoretical angle

Dy dependence of the reflectivity and normalized fluorescence

yields (eqn [15]) for coherent positions P111 ¼ 0:0; 0:25;0:5, and

0.75 with coherent fraction f111 ¼ 1 and Z ðyÞ ¼ 1. Referring to

Figure 4, this calculation has Ga at the 0, 0, 0 and As at the 1/4,

1/4, 1/4 position of the cubic zinc blende unit cell. Therefore, the

P111 ¼ 0 curve is the E-field intensity at the Ga site and the

P111 ¼ 0:75 (or¼ � 0.25) curve is the E-field intensity at the As

site. The dashed horizontal line in (a) represents the phase f/2p
of the structure factor. The respective phases of the geometrical

structure factors for the Ga and As sublattices are illustrated with

respect to the phase scale on the right-hand side of (a).
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The exponential damping factor in eqn [5] ac-
counts for attenuation effects within the crystal, in
which case the effective absorption coefficient is
defined as

mzðyÞ ¼
m0

sin yB
1þ

F00
%H

F00
0

EH

E0

� �00
þ

F00
%H

F00
0

EH

E0

� �0� �
½12�

where m0 ¼ ð2p=lÞGF00
0 is the linear absorption

coefficient. The second and third terms in eqn [12]
account for the extinction effect that strongly limits
the X-ray penetration depth 1/mz for a strong Bragg
reflection. For example, the penetration depth for
15 keV X-rays at the GaAs (1 1 1) Bragg reflection
ranges from 2.62 mm at off-Bragg conditions to
0.290 mm at the center (Z0 ¼ 0) of the Bragg rocking
curve. The general expression for this minimum
penetration depth or extinction length is

Lext ¼ Vc

�
4dHre

�
F00
0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jFHjjF %Hj

q ���1

½13�

XSW Photo-Effect Yields

The XSW field established inside the crystal and
above the crystal surface induces photoelectron emis-
sion from atoms within the field. The excited ions, in
turn, emit characteristic fluorescence X-rays and
Auger electrons. In the dipole approximation, the
photoelectric effect cross section is proportional to
the E-field intensity at the center of the atom. (It is
necessary to consider higher-order multipole terms in
the photoelectric cross section under special condi-
tions; for example, XSW induced photoemission that
is not angle-integrated.) For the discussion that fol-
lows, the dipole approximation is assumed, in which
case the normalized X-ray fluorescence yield is

defined as

YðyÞ ¼
Z

Iðy; rÞrðrÞ exp½�mfðaÞz�dr ½14�

where r(r) is the normalized fluorescent atom distri-
bution and mf(a) is the effective absorption coefficient
for the emitted fluorescent X-rays, which is depend-
ent on their takeoff angle a. Upon integration, the
normalized XSW yield is given as

YðyÞ ¼ ½1þ RðyÞ þ 2
ffiffiffiffiffiffiffiffiffiffi
RðyÞ

p
fH

� cosðnðyÞ � 2pPHÞ�ZðyÞ ½15�

where the parameters fH and PH are the coherent
fraction and coherent position, respectively. In more
general terms, fH is the amplitude and PH is the phase
of the Hth-order Fourier coefficient of the normal-
ized distribution function

FH ¼
Z
uc

rðrÞexpðiH � rÞdr

¼ fH expð2piPHÞ ½16�

Z(y) is the effective-thickness factor, which is dis-
cussed below. ZðyÞ ¼ 1 for atoms above the surface
of the crystal and at a depth much less than the
extinction length, ZðyÞB1.

Referring to Figure 5, in an XSW experiment, the
reflectivity rocking curve R(y) and the fluorescence
yield Y(y) are acquired simultaneously while scan-
ning in y through each hkl Bragg reflection of the
sample crystal. For each hkl XSW data set, a rocking
curve calculated according to dynamical diffraction
theory and convoluted with the emission function of
the upstream monochromator is fitted to the exper-
imentally measured R(y) to fix the absolute angle
scale. This is then used for fitting the convolution of
eqn [15] to the measured Y(y). From this fit, the co-
herent fraction fH and the coherent position PH are
obtained. The off-Bragg yield, which is also obtained
from the fit to the measured data, is used for overall
normalization of the yield, which gives the fluores-
cent atom concentration or surface coverage. In
Figure 3b, calculated Y(y) curves are shown for
ZðyÞ ¼ 1, f111 ¼ 1, and P111 ¼ 0:0, 0.25, 0.5, and
0.75. These calculated curves are for the GaAs (1 1 1)
reflection at Eg ¼ 15 keV. The origin of the zinc
blende unit cell was chosen to coincide with a Ga
atom. Referring to Figure 4, the þ (1 1 1) polarity of
this noncentrosymmetric crystal structure has Ga at
the top of the bilayer and As at the bottom. There-
fore, the P111 ¼ 0 curve corresponds to the expected
K fluorescence yield for Ga atoms, and the P111 ¼
0:75 corresponds to that of As K fluorescence. The
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Figure 4 A [0 %1 1] projection of the zinc-blende GaAs structure

showing the [1 1 1] projected scale for the lattice positions in units

of the d111 d-spacing. The horizontal dashed lines represent the

phase of the GaAs (1 1 1) structure factor at 15 keV.
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marked change in the angular variation of Y(y) for
each increment of 0.25 in d-spacing is the basis for the
spatial sensitivity of the Bragg diffraction XSW. If the
GaAs(1 11) wafer were to be flipped over, the ð�1 �1 �1Þ
rocking curve would look essentially the same (jF�1�1�1j
is 1.5% smaller than jF111j due to anomalous disper-
sion). However, the Ga and As XSW fluorescence
yields would be essentially switched around, since the
XSW antinodes pass through the Ga atomic layers
when scanning in angle through the (111) reflection,
and pass through the As atomic layers for the ð�1 �1 �1Þ.

Extinction Effect and Evanescent-Wave Emission

The effective-thickness factor Z(y) in eqn [15] ac-
counts for the y dependence of the penetration depth
of the primary X-ray field (extinction effect) in con-
junction with the escape depth, L, of the outgoing
secondary fluorescence X-rays. For atoms at the
crystal surface (e.g., adsorbates) or at a depth much
smaller than the extinction depth, the effective-thick-
ness factor is constant at ZðyÞ ¼ 1. For atoms evenly
distributed throughout the semi-infinite crystal,

ZðyÞ ¼ m0ðsin yBÞ�1 þ mfðaÞ
mzðyÞ þ mfðaÞ

½17�

where mz(y) is the effective absorption coefficient of the
incident X-rays (eqn [12]), and mf(a) is the effective
absorption coefficient of the outgoing fluorescence
X-rays from the crystal at takeoff angle a. To achieve
surface sensitivity of substrate atoms, it is possible to
reduce a to a value approaching the critical angle ac of

the fluorescence X-rays. Under such conditions, mf(a)
dominates over mz(y) in eqn [17] and, therefore, the
effective thickness factor is constant at ZðyÞ ¼ 1. The
value of mf(a) is dependent on the wavelength lf of
the fluorescence and the index of refraction calculated
at l ¼ lf. The index of refraction is

n ¼ 1� d� ib ½18�

where

d ¼ 1

2p
Nerel

2 ¼ 1

2
GF0

0

b ¼ 1

4p
m0l ¼ 1

2
GF00

0

½19�

andNe is the effective electron density of the refractive
medium. From the index of refraction, mf(a) can be
obtained as

mfðaÞ ¼
2
ffiffiffi
2

p
p

lf
½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2d� a2Þ2 þ 4b2

q
þ 2d� a2�1=2 ½20�

At takeoff angles much greater than the critical angle
(i.e., acac ¼

ffiffiffiffiffiffi
2d

p
), mf ¼ m0=sin a. Below the critical

angle, refraction effects dominate and the escape depth
L ¼ m�1

f approaches 1=4ðNereÞ�1=2.
The evanescent-wave emission effect can be used

to remove the extinction effect of bulk fluorescence
in XSW experiments. This is important, since for
acac, the extinction effect tends to dominate
over the standing-wave effect, causing loss of phase
(positional) sensitivity.

Sample

Slits

Entrance
slits

Double-crystal
monochromator

White X-ray beam
from synchrotron

Reflectivity
detector

Fluorescence
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�

	

X
�

Figure 5 Depiction of a typical XSW experimental setup. The beam from a synchrotron beamline is monochromated and collimated by

an asymmetrically cut, grazing incidence, Si single crystal; the second (nondispersive) symmetrically cut Si monochromator crystal is

used to return the incident beam to a horizontal direction. While stepping the incident angle y of the sample through the reflection, the

reflected intensity and fluorescence spectrum are simultaneously collected by two separate detector systems.
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Structure Determination Using Coherent Fraction
and Coherent Position

The coherent fraction fH senses the spread in the
spatial distribution of the fluorescent atoms. For
simplicity, fH is subdivided into three factors:

fH ¼ CaHDH ½21�

where C is the ordered fraction, aH is the geometrical
factor, and DH is the Debye–Waller factor. All three
factors range in value from 0 to 1.

Consider the general case of a discrete distribution
having the same atom located at N different unit cell
positions r j ¼ xjaþ yjbþ zjc, plus an added random
distribution of the same atoms. The ordered fraction
C is the fraction of the atoms in the distribution that
are coherent (or are crystallographically registered)
with the substrate crystal lattice. If the occupation
fractions of the atoms for the ordered positions are
c1,c2,y,cN, respectively, the ordered fraction is

C ¼
XN
j¼1

cj ½22�

At this point, it is useful to define the normalized
geometrical structure factor SH for the ordered flu-
orescent-selected atoms:

SH ¼ 1

C

XN
j¼1

½cj expðiH � r jÞ� ½23�

The geometrical factor is defined as

aH ¼ jSHj ½24�

and the coherent position is defined as

PH ¼ arg½SH�
2p

½25�

It is to be noted that the origin for the set of rj (and,
therefore, the origin of PH) in the unit cell is the same
as was arbitrarily chosen for generating the structure
factor FH used in eqns [8]–[12]. For the simple case
of one atomic site, N ¼ 1, aH ¼ 1, and PH is the
projected H � r/2p fractional d-spacing position of the
atomic site. For the case of two equally occupied
atom sites, the geometrical factor reduces to

aH ¼ cos
H � ðr1 � r2Þ

2

� �����
���� ½26�

The coherent position in this case is the averaged
fractional d-spacing position of the two sites. If the
two equally occupied sites have a separation of

exactly one-half of a d-spacing along a particular H,
then aH ¼ 0 for that particular H. This is analogous
to a forbidden reflection in crystallography. Again,
for the case of two sites separated by one-half of a
d-spacing, if the site occupation fractions are 2/3 and
1/3, the geometrical fraction will be aH¼ 1/3, and the
coherent position will equal the position of the 2/3
occupied site.

In XSW analysis, the Debye–Waller factor DH ac-
counts for the time-averaged spatial distribution in
the H direction due to thermally induced vibrations
of the fluorescence-selected ordered atoms about
their average lattice positions. In general, individual
DH factors can be assigned to the individual sites. In
addition to including the dynamic (thermal vibra-
tion) distribution, one can also include the static
(spatial disordering) distribution. Generally, DH can
be expressed in terms of the mean-square vibrational
amplitude along the H direction /u2HS, as

DH ¼ expð�MÞ ¼ exp
�2p2/u2HS

d2
H

� �
½27�

XSW measurements are not restricted to being
made along the surface-normal direction (i.e., H per-
pendicular to the crystal surface). They can be per-
formed with respect to any sufficiently strong Bragg
reflection of a crystal. A 3D triangulation of the atom
site can be obtained by combining XSW measure-
ments by using three mutually noncollinear diffrac-
tion vectors. In triangulating an atomic site, the point
symmetry of the surface can be used to reduce the
number of required XSW measurements.

Direct-Space Imaging

The XSW measured coherent fraction and position
are model-independent and correspond to the am-
plitude fH and phase PH of the Hth Fourier coeffi-
cient of the fluorescence-selected atomic distribution.
Therefore, based on the Fourier inversion of eqn
[16], the distribution r(r) of each fluorescent atomic
species can be synthesized directly by the Fourier
summation

rðrÞ ¼
X
H

rH ¼
X
H

fH exp½ið2pPH �H � rÞ�

¼ 1þ 2
X

Ha�H
Ha0

fH cos½2pPH �H � r� ½28�

The above simplification to a summation of cosine
terms makes use of f0 ¼ 1, and the symmetry rela-
tionship analogous to Friedel’s law that makes f %H ¼
fH and P %H ¼ �PH. Since the summation is limited to
allowed bulk reflections, the image r(r) generated
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from the XSW measured fH and PH values, is limited
to being a projection into the primitive unit cell
of the bulk crystal. The quality (resolution) of the
XSW image will depend on the extent in reciprocal
space over which the set of fH and PH values were
measured.

As a simple example, consider the Ge diamond-
cubic crystal structure (identical to zinc blende
shown in Figure 4, but with Ga and As replaced by
Ge). In Figure 6, the 1D projection of the Ge Fourier
components rhhh are plotted over an interval corre-
sponding to the d111 1D unit cell and then summed
according to eqn [28] to produce the 1D image. The
extra oscillations are due to truncating the sum and
zeroing all terms higher than hhh ¼ 888.

The resolution of the image in a given [hkl] direc-
tion is equivalent to one-half of the smallest d-spa-
cing that has been entered into the summation in that
direction. This imaging method in 3D is especially
useful for solving multisite surface adsorbate phases.
After this typically 0.5 Å resolution model-independ-
ent analysis step, the measured fH and PH values can
be used to refine the parameters of a structural model
(suggested by the imaging method). This previously
discussed model-dependent analysis method has a
typical resolution of 0.03 Å.

Solution to Phase Problem

Unlike conventional diffraction methods, the XSW
method does not lose phase information and can,
therefore, be used directly to map the direct-space
structure from the set of Fourier coefficients collected
in reciprocal space. The XSW measurement does
not lose phase information, because the detector of
the E-field is the fluorescent atom itself, lying within
the spatial region where the fields interfere coher-
ently with each other. In contrast, in conventional
diffraction measurements, the relative phase between
the diffracted and incident fields is lost, because
the intensities of the incident and scattered fields
are detected far from this region of coherent spatial
overlap.

It should be stressed that the Bragg XSW positio-
nal information acquired is in the same absolute
coordinate system as used for describing the subst-
rate unit cell. This unit cell and its origin were
previously chosen when the structure factors FH and
F %H (as defined in eqn [9]) were calculated and used in
eqns [8], [10], and [12]. The XSW phase (n) is
directly linked to the phase (fH) of the structure
factor. Referring to Figures 3a and 4, n approaches
fþ p at angleswell below the strong Bragg condition
and n approaches f, far above. This corresponds
precisely to the XSWantinodes shifting inward, from

being halfway between the diffraction planes on the
low-angle side to being coincident with the diffraction
planes on the high-angle side. This XSW-antinode-
asymptotic-limit definition for the hkl diffraction
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Figure 6 (a) The 1D spatial dependence of the hhh Fourier

components (rhhh, h ¼ 028) for the distribution of Ge atomic

centers in the diamond-cubic structure. (Each curve is given a

vertical offset of þh.) This is identical to the GaAs zinc-blende

structure shown in Figure 4, but with Ga and As replaced by Ge.

The spatial interval corresponds to the 1D unit cell along the

[1 1 1] direction that has a lattice constant corresponding to d111

and has two equally occupied Ge sites at x ¼ 71=8 (two vertical

lines). The h dependence of the amplitude fhhh and phase Phhh for

each Fourier component is calculated from eqns [23]–[26]

for the case of C ¼ 1 and Dhhh ¼ 1. In this case fhhh ¼ ahhh¼
jcosðph=4Þj. This makes f000 ¼ f444 ¼ f888 ¼ 1, f111 ¼ f333 ¼
f555 ¼ f777 ¼ 1=O2, and f222 ¼ f666 ¼ 0. P111 ¼ P777 ¼ P888 ¼ 0,

and P333 ¼ P444 ¼ P555 ¼ 1=2. (b) The calculated 1D image r(x)

of Ge atom centers as summed over the terms from hhh ¼ 000 to

888 based on eqn [28]. The curves in (a) can also represent the

phase and period of the XSW at the high-angle side (Z0o–1) of

the Bragg peak for the case of Df 00 ¼ 0.
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planes, defines the diffraction planes as coinciding
with the maxima of the real part of the Hth Fourier
component of the scattering density function, which is
expressed as max{Re[FH exp(–iH . r)]}. Consequently,
the correct values for f0, Df 0, and Df 00 must be used to
compute the structure factor FH in order to assure an
accurate determination of the absolute lattice position
of an impurity or adsorbate atom. This is typically
quite straightforward, unless the incident energy is
near an absorption edge for one of the atoms in the
bulk crystal.

‘‘Ideal Crystals’’ versus ‘‘Real Crystals’’ in
Bragg Diffraction XSW

According to eqn [11], the intrinsic Darwin width for
a typical strong Bragg diffraction peak in the reflec-
tion geometry is between 5 and 100 mrad. To produce
useful quantitative information from an XSW meas-
urement, the measured reflectivity curve should rea-
sonably match theory. Only a few exceptionally
high-quality crystals qualify as ideal crystals accord-
ing to this criterion, for example, Si, Ge, GaAs, and
calcite. Most real single crystals contain internal im-
perfections that result in mosaic spreads that exceed
their intrinsic Darwin widths. These mosaic spreads
can reduce the reflected intensity and subsequently
smear out the standing-wave effect. For these real
crystals, the measured reflectivity curves cannot be
fitted directly by the ideal theoretical reflectivity des-
cribed by eqn [6]. To make the Bragg diffraction
XSW technique adaptable to applications on real
crystals, a number of theoretical and experimen-
tal methods have been developed. The most formal
method is the modification of the XSW theory
to include the effect of crystal imperfection on Bragg
diffraction. On the other hand, one can make XSW
applications under certain conditions where the
stringent requirements of the conventional theory
are relaxed. One such condition is when a Bragg
reflection occurs near the back-reflection geometry,
typically when 871oyBo901. Under this condition,
eqn [11] breaks down, and the intrinsic Darwin
width is magnified to milliradians. Another condition
is when the crystal is very thin; under this condition
the kinematical theory can replace the dynamical
theory in calculating the Bragg reflection. Both of
these special cases, which are discussed briefly below,
are important alternatives when the conventional
XSW technique cannot be applied.

An additional practical method for applying XSW
to real crystals takes advantage of the high brilliance
of X-ray undulators at third-generation synchrotron
sources. With such a source, sufficiently high X-ray
intensities can be delivered with beams slitted down

to microns in cross section, thus making it possible to
illuminate one isolated ‘‘perfect’’ grain at the sample
surface.

The Special Case of Back-Reflection XSW

As just mentioned, one means of circumventing the
problem of analyzing less-than-perfect crystals is to
use dynamical diffraction at Bragg angles approa-
ching 901. In this back-reflection geometry, the
angular Darwin width is measured in milliradians
instead of microradians.

For yB4881, the conventional dynamical diffrac-
tion theory breaks down. This is due to an approx-
imation in the conventional theory that treats the
spherical asymptotes of the dispersion surface in reci-
procal space as planes. With an extended dynamical
diffraction theory, the Bragg reflectivity and the stan-
ding wave E-field intensity can be properly described
for 871oyBo901. In this regime, the Bragg reflec-
tivity has a much smaller energy width and a much
broader angle width. For a given d-spacing, the
largest angle width occurs at a wavelength of

lb ¼ 2dH 1� GðF0
0 � F0

HÞ
2

� �
½29�

In this case, G ¼ 4red
2
HðpVcÞ�1. For wavelengths

slightly smaller, the angular width can be expressed as

w ¼ Dyy¼1 � Dyy¼�1 ½30�

where Dyy¼1 and Dyy¼�1 are the angular displace-
ments from 901 of the low- and high-angle sides of
the strong Bragg diffraction condition, respectively.
For a symmetric reflection,

Dyy¼71 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� sin yBÞ þ GðF0

08F0
HÞ

q
½31�

The back-reflection XSW (BRXSW) technique has
been primarily applied to metal and oxide crystals,
whose rocking curves typically exhibit angular mo-
saicity up to B0.11. BRXSW is mostly used in com-
bination with XPS (rather than XRF) for ultrahigh
vacuum (UHV) surface science measurements of ad-
sorbed molecules and for site-specific valence-band
photoemission studies.

The Special Case of Thin-Film Bragg
Diffraction XSW

The development of Bragg diffraction XSW from
thin films is partially driven by the fact that many
crystals can be grown as high-quality mm-thick films
but not as large-size crystals. Similar to Bragg dif-
fraction from a bulk crystal, Bragg diffraction from a
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crystalline thin film also generates an X-ray standing-
wave field. Because the thickness of the film is much
less than the extinction depth, kinematical diffraction
theory can be used as a good approximation to cal-
culate the intensity of the field. The rocking curve
angular width wB1/N, where N is the atomic layer
thickness of the film. The analytical procedure is fully
analogous to that for bulk-reflection XSW. However,
the small thickness results in very weak peak reflec-
tivity (typically 0.01%), and consequently, very weak
(typically 1%) modulation of the XSW-induced fluo-
rescence yield from an atom within or above the film.
To observe this small modulation above the statistical
fluctuation, a large number of fluorescence counts
must be collected at each angle step of the XSW scan.

XSWs Generated by TER

While a single-crystal XSW provides a high-resolution
probe well suited for atomic-scale structural determi-
nation, this XSW period is too fine a scale to profile
larger nanostructures – such as the diffuse-ion distri-
bution at the solid–liquid interface and organic self-
assembled multilayers. To extend the XSW technique
to the nanoscale and beyond, one can employ a long-
period XSW generated by TER from a mirror surface
or generated by Bragg diffraction from a periodically
layered synthetic microstructure (LSM). Because the
reflection condition in these two cases occurs at much
smaller angles, the XSW period, D, is much longer.
For TER, in particular, D varies from 1mm to 10nm
as y increases through the TER condition.

TER–XSW Theory

During TER, the interference between the incident
and the specular reflected X-ray plane waves pro-
duces an XSW above the mirror surface (inset to
Figure 7). An evanescent wave is induced below the
surface. The nodal (and antinodal) planes of this pe-
riodic E-field intensity pattern above the surface are
parallel to the surface and have a variable period of
D ¼ l=ð2 sin yÞ, as defined in eqn [1]. The TER con-
dition occurs between y ¼ 0 and y ¼ yc, the critical
angle. The corresponding XSW period is very long,
ranging from D ¼ N to D ¼ Dc ¼ l=2yc, the critical
period. From eqn [19] and yc ¼

ffiffiffiffiffiffi
2d

p
, the critical

period can be written as

Dc ¼
1

2

ffiffiffiffiffiffiffiffiffiffi
p

Nere

r
½32�

Aside from small anomalous dispersion effects, the
critical period is wavelength independent. Dc is a
materials property dependent on the electron density,
Ne. For an Au mirrorDc ¼ 80 Å, and for an Si mirror

Dc ¼ 200 Å. The directly related critical scattering
vector is Qc ¼ 2p=Dc.

This TER condition is, in fact, the zeroth-order
Bragg diffraction condition, or the condition when
H ¼ 0 and dH ¼ N. Therefore, the above derivat-
ions from dynamical diffraction theory for single-
crystal Bragg diffraction can be applied to the case of
TER by substituting F0 for FH. In this case, eqn [10]
becomes

Z ¼ Z0 þ iZ00 ¼ �2y2 þ GF0
GF0

½33�

with the substitutions

Z0 ¼ 1� 2x2 and Z00 ¼ 2x2y ½34�

where x ¼ y=yc is the normalized angle parameter,
and y ¼ b=d is the absorption factor. From eqn [8],
the complex E-field amplitude ratio becomes

ER

E0
¼ � ðZ7

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 � 1

p
Þ

¼ x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1� iy

p
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1� iy

p ¼ ER

E0

����
����expðinÞ ½35�

where ER is the complex amplitude of the reflected
plane wave. This amplitude ratio is identical to that
derived from classical Fresnel theory. For the simple
case of no absorption, where b ¼ 0, the reflectivity is

R ¼ ER

E0

����
����
2

¼
1; 0pxp1

8x4 � 8x3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p
þ 4x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p

�8x2 þ 1; x41

8><
>:

½36�

and the phase is

n ¼
cos�1ð2x2 � 1Þ; 0pxp1

0; x41

(
½37�

Referring to Figure 7a, the phase at the mirror
surface decreases from p to 0 as the mirror is tilted
through the total reflection condition. Thus, at the
mirror surface, where z ¼ 0, the reflected plane
wave is completely out of phase with the incident
plane wave when y ¼ 0. As the incident angle is
increased, the phase decreases smoothly until it is
completely in phase at y ¼ yc. Therefore, at y ¼ 0, a
standing-wave node is at the mirror surface, and the
first antinode is at infinity. As y increases, the first
antinode moves in from infinity toward the mirror
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surface, until it coincides with the mirror surface
upon reaching y ¼ yc. At the same time, the second-,
third-, and higher-order antinodes of the standing
wave also move toward the surface, as the period D
decreases based on eqn [1].

The normalized E-field intensity above the mirror
surface can be expressed as

Iðy; zÞ ¼ jE0 þ ERj2

jE0j2

¼ 1þ Rþ 2
ffiffiffiffi
R

p
cosðn�QzÞ ½38�

Figure 7b shows the angular dependence of the E-
field intensity at z ¼ 0 (the mirror surface) and at

z ¼ 2Dc. The fluorescence signal for an ideally nar-
row single atomic plane fixed at these heights would
have the same angular dependence.

The normalized fluorescence yield from an arbi-
trary distribution of atoms r(z) above the mirror
surface can be obtained by integrating over all values
of z:

YðyÞ ¼
Z z¼N

z¼0

Iðy; zÞrðzÞ dz ½39�

With I(y, z) calculated from eqn [38], the atom dis-
tribution profile r(z) can be obtained by assuming a
modeled distribution and fitting it to the measured
yield Y(y). For the specific cases of d-function atomic
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Figure 7 Under the condition of TER from an ideal mirror surface with no absorption (b ¼ 0): (a) The angular dependence of the

reflectivity R and relative phase n of the reflected X-ray plane wave (or phase of the XSW relative to the mirror surface); (b) the angular

dependence of the normalized E-field intensity at the mirror surface (z ¼ 0) and at a distance z ¼ 2Dc (160 Å for Au mirror, 400 Å for Si

mirror). The inset depicts how the XSW field is formed above a mirror surface by the interference between an incident and a specular-

reflected X-ray plane wave.
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distributions in a plane at z ¼ xDc, there are xþ
1=2ð Þ modulations between y ¼ 0 and y ¼ yc. The
extra 1/2 modulation is due to the p phase shift in n.

With TER–XSW, the Fourier transform of an atom
distribution is measured over a continuous range in
Q ¼ 2p=D, with variable period D ranging from
B100 Å to 1mm. Therefore, TER–XSW is ideally
suited to measure surface and interface structures of
length scales in the range of 50–2000 Å.

The above treatment accurately describes the X-ray
E-fields at and above the mirror surface for the simple
case of an interface with vacuum (or air). To apply
TER–XSW as a probe for studying liquid–solid in-
terfacial structures or organic films deposited on a
solid surface, it is necessary to include reflection, re-
fraction, and absorption effects from the layers that
lie between the substrate surface and the vacuum (or
air). This can be accomplished by making use of
Parratt’s recursion formulation to calculate the trans-
mitted and reflected fields at any interface. These
same fields can then be calculated at any point within
the slab by appropriately accounting for the X-ray
absorption and refraction effects on the fields as they
travel from the interface to the point. The TER–XSW
method is primarily used to profile nanoscale heavy-
atom (or -ion) distributions in organic films and at
electrified liquid/solid interfaces.

XSWs from Layered Synthetic
Microstructures

For Bragg diffraction purposes, an LSM is fabricated
(typically by sputter deposition) to have a depth-peri-
odic layered structure consisting of 10–200 layer pairs
of alternating high- and low-electron-density materi-
als, such as Mo and Si. Sufficient uniformity in layer
thickness is obtainable in the range between 10
and 150 Å (d-spacing of fundamental diffraction planes
from 20 to 300 Å). Because of the rather low number
of layer pairs that affect Bragg diffraction, these optical
elements (when compared to single crystals) have a
significantly wider energy band pass and angular re-
flection width. The required quality of an LSM is that
experimental reflection curves compare well with dy-
namical diffraction theory, and peak reflectivities are as
high as 80%. Therefore, a well-defined XSW can be
generated and used to probe structures deposited on
an LSM surface with a periodic scale equivalent to the
rather large d-spacing. To a good approximation,
the first-order Bragg diffraction planes coincide with
the centers of the high-density layers of the LSM.
Above the surface of the LSM, the XSW period is again
defined by eqn [1]. The reflectivity can be calculated
by using Parratt’s recursion formulation. This same

optical theory can be extended to allow the calculation
of the E-field intensity at any position within any of the
slabs over an extended angular range that includes
TER. Then, eqn [39] is used to calculate the fluores-
cence yield. The LSM–XSW method is primarily used
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Figure 8 An XSW simulation at Eg ¼ 18:5 keV for an Si/Mo

multilayer (LSM) with d ¼ 180 Å, tSi ¼ 153 Å, N ¼ 15 layer pairs,

an Si substrate and a 150 Å thick organic film on top. Each in-

terface was given a s ¼ 3 Å Gaussian smear to simulate

roughness. The index of refraction values for each type of layer

(plus the weighted average Si/Mo LSM) are listed in (a). The

angular dependence of the (a) reflectivity and (b)–(d) fluores-

cence yields for 4 Å thick uniform atomic distributions at the (b)

bottom, (c) middle, and (d) top of the organic film are shown. Also

shown in (c) is the case of a 20 Å wide Guassian distribution. This

Q range includes the zeroth (TER) through 5th-order Bragg

peaks. The XSW period in the air (or vacuum) is D ¼ 2p=Q. This

is also a good approximation for the XSW period inside the

organic film, except when refraction effects are appreciable, i.e.,

Qo2QFilm
c . More precisely, DFilm ¼ 2p=ðQ2 � ðQFilm

c Þ2Þ1=2 for

Q4QFlim
c . The sharp drop in R at Q ¼ QSi

c , corresponds to the

excitation of a resonant cavity mode that has a node at the top of

the organic film and a node at the bottom of the first Si layer.

At this precise angle, the E-field intensity in the middle of this

combined Si-film slab is much higher than 4|E0|2, as can be

seen in (b).
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to determine the atomic (or ionic) distributions in de-
posited organic films or at electrified liquid–solid in-
terfaces. As an example, the simulated reflectivity and
fluorescence yields for a d ¼ 180 Å Si/Mo LSM is
shown in Figure 8. It can be noted that the modulation
pattern of the yield is very sensitive to the height and
width of the fluorescent atom layer within an organic
film deposited on the LSM.

See also: Core Photoemission; Crystal Structure; Crystal
Structure Determination; Deep-Level Spectroscopy and
Auger Spectra; Surfaces and Interfaces, Electronic Struc-
ture of; Synchrotron Radiation; Valence Photoemission;
X-Ray Absorption Spectroscopy; X-Ray Sources; X-Ray
Topography.

PACS: 61.10.–I; 68.49.Uv; 41.50.þh; 07.85.Qe
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Nomenclature

aH geometrical factor
C ordered fraction
d diffraction plane spacing (Å)
D XSW period (Å)
Dc critical period (Å)
DH Debye–Waller factor
EH/E0 E-field amplitute ratio
Eg X-ray photon energy (keV)
fH coherent fraction
f 0(H) atomic form factor
FH normalized atomic distribution Fourier

coefficient
FH structure factor
H reciprocal lattice vector (Å–1)
I normalized E-field intensity
K wave vector (Å–1)
n ¼ 12d2ib index of refraction
Ne effective electron density (Å–3)
PH coherent position
Q scattering vector (Å–1)
Qc critical scattering vector (Å–1)
r unit cell atomic position vector (Å)
re classical electron radius (Å)
R reflectivity
sH geometrical phase factor
SH geometrical structure factor
/u2HS

1=2 vibrational amplitude (rms) (Å)
Vc volume of unit cell (Å3)
w Darwin width (radians)
Y normalized yield
Z(y) effective thickness factor (dimension)
a takeoff emission angle (rad)
G gamma scale factor
Df 0 and Df 00 anomalous dispersion corrections
Z normalized angle parameter
y incident angle (rad)
yc critical angle (radians)
l wavelength (Å)
Lext extinction length (Å)
m0 linear absorption coefficient (Å–1)
mz effective linear absorption coefficient

(Å–1)
n XSW phase
r(r) normalized atomic distribution function
fH phase of structure factor (radians)
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Introduction

A major use of X-rays, ever since they were dis-
covered over a century ago, has been and still is the
visualization of the inside of systems, opaque for
other probes. Whatever the imaging process used, it
implies an inhomogeneous response of the sample
to the beam. Recently, X-ray imaging techniques
have dramatically progressed, in connection with
the improvements in sources (synchrotron radiation),
detectors, and computer image processing. Among
these new features, three-dimensional imaging with
spatial resolution in the micrometer range (micro-
tomography), the sensitivity enhancement associated
with phase contrast imaging, and new X-ray micro-
beam-based imaging approaches such as fluore-
scence or diffraction microtomography are discussed
below.

This section is devoted to another way of obtain-
ing X-ray images, based on Bragg diffraction: the
‘‘X-ray topographic’’ techniques (the ‘‘historical’’
name is retained: it is widely used, but misleading
because it suggests that these techniques are surface
techniques, whereas very often they are used to probe
the bulk of single-crystal samples). They were mostly
developed in the late 1950s and 1960s to visualize
defects and distortions in crystals. Work performed
on silicon made the routine production of large per-
fect crystals, as used by the microelectronics industry,
possible. These techniques are nondestructive and
sensitive to a large range of distortions (typically in
the 10� 3–10� 8 range). Understanding the main con-
trast mechanisms implies knowing how crystal im-
perfections modify the diffraction behavior of the
underlying perfect crystal. The dynamical theory of
diffraction describes this behavior. The specific con-
tributions of synchrotron radiation (and, briefly,
neutrons) are outlined.

Principle of the Topographic Techniques

X-ray topography is an imaging technique for single
crystals based on Bragg diffraction. The local variat-
ions of the amplitude or direction of the diffracted
beam provide information on crystal inhomogenei-
ties such as defects, domains, or phases. This infor-
mation is often averaged out, and lost, when using
usual diffraction methods.

Figure 1 schematically represents the main idea of
all the diffraction imaging methods. The single-crys-
tal sample C is set to diffract a fraction of the inco-
ming beam, according to Bragg’s law, 2d sin yB ¼ l.
The diffracted beam is recorded on a position-sen-
sitive detector (usually X-ray films, nuclear plates or,
increasingly, CCD cameras equipped with a high-
resolution scintillator). If a small volume V within C
behaves differently from the matrix, intensity variat-
ions (‘‘contrast’’) can be produced on an area S of the
two-dimensional image produced by the diffracted
beam. This contrast only occurs if the platelet-shaped
crystal displays inhomogeneities.

The inhomogeneities that can be visualized using
X-ray diffraction topography include defects such as
dislocations (Figure 2), twins, domain walls, inclu-
sions, impurity distribution, and macroscopic defor-
mations, such as bending or acoustic waves, present
within the single-crystal sample.

Figure 3 is an example of such a topographic
image. It shows the image recorded using the 444
reflection from a flux-grown platelet-shaped gallium-
substituted yttrium iron garnet crystal (Y3Gax
Fe5� xO12, with xB1, Ga–YIG) using the MoKa1
radiation from a standard X-ray generator.

In addition to a distorted region on the upper cor-
ner, associated with the crystal fixation, various fea-
tures are observable on this topograph: dislocations,
growth striations and growth sectors, magnetic do-
mains, dissolution bands, and the initial stage of a
crack. These features are observed because they entail
a distortion of the crystalline lattice. It is worth giving
the typical value of these distortions, which include
either a lattice rotation dy, or a lattice parameter
variation Dd/d, or a combination of both. For the
growth striations, which are the main observable fea-
tures, this distortion is in the 10� 4 range, whereas the
variation of magnetostriction associated with the

V

S

C
Detector

Figure 1 Principle of the topographic methods.
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magnetic domains, as well as the distortion between
growth sectors, are in the 10� 6 range. The distortion
associated with dislocations is a function of the dis-
tance to the core; at the level of the image border, it is
in the 10� 5 range. Large contrast on the image can,
therefore, correspond to rather weak distortions,
showing that these techniques are very sensitive.

Some Results of Dynamical Theory

A few results of the dynamical theory, necessary to
understand the contrast mechanisms, are given be-
low. The discussion is restricted to symmetrical
transmission geometry as shown in Figure 1.

In the case of a monochromatic plane wave beam,
and a perfect crystal set in Bragg diffraction position

(Figure 1), two ‘‘wavefields’’ propagate within the
crystal if the direction of the incident beam propagat-
ion vector lies within an angle oh around the exact
Bragg position (oh the intrinsic width of the diffrac-
tion curve, often called the Darwin width, being of
the order of 10� 5–10� 6 rad):

oh ¼ ð2l2CpjFhjr0Þ=ðpVc sin 2yBÞ ½1�

where Cp is the polarization factor (Cp ¼ cos 2yB for
p polarization, i.e., for the electric field vector E in
the scattering plane, and Cs ¼ 1 for s polarization,
i.e., for E perpendicular to this plane), r0 is the
‘‘classical electron radius’’ (2:8� 10�15 m), Vc is the
unit cell volume, and Fh is the structure factor cor-
responding to the Bragg reflection used. A wavefield
corresponds to the superposition of one diffracted
and one forward-diffracted wave, coupled because
the perfect crystal is set for Bragg diffraction. These
waves decouple outside the crystal, producing two
beams, parallel to the incident and diffracted direc-
tions, respectively (Figure 4).

In the case of a monochromatic spherical wave,
wavefields propagate and interfere within the whole
‘‘Borrmann’’ fan or Borrmann triangle ABC (Figure 4).
The characteristic coupling length between wave-
fields is L0 (extinction length, or Pendellösung peri-
od), which corresponds, in the case considered, to the
distance necessary for most of the energy participa-
ting in the diffraction process to move from the
transmitted to the diffracted direction, or vice versa:

L0 ¼ ðpVc cos yBÞ=ðlCpjFhjr0Þ ½2�

Typical values of L0 are in the 1–100mm range.
If the crystal is rotated in a monochromatic beam,

or if the beam is polychromatic, the diffracted power
is a function of this ‘‘variable’’ (angle, or wave-
length), leading to the integrated reflectivity r, de-
fined as the area under the diffraction curve. Figure 5
shows r for a nonabsorbing perfect crystal, as a
function of t/L0, t being the thickness of the platelet-
shaped crystal, for both the transmission (‘‘Laue’’)
and reflection (‘‘Bragg’’) cases. These curves show
that

* r is proportional to t for t{L0 (‘‘kinematical’’
limit of the dynamical theory);

* r is nearly constant for tcL0, the saturation value
being proportional to jFhj; and

* r displays an oscillatory behavior in the Laue case
(the image produced by a low-absorption wedge-
shaped crystal will, therefore, exhibit ‘‘equal
thickness’’ fringes associated with the maxima
and minima of the curve, and to the varying

b

Figure 2 Schematic drawing of a dislocation, characterized by

its line direction (the border of the incomplete atomic plane in this

case) and the Burgers vector b (in this case – ‘‘edge’’ dislocation –

horizontal and perpendicular to the line direction).

Growth striations

Growth sectors

Initial stage of crack

Dislocations

h

1 mm

Magnetic domains

Dissolution bands

Figure 3 Topograph of a flux-grown Ga–YIG crystal.
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thickness of the crystal). Its saturation value, for
tcL0, is half of the one corresponding to the
Bragg case.

Effect of Imperfections: Contrast
Mechanisms

For a nonabsorbing plate-shaped crystal illuminated
by a parallel and polychromatic beam (a good ap-
proximation for the simplest and presently the most
usual topographic technique, white beam synchro-
tron radiation topography), within a very simplified
approach, the direction and intensity of the locally
diffracted intensity depends upon

* the structure factor Fh;
* the angle y formed by the considered lattice

planes, and the incident beam; and
* Y, a parameter that incorporates the modifications

introduced by the crystal inhomogeneities on the
perfect-crystal dynamical theory results.

The beams diffracted by two neighboring regions I
and II of the sample produce contrast on the
topograph if

1. ðFhÞIaðFhÞII, where the differences can either re-
side in the modulus or the phase or the structure
factor. This structure factor contrast is the main
contrast mechanism in neutron diffraction
topography of magnetic domains, the magnetic
structure factor often being different for the var-
ious domains (Figure 6);

2. yIayII, that is, regions I and II are misoriented –
subgrains, domains, etc. – one with respect to the
other: this is orientation contrast; Figure 7 shows,
for instance, white or black thick lines, corre-
sponding to the separation, or superposition, of
the images of subgrains;

3. YIaYII, the two regions display extinction con-
trast.

Imperfections modify the perfect-crystal behavior
described by the dynamical theory. They can hide the
interference fringes, or lead to locally enhanced or
reduced diffracted intensity, depending on the ab-
sorption conditions. New images can occur through
the decoupling of a wavefield and the creation of new
wavefields at a defect.

In the low-absorption case, the predominant con-
trast mechanism is the so-called direct-image process.
Assume again (Figure 1) that a polychromatic, ex-
tended beam impinges on a crystal such that a small
crystal volume V contains a defect (inclusion, dislo-
cation, etc.) associated with a distortion field, which
decreases with growing distance from the defect core.
A wavelength range Dl=l ¼ oh=ðtan yBÞ (B10�4)
participates in diffraction by the ‘‘perfect’’ matrix
crystal, whereas regions around the defect are at
the Bragg position for components of the incoming
beam which are outside this spectral range. The de-
fect thus leads to additional diffracted intensity on
the detector.

The regions that produce the direct image of a
given defect are some distance away from the core of
the defect. This distance depends not only on the
nature of the defect, but also on the diffraction proc-
ess itself. The lattice distortion acts on diffraction
through an angle, the effective misorientation dy,
which reflects the change in the departure from the
Bragg angle that is associated with the existence of
the defect:

dyðrÞ ¼ �ðl=sin 2yBÞ@ðh� uðrÞÞ=@ðshÞ ½3�

where h is the undistorted reciprocal lattice vector,
u(r) is the displacement vector, and @/@(sh) is the

C

A

B

2�B

Figure 4 Propagation of wavefields within the ‘‘Borrmann’’

triangle ABC in the case of a perfect crystal.

Kinematical

t /Λ

Dynamical (Laue case)

Dynamical (Bragg case)




Figure 5 Reflecting power r of a nonabsorbing perfect crystal

as a function of the reduced thickness t /L0 for the transmission

(‘‘Laue’’) and reflection (‘‘Bragg’’) cases. The kinematical approx-

imation limit is also shown.
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differentiation along the reflected beam direction. It
was shown that the width of the direct image cor-
responds to the contribution of regions such that dy
is of the order of oh. This can be understood when
considering that the regions where the distortion is
ooh are within the diffraction range of the perfect
crystal, and that those where the distortion is coh

have a negligible contribution for the considered
Bragg diffraction spot. This leads to ‘‘intrinsic’’
image widths, for an edge dislocation such as the
one schematized in Figure 2, BL0j . b . hj=4 ranging
in the 1–100 mm scale, and therefore implies a lim-
itation on the density of defects that can be resolved
on a topograph (B104–105 cm� 2 for dislocations).

This also implies that direct images are only seen
in crystals that are thick enough. Indeed, the dynam-
ical theory predicts a width oh for thin ðtoL0=pÞ
crystals inversely proportional to the thickness. If the
crystal is thin, only very distorted regions with a
strongly reduced volume – and consequently reduced
diffracted intensity – can contribute to the direct
image, which cannot therefore be observable.

The effective misorientation dy allows, in addition,
determining on which reflections a given defect can
produce an image. Equation [3] shows that dy ¼ 0 if
u is perpendicular to h. The defect is not visible
on the corresponding topographs. A dislocation, for
instance, is usually not visible when h . b ¼ 0, b
being the Burgers vector. The invisibility criteria are
powerful ways of characterizing the defects.

The effective misorientation can also be written as
a function of the local variation in the rotation dj of
the concerned lattice planes and the local relative
variation in the lattice parameter, Dd/d, as

dy ¼ �ðDd=dÞtan yB7dj ½4�

When taking absorption into account, the situa-
tion can change drastically. Direct images do not
occur in the high-absorption case (mt410), and are
replaced by dips in the intensity corresponding to the
disruption of a dynamical-theory-related effect, the
anomalous transmission (also called the Borrmann
effect). Both types of images (‘‘additional’’ intensity
and ‘‘dips’’) are simultaneously present on the
topographs, as well as interference fringes (‘‘dynam-
ical’’ and ‘‘intermediary’’ images) for samples with
intermediate absorption (mtB225).

Diffraction Topographic Techniques

As already discussed, Bragg diffraction imaging may
be used either in transmission or in reflection. In ad-
dition, the beam can be extended or restricted, and the
image can be an integrated or a nonintegrated one.

1 mm

(1 0 1)

(1 0 0)

(1 1 0)

(0 1 1)

II II

III

III

III

IV

IV

(a) (b)

(c) (d)

Figure 6 The observation, by neutron diffraction topography of

antiferromagnetic domains in NiO is an example of ‘‘structure

factor contrast.’’ These domains are characterized by their

propagation vector, which lies along one of the four equivalent

1 1 1 directions; each type of domain has a nonzero magnetic

structure factor for the Bragg reflection corresponding to its

propagation vector, and zero for the other three magnetic reflec-

tions: (a) 1,1,�1, (b) � 1,1,1, (c) �1,1,� 1, and (d) drawing of

the domain configuration – type I is missing in the investigated

crystal. These images were recorded – exposure times B10 h –

using a 157Gd screen acting as n-b converter and X-ray film;

‘‘white’’ means more illuminated.

h

1 mm

Figure 7 White beam topograph of an Fe–3%Si crystal,

EE25 keV, showing orientation contrast associated with sub-

grains. A fir-tree magnetic domain pattern is also visible.
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Figure 1 shows an extended, divergent, and/or
nonmonochromatic beam illuminating the whole
sample, or a large area. This results in an image
which can, to a first approximation corresponding to
the predominance of the direct images, be considered
as the projection of the defect distribution along the
diffracted beam direction. The incident beam can al-
so be restricted to a small width (typically 10–20 mm)
in the scattering plane. In the same first approxima-
tion, this produces an image of those defects inter-
cepted by the blade-shaped incident beam, hence the
name ‘‘section’’ topograph.

A better definition of the extended/restricted beam
distinction is based on the width of the Borrmann
triangle, wB ¼ 2t sin yB in the symmetrical Laue case, t
being the crystal thickness. The extended beam, or
projection topograph, situation corresponds to the case
where the width w of the incoming beam in the scat-
tering plane is such that wcwB. The restricted beam,
or section topograph, case corresponds to w{wB.

In the section topography, the position of the direct
images within the image can be used to extract the
depth of the related defects in the crystal, one edge of
the image corresponding to the entrance face of the
sample, the other to the exit surface. In very good
crystals, with small or moderate absorption, the
same interference effect that leads to the oscillations
shown in Figure 5, produces interference fringes,
called Kato’s fringes. These fringes are very sensitive
to crystal distortion, and their modification is one of
the first indications of a departure from the perfect-
crystal situation (see Figure 11).

The use of a polychromatic beam with a sufficient-
ly wide bandwidth often offers advantages. Several
reflections are recorded simultaneously, which is very
helpful when characterizing defects or phenomena,
and misoriented regions within a sample diffract at

once, each region finding a wavelength l that satisfies
the local Bragg condition. This ‘‘white beam’’ version
of diffraction topography is identical to the well-
known Laue technique, except that the incident beam
is broad. Each Bragg spot is now a topograph. This is
an integrated wave diffraction image, because it re-
sults from the superposition of contributions from a
range of wavelengths. It is mainly sensitive to the
variations of lattice plane orientation dj, which pro-
duce a change in the diffracted beam direction, and
not to Dd/d. ‘‘White beam’’ topography is widely used
at synchrotron radiation facilities. The exposure time
is often of the order of a fraction of a second, and it is
possible to follow the evolution of any one of the
Bragg spots in ‘‘real time,’’ using a CCD camera
equipped with a scintillator.

The incident beam on the sample can also be
monochromatized. This ‘‘monochromatic wave’’
nevertheless displays a range of wavelengths (Dl/l)
as well as an angular divergence o. Let oc be the
diffraction width of the crystal (which reduces to oh

in the case of a ‘‘perfect’’ crystal). If the divergence o
(and/or (Dl/l)tan yB)4oc, the image is still an
integrated wave topograph.

If o (and (Dl/l)tan yB){oh, the technique is
called plane wave topography. It is not only suited
to detect weak deformations (10�6–10� 8 range), but
also to obtain images of defects such as dislocations
(see Figure 9) with much more details than in the case
of direct images. Its use allows a quantitative analysis,
because the local diffracted intensity is closely related
to the effective misorientation dy. An example of the
use of ‘‘plane wave’’ topography is shown in Figure 8:
the seed of the investigated quartz crystal and the
various growth sectors exhibit different impurity con-
tents, which result in small variations of the lattice
parameter (in the 10�5–10� 7 range).

k0 2 mm
p

Figure 8 Bragg case plane wave topographs of a quartz plate with nonhomogeneous distributions of impurity atoms in different growth

sectors and in the seed plate (rectangle in the middle part), 40 %40 reflection, E ¼ 8:04778 keV, k p
0 is the projection of the wave vector of

the incident wave on the crystal surface; the topographs were recorded at B40% of the maximum intensity on the low-angle side (left

image) and B20% of the maximum intensity on the high-angle side (right image) of the rocking curve.
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If an image is recorded at an angular position very
far away (typically a few oc) from the center of the
diffraction curve, the main contribution to Bragg
diffraction originates from the distorted regions, and
not from the perfect-crystal matrix. This allows red-
ucing the ‘‘intrinsic’’ width of the images and is
known, by analogy with electron microscopy, as
weak beam topography (Figure 9).

Synchrotron Radiation Topography:
Real-Time Investigations and
Coherence-Related Effects

Synchrotron radiation is now widely used for X-ray
imaging. The typical exposure time to record a syn-
chrotron radiation topograph is a fraction of a sec-
ond. It is therefore possible to investigate evolving
phenomena such as the movements of defects,
boundaries during first-order phase transitions, or
domains. Specific sample environments (cryostat,
furnace, electric or magnetic field, strain, etc.) are
added for each particular experiment. Image sub-
traction can help emphasize changes with respect to a
reference state.

It is possible to investigate quicker phenomena if
they are periodic, through stroboscopic imaging.
Choppers located on the beam path and synchro-
nized with periodic magnetic or electric fields were
used to investigate phenomena such as the motion of
magnetic domains or the evolution of conduction
channels, in the 10�2–10�3 s range. Stroboscopic
experiments on bulk or surface acoustic waves, in the
10� 8–10� 9 s range, were performed using the pulsed
structure of the synchrotron radiation source itself
(Figure 10).

The small source sizes and the large source-to-
sample distances, which are now common features of
modern synchrotron radiation facilities, lead to
highly coherent X-ray beams, which can be used
for diffraction topography. In this case surface

inhomogeneities, or porosities, can be imaged in the
diffracted beam even when they do not produce a
strain field through their Fresnel diffraction image.
Recording images at various sample-to-detector dis-
tances allow retrieving the phase jump involved in
these images. The use of Bragg diffraction imaging
with a coherent beam can even, in special cases, pro-
duce structural information at the atomic level, even
though the spatial resolution of the images is on a
much larger scale of micrometers. For instance, dif-
fraction topographs of ferroelectric crystals, using a
coherent beam, give access to a very elusive micro-
structural piece of information: how ferroelectric
domains are connected across the domain wall and,
in particular, how they match at the atomic level.

400 µm

(a) (b)

h

Figure 9 1 1 1 topographs of a Ge crystal recorded using the beam (35 keV) produced by an Si 1 1 1 monochromator: (a) top of the

rocking curve, and (b) on the high-angle tail of the rocking curve (‘‘weak beam’’ image).

12 µm

Figure 10 Stroboscopic topograph showing the propagation of

surface acoustic waves – 12 mm wavelength – in an LiNbO3

crystal. Wave front distortions caused by the interaction of the

waves with dislocations are visible. One dislocation region is

framed. (Courtesy of E Zolotoyabko.)
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Simulations of X-Ray Topographs

The information provided by the topographs allows
a detailed quantitative analysis. This is performed
through simulations. The simulation process requires
introducing a deformation field with free parameters
that will be refined by comparing the simulated
image to the experimental one. Depending on how
rapidly the distortions (expressed by the effective
misorientation dyr) change locally within the crystal,
this may be done using diffraction theories with var-
ious complexities. In the case of Figure 8, the Bragg-
case plane wave topographs of a quartz plate with
nonhomogeneous distributions of impurity atoms,
the local application of the dynamical theory for
perfect crystals already provides very good results. In
this case, the diffracted intensity can be approximat-
ed by the simple formula Ih ¼ IMRNðyA � dyÞ, where
RN is the rocking curve of the setup, IM is a nor-
malization factor, and yA is the Bragg angle in a
crystal part assumed as the perfect reference one.
This means that the contrast depends on the position
of the ‘‘working point,’’ which is determined,
through the parameter dy(r), by the local Bragg
angle on the perfect reference–rocking curve. For
faster varying deformations (Figure 11), a geometric-
optical approximation may be chosen. The most
general case requires a wave-optical approach, which
is necessary to calculate, for instance, the contrast of
a dislocation. The algorithms give very good results
for the plane wave case.

Conclusion

X-ray diffraction topography is an invaluable tool to
characterize single crystals and investigate many-crys-
tal physics phenomena (creation of defects, domains,
phase transitions, vibrations, etc.), whereas neutron
topography remains a unique tool for the investigat-
ion of magnetic crystals, and more specially the an-
tiferromagnetic ones. The scope of X-ray topography,
when coupled with synchrotron radiation, extended
to unexpected topics through the use of coherent
beams or by in situ experiments, where the material,
in an adequate sample environment device, is imaged
while an external parameter (temperature, stress, etc.)
is changed. Some of the applications, of course, re-
quire a better spatial resolution. A possibility of over-
coming this limitation is to use an X-ray lens to
magnify the image before the detector. Promising at-
tempts are being made using parabolic compound
refractive lenses, asymmetrically cut crystals, or bent
mirrors (Kirkpatrick–Baez setup).

See also: Crystal Growth, Bulk: Theory and Models;
Dislocations; Scattering, Inelastic: X-Ray (Methods and
Applications); X-Ray Absorption Spectroscopy; X-Ray
Sources; X-Ray Standing Wave Techniques.

PACS: 07.85; 61.10; 61.50.Cj; 61.72.y; 61.72.Dd;
61.72.Ff; 64.70.Kb; 75.60.Ch; 77.80.Dj
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Nomenclature

b Burgers vector of a dislocation (m)
Cp polarization factor (X-ray diffraction)
Fh structure factor associated with the re-

ciprocal vector h
r0 classical electron radius (2:8� 10�15 m)
u(r) displacement vector (m)
Vc volume of the unit cell (m3)
dy(r) effective misorientation (rad)
yB Bragg angle (rad)
l wavelength (m)
L0 extinction distance (dynamical theory)

(m)
oh intrinsic width of the diffraction curve

(dynamical theory) (rad)

100 µm h

Figure 11 Measured (left) and calculated (right) 422 section

topographs of a 565mm thick silicon crystal with the edge of a

150 nm silicon oxide film, E ¼ 17:48 keV.
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