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PREFACE

The Encyclopedia provides a detailed and comprehensive account of the
subject known as public choice. However, the title would not convey suffi-
ciently the breadth of the Encyclopedia’s contents which can be summarized
better as the fruitful interchange of economics, political science and moral
philosophy on the basis of an image of man as a purposive and responsible
actor who pursues his own objectives as efficiently as possible.

This fruitful interchange between the fields outlined above existed during
the late eighteenth century during the brief period of the Scottish
Enlightenment when such great scholars as David Hume, Adam Ferguson and
Adam Smith contributed to all these fields, and more. However, as intellec-
tual specialization gradually replaced broad-based scholarship from the mid-
nineteenth century onwards, it became increasingly rare to find a scholar
making major contributions to more than one.

Once Alfred Marshall defined economics in neoclassical terms, as a nar-
row positive discipline, the link between economics, political science and
moral philosophy was all but severed and economists redefined their role into
that of ‘the humble dentist’ providing technical economic information as
inputs to improve the performance of impartial, benevolent and omniscient
governments in their attempts to promote the public interest. This indeed was
the dominant view within an economics profession that had become besotted
by the economics of John Maynard Keynes and Paul Samuelson immediately
following the end of the Second World War.

Even during this ‘dark age’ for political economy, however, a little known
Scot named Duncan Black was sowing the seeds for a renaissance that would
once again provide for a reunion between economics and political science.
Black launched the public choice research program in 1948 with a seminal
paper on the rationale of group decision-making and in so doing earned later
fame as the founding father of public choice.

Black’s seminal contribution was extended in 1951 by Kenneth Arrow in
his famous 1951 monograph entitled Social Choice and Individual Values. A
further major extension occurred in 1957, when Anthony Downs published
his seminal book entitled An Economic Theory of Democracy.

In 1962, James Buchanan and Gordon Tullock, in their famous book The
Calculus of Consent, extended the perspective of public choice by shifting
attention away from direct elections and parliamentary democracy, to outline
a rational choice approach to the logical foundations of a constitutional
republic. In 1965, Mancur Olson opened up the discussion of interest group
behavior to rational choice analysis in his famous book entitled 7he Logic of
Collective Action. In 1971 William A. Niskanen opened up the discussion of
bureaucratic behavior to rational choice analysis in his book entitled
Bureaucracy and Representative Government.

Xiii



Xiv PREFACE

These six contributions constitute the foundations of the public choice
research program. Two other books also contributed to the early public choice
tradition, namely the 1951 monograph by Black and Newing entitled
Committee Decisions with Complementary Valuation and the 1962 master-
piece by William Riker entitled The Theory of Political Coalitions. All these
works are as relevant to scholars of public choice now as they were several
decades ago when they were written.

Since public choice first emerged during the years of reconstruction from
the devastation of the Second World War, the world’s political environment has
evolved and changed dramatically. The Marshall Plan enabled Western Europe
to eliminate its dictatorships and to establish and/or to reinforce democracy.
The European colonial powers eased themselves out of their imperial roles,
releasing their former colonies into independence, albeit in many cases an
independence that rapidly deteriorated into the one party state, outright dicta-
torship or even kleptocracy. Even Latin-America slowly has eased itself into
democracy, albeit in many cases of a fragile and unstable nature.

The United States utilized its economic strength and its political resilience
to confront and to contain the USSR throughout the Cold War and eventually
to defeat it, thus opening up Eastern Europe and even Russia itself to varying
forms of democratic or semi-democratic government. The remaining com-
munist dictatorships, notably The People’s Republic of China, Cuba and
North Korea, clearly are endangered species, unlikely to survive the first
decade of the new century. The last bastions of non-communist, non-sub-
Saharan African dictatorship, mostly located in the Middle East, are finding
it increasingly costly and difficult to fend off the democratic desires of their
down-trodden and mostly impoverished subjects. For the first time in the his-
tory of the world, a majority of individuals now live under conditions of
democracy, a state that public choice is uniquely qualified to analyze.

Given the enormity of the political changes outlined above, it is very reas-
suring to discover, not least through the contributions to this Encyclopedia, that
public choice has retained its ability to explain and to predict the behavior of all
actors in political markets — even the behavior of al-Qaeda terrorists — within
the framework of the rational choice approach.

The Encyclopedia of Public Choice is a monumental offering. It consists
of 306 entries each assigned to one of three headings, namely essays, con-
cepts and biographies. The Encyclopedia is an entirely new work, all its con-
tributions being newly commissioned. Drafts of the entries were received
from the authors over the period October 2001 through September 2002, most
of them arriving during the six months March 2002 through August 2002.

The essays are designed to be far-ranging discussions of central issues in the
public choice literature, and evaluations of the lives and works of some of the
founding fathers, each written by authors who have worked extensively in
those fields. The authors were asked to avoid writing surveys, but rather to
present their own views on the topic under review.
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The concepts are designed to be more narrowly-focused contributions,
offering up-to-date introductions and first-rate bibliographies. Once again,
the authors were expected to explicate their own views and not to attempt to
write a comprehensive survey. In several cases, where the issue was deemed
to be sufficiently controversial, authors with differing viewpoints provide
competing interpretations.

Every contributor to the essay and/or the concepts sections of the
Encyclopedia was invited to contribute his or her own biography. The large
majority complied. These are short outlines modeled on Mark Blaug’s Who's
Who in Economics. They provide interested readers with a short biography, a
limited list of publications and a brief statement of the scholar’s self-
perceived career contribution to public choice.

The allocation of entries across these three categories is as follows:
28 essays, including two introductions, one by Charles K. Rowley and one
by Dennis C. Mueller; 186 concepts; and 92 biographies. The Encyclopedia
itself consists of well in excess of one million words. The contributors, and
the editors, have taken care to make the language of the Encyclopedia as non-
technical and comprehensible as possible. For this reason, the Encyclopedia
should be accessible to all scholars, all graduate and undergraduate students
of economics, political science, and public choice as well as to most scholars
and students of such closely related disciplines as law, philosophy, sociology
and psychology. The Encyclopedia should be an indispensable companion to
all practitioners of public policy.

The editors have made every effort to present a well-balanced and
comprehensive body of public choice scholarship from the early beginnings of
the discipline to its current flourishing state. By and large, we believe that we
have achieved this goal. However, as always, the proof of the pudding is in the
eating. We trust that you will enjoy the rich banquet that is set before you.

CHARLES K. ROWLEY

Duncan Black Professor of Economics
George Mason University and
General Director

The Locke Institute

and

PROFESSOR DR. DR. h.c.mult. FRIEDRICH SCHNEIDER
Department of Economics
University of Linz
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PUBLIC CHOICE AND CONSTITUTIONAL
POLITICAL ECONOMY

1. Introduction

Public choice — or the economics of politics — is a relatively new science
located at the interface between economics and politics (Rowley 1993,
Mueller 1997, and Shughart and Razzolini 2001). It was founded in 1948 by
Duncan Black, who died in 1991 without ever achieving full recognition as
the Founding Father of the discipline (Tullock 1991). Its practitioners seek to
understand and to predict the behavior of political markets by utilizing the
analytical techniques of economics, most notably the rational choice postu-
late, in the modeling of non-market decision-making behavior.

Public choice — thus defined, is a positive science concerned with what is
or what conditionally might be. Its dedicated journal is Public Choice, intro-
duced by Gordon Tullock in 1966 and now ranked among the thirty most
important journals in social science worldwide. Its intellectual home is
The Center for Study of Public Choice, now located in The James M. Buchanan
Center for Political Economy at George Mason University in the
Commonwealth of Virginia.

The public choice research program was launched in 1948 by Duncan
Black’s paper on the rationale of group decision-making. This paper demon-
strated that, under certain conditions, at most one motion is capable of secur-
ing a simple majority over every other motion. Specifically, if voter
preferences are single-peaked over a single-dimensional issue space, a unique
equilibrium exists in the motion most preferred by the median voter. For
Black (1948), this result was the political science counterpart of competitive
market equilibrium in his own discipline of economics.

In 1950, Arrow seized upon this insight to demonstrate that when Black’s
condition of single-peaked preferences does not hold the unique vote equi-
librium will not hold and voting cycles may prevail. Arrow incorporated this
insight into his famous, 1951 book, Social Choice and Individual Values out-
lining a difficulty in social welfare. These papers fundamentally challenged
Black’s theoretical notion of political stability and offered an alternative the-
oretical viewpoint that political markets are inherently unstable. These alter-
native viewpoints would be subjected to extensive empirical evaluation
throughout the first half century of the public choice research program.

In 1957, Anthony Downs moved public choice from its early beginnings in
analyzing committee decisions and direct elections in an environment essen-
tially devoid of institutions to its subsequent preoccupation with the institu-
tions of democracy and representative government. In a far-reaching
contribution, he laid the foundations for an ambitious research program that
would apply rational choice theory to every aspect of the political market

3
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place. Without apparently having read Black’s (1948) contribution, and hav-
ing no clear concept of the importance of the median (Rowley 2003), Downs
utilized the spatial economic theory of Harold Hotelling (1929) to emphasize
the predictable dominance of the middle voter in two party democracies, thus
offering a falsifiable theory of democracy that would attract a large volume
of high quality empirical research.

However, even while re-establishing the notion that political markets, under
favorable circumstances, may reflect the preferences of the middle voter, even
while forcing the rational choice analysis of economists down the throats of
political scientists, Downs sowed seeds of doubt that subsequently generated
fruitful public choice research. He noted that, in an environment where infor-
mation is complex, costly to acquire, and offering little economic return to
those who acquire it, members of the electorate may economize in its acquisi-
tion, relying on ideology as represented by political party brand images to
direct their voting decisions. He also noted that members of the electorate
might rationally abstain from voting in situations where they could not distin-
guish between the policy positions of rival candidates or political parties.

Such doubts, notwithstanding, Downs (1957) essentially replicated the
work of Black (1948) in rejecting the sophistry of Arrow (1950, 1951) and in
reinforcing the notion that political markets inherently are stable and reflect
the preferences of the middle voter. His original contribution consists of
extending the 1948 insight of Black to the real world institutions of politics.

The classics of public choice reviewed so far focused attention exclusively
on voting in unconstrained democratic environments. As such they were only
of limited significance for a constitutional republic such as the United States
of America, a republic that deliberately was not designed to be a democracy
as usually defined. In 1962, Buchanan and Tullock ingeniously shifted the
public choice perspective well away from the environment of parliamentary
democracy as envisaged by Downs (1957) to reflect the institutions of con-
stitutional republicanism envisaged by the authors of The Federalist almost
two centuries earlier.

The Calculus of Consent (Buchanan and Tullock 1962) differed sharply
from earlier contributions in the emphasis provided by Buchanan and Tullock
on methodological individualism and universal consent. More important for
public choice and constitutional political economy, however, was the insight
provided by Buchanan and Tullock’s constitutional economic theory. The
authors were able to demonstrate that at the constitutional stage, an individ-
ual rationally would choose to abide by a vote ratio that minimized the sum
of his expected external costs and his expected decision-making costs from
collective action. Whether this vote ratio would be some minority vote, a sim-
ple majority or some supra-majority vote would depend on the slopes of the
two aggregated functions. This result was a direct challenge to the political
scientists who almost universally at that time endorsed the normative advan-
tages of majority rule.
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The Calculus of Consent also challenged the new welfare economics of
Samuelson and Arrow that systematically paved the way for government
intervention in free markets on the grounds of widespread market failure.
Buchanan and Tullock noted that all categories of market failure — monopoly
power, public goods, externalities, limited and asymmetric information and
moral hazard — were evident much more in political than in ordinary markets,
not least because of the ubiquity of indivisibilities in political markets.

By this insight, Buchanan and Tullock leveled the playing field in the
debate over the respective merits of political and economic markets (Goetz
1991). By directing attention to the difference between choices over rules and
choices subject to rules, the book also provided the logical foundations for the
constitutional political economy research program.

Although both Downs and Buchanan and Tullock discussed the role for
interest groups in political markets, neither of them analyzed interest group
behavior from the perspective of rational choice theory. This lacuna was
filled by the fifth and final founding father of public choice, Mancur Olson,
whose book The Logic of Collective Action (1965) fundamentally challenged
the conventional political science view of interest group behavior.

Whereas political science viewed interest groups as reflective of underly-
ing voter preferences and as suppliers of relevant information to political
markets, Olson offered a radically different interpretation. Because the objec-
tives pursued by interest groups have profound publicness characteristics,
rational choice predicts that their efforts typically will be eroded by free-rider
problems, so that groups will be difficult to form and to motivate.

However, such difficulties are not uniform across groups. Existing groups
have decisive advantages over potential groups in the competition for politi-
cal favors; groups offering concentrated benefits are more effective than
groups offering dispersed benefits; small groups are more effective than large
groups; groups that can coerce supply (e.g. professional associations and
trade unions) are more effective than those that cannot; and that successful
large groups must rely on providing selective (private) benefits to members
in order to attract support for policies with public good/bad characteristics
(for a critique of this view see Stigler 1974).

Thus the logic of collective action suggests that competition among inter-
est groups does not simply reinforce the underlying voter-directed political
equilibrium. Rather, it predictably distorts the underlying political equilib-
rium in favor of policies favored by the more effective interest groups, poli-
cies typically that provide concentrated benefits for the few financed by
dispersed taxes on the many.

2. Alternative Perspectives in Public Choice

Like all successful intellectual innovations, public choice has given birth to a
new generation of scholars, journals and research institutions, offering
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a diversity of approaches and methods, not all of which correspond to those
adopted by the ‘founding fathers’ (Mitchell 1988, 1989, 2001). Three schools
currently dominate the public choice landscape, each worthy of a brief
discussion, namely Rochester, Chicago and Virginia.

Rochester

The intellectual entrepreneur of the Rochester school of positive political the-
ory was William Riker, who began to consider the applicability of the rational
choice approach and game theory in political science during the late 1950’s
(Riker 1962). In 1964, he strengthened this presence by transforming his
introductory text on American government into the first rational choice book
aimed at undergraduate majors in political science (Riker 1964).

By rejecting the then fashionable behavioral school in favor of rational
choice theory, Riker indicated that he was stepping outside conventional
political science in order to embrace the challenge from economics on its own
terms. By employing game theory, Riker indicated that conflict and conflict
resolution was an integral part of public choice, a view that was not univer-
sally shared by the leading Virginian scholars at that time (Buchanan and
Tullock 1962).

By 1973, Riker and Ordeshook felt able to define politics as ‘the mystery
of how social science evolves out of individual preferences’ (Riker and
Ordeshook 1973, p. 6). Their book demonstrated that the mystery would be
resolved by mathematical political science buttressed by the use of rigorous
statistical method. Once again, Buchanan and Tullock, the joint leaders of the
Virginia School were uncomfortable with this choice of scientific method.

The Rochester School encompasses such well-known scholars as Riker,
Aranson and Banks (all now deceased), Ordeshook, Brams, Enelow, Hinich,
Munger, Aldrich, Schofield, McKelvey, Fiorina, Ferejohn, Shepsle, Weingast,
Romer and Austin-Smith. It consistently applies positive political science to
the study of elections, party strategies, voting agenda manipulation, interest
groups, coalition formation, legislative behavior and bureaucratic behavior.
The rational choice approach is deployed unremittingly in this research
program.

Until the early 1980’s, with the notable exceptions of Riker and Aranson,
the Rochester School focused primarily on abstract theoretical analysis
largely ignoring institutional details. In part, this reflected a reaction against
the institutionalism of conventional political science. In part, it reflected the
preoccupation of Rochester scholars with spatial voting models (Enelow and
Hinich 1984). As public choice analysis gradually eroded confidence in the
vote motive as a primary determinant of political market behavior, and as
Virginia School interest-group theories began to play an ever more important
role, the research program of the Rochester School appeared to be in
significant decline.
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The program was rescued during the early 1980’ by such scholars as
Kenneth Shepsle and Barry Weingast who shifted direction and initiated influ-
ential research into the institutions of the US legislature and the federal
bureaucracy. Drawing heavily on recent research findings in the new institu-
tional economics, these scholars have blended political science with econom-
ics to the extent that it is now extremely difficult to unravel the primary focus.
Initially, this Rochester program was chauvinistic, directed almost exclusively
at US institutions and surprisingly narrow, ignoring the complex interactions
between the separate branches of a compound republic. More recently, it has
extended its focus to the international arena and has begun to model the inter-
active behavior of the separate branches of the US government.

The Rochester program, for the most part, eschews normative discussion.
Its practitioners, whatever their personal philosophies, report neutrally on
such matters as cyclical majorities, log-rolling, interest-group politics, leg-
islative stability, bureaucratic discretion and the like. Some, like Shepsle
(1982) are skeptical about constitutional reforms. Others like Fiorina (1983)
are hostile to studies that find fault with the federal bureaucracy. Riker and
Aranson were notable exceptions to this apolitical neutrality. However, they
are no longer with us.

Chicago

The Chicago political economy research program (CPE) was a relatively late
starter, launched by George Stigler’s 1971 article on economic regulation.
Like so much of Chicago scholarship, this program largely ignored preceding
non-Chicago work in the field and still fails to cite such work in its own pub-
lications. In rebuilding the wheel, however, it made distinctive contributions
to the literature.

Although Stigler retained the mantle of leadership until his death in 1991,
leading Chicago economists such as Gary Becker, Sam Peltzman and William
Landes and leading legal scholars such as Richard Posner quickly joined the
program. Although the Chicago School itself has a lengthy pedigree in nor-
mative as well as in positive analysis — Frank Knight, Jacob Viner, Henry
Simons and Milton Friedman — CPE under the deconstructive influence of
Stigler was overtly positive, asserting for the most part that ‘what is is tech-
nically efficient’. Although economists could observe, explain and predict,
attempts to change the course of history by and large were deemed to be
futile, wasteful uses of scarce resources (Rowley 1992, 38—41).

CPE is a body of literature that analyses government from the perspective
of rational choice theory and neoclassical price theory (Mitchell 1989,
Tollison 1989). It views government primarily as a mechanism utilized by
rational, self-seeking individuals to redistribute wealth within society. Homo
economicus is modeled almost exclusively as an expected wealth-maximiz-
ing agent (Reder 1982). From this perspective, ‘fresh-water economics’
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mocks the ‘salt-water economics’ of the east coast academies for their adher-
ence to the public interest theory of government: ‘Get your heads out of the
sand you hay-bags!’

Ironically, however, CPE ends up with a view of the political process that
is not far distant from that of the public interest school. Specifically, political
markets are viewed as technically efficient mechanisms for satisfying the
preferences for redistribution of individual citizens working through efficient
pressure groups. This interpretation of the political process emanates from a
fundamentally flawed application of Chicago microeconomics to the political
marketplace.

CPE draws on the tight prior equilibrium methodology applied by Chicago
economists in their analysis of private markets (Reder 1982) in its study of
transfer politics. The thrust of this methodology is toward instantaneous and
durable equilibria, with political markets always clearing. In equilibrium no
individual can raise his expected utility (wealth) without reducing the
expected utility (wealth) of at least one other individual. Political agents (bro-
kers) clear political markets without invading them as principals. They are
driven by constraints, not by preferences. There is no role for ideology in the
CPE research program.

The auxiliary hypotheses of the CPE program ensure that political market
equilibria are tight and instantaneous. It is assumed that all political actors are
price-takers; that there is no discretionary power in political markets; that the
prices at which individuals agree to contract are market-clearing prices
consistent with optimizing behavior; that such prices reflect all economically
relevant information; that individuals engage in optimal search; that all con-
straints on political market behavior are efficient, reflecting expected utility
maximizing behavior on the part of those who create or modify them.

The auxiliary conditions imposed by CPE do not produce political market
equilibria based on perfect foresight. Random disturbances cannot be accom-
modated. Nor will political actors utilize uneconomic information. The
system responds with stochastic analogs of determinist general equilibrium.
A particular feature of CPE, as of the Chicago School more generally, is the
presumption that only propositions derived from tight prior equilibrium
theory are valid. In a sense, CPE demands that the findings of empirical
research must be consistent with the implications of standard price theory
(Reder 1982). This is a dangerous perversion of the methodology of positive
economics advanced in 1953 by Milton Friedman.

Ultimately, the Chicago presumption must give way if confronted with
relentlessly adverse evidence. But this can take a very long time, given the
malleability of statistical techniques and of political-economic data. When
Gary Becker (1976) remains willing to defend in-kind transfers as carrying
lower excess burdens than lump sum transfers of income, when George
Stigler (1992) argues that all long-lived trade protection tariffs are efficient,
while William Landes and Richard Posner (1987) defend U.S. tort law as
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being economically efficient, and while the Journal of Political Economy
publishes papers that defend the U.S. federal farm program as an efficient
mechanism for transferring income to poor farmers, there is justifiable cause
to worry whether CPE scholars and their journal editors ever look out from
their ivory towers and survey the real world.

Virginia

The Virginia School, with its early roots in the economics of Frank Knight
and Henry Simons at the University of Chicago (Mitchell 1988, 2001) is the
most far-reaching program in public choice, provocative because many of its
practitioners do not hesitate to step across the divide separating science from
moral philosophy. Under the early intellectual leadership of James M.
Buchanan and Gordon Tullock, the Virginia School established itself in the
teeth of active opposition both from orthodox neoclassical economics and
from conventional political science. It has challenged successfully, inter alia,
Keynesian macroeconomics, Pigovian welfare economics, conventional
public finance and the veneration of simple-majority democracies.

From the outset, the Virginia School differentiated its research program
from the early public choice contributions of Duncan Black (1948) and
Anthony Downs (1957) through its focus on the logical foundations of a con-
stitutional democracy. In 1962, Buchanan and Tullock published T7he
Calculus of Consent, arguably the single most important text ever written in
public choice and constitutional political economy.

This book demonstrates that individuals are capable of long-run expected
utility maximization when establishing the rules of the game, even though
they will resort to short-run expected utility maximization when playing
under rules. Because constitutional rules are designed to be durable, individ-
uals confront generalized uncertainty with respect to the impact of such rules
on their individual lives. This generalized uncertainty makes possible near-
universal consent regarding rules even among a heterogeneous electorate
without reliance on the artificial assumptions later used by John Rawls in his
famous book, A Theory of Justice (1971).

The Virginia tradition commenced in earnest in 1957, with the founding by
James Buchanan and Warren Nutter of The Thomas Jefferson Center for
Studies in Political Economy at the University of Virginia. For a decade,
Buchanan, Tullock, and Ronald Coase pioneered a research program that
would fundamentally change the playing field of political economy through-
out the Western World by providing an effective scientific counter-balance to
the early postwar onslaught by neoclassical economists targeted against the
capitalist system.

Throughout the period 1945 — 1957, Keynesian macroeconomists, Pigovian
welfare economists, Arrovian social choice theorists and Musgravian public
finance scholars had waged an unrelenting war against free markets, alleging
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near-universal market failure and exploring the appropriate public sector
responses by benevolent and impartial democratic governments. Even such
an old-style free market economist as Milton Friedman (1963) was forced
onto the defensive, devising ever more exotic methods of government inter-
vention designed to minimize the discretionary power of government while
recognizing that private markets were widely beset by such problems as
monopoly, externalities, public goods and bounded rationality. Even Harold
Demsetz, whose writing always stressed the importance of a comparative
institutions approach to policy formation, had no theory of government from
which to launch a scientific counter-attack.

In a tour de force, Buchanan and Tullock (1962) provided the missing the-
ory of government and placed the advocates of market failure on the defen-
sive (Goetz 1991). If problems of monopoly, externalities, public goods and
bounded rationality afflicted private markets, they simply ravaged political
markets that confronted individuals with massive indivisibilities and severely
limited exit options. The scene was set for a program of scientific endeavor
that would expose government failures and for a program of moral philoso-
phy that would support constitutional reforms designed to restrict the scope
and size of government.

The Virginia School does not focus primarily on the vote motive as the ful-
crum of political markets, in part because of the paradox of voting implicit in
rational ignorance and rational abstentions in large numbers elections
(Rowley 1984), in part because of the lengthy period between elections
(Mitchell 1988) and in part because of agenda control problems (Romer and
Rosenthal 1978). Instead, a great deal of analysis is focused on the behavior
of interest groups, the legislature, the executive, the judiciary and the bureau-
cracy. The results of such scientific inquiry rarely show the political market
in a favorable light. Only through constitutional interventions do Virginians
see much prospect of utility-enhancing institutional reforms (Buchanan,
Rowley and Tollison 1987).

The Virginia research program analyses government, from the perspective
of neoclassical price theory, as a vehicle used by rational self-seeking indi-
viduals to redistribute wealth (Rowley 1992). In this respect, the protected
core of the research program closely resembles that of Chicago. Yet, its cen-
tral hypotheses — suggestive of widespread government failure — could not be
more different.

Important differences in the auxiliary statements of the two programs
explain this divergence. Virginia, unlike Chicago, does not assume that indi-
viduals are always price takers in political markets; significant discretionary
power is recognized. Virginia does not assume as generally as Chicago that
political markets clear instantaneously and completely. Virginia does not
assume that decision-makers in political markets are always fully informed
about the present or that they are capable of forming rational expectations
over the future. Virginia does not excise human error from its theory of
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political market behavior, and does not ignore institutions in favor of black-
box theory (Rowley 1997, Rowley and Vachris 1994).

That its central hypotheses differ so sharply from those of a school that
applies unmodified private market theory to political market analysis is only
to be expected.

3. The Vote Motive

The early contributions to public choice (Black 1948, Downs 1957) viewed
the vote motive as a key determinant of political market equilibrium. Black
(1948) deduced the median voter theorem whereby competing political can-
didates would be driven by vote considerations to converge in policy space to
a unique and stable equilibrium that reflected the policy preferences of the
median voter.

Downs (1957) reinvented Black’s wheel albeit without reference to the
median voter. He focused on systems of two party representative govern-
ments and demonstrated that vote maximizing politicians would formulate
policies to win elections rather than seek political victory in order to imple-
ment preferred policies. He also noted the tendency for such political com-
petition to converge to the center of the voter distribution, albeit without
distinguishing between the mode, the median and the mean since he deployed
normal distributions throughout his analyses.

This equilibrium offered little discretion to political parties unless they had
no serious aspiration to govern. As such, it should have been attractive to
those wedded to majoritarian political outcomes. In reality, it was anathema
to conventional political scientists because of its strict adherence to the
rational choice approach.

In the event, the median voter theorem, while still attracting attention
among public choice scholars promised more than it could deliver. It rests on
a stringent set of assumptions that coincide only rarely in political markets
(Rowley 1984):

1. Two political parties must contest the election;
2. The policies at issue must collapse into one dimension of left-right
space;

. Voter preferences must be single-peaked over policy space;

Political parties must be able and willing to move across policy space;

5. Political parties must be well informed regarding the preferred policies
of the voters;

6. Voters must be well informed regarding the policy positions of the com-
peting parties;

7. Voters must not abstain in significant numbers from voting in elections;

8. Voters must punish governments that deviate from their electoral
manifesto.

W
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Once these assumptions are relaxed, individually or severally, to take
account of the realities of political markets, the median solution is much less
dominant, especially where the distribution of voter preferences is skewed or
multi-modal (Rowley 1984). In some circumstances, the mean dominates the
median (Romer and Rosenthal 1979). In others, the political equilibrium
cycles in single or in multi-dimensional policy space (Black 1948, Arrow
1951). In yet other circumstances, there is no equilibrium as the political par-
ties become immobilized at separate positions in policy space (Rowley 1984).
In consequence the grip of voter majorities over the election manifestos must
be viewed as much looser than either Black or Downs was willing to
acknowledge.

Enelow and Hinich (1984) challenged the assumption, central both to
Black and to Downs, that competing political parties (or presidential candi-
dates) are mobile over policy space. Their counter-hypothesis is that political
parties are immobilized in the short run by the recent history of their politi-
cal behavior. In such circumstances, political parties (candidates) must adver-
tise to consolidate the voter preference distribution around their respective
positions in policy space. Rationally ignorant voters are vulnerable to such
persuasive advertising. To the extent that they are correct, and elections are
determined by campaign expenditures, the concept of revealed voter prefer-
ences is rendered suspect and, with it, the underlying connection between
political equilibrium and majoritarian politics.

The probability that an individual vote will prove to be decisive in a
major election is minute (less than one in a million in U.S. presidential
elections (Stigler 1971). This implies that the differential expected benefit
to any voter from voting decisively in an election is also trivial, far less
than the cost of voting. Only some notion of civil duty or some major
miscalculation of probabilities will drive the rational voter to the polls. Only
an active consumption interest will motivate the rational individual to
become informed about the political market. Otherwise, he will remain
rationally ignorant, whether or not he casts his vote, and will rely on opaque
ideology indicators to determine his electoral strategy (Downs 1957).
Alternatively, knowing that his vote is indecisive, he will vote expressively,
following his heart rather than his interest. This serious consequence of
the indivisibility of the vote mechanism opens up tempting avenues for inter-
est groups to invade the political process (for a counter view see Peltzman
1984).

Elections are discrete events in a continuous political process. The vote
motive, at its best, is only as influential as elections are in controlling the
post-election behavior of incumbents (Tullock 1976). Such control is limited
by the high rate of voter memory decay that protects deviant governments
from adverse electoral consequences. It is further weakened by the ability of
political parties to full-line policy bundles intermingling popular with less
popular policy proposals in the electoral process.
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Once again, these weaknesses open up opportunities for effective
interest groups to divert the supply of policies well away from the preferences
of the median voter (for a useful survey of spatial models see Ordeshook
1997).

4. The Special Interests

A special interest issue is one that generates substantial personal benefits for
a small number of constituents while imposing a small individual cost on a
large number of other potential voters (Gwartney and Wagner 1988). As
James Madison recognized in The Federalist (Number 51, 1787), a majority-
based system of representative government is biased toward the adoption of
special interest (or faction-based) policies, even when such policies are
generally harmful to society. The Founding Fathers wrote the separation of
powers and the bicameral legislature into the United States Constitution to
curtail this perceived political bias. The ‘Bill of Rights’ (the first ten amend-
ments to the Constitution) were clearly designed to protect individuals from
the excesses of federal and state governments.

Arguably, these constitutional constraints have failed to hold firm against
special interest pressures. Facilitated by a weak Supreme Court, that became
increasingly deferential toward the legislative branch of government after
1936, parchment has ceded victory to the guns of the special interests and has
allowed factions to roam freely across constitutional constraints (Wagner
1987).

Special interests emerge to take advantage of rational ignorance within the
legislature, through the mechanism of persuasive campaign contributions, to
obtain advantages for their members more than commensurate with their rel-
ative voting strength. Their success depends on their relative abilities to offer
political gains, in the forms of votes and money, to politicians who broker
policies beneficial to concentrated interests and detrimental to diffused inter-
ests (Ekelund and Tollison 2001). Legislatures infested with such parasites
typically manifest weak party allegiance and relatively high incumbent elec-
toral success rates.

The logic of collective action (Olson 1965) demonstrates that interest
groups are far from easy to organize. Because many of the benefits to be
derived from effective interest group lobbying have public good or public bad
characteristics, free riding by members of the group is rational. Such free
riding diminishes the pressure that can be exerted on the legislature. The free
riding problem is not dispersed equally, however, across potential interest
groups. Some groups, notably in the United States, trade unions and profes-
sional groups, are able to coerce supply. Other groups, notably producer
groups, successfully engage in collective action, in the absence of coercion,
because they are small and homogeneous. These groups predictably will be
differentially successful in the political process.
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Large, diffuse groups confront the free riding problem in its most devas-
tating form. In many instances, for example consumers and taxpayers, they
simply cannot form an effective coalition. If such interest groups are to be
politically effective, they must organize themselves primarily to provide pri-
vate (or selective) benefits to the membership, bundling their public objec-
tives into the subscription fee as a by-product of their activities. The
by-product solution, coupled with the tax privileged status of most such
groups, explains the existence and relative success of organizations active on
behalf of the elderly, of abortion rights, of the environment etc., each of
which is plagued by public good or public bad characteristics.

To the extent that Olson’s (1965) theory is correct, and there is a great deal
of accumulated evidence in its favor, the implications for the political process
are serious. Interest group pressures will divert the political equilibrium away
from the median voter even under circumstances outlined by Duncan Black
(1948). Moreover, because such diversions are most effectively achieved
through redistributions that are opaque and not transparent, interest group
politics will impose high excess burdens on society, as regulations and com-
plex in-kind subsidies are favored over lump sum transfers (Olson 1982).

The logic of collective action constitutes a core element of Virginia
Political Economy. It has been challenged, inevitably, by the Chicago School,
notably in the scholarship of Gary Becker (1983, 1985) and more recently of
Donald Wittman (1989, 1995). Gary Becker modeled interest groups within
a general equilibrium framework, on the assumption that they can be formed
and reorganized at a minimal cost, that their policy benefits, for the most part,
are private and not public in nature, and that free riding can be limited by low
cost monitoring. It is not surprising that these assumptions result in a much
more benign view of such organizations.

Specifically, Becker suggests that interest groups redistribute wealth effi-
ciently, minimizing the deadweight costs to society. Groups that impose high
deadweight excess burdens, in this view, are replaced by more efficient alter-
natives. This Panglossian view has its advocates, mostly from the University
of Chicago. The public choice evidence almost universally refutes the pre-
dictions of the model (Ekelund and Tollison 2001). There are, for example,
virtually no instances of lump sum redistribution in any democracy. Sadly, the
post-Friedman Chicago is less interested in positive methodology (Friedman
1953, Lakatos 1978) and more interested in the elegance of theory, in this
sense following the standard bias of modern neoclassical economics.

5. Rent Seeking and Rent Extraction

Rents are here defined as returns in excess of opportunity cost engineered in
a market economy by the regulatory intervention of government (Tollison,
1982, 1997, Rowley, Tollison and Tullock, 1988). The availability of such
rents gives rise to rent seeking on the part of interest groups, whose members
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rationally expend resources in a competition to secure the present value of the
rents that are potentially available. Whether rent seeking outlays constitute
welfare neutral transfers or whether they constitute welfare-reducing wastes
of resources depends on the institutional structure, although the general pre-
sumption is that some waste occurs even within a well-designed political
system. The extent of rent seeking outlays in response to any given aggregate
of available rents depends on attitudes towards risk, the nature of returns to
scale in rent seeking and the nature of the rent seeking game (Tullock 1980).

As with so many important contributions to public choice, the original
insight came from Gordon Tullock, this time in his seminal 1967 paper in The
Western Economic Journal challenging the then conventional wisdom that the
only loss of welfare from monopoly was the deadweight loss characterized as
the Harberger Triangle (Harberger 1954). Tullock focused attention on the
Tullock Rectangle of producer’s surplus created as a consequence of monop-
oly and posed the simply but crucially important question: would not pro-
ducers when competing for that monopoly rationally expend aggregate
resources, in the limit, equal to the present value of that rent? His positive
reaction to that question shook the throne of the new welfare economics, and
ultimately destroyed the latter’s widely endorsed presumption against free
markets.

In 1971, Tullock returned to the theme of his 1967 paper, which as yet had
made little headway in mainstream economics, shifting attention to the cost
of transfers. Drawing from his experience in China, where beggars mutilated
themselves as a means of making themselves pitiful to potential donors,
Tullock argued that many would be recipients of government transfers in the
Western democracies engaged in similar forms of activity. Rejecting the
notion that all political redistribution of wealth is voluntary, Tullock focused
attention on the resource cost of competitive lobbying of politicians and
bureaucrats both by those who sought transfers and by those who sought to
prevent them. He noted that the resources invested in such activities were
socially wasteful, irrespective as to whether the transfers were made or not.

By recognizing that government regulatory activities are endogenous, the
self-seeking response to resource outlays by influential pressure groups,
Tullock explicitly challenged the public interest theory of government. In
1974, Anne Krueger coined the term rent seeking to characterize these activ-
ities, a term that would take a central place in the public choice litany.

The rent seeking insight plays a central role in Virginia Political Economy,
suggesting as it does that that there are significant welfare costs to govern-
ment activity. By the same coin, the concept presents a fundamental chal-
lenge to Chicago School notions that democracies are efficient and that the
cost of redistribution does not exceed the normal cost of government.

Indeed, in recognizing that successful rent seeking results in a transitional
gains trap that obstructs efficient economic reforms (Tullock 1975), the
research program explains why clearly inefficient regulations remain on the
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statute books and offers a clear warning to those who are rationally well-
informed to work hard to obstruct the passing of new regulations, however
attractive the latter may appear to be.

A recent empirical study by Laband and McClintock (2001) suggests that,
for the United States, supposedly a relatively efficient constitutional republic,
the annual cost of rent seeking and rent protection amounts at least to $400
billion. Evidently, this is not the normal cost of government, even if rent seek-
ing continues to be downplayed or ignored entirely by Chicago economists.
(See also Laband and Sophocleus 1988).

The rent seeking literature assumes that politicians are passive brokers of
policies that create rents, responding to rent-seeking bids essentially as auc-
tioneers bent on maximizing the size of their brokerage fees. A recent litera-
ture (McChesney 1987, 1997, 2001), however, presents a yet more dismal
picture, by recognizing that politicians may abandon their brokerage roles in
order to obtain yet more lucrative returns by threatening adverse legislation
unless they are paid off in terms of protection moneys. Rent extraction, as this
Mafia-like protection racket is labeled, is highly costly in terms of resource
mis-allocation. Yet, like ‘the dog that did not bark’ it does not manifest itself
at all in the public accounting system. Even should it be revealed, the politi-
cians who benefit from it, unlike members of La Cosa Nostra, are immune
from legal penalties.

6. The Legislature

Under conditions of democracy, elected politicians serve for specified or
flexible terms in legislatures as representatives of the electorate. Legislatures
typically are either unicameral or bicameral in nature. They may or they may
not be constrained by written or by conventional constitutional rules.

Organized on the basis of political parties, or coalitions of parties, or com-
mittees and sub-committees, politicians essentially are political brokers, pair-
ing demanders and suppliers of legislation, i.e., those willing to pay most for
a particular law or transfer with those who are willing to pay the least to pre-
vent such a law of transfer. Typically, such politician-brokers concentrate on
legal arrangements that benefit well-organized and concentrated groups at
the expense of diffuse interests, each of which latter is taxed a little to fund
the transfer or legislation (Tollison 1988).

Although politicians have ideologies of their own, competition among
them, together with the contestability of their positions, constrains their abil-
ity to pursue such ideologies unless they conform to those of the constituents
who secured their election. Of course, that does not imply that some politi-
cians will not risk an election loss by pursuing a goal to which they are espe-
cially attracted. Nor does it imply that politicians will misjudge the will of the
electorate on ideologically charged issues. Fundamentally, however, politi-
cians are brokers and not purveyors of policy (Rowley 1992).



PUBLIC CHOICE AND CONSTITUTIONAL POLITICAL ECONOMY 17

Politicians expend resources in specific wealth transfer markets in return
for brokerage fees that typically take the form of some mixture of campaign
contributions, post-political career remuneration and promised votes. The
size and continuity of such brokerage fees depend significantly upon the per-
ceived durability of the wealth transfers. Durability, in a political system
characterized by cycles, depends upon institutional constraints designed to
protect the status quo. Such constraints vary significantly across the world’s
democratic legislatures. However, both politicians and interest groups share a
common interest in promoting institutional arrangements that enhance the
durability of laws (Tollison 1988).

In Westminster models of parliamentary democracy, where parliament is
supreme and there is no effective separation of powers, durability of laws in
a polity characterized by cycles is not easy to achieve. In such systems, the
executive branch of government, the prime minister and the cabinet, are
drawn from the elected legislature and are dependent for their continuation in
office on the majority support of the legislature. The cabinet possesses
agenda power in preparing legislation, but this is modified by the ongoing
threat that alienated members of the majority party may withdraw parliamen-
tary support and force the government to resign. Coalition governments, typ-
ical in many democracies in Continental Europe, are yet more vulnerable to
cycles. Predictably, campaign contributions will be relatively low and interest
group activity relatively less forceful, ceteris paribus, under all such systems
of government than under more severely constrained models.

The United States legislature is just such a constrained model, both by con-
stitutional design and by evolved institutional structure. Its bicameral format
increases the difficulty both of passing and of repealing laws. The separation
of powers allows for bills passed by both chambers to be vetoed by the
President, forcing it back onto two-third supra-majority votes to override the
veto. The independent federal judiciary patrols the borders of its legislation,
in principle, at least to ensure that the Constitution has not been infringed.
These constitutional constraints arguably enhance the durability of its deter-
minations (Landes and Posner 1975, Anderson, Shughart and Tollison 1988,
Tollison 1988, Mueller 1996).

In an alternative and important explanation of the stability and durability
of legislative equilibrium, Shepsle (1978) and others have focused attention
on the role of committees and the nature of committee assignments in both
chambers of the United States Congress, but more especially in the House, as
coalition-builders. In this analysis, committees substitute for more vulnerable
logrolling (Tullock 1959) in overcoming the high transaction costs of con-
tracting in political markets. They do so by providing a division of labor
within the legislature, in which representatives specialize in the political
issues relevant to their own districts.

The committee structure of Congress is grounded in ‘property rights’
granted to each committee of jurisdiction, allowing it almost exclusive rights
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in ‘gate keeping’ (i.e., in deciding whether or not to allow potential bills onto
the floor of the chamber). It is also grounded in the ‘deference’ accorded to
each committee by non-committee members, grounded both in reciprocity, in
threat, and in the power of ‘ex post settling up’ accorded to committees with
jurisdiction by the convention that conference committees between the two
chambers are manned primarily by members of those original committees
(Shepsle and Weingast 1981). In such circumstances, committees can protect
the status quo, or their own bills from non-empty win-sets (Black and Newing
1951) thereby providing protection against cycling in an environment of
instability.

Despite the growing literature based on the new institutional economics
that focuses attention on the gains-from-trade aspect of ‘politics-as-it-is’,
there is another, darker side of the legislative process that must not be
ignored. Politics is not primarily concerned with gains-from-trade, but with
obtaining power over the public authority (Moe 1987, 1990). When two poor
voters and one rich voter comprise the electorate, the rich voter is in trouble.
He is not in trouble because of political cycles and the instability of the polit-
ical process. He is in trouble because the poor majority may decide to steal
his wealth, using the political; process as a less costly mechanism than theft.
To the extent, that the legislative process is concerned more with redistribu-
tion than with wealth creation, so the fear of the rich voter must be
increased.

Because there are no long-term property rights in the public authority, the
governing political party must exercise caution when legislating its institu-
tions. Political opponents, should they access the power of those institutions,
may deploy that power to reward their own constituents. For this reason, the
agencies of government are often tightly constrained by legislation, or even
are designed to fail in their express purposes (Moe 1990).

7. The Presidency

In countries exemplified by the United States, where the separation of powers
is enshrined in the Constitution, the President is elected by an independent
vote and holds his position for a fixed term quite independently from the
wishes of the majority of the legislature. The United States Constitution arms
the president with a veto power over bills emanating from the legislature. To
override the presidential veto each chamber of the Congress must re-pass the
affected bill with at least a two-third supra-majority vote. The veto threat
effectively allows the President to serve as a third chamber of the legislature,
logrolling with the other chambers in the shaping of legislation (Carter and
Schap 1987). The President also enjoys significant regulatory powers dele-
gated to him by Congress. These powers can be utilized to reward or to pun-
ish legislators who choose to pursue goals contrary to the preferences of his
key constituents in the Electoral College (Moe 1987).
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Potential differences in the interest group constituencies of the Congress
and the president emanate in part from their different bases of representation.
Special interests are much more effective when targeting their rent seeking on
the specialized districts of the House than they are state-wide in the Senate.
They are least effective in targeting the nation-wide constituency of the pres-
ident. The special interests are most effective when working in opaque envi-
ronments (Crew and Rowley 1988). Presidential politics are much more
transparent than congressional politics.

One view that has some currency in the public choice literature (see Crain
and Tollison 1979) is that the President and Congress override the separation
of powers and the intent of the Founding Fathers and impose a collusion of
powers designed to enhance the durability of legislation and thus to raise the
brokerage fees provided by the special interests. While this perspective has
some credibility when the presidency and the Congress are both controlled by
a single political party, it is difficult to justify when the party of the president
does not control the Congress.

When the Congress and the President are at odds with each other, it is
by no means clear which branch will dominate. Madison (The Federalist,
No. 53) envisaged the legislature as the dominant branch and worried about
the power that this would accord to factions. Powerful presidents, (most
notably Ronald Reagan) however, have influenced policy even when their
parties have been in a legislative minority. Certainly, presidents are able to
destabilize political equilibrium when the policies at issue are high priority
and transparent.

8. The Judiciary

The United States federal judiciary was established by the Founding Fathers
as a co-equal independent branch of government designed to function as an
effective counter-weight to the legislative and the executive branches. To
limits its powers, the federal judiciary is dependent on the President and the
Congress for its appointments, dependent on the executive branch for enforc-
ing its judgments, and on the Congress for appropriating its budget. Within
these constraints, however, the judiciary patrols the behavior of the executive
and the legislative branches to ensure that the Constitution is not violated.

To secure independence, federal judges are granted lifetime tenure, albeit
subject to the sanction of impeachment. Their salaries cannot be reduced in
nominal terms during their tenure. Their judgments, especially those of the
Supreme Court, are accorded enormous respect even when they run counter
to majority popular opinion. Even so, the federal judiciary has not escaped
public choice scrutiny.

Because judges and justices are appointed through a political process, it is
extremely unlikely that the ‘best and the brightest’ will be successful.
Typically, they will have made contributions too controversial for the tender
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souls of the politicians. Potential appointees are scrutinized closely in terms
of ideological bias and past political service.

Where the President’s party controls the Senate, and thus the Judiciary
Committee, candidates of the alternative political persuasion will not be nom-
inated. Only stealth candidates who provide a false image of their views
(notably in recent years Justice Souter) will wriggle through the selection
process. Where the party of the president does not control the Senate, serious
candidates will have to display mediocre intellects and enhanced deference to
the legislature (in recent years Justice Kennedy is a good example) or to be
willing to play the color card (Justice Thomas).

The interest-group theory of politics (McCormick and Tollison 1981)
models legislatures as firms supplying wealth transfers to competing interest
groups by means of contracts termed ‘laws’. In one interpretation (Anderson
2001), the judiciary confirms such contracts by adjudicating in favor of the
short-term interests of pressure groups who successfully bid for political
influence. As the balance of pressure groups changes so the courts will shift
their judgments, irrespective of the original intent of the legislation.

An alternative interpretation (Landes and Posner 1975), focuses on the
long-run effects of judicial independence, arguing indeed that such inde-
pendence may be an integral component of the interest-group theory of gov-
ernment. They argue that the function of judges is to provide stability to the
bargains agreed between the legislature and organized pressure groups, thus
increasing the value of the rents that are dispersed. Precisely because the
judiciary is independent from the current legislature, the judiciary is able to
resolve disputes concerning the interpretation or constitutionality of a law by
reference to the intentions of the originally enacting legislative body. Landes
and Posner (1975) provide weak empirical support for this proposition. The
proposition remains suspect, however, because such long-run stabilization of
contracts inevitably reduces the prospects for the forging of new contracts
(Benson 2001). Legislators who control the budget appropriations to the judi-
ciary are unlikely to allow strong judicial independence where it threatens
their current brokerage fees in the rent-seeking market.

9. Bureaucracy

The bureaucracy of government, responsible for the implementation of poli-
cies that are legislated and signed into law, is located in the executive branch
of government. However, bureaus are dependent on the legislature for budget
appropriations, are subject to its oversight authority, and are vulnerable to
new legislation where their activities place them at odds with the current leg-
islative majority.

The traditional political science perspective envisaged senior bureaucrats
as being impartial, and public-spirited in the sense of pursuing either the orig-
inal intent of the legislation that created their bureaus or the current wishes



PUBLIC CHOICE AND CONSTITUTIONAL POLITICAL ECONOMY 21

of their legislative overseers. This perspective has been closely scrutinized by
public choice scholars who have focused on the rational choice approach in
which senior bureaucrats are viewed as maximizing their personal utilities
subject to relevant institutional constraints.

Within the public choice perspective, the senior bureaucrats who exercise
authority over the budget are viewed as self-seeking maximizers of utility that
is defined as some balance between expected wealth, ideology, patronage,
discretionary power and ease of management (Tullock 1965, Downs 1967,
Niskanen 1971). Budget maximization (Niskanen 1971) or discretionary
budget maximization (Niskanen 1975, 2001) is deployed as a plausible proxy
for these various objectives. Senior bureaucrats commit a total output
in return for a total budget appropriation. They seek the maximum budget
compatible with satisfying this output commitment.

In negotiating such budgets with the legislature, senior bureaucrats are
viewed as possessing information advantages because of the monopoly nature
of their provisions. Their legislative overseers have little access to independ-
ent information regarding the bureau’s production function. Because of the
indivisible nature of the budgetary negotiations, the senior bureaucrats are
able to operate as discriminating monopolists, extracting the total surplus
from the legislature (Niskanen 1971).

The nature of the budgetary outcome under these bargaining conditions
depends on two factors. First is the nature of the budgetary environment,
specifically whether the bureau is demand-constrained or budget constrained
(Niskanen 1971). In circumstances of relaxed oversight, or demand con-
straint, the budget-maximizing bureau simply maximizes the sixe of its
bureau unconstrained by output constraints. In circumstances of tightened
oversight, or budget constraint, the bureau maximizes the size of its budget at
a lower level than would be possible under conditions of demand constraint.

In both circumstances, the output of the bureau is significantly higher than
the median voter would prescribe. In the former case, the bureau is addition-
ally technically inefficient, supplying its output at costs significantly higher
than those minimally available to it. In the latter case, the bureau is techni-
cally efficient according to this model (Niskanen 1971).

Once discretionary budget maximization replaces budget maximization,
the outcome of budget negotiations changes. Senior bureaucrats no longer
negotiate deals that extend output beyond that optimally demanded by the
legislature. Instead they focus their attention on maximizing the budget sur-
plus that can be deployed in pursuit of other goals (Niskanen 1975). A key
implication of this outcome is that bureaus are always technically inefficient,
securing budgets significantly in excess of the minimal cost of providing out-
put even if the level of their output is not in excess of the optimal require-
ments of the oversight committee.

Members of the bureaucracy predictably enter the political market place on
the demand as well as on the supply side as special interests that are



22 PUBLIC CHOICE AND CONSTITUTIONAL POLITICAL ECONOMY

unconstrained by free-rider considerations (Rowley, Shughart and Tollison
1987). They tend to be differentially well-informed concerning the pre-
dictable response of legislators to specific initiatives. They are rationally well
informed concerning the policies that their bureaus will administer.
Predictably, senior bureaucrats favor non-transparent policy initiatives, not
only to conceal special interest allocations from electoral scrutiny, but also to
maximize their own discretionary power in the provision of commodities
subject to their control (Crew and Rowley 1988).

Following Niskanen’s seminal work, the public choice analysis of bureaus
has reverted somewhat from his 1971 theory of bureau dominance to the view
that oversight committees exercise significant control and that bureaus
respond to a significant degree to the dictates of their political masters
(Weingast and Moran 1983). The congressional dominance theory assumes that
congressmen on the relevant committees possess sufficient incentives and
sufficient sanctions to establish effective governance over the agencies that
they monitor.

The federal bureaus and agencies established by statute usually, though not
universally, are subject to oversight both by the Congress and by the
President. Their budgets are appropriated by both chambers of the Congress
but are subject to review and potential veto by the President. In such circum-
stances, it is relevant to analyze bureaucratic behavior from the perspective of
a multiple principal-agent relationship (Rowley and Vachris 1993).

The congressional dominance theory (Weingast and Moran 1983) assumes
that congressmen on the relevant oversight and appropriations committees
possess sufficient incentives and sufficient sanctions to establish governance
over the agencies that they monitor. Although the committees are not
endowed with sufficient resources to engage in continuous monitoring, spe-
cial interests keep them well informed about agency performance. By chok-
ing of appropriations to recalcitrant agents, by harassing them through the
oversight process, and by threatening interventionist legislation, congres-
sional committees are viewed as influential monitors. The threat of ex post
sanctions and the promise of ex post settling up create ex ante incentives for
agents to reflect the preferences of the majority vote on the relevant congres-
sional committees.

The hub of the efficient governance hypothesis is the assumption that con-
gressional committees exercise a near monopoly jurisdiction over their
respective agents, thus benefiting from clearly defined property rights that
encourage circumspect monitoring. To the extent that congressmen self-select
the committees on which they serve, the near monopoly power that they
access provides leverage over precisely those issues relevant to their individual
political support and, hence, to their expectations of re-election.

If this hypothesis is correct, there are two testable predictions that should
survive empirical testing, namely (1) that specific oversight/appropriations
committees should exercise more influence than Congress as a whole over the
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behavior of particular agents and (2) that if the political complexion of a par-
ticular committee should shift, then so should the political relevant behavior
of the associated agent. Early tests have not refuted either of these hypothe-
ses (Weingast and Moran 1983, Weingast 1984, Grier 1991).

Nevertheless, because of the competition among multiple principals for
agency control, agents will not be efficiently monitored. Considerable agency
discretion will survive (Rowley and Vachris 1993). The multiplicity of prin-
cipals arises from at least four sources, namely (1) jurisdictional overlaps
among oversight committees in each chamber of the Congress, (2) duality of
oversight responsibilities in a bicameral legislature, (3) jurisdictional con-
flicts between oversight and appropriations committees composed of differ-
ent members and (4) the competing jurisdictions of the Congress and the
President, especially when the Congress and the presidency are controlled by
different political parties (Rowley and Vachris 1993).

10. Constitutional Political Economy

According to Buchanan (1990) there is a ‘categorical distinction’ to be made
between constitutional economics and ordinary economics, a distinction in
the ultimate behavioral object of analytical attention (ibid., 2). In ordinary
economics, analysis is concentrated on choices made within constraints that
are imposed exogenously to the person or persons making that choice.
Constitutional economics, in contrast, directs analytical attention to the
choice among constraints, choices that are made ex anfe by individuals in
seeking to restrict their own and others’ subsequent choice sets in the
ordinary political sphere.

The seminal contribution to constitutional political economy is The
Calculus of Consent, co-authored in 1962 by Buchanan and Tullock. This
book outlined for the first time an individualistic theory of the constitution,
assigning a central role to a single decision-making rules — that of general
consensus or unanimity.

By focusing attention on the nature of expected external costs and expected
decision-making costs under decision-rules short of unanimity, and by recog-
nizing that constitutional rules are derived under conditions of generalized
uncertainty, Buchanan and Tullock explained why rules of less than unanim-
ity (not necessarily a simple majority rule) would be chosen unanimously by
rational individuals at the constitutional stage: ‘At best, majority rule should
be viewed as one among many practical expedients made necessary by the
costs of securing widespread agreement on political issues when individual
and group interests diverge’ (Buchanan and Tullock 1962).

The Calculus of Consent effectively leveled a playing field in political
economy that had tilted dangerously against free markets during the late
1940’s and 1950’s. Advocates of the new welfare economics, led by Paul
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Samuelson and Kenneth Arrow, had developed a sophisticated attack on free
markets, claiming that they were plagued by problems of monopoly, exter-
nalities, public goods, and information deficiencies. By so doing, they had
placed even Milton Friedman, the most formidable defender of the capitalist
system, on the defensive (Friedman 1962).

Buchanan and Tullock (1962) redressed this imbalance by demonstrating
that political markets were riddled by these exact same weaknesses, but much
more generally because of the indivisibility of collective decision-making.
Recognition of this reality by individuals deliberating under conditions of
uncertainty in constitutional decision-making was precisely why they
designed constitutions that would limit the range and extent of government
and thus rein in the potential abuse of individual rights. In this sense, consti-
tutional political economy explains why public choices are constrained by the
unanimous consent of rational and free individuals.

The hard core of the constitutional political economy research program
combines the assumptions of rational choice, methodological individualism
and homo oeconomicus in a manner that distinguishes it sharply from all
mainstream economic research programs designed to evaluate the nature and
the role of the state (Brennan and Hamlin 2001). Over the following forty
years, the auxiliary assumptions of the model have adjusted to reflect chang-
ing circumstances. Those working within the field, however, have not found
it necessary to adjust the hard-core assumptions.

As the political environment in the United States deteriorated from the rosy
scenario of the second Eisenhower administration through the civil rights cri-
sis, and the Vietnam fiasco of the Kennedy and Johnson administrations, cul-
minating in the Watergate crisis of the Nixon administration, Buchanan in
particular became less enamored of the positive gains-from-trade approach of
The Calculus of Consent. In The Limits of Liberty (1975), he effectively
deployed the philosophy of Thomas Hobbes — the threat of beckoning anar-
chy — to protect the hard core of his research program in a much less favor-
able external environment. From this insight came some of the best
scholarship of the program, most notably in 1977 Democracy in Deficit by
Buchanan and Wagner.

There then occurred through the decade of the 1980’ a shift of direction
from science to moral philosophy as Brennan and Buchanan (1980, 1985)
injected propositions from John Rawls (1971) into the protective belt of their
theory. With the breakdown of the Soviet Empire in the early 1990’s, scholars
recognized that Rawls’s ‘veil of ignorance’ played no role in the process of
constitution making that followed in the wasteland left behind by socialism.
In 1990, Buchanan returned to science in an important paper introducing his
new journal, Constitutional Political Economy. Since then the constitutional
political economy research program has proceeded successfully along the
rational choice lines from whence it originated (Mueller 1996, Brennan and
Hamlin 2001).



PUBLIC CHOICE AND CONSTITUTIONAL POLITICAL ECONOMY 25

11. Bioeconomics of Non-Human Societies

Innovative public choice scholarship is extending the frontiers of the disci-
pline well beyond the domain of rational economic man to encompass the
behavior of other species, notably bees and fishes. Janet Landa, a law-and-
economics scholar and a prominent bioeconomist, has written two important
papers dealing with these species.

Her 1986 paper on the political economy of swarming in honeybees offers
a fascinating study of collective action in biological systems. Landa explains
the organization of bee swarming as a means whereby honeybees economize
on information and decision-making costs when establishing a new nest site.
She uses the Buchanan and Tullock (1962) theory choice of Pareto-optimal
voting rules to explain why scout bees use the unanimity rule when deciding
where to establish a new nest.

On the one hand, the external costs of using the ‘any bee’ rule would be
very high for the whole bee swarm should the one bee find an unsuitable
home. On the other hand, the decision-making costs of using the unanimity
rule are low both because scout bees constitute only about 5 per cent of the
whole swarm and because they are a homogeneous group, being experienced
former foragers. Because of the high external costs relative to decision-
making costs, the use of the rule of unanimity by scout bees is efficient.

Just as honeybees ‘vote with their wings’ (Landa 1986), when swarming
out of their nest in search of a new home, so many species of fish ‘vote with
their fins’ (Landa 1998), when forming schools in order to migrate to spawn,
to search for new foraging areas, to hunt for prey and to organize for defense.
In her 1998 paper, Landa applies public choice analysis to the biological
literature on schooling fish, using a selfish fish, club-theoretic paradigm.

On this basis she hypothesizes that a selfish fish (a) joins the fish school
because it derives hydrodynamic benefits (a club good), (b) has no incentive
to completely free-ride because it will be left behind by the school if it
attempts so to do, (c) has no incentive to shirk a leadership role because of
role reversibility between leaders and followers, (d) derives defense benefits
against predators from its membership of the school, and (e) has no incentive
to discriminate against odd-looking outsiders since odd-looking fish in a
school are attacked more frequently by predators than are look-alikes. On the
other hand, outsiders display xenophobia towards insiders because outsiders
do not wish to become prime targets for predators. As a consequence, fish
schools tend to be homogeneous.

Finally, Landa applies the Buchanan and Tullock (1962) theory of choice
of optimal voting rules to explain why the ‘any leader’ rule for making the
collective choice to escape, the main anti-predator defense strategy, is optimal
for members of a fish school. In so doing, Landa explains the leaderless,
completely decentralized form of organization of fish schools, in contrast to
bee swarms. Evidently, the reach of The Calculus of Consent extends well
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beyond Homo Sapiens into the bioeconomics (consilience of economics with
biology) of non-human societies.
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PUBLIC CHOICE: AN INTRODUCTION

1. Origins

Public Choice has been defined as the application of the methodology of
economics to the study of politics. This definition suggests that public choice
is an inherently interdisciplinary field, and so it is. Depending upon which
person one selects as making the pioneering contribution to public choice,
it came into existence either in the late 18th century as an offshoot of
mathematics, or in the late 1940s as an offshoot of economics. The case for
the earlier date rests on the existence of publications by two French mathe-
maticians, Jean-Charles de Borda (1781) and the Marquis de Condorcet
(1785). Condorcet was the first person, as far as we know, to discover the
problem of cycling, the possibility when using the simple majority rule that
an alternative x can lose to y in a vote between the two, y can lose to another
alternative z, but z will also lose to x. The existence of such a possibility obvi-
ously raises the issue of how a community can decide among these three
alternatives, when a cycle exists, and what the normative justification for any
choice made will be. No cycle exists, of course, if some alternative, say y, can
defeat both x and z. The literature has commemorated Condorcet’s contribu-
tion by naming such an issue like y a Condorcet winner. A vast number of
papers and books have analyzed both the normative and positive implications
of the existence of cycles.

Condorcet gave his name to one other important part of the public choice
literature, when he proved what he called a theorem about juries, and what we
now call the Condorcet jury theorem. This remarkable theorem provides both
a justification for making collective decisions with the simple majority rule,
and for the institution of democracy itself. It rests on three assumptions:
(1) The community faces a binary choice between x and y, with only one of
the two choices being the “right” choice for the community. (2) Everyone in
the community wants to make the right choice. (3) The probability p that a
citizen votes for the right choice is greater than 0.5. The theorem states that
the probability that the community makes the right choice when it uses the
simple majority rule increases as the number of voters increases approaching
one in the limit.

That the theorem provides a normative case for the simple majority rule is
obvious, if one accepts its premises. Condorcet described the collective deci-
sion as one regarding the determination of whether a person had committed
a particular crime or not — hence the theorem’s name. For this type of collec-
tive decision the definition of “the right decision” is fairly controversial — the
person is declared innocent only if she is in fact innocent. The assumption
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that everyone wants to make the right choice in this situation also seems
uncontroversial.

The argument that the theorem also provides a justification for democracy
is more subtle, and under it the assumptions underpinning the theorem
become more controversial. Imagine, however, that everyone in the commu-
nity agrees that they would like a “good government” that would be honest
and provide goods and services and levy taxes so as to maximize the welfare
of the community. Two parties compete for the honor of becoming the gov-
ernment, and each citizen votes for the party that he believes will form the
best government. If each citizen has a greater than (0.5 probability of picking
the party that will form the best government (two-party) democracy chooses
the best government in a large electorate with near certainty.

The second and third assumptions take on extreme importance, when the
theorem is used as a defense of democracy. Citizens share a common goal —
good government. Each citizen has a greater than 0.5 probability of picking
the party that will provide the best government. Citizens do not merely flip
coins to decide how to vote, they study the parties and make an informed
choice.

The assumption that everyone agrees on what good government is,
becomes more controversial when we are thinking of the whole panoply of
things governments do. If citizens disagree about what government should
do, there will be no “right choice” for all citizens. This being the case, parties
will compete not only on the basis of how good they will be at advancing the
community’s welfare, but how that welfare should be defined. Finally, when
one is thinking of a large electorate, even the assumption that voters are well-
informed becomes controversial.

Many studies in public choice employ some of the assumptions needed to
apply the Condorcet jury theorem to the study of politics, many others do not.
All of the work on party competition that uses “spatial modeling” assumes,
for example, that voters are well-informed, that they know the positions of the
parties in the issue space. At the same time, however, this literature does not
assume that voters agree on where the parties should be located in the issue
space. Conflicts of interest or preferences are assumed, and thus voters do not
agree on which party is best even when they are certain about what the
parties will do in office — assuming that is that the parties will do different
things. There is another branch of the public choice literature, however, that
does assume common interests among citizens, and thus does accord with the
second assumption underlying the jury theorem. This work often focuses on
decisions made at the constitutional stage of the political process and today
often goes by the name of constitutional political economy.

Thus, directly or indirectly Condorcet’s pioneering work raised many of the
questions with which the modern public choice literature has been concerned.
Do individuals share common interests? Is democracy stable or not (produce
cycles)? Are voters sufficiently well-informed that one gains information by
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aggregating their preferences? What voting rule should be used to aggregate
these preferences?!

Borda was critical of the use of the simple majority rule to aggregate
preferences, and proposed instead a rule which today carries his name. If
there are n possible outcomes to a collective decision, each voter assigns a
one to his most preferred choice, a two to his second most preferred choice,
and so on. The scores awarded are then added across all voters, and the
Borda-count rule selects as the winner the alternative receiving the lowest
score. With only two alternatives from which to choose, the Borda-count is
equivalent to the simple majority rule. When n > 2, it avoids cycling and has
additional desirable properties that make it attractive.?

Three more names deserve brief mention before we end this discussion of
the forerunners to public choice. Another mathematician, the Reverend
Charles L. Dodgson, better known today as Lewis Carroll, wrote a series of
pamphlets analyzing the properties of voting procedures roughly a century
after the work of Borda and Condorcet.? John Stuart Mill’s Considerations on
Representative Government (1861) must also be mentioned, since he was one
of the great economists of the 19th century, although the work is arguably an
early contribution to political science rather than to public choice, since it
makes no noticeable use of economic reasoning. Nevertheless, the great
thinker’s logical mind is quite evident, and it is one of the few works in polit-
ical science from the 19th century that still warrants reading by students of
public choice.

The same can be said of Knut Wicksell’s (1896) classic essay on Just
Taxation written as the 19th century came to a close. As the title suggests, it
is as much or more a contribution to public finance than to the study of
politics, but it contains an early normative economic justification for the
state, and a spirited defense of the unanimity rule for aggregating individual
preferences.

2. Early Classics

The modern literature on public choice came into being with the publication
of articles by Duncan Black (1948a,b), James Buchanan (1949) and Kenneth
Arrow (1950) in the late 1940s and 1950. Retrospectively, one can identify
three important contributions between Wicksell and Black, namely Hotelling
(1929), Schumpeter (1942) and Bowen (1943), but it was Black, Buchanan
and Arrow who got the public choice ball rolling.

Duncan Black’s two articles, first published in 1948 and then republished
with extensions and an interesting account of the history of ideas lying behind
his work, take up the problem of cycling under the simple majority rule
and provide a proof of the famous median voter theorem. This theorem has
been frequently invoked to describe equilibria in theoretical studies and has
been the analytical foundation for much of the empirical work in public choice.
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Arrow proved that no procedure for aggregating individual preferences
could be guaranteed to produce a complete social ordering over all possible
choices and at the same time satisfy five, seemingly reasonable, axioms.
Indirectly Arrow’s theorem invoked the problem of cycling again, since one
of his axioms was intended to ensure that cycling did not occur. Arrow’s 1950
article and 1951 book spawned much controversy and a huge literature.

Although Buchanan published several important articles prior to 1962, it
was the book The Calculus of Consent, published in that year and coauthored
with Gordon Tullock that established Buchanan and Tullock as leading schol-
ars in the field. Although the book contains many interesting discussions of
the properties of the simple majority rule, logrolling and the like, its most
lasting contribution to the literature has been to introduce the distinction
between the constitutional stage of collective decision making in which
the voting rules and other institutions of democracy are selected, and the
applications of these rules to the actual work of making collective choices.

In Capitalism, Socialism and Democracy, Schumpeter put forward “another
theory of democracy” in which the social function of democracy is fulfilled
incidentally by the competitive struggle for power between parties, just as the
social function of markets is fulfilled incidentally by the competitive struggle
for profits among firms (Schumpeter, 1950, Ch. 22). Anthony Downs did not
cite this argument of Schumpeter directly, but he did state that “Schumpeter’s
profound analysis of democracy forms the inspiration and foundation for our
whole thesis” (1957, p. 27, n. 11). Downs was a student of Kenneth Arrow, and
it appeared that with his dissertation he wished to develop Schumpeter’s
insight and demonstrate how political competition between parties could pro-
duce a welfare maximum and thus avoid the dire implications of Arrow’s
impossibility theorem. Downs ultimately failed in this endeavor, but suc-
ceeded in introducing a mode of analysis of competition using spatial model-
ing that was to have a profound impact on the development of the field,
particularly among practitioners trained in political science. Building again on
insights from Schumpeter (1950, pp. 256—64), Downs also developed a model
of the rational voter who, among other things, rationally chooses to remain
ignorant of most of the issues in an election (Chs. 11-14).

Another doctoral dissertation that was to have a profound impact on both
the public choice field and political science in general was that of Mancur
Olson published in book form in 1965.* Just as Downs had shown that the
logic of rational decision making led individuals to invest little time in
collecting information to help them decide how to vote, “the logic of collec-
tive action” would prevent individuals from voluntarily devoting time and
money to the provision of public goods. Mancur Olson did not invent the
“free-rider problem,” but no one has put it to better use than he did in this and
his subsequent contributions to the literature.

All of the “early classics” discussed so far were written by economists.
One contribution by a political scientist that certainly falls into this category
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is William Riker’s The Theory of Political Coalitions (1962). In this book
Riker developed the logic of coalition formation into a theory that could
explain among other things why “grand coalitions” were short lived. Riker’s
book foreshadowed a large literature that would apply game theoretic tools to
political analysis.

Deciding when the early classics end and the “late” ones begin is a some-
what subjective judgment. Perhaps from the vantage point of 2002, however,
the definition of early can be extended up through the early 1970s to include
three more sets of works. First, of these in chronological order would be an
article published by Gordon Tullock in 1967. This article might be dubbed a
“hidden classic,” since its seminal nature did not become apparent to the pro-
fession at large until its main idea was rediscovered and developed by Anne
Krueger (1974) and Richard Posner (1975) sometime later. It was Krueger
who gave the idea the name of rent seeking. Up until Tullock’s 1967 article
appeared, standard discussions of “the social costs of monopoly” measured
these costs solely in terms of the “deadweight triangle” of lost consumers’
surplus resulting from the monopolist’s restriction of output. The rectangle of
monopoly rents was treated as a pure transfer from consumers to the
monopolist and as such devoid of any welfare significance. Tullock pointed
out, however, that the right to supply the monopolized product or service was
a valuable right, and that individuals could be expected to invest time
and money to obtain or retain this right. These investments constitute a pure
social waste as they only serve to determine the identity of the monopoly rent
recipient. They have no positive impact on the allocation of resources.

The social costs of rent seeking are potentially very large. Numerous arti-
cles have appeared since the pioneering contributions of Tullock and Krueger.
One branch has analyzed theoretically the conditions under which the total
resources invested in rent seeking fall short of, equal, or exceed the size of
the rents pursued. A second branch has sought answers to the same questions
empirically.” One of the curiosities of this literature has been that it has by
and large analyzed rent seeking as if it were exclusively a problem of the pub-
lic sector, even though the logic of rent seeking applies with equal validity to
the private sector.

While Tullock’s rent-seeking article has proved to be a hidden classic, Sen’s
(1970) article about the Paretian liberal might be dubbed an “unassuming clas-
sic.” Sen put forward another sort of paradox, in the spirit of the Arrow para-
dox, but neither the author nor any of the readers of this six page note is likely
to have appreciated at the time it appeared the impact it was to have on the lit-
erature.” Where Arrow proved that it was impossible not to have a dictator and
satisfy four other axioms, Sen proved that it was impossible 7o allow someone
to be a dictator over even one simply choice — as for example whether he
sleeps on his back or his stomach — and satisfy three other axioms.

The last early contribution that qualifies as a classic is William Niskanen’s
(1971) book on bureaucracy. Niskanen posited that bureaucrats seek to



PUBLIC CHOICE: AN INTRODUCTION 37

maximize the size of their budgets and then proceeded to derive the implications
of this assumption. A by now huge literature has been built on the analytical
foundation that he laid.®

3. The Second Generation
3.1. More Impossibilities

During the 1970s several papers appeared, which extended the dire implications
of Arrow’s impossibility theorem and the literature it spawned. Satterthwaite
(1975) and Gibbard (1977) demonstrated the incompatibility of having
a preference aggregation procedure that was both nondictatorial and
strategyproof, where by strategyproof was meant that everyone’s best strategy
was to faithfully reveal their true preferences. These theorems illustrated the
close relationship between Arrow’s independence-of-irrelevant-alternatives
axiom and the goal of having a preference aggregation procedure in which
individuals did not have an incentive to behave strategically.

McKelvey (1976) and Schofield (1978) drew out a further implication of a
procedure’s failure to satisfy the transitivity axiom. When a procedure leads
to voting cycles it is possible to move anywhere in the issue space. An agenda
setter can take advantage of this feature of cycling to lead a committee to the
agenda setter’s most preferred outcome.

3.2. The Veil of Tears Rises

The theorems of McKelvey and Schofield might be regarded as the
capstones — or should we say tombstones — for the literature initiated by
Arrow. It paints a very negative picture of the capacity for democratic
procedures to aggregate information on voter preferences in a normatively
appealing matter. Collective decisions were likely to be arbitrary or dictato-
rial. Free riding and the strategic concealment of individual preferences
undermined democracy’s legitimacy. Rent seekers and bureaucrats con-
tributed to the “waste of democracy.” William Riker’s (1982) attack against
“populist democracy” — the idea that democratic procedures could aggregate
individual preferences reasonably — accurately conveys the flavor of this
literature. Even before Riker’s book appeared, however, several developments
in the public choice literature were taking place that painted a far more cheery
picture of democracy’s potential. The first of these concerned the potential for
direct revelation of preferences.

3.2.1. Voting Rules

In his classic article deriving the conditions for the Pareto optimal allocation
of private and public goods, Paul Samuelson (1954) matter-of-factly
proclaimed that it would be impossible to get people to honestly reveal their
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preferences, because no person could be excluded from consuming a pure
public good. So things stood for nearly 20 years, when Clarke (1971) and
Groves (1973) showed that individuals could be induced to reveal their pref-
erences for public goods honestly by charging them a special “incentive tax”
equal to the costs that their participation in the collective choice process
imposed on the other voters. This class of procedures was first discovered in
another context by William Vickrey (1961), and has come to be known in the
public choice literature as “demand revelation” processes.

Mueller (1978, 1984) showed that the preference revelation problem could
be solved using a three-step procedure in which each individual first makes a
proposal — say a quantity of public good and a tax formula to pay for it; and
then following a random determination of an order of veto voting removes
(vetoes) one element from the set of all proposals.

Hylland and Zeckhauser (1970) added to the list of preference-revelation
procedures by showing that individuals will allocate a stock of “vote points”
across a set of issues to reveal the intensities of their preferences on these
issues, if the quantities of public goods provided are determined by adding
the square roots of the points each individual assigns to an issue. During the
decade of the 1970s, one new method appeared after another to solve the
heretofore seemingly insoluble problem of inducing people to reveal their
preferences for public goods honestly.

3.2.2. Two-party Competition

During the decade of the 1980s, several papers appeared that suggested that
two-party representative governments were far better at aggregating individ-
ual preferences than had previously been demonstrated. One set of these arti-
cles simply replaced the assumption of the Downsian voter model, that each
individual votes with probability one for the candidate promising her a higher
utility, with the assumption that the probability of an individual’s voting for a
candidate increases when the candidate promises her a higher utility.
Substituting this “probabilistic voting” assumption for the standard Downsian
deterministic voting assumption allowed Coughlin and Nitzan (1981a,b) and
Ledyard (1984) to prove that the competition for votes between two candi-
dates led them to select an equilibrium pair of platforms that maximized
some form of social welfare function. Schumpeter’s assertion that the
competition for votes between parties resulted in a form of “invisible hand
theorem” for the public domain was, after forty years, finally proved.

In a multidimensional issue space, every platform choice by one party can
be defeated by an appropriate choice of platform by the other, and the two
candidates might cycle endlessly, under the Downsian assumption of deter-
ministic voting. Such cycling could in theory take the candidates far
away from the set of most preferred points of the electorate. A platform x,
lying far from the set of most preferred points of the electorate would,
however, be dominated by some other point y, lying between x and the set of
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most preferred points of the electorate, in the sense that y could defeat every
platform that x could defeat, and y could also defeat x. By restricting one’s
attention to points in the issue space that are not dominated in this way, the
set of attractive platforms for the two candidates shrinks considerably. The
cycling problem does not disappear entirely, but it is reduced to a small area
near the center of the set of most-preferred points for the population.’

These results clearly sound a more optimistic note about the potential
for preference aggregation than many of the early classics and the works
discussed in section 4. The reader can see how dramatic the difference in
perspectives is by comparing the books by Wittman (1995) and Breton (1996)
to that of Riker (1982).

3.3. Political Business Cycles

Almost all Nobel prizes in economics have been awarded for contributions to
economic theory. All of the early classics in public choice have been theoret-
ical contributions, as have the subsequent contributions reviewed so far.!°
As the public choice field has matured, however, an increasing number of
studies has appeared testing every and all of its theoretical propositions.
Space precludes a full review of the many empirical contributions to the field
that have been made. We have therefore selected only three areas, where a
lot of empirical work has been done, beginning with the area of “political
business cycles.”

One of the most frequently quoted propositions of Anthony Downs (1957,
p. 28) is that “parties formulate policies in order to win elections, rather than
win elections in order to formulate policies.” Among the policies of great
concern to voters few stand higher than the state of the economy. If the quoted
proposition of Downs is correct, then parties should compete for votes on the
basis of their promised macroeconomic policies, and both parties in a
two-party system should offer the same set of policies. Kramer (1971) was
the first to test for a relationship between the state of the economy and votes
for members of the House and the President. Nordhaus (1975) and MacRae
(1977) were among the first to develop a Downsian model of the political
business cycle in which both parties are predicted to follow the same strategy
of reducing unemployment going into an election to induce short-sighted
voters to vote for the incumbent party/candidates.

Numerous observers of politics in both the United States and the
United Kingdom have questioned the prediction of the one-dimensional
Downsian model that both parties adopt identical positions at the most-
preferred outcome for the median voter. This prediction appears to be
blatantly at odds with the evidence concerning macroeconomic policies,
where right-of-center parties clearly seem to be more concerned about
inflation, while left-of-center parties are more concerned about unemployment.
Early contributions by Hibbs (1977, 1987) and Frey and Schneider (1978a,b)
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incorporated these “partisan effects” into a political model of macroeconomic
policy and provided empirical support for them.

In some areas of public choice, data for testing a particular proposition are
difficult to obtain and empirical work is accordingly sparse. Such is not the
case with respect to hypotheses linking policy choices to macroeconomic
outcomes. Data on variables like unemployment and inflation rates are read-
ily available for every developed country, as are data on electoral outcomes.
Each passing year produces more observations for retesting and refining
previously proposed hypotheses. The empirical literature on political busi-
ness cycles is by now vast. The main findings grossly condensed are that par-
tisan differences across parties are significant and persistent, but that both
parties of the left and parties of the right do tend to become more “Downsian”
as an election approaches and adapt their policies to sway the uncommitted,
middle-of-the-road voters.!!

3.4. Public Choice Goes Multinational

All of the early classics discussed in section II were written by either
American or British authors. It is thus not surprising that the literature on
representative government, as for example in the political business cycle area,
has almost always assumed the existence of a two-party system — even when
testing the model using data from countries with multiparty systems. In the
last couple of decades, however, considerably more attention has been
devoted to analyzing properties peculiar to multiparty systems. This literature
has been heavily populated by persons trained in public choice, and is one in
which the lines between political science and public choice are particularly
blurred.

A salient feature of multiparty systems is that no single party typically wins
a majority of seats in the parliament, and thus no single party is able to form
the government. Consequently, a coalition of parties must come together if the
cabinet is to reflect the wishes of a majority of the parliament, or a minority
government forms. Two important questions arise: (1) which parties will build
the coalition that forms the government, and (2) how long will it last?

Game theory provides the ideal analytical tool for answering the first
question, and it has been used to make a variety of predictions of the coalition
that will form after an election. Riker’s (1962) prediction, that a minimum win-
ning coalition forms, receives as much support as any theory, although it
accounts for less than half of the governments formed in European countries
since World War I1.'? In particular, it fails to predict that many minority
governments have existed.

A theory that can account for the existence of minority governments has
been put forward by van Roozendaal (1990, 1992, 1993). His theory empha-
sizes the pivotal position of a party that includes the median member of the
parliament (a central party), under the assumption that the parties can be
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arrayed along a single, ideological dimension. Under the assumption that
each party favors proposals coming close to their position along the ideolog-
ical dimension over proposals lying far away, a central party will be a mem-
ber of every coalition that forms. A large central party is likely to be able to
successfully lead a minority government by relying on votes from the left to
pass some legislation and votes from the right for other legislation.

When the issue space cannot reasonably be assumed to be one-
dimensional, cycling is likely to arise, which in the context of cabinet formation
implies unstable party coalitions. Here game theoretic concepts like the
covered set and the heart have proven useful for identifying the likely
members of the coalitions that eventually form.!?

A long literature beginning with Taylor and Herman (1971) has measured
the length of a government’s life and related this length to various character-
istics of the government. One of the regularities observed is that minority
governments tend to be relatively short lived, governments formed by a sin-
gle, majority party long lived.'* One of the likely future growth areas in pub-
lic choice is likely to be research on multiparty systems.

3.5. Experimental Economics

Experimental economics can be rightfully thought of as a separate field of
economics and not just a “topic” in public choice. Two of its pioneering
scholars — Vernon Smith and Charles Plott — have also been major contrib-
utors to the public choice field, however, and an important stream of the
experimental literature has dealt with public choice issues. It thus constitutes
an important body of empirical evidence corroborating, or in some cases
undermining, certain hypotheses in public choice.

The first experimental study of the new voting mechanisms described in
section A was by Vernon Smith (1979). He ran experiments on the Groves and
Ledyard (1977) iterative version of the demand revelation process, and a
somewhat simpler auction mechanism that Smith had developed. In most
experiments the subject chose a public good quantity and set of contributions
that was Pareto optimal. The experiments also served to demonstrate the fea-
sibility of using the unanimity rule, as the participants had to vote unani-
mously for the final set of contributions and public good quantity for it to be
implemented.

Hoffman and Spitzer (1982) devised an experiment with an externality to
test the Coase theorem and found that in virtually every run of the experiment
the subjects were able to reach a bargain that was Pareto optimal.

A third set of experiments that might in some way be thought of as rejecting
a prediction of an important theory, but it rejects the theory in favor of alterna-
tives that support the behavioral premises underlying the public choice
methodology. Frohlich et al. (1987) presented students with four possible redis-
tribution rules — Rawls’s (1971) rule of maximizing the floor, maximizing the
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average, maximizing the average subject to a floor constraint, and maximizing
the average subject to a range constraint. The students were made familiar
with the distributional impacts of the four rules and were given time to
discuss the merits and demerits of each rule. In 44 experiments in which stu-
dents were uncertain of their future positions in the income distribution, the
five students in each experiment reached unanimous agreement on which
redistributive rule to use to determine their final incomes in every case. Not
once did they choose Rawls’s rule of maximizing the floor. The most popular
rule, chosen 35 out of 44 times, was to maximize the average subject to a
floor constraint. Similar experiments conducted in Canada, Poland and
the United States all found (1) that individuals can unanimously agree on a
redistributive rule, and (2) that this rule is almost never Rawls’s maximin rule,
but rather some more utilitarian rule like maximizing the mean subject to a
floor (Frohlich and Oppenheimer, 1992). While these results may constitute
bad news for Rawlsians, they lend support to the assumptions that underlie
economic and public choice modeling. They suggest further that individuals
are not concerned merely with their own welfare, but are also motivated by
considerations of fairness and justice, although apparently not in the extreme
form posited by Rawls.

The last set of experiments are less comforting for students of public
choice. At least since the publication of Mancur Olson’s Logic of Collective
Action in 1965, a basic tenet in the public choice literature is that individuals
will free ride in situations where contributions to the provision of a
public good are voluntarily. Countless experiments have demonstrated that
they do free ride, but to a far smaller degree than one might have expected. If
100 is the contribution to the public good that produces the optimum quan-
tity of the good for the collective, and 1 is the contribution that is individu-
ally optimal, then the typical finding in an experiment testing for free rider
behavior is that the mean contribution of the participants is around 50. Some
people do free ride, but many make contributions that are far larger than is
individually optimal. In aggregate the total contributions fall far short of what
would be optimal for the group, but far above what pure free riding behavior
would produce.

Many additional types of experiments have been run that have important
implications for both public choice and other branches of economics, and
many more will be run in the future. Experimental economics seems destined
to remain an important source of empirical evidence for testing various
theories and propositions from the field.'¢

4. The Next Generation

At the start of the new millennium the public choice field is some fifty years
old and befitting its age has begun to resemble other mature fields in
economics. Important theoretical breakthroughs are fewer and farther
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between than during the field’s first 25 years. Much current research consists
of extending existing theories in different directions, and of filling in the
remaining empty interstices in the body of theory. Much current research also
consists of empirically testing the many theoretical propositions and claims
that have been made up until now. The future development of the field will
most certainly parallel that of other mature fields in economics — continually
increasing use of sophisticated mathematics in theoretical modeling, contin-
ual use of more and more sophisticated econometrics applied to larger and
larger data sets when estimating these models.

Two other trends that are apparent at the start of the new millennium are
worth commenting upon. Although public choice is destined to remain just
one of many fields in economics, it is possible — I would dare to say likely —
that it eventually takes over the entire discipline of political science, takes
over in the sense that all political scientists will eventually employ rational
actor models when analyzing various questions in political science and all
will test their hypotheses using the same sorts of statistical procedures that
economists employ. Political institutions are sufficiently different from mar-
ket institutions to require important modifications in the assumptions one
makes about the objectives of rational actors in politics and about the
constraints under which they pursue these objectives. Nevertheless, the
assumption that individuals rationally pursue specific objectives has proven
to be so powerful when developing testable hypotheses about their behavior,
that this methodology — the methodology of public choice — must eventually
triumph in some form throughout the political science field.

With the exception of Duncan Black all of the major contributors to the
early public choice literature came from North America, and this continent
can be said to be the “home” of public choice for much of its early life. The
Public Choice Society was founded there and has grown to a point where its
annual meetings attract over 300 participants from around the world. There
now is also a Japanese Public Choice Society and an European Public Choice
Society, however, with the annual meeting of the latter often attracting well
over 200 participants. Thus, the second discernable trend as the third millen-
nium begins is the full internationalization of the discipline. Scholars can be
found applying the public choice methodology to the questions pertinent to
their country on every continent of the globe, and an increasing fraction of
the important contributions to this literature can be expected to come from
outside the North American continent.

DENNIS C. MUELLER

NOTES

1. For additional discussion of Condorcet and the jury theorem, see Young (1997).
2. See in particular, Saari (1994).
3. See discussion in Black (1958, Ch. 20).
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4. Alt (1999) describes the impact of Olson’s work on the political science literature.

5. For recent surveys of this literature, see Magee (1997), Tollison (1997) and
Mueller (forthcoming, Ch. 15).

6. The same might be said of the implications of Arrow’s impossibility theorem.
The theorem establishes that no method for aggregating preferences is consis-
tent with the five “Arrow axioms.” The theorem thus casts a shadow over both
market and non-market methods for aggregating individual preferences, and yet
most discussions of the theorem’s import focus only on democratic procedures.

7. See, for example, Sen (1996).

8. For recent surveys of this literature, see Moe (1997), Wintrobe (1997) and
Mueller (forthcoming, Chs. 16 and 17).

9. Gordon Tullock’ (1967) claim that this was the case was rigorously Miller
(1980, 1983) and McKelvey (1986) among others.

10. Riker (1962) demonstrated the explanatory power of his theory of coalitions
with historical examples, but the main contribution of the book was to propose
a theory.

11. For recent surveys of this literature, see Paldam (1997), Drazen (2000) and
Mueller (2003, Ch. 19).

12. See Laver and Schofield (1990). A minimum winning coalition is one which
constitutes a majority of the seats in the parliament, but falls to a minority coali-
tion through the defection of any member party.

13. For discussions of these concepts and surveys of this literature, see Laver and
Schofield (1990), Schofield (1997), and Mueller (forthcoming, Ch. 13).

14. For a recent survey of this literature see Miiller and Strem (2000).

15. The pioneering contributions to this strand of the literature were by Marwell and
Ames (1979, 1980).

16. For recent surveys of this literature, see Ledyard (1995) and Hoffman (1997).
Ostrom and Walker (1997) also survey large parts of the literature.
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A

ARE VOTE AND POPULARITY
FUNCTIONS ECONOMICALLY
CORRECT?

1. Introduction

During the last 30 years about 300 papers on Vote and
Popularity functions (defined in Table 1) have been writ-
ten.! Most of the research is empirical. The purpose of this
article is to survey this literature and discuss how the
empirical results fit into economic theory.

It is my experience that when academic economists are
confronted with the results of the VP-research they frown,
as they go against “our” main beliefs. Voters do not behave
like economic man of standard theory. In other words,
the results are not “economically correct” — as defined in
Table 2. Political scientists have other problems depending
on their school, so this essay is written to the typical main-
stream economist (as the author).

From bedrock theory follows a remarkable amount of
nice, sound theory, and everything can be generalized into
the general equilibrium, growing along a steady state path
maximizing consumption. Politics convert the demand for
public good into the optimal production of such goods and
minimizing economic fluctuations. The past is relevant

Table 1: Defining the VP-function

Vote function: Explaining the vote for the government,
V,=F;+F}, at the election in time t, by economic,
F¢, and political variables, F?
Popularity function:  Is a formally similar function explaining
the polled popularity of the government
VP-function: Vote and Popularity functions are

formally alike and closely related

Table 2: Characterizing the economically correct model

Bedrock theory: Models are built symmetrically around a
central case where rational agents maximize their utility from
now to infinity, given perfect foresight. The key agent is
termed economic man.

only as it allows the agents to predict the future, markets
are efficient etc. This nice theory is well-known, and it is
a wonderful frame of reference. Especially in the 1980s a
strong movement in economics argued that the world was
really much closer to the bedrock than hitherto believed.
If the noise terms are carefully formulated, the world is
log-linear and everybody maximizes from now to infinity.

Bedrock theory suffers from two related problems. The
first is that it is a bit dull. So many models are “set into
motion” by some (small) deviation from perfection — for
example an observation that seems to contradict the
theory.? It is almost like a good old crime story. A criminal
is needed for the story to be interesting. However, in the
end the criminal is caught and all is well once again.

The second problem is the theodicy problem of econom-
ics.> With such rational agents we expect that economic
outcomes are rational too. How come we see so many crazy
outcomes when we look at the world? Average GDP differs
between countries by 100 times. Some countries have pur-
sued policies that have reduced their wealth by a 2-3% per
year for several decades (think of Zambia). All countries have
irrational institutions such as rent control and (at least some)
trade regulation. Discrimination based upon ethnic differ-
ences is common etc. Debt crises have frequently occurred.
The reader will probably agree that nobody can be closer to
economic man then the bankers of the island of Manhattan:
How come that even they managed to lend so much to
Bolivia that at one point in time the debt burden reached
145% of GDP? We will return to the theodicy problem of
economics at the end, but let us return to the subject matter.

Economic data tend to be much better — and easily
accessible — than political data, so most of the literature
on VP-functions concentrates on the economic part of the
function. The present essay follows this tradition and uses
the setup listed in Table 3.

Many experiments have been made with the lag struc-
ture, plenty of economic variables have been tried, and

Table 3: The basic quarterly macro VP-function

1. VP, =F;+F¢ Model from Table 1

2. Fi=a,tyt,+ey Political model (formal)

3.F{=PB1 W 1ag+ B2 Protag T -+ T €1, Economic model
(measured variable)

Typical coefficients
estimated

4. VP.10.61,(1/4!0.6p— gyt -+ +
ayl0.15 t,+ ¢,

Greek letters are coefficients to be estimated. e’s are residuals

u, ps ..., are economic variables as unemployment (i),

inflation (p), etc

a, and t,, the political part is reduced to a government specific

constant and trend
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sometimes more genuine political variables have been
included,* nonlinear functional forms have been used, etc,
but we shall mainly discuss the simple linear expressions
(3) and (4) from Table 3.

2. Main Results in the Literature

The literature on VP-functions is large, but most of the
findings can be concentrated as in Table 4. The starting
point is a simple hypothesis.

The responsibility hypothesis: Voters hold the govern-
ment responsible for the economy. From this hypothesis
follows the reward/punishment-mechanism: Voters punish
the government in votes and polls if the economy goes
badly, and they reward it if the economy goes well.

The hypothesis is not without problems: Governments
may not have a majority, or external shocks may occur,
which no sane person can ascribe to the government.
A variable giving the clarity of responsibility may conse-
quently enter the function. This is referred to as “content”
in Table 4 — a subject that will not be discussed at present.

The literature was started by Kramer (1971) writing
about vote functions (in the US),> while Mueller (1970) and
Goodhart and Bhansali (1970) presented the first popularity
function — for the US and UK — almost simultaneously.

The most important contributions since then are much
more difficult to point out, but the following may be
mentioned: Frey and Schneider (1978a,b) and Hibbs (1982)
generated a wave of papers, both due to their lively fight
and to new developments: Frey and Schneider integrated

the VP-function into a set of policy reaction functions,
while Hibbs mainly developed the modeling techniques.

The micro-based literature was started by Kinder and
Kiewiet (1979). It was further pushed by Lewis-Beck
(1988), while the cross-country discussion was started by
Paldam (1991). A good sample of papers giving the present
stage of the arts can be found in two recent volumes (both
results from conferences trying to collect the main
researchers in the field): Lewis-Beck and Paldam (2000)
and Dorussen and Taylor (2002). This effort has generated
the results listed in Table 4.

Each of the items of the table except the last will be
discussed in a short section. We will argue that most are
contrary to economic correctness, but that they are all
possible to rationalize. However, they are at the opposite
extreme of the rationality spectrum from the one normally
considered by economists, see Figure 1 at the end: On one
side is economic man and on the other the actual voter. This
essay is written to say that this other side of the spectrum
is getting far too little attention in standard theory.

Causes: %.u §= Causes:
Long time horizons. '§ = 3 E Sho;tﬁ time it';og'zons,
Full optimization. = 0 -2 % |Satisficing behaviour.
Efficient markets. -E o ; _§ § Experimental results.
Nash equilibria. g3 E.s Excess cooperation.
Full information RE. gw &S |Low information RE.
=)

Figure 1: The two ends of the rationality spectrum.

Table 4: Main results in the literature

Section Finding Empirical status
3. The big two: Voters react to mainly unemployment and inflation Uncontroversial
4. Mpyopia: The time horizon of voters is short — events more than 1 year from an election Uncontroversial

have small effects only
5. Retrospective: Voters react to past events more than to expected future ones, but the Controversial
difference is small as expectations are stationary
6. Sociotropic: In most countries voters are both sociotropic and egotropic® Controversial
7. Low knowledge: Voters know little about the (macro) economy Uncontroversial
9. Grievance asymmetry: Voters punish the government more for a bad economic situation Controversial
than they reward it for a similarly sized good one

10. Cost of ruling: The average government ruling a normal 4-year period loses 25% of the Uncontroversial

votes. This result is independent of party system, voting law, country size, etc

Not Context: The VP-function only generalizes if set in the same context. In particular, the Only explored in

covered responsibility pattern generalizes if the government is clearly visible to the voter a dozen papers

Note: The status line indicates if the result is controversial, i.e., if a minority of the researchers in the field disagrees. The article
only considers the responsibility pattern and thus assumes a simple setting where both the government and the opposition are
well defined. Complex, changing coalitions and minority governments are not discussed.

#Sociotropic: voters care about the national economy. Egotropic: voters care about their own economy.
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In Table 3 the models are written as simple relations
between levels, assuming all variables to be stationary. The
present will largely disregard the substantial problems of esti-
mation. That is, (i) should the model be formulated in levels
or in first differences? (ii) should it contain an error correction
term? And (iii) should series be pre-whitened? Popularity
series are known to have complex and shifting structures in the
residuals when modeled. So there are plenty of estimation
problems. Many of the papers are from before the cointegra-
tion revolution, but new papers keep coming up using state of
the arts techniques, though they rarely find new results.

Politologists have found that only 20% of the voters in
the typical election are swing voters, and the net swing is
considerably smaller, see Section 10. It means that 80%
vote as they always do. The permanent part of voting is
termed the party identification, Id. 1t is not 100% constant,
and it needs an explanation, but it should be differently
explained from the swing vote. The VP-function concen-
trates on the swing voters, but it may be formulated with
terms handling the more permanent part of the vote as well.

In the more simple formulations one may work with
level estimates where the committed voters enter into the
constants, and with the first difference estimates where
the committed voters are “differenced out”. The choice
between the two formulations is then a question of estima-
tion efficiency to be determined by the structure of cointe-
gration between the series, and the (resulting) structure of
the error terms.

3. The Big Two: Unemployment (Income) and
Inflation

The two variables which are found in most VP-functions
are the rates of unemployment and inflation, u, and p,. Both
normally get negative coefficients, often about —0.6 as
listed in model (4) of Table 3. Unemployment is sometimes
replaced with income thus confirming Okun’s law. The
Phillips curve is sufficiently weak so that unemployment
and inflation have little colinearity in these functions.

The data for the rate of unemployment and the vote
share for the government have roughly the same statistical
structure so that it is possible that they can be connected as
per the linear version of model (1). Data for the rate of
inflation are upward skew. That is, inflation can explode
and go as high as the capacity of the printing press
allows. Also, people pay little interest to low inflation rates,
but once it reaches a certain limit it becomes the key eco-
nomic problem.® Hence, inflation cannot enter linearly in
model (1), except of course, if we consider a narrow interval
for inflation rates. Fortunately, inflation is often within
a narrow interval in Western countries.

An interesting controversy deals with the role of unem-
ployment. It was started by Stigler (1973) commenting on
Kramer (1971). Stigler remarked that a change of unem-
ployment of 1 percentage point affected 1% of the workers
only — that is 3% of the population. App 80% of those vote
for the Left anyhow. The potential for affected swing vot-
ers is thus only 0.1% of the voters. How can this influence
the vote by 0.6%? Note that Stiegler automatically assumes
that voting is egotropic and retrospective. You change the
vote if you — yourself — are affected by the said variable.’
This point deals with the micro/macro experiences and the
observability of the variables. It has often reappeared in the
literature. Table 5 shows some of the key points.

The table lists the important variables and some other
variables that have often been tried, but with little success.
Unemployment and income affect individuals differently
and are observable both at the micro and the macro level.
Inflation is more difficult to observe for the individual at
the macro level. We see prices go up, but the individual
cannot observe if they rise by 2 or 3%. However, this is
covered by the media.

The other variables listed — the balance of payments and
the budget deficit — are much discussed in the media and
are important in political debates. They are important predic-
tors for policy changes, and indicators of government com-
petence. However, they have no micro observability. It is
interesting that they are rarely found to work in VP-functions.

Table 5: The character of the variables entering in the VP functions

Micro-experience Observability Significant
Unemployment Very different for individuals  Personal and media ~ Mostly?
Income Different for individuals Personal and media
Inflation Similar for individuals Mostly media Mostly
Balance of payment  None Only media Rarely
Budget deficit None Only media Never

2The two variables have strong colinearity in VP-functions.
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Refined models with competency signaling and full
information rational expectations, where voters react to
predicted effects of, e.g., budget deficits, are contrary to the
findings in the VP-function literature. In fact, when we look
at what people know about the economy — see Section 7 —
it is no wonder that they do not react to changes in the
balance of payments and the budget.

Under the responsibility hypothesis model (1) is an esti-
mate of the social welfare function. It comes out remark-
ably simple. Basically, it is linear, and looks like Model (4)
in Table 3. The main problem with such estimates is that
they are unstable. Many highly significant functions look-
ing like (4) have been estimated, but they frequently “break
down” and significance evaporates.

If (4) is stable, it appears inconceivable that it cannot be
exploited politically. And, in fact a whole literature on
political business cycles has been written — since
Nordhaus (1975) exploring the possibility for creating
election cycles in the economy. However, most studies have
shown that such cycles do not exist in practice. What may
exist is rather the reverse, governments may steer the econ-
omy as per their ideology and create partisan cycles.®

4. Voters are Myopic

The voter’s myopia result deals with the duration of the
effect of a sudden economic change. Imagine a short and
sharp economic crisis — like a drop in real GDP lasting
one year — how long will this influence the popularity of
the government?

One of the most consistently found results in the VP-
function literature is the voter’s myopia result. Only the
events of the past year seem to count. A few researchers
(notably Hibbs, 1982) have found that as much as § of
the effect remained after 1 year, but most researchers have
been unable to find any effect after one year. The myopia
result has been found even for political crises, which are
often sharply defined in time. Consequently, the model
looks as follows:

VP, = 1" f(u, p) e dt . I,_, f(u, p,) " dt (eq (4) in Table 3)
(5)

The subscript (¢ — 1) represents a lag of one quarter (or
perhaps one year) as before. The welfare maximization of
the variable u (say unemployment) leading to the vote is
made from 7— 1 to ¢, where the time unit “1” is a year, and
the “discounting” expression ¢ has a high discount rate so
that everything before 7 — 1 is irrelevant.

Formula (5) is surely not how such expressions look in
economic textbooks. A key part of economic correctness

is that economic man has a long time horizon and looks
forward. The common formulation of the closest corre-
sponding models is:

W, = Iif(u, p) e " dt (6)

The welfare to be maximized is a function of the relevant
economic variable from now to infinity, with a small
discount rate, 7, perhaps even as small as the long run real
rate of interest or the real growth rate. It gradually reduces
the weight of future values, but events 20 years into the
future count significantly.

Expressions (5) and (6) are hard to reconcile. First, the
maximization is retrospective in (5) and prospective in (6),
as will be discussed in Section 5. Second, the time horizons
are dramatically different. None of the 300 studies have
ever found evidence suggesting that events as far back as
2 years earlier have a measurable impact on the popularity
of the government!

Many descriptions have been made of the political deci-
sion process by participants in the process and by the keen
students of current affairs found among historians, political
scientists and journalists. A common finding is that the
decision process tends to have a short time horizon. The
political life of a decision maker is uncertain and pressures
are high. How decisions are made has little in common
with the description of “benevolent dictators maximizing
social welfare” still found in economic textbooks and many
theoretical models.

The outcomes of “benevolent dictator calculations”
have some value as a comparative “benchmark”, and as
ideal recipes for economic policy making.” However, some
theorists present such exercises as realistic descriptions of
policy making, deceiving young economists into believing
that this is the way political decisions are made.

5. Voters are Retrospective/Expectations are Static

One of the key facts about economic theory is that it is
largely theory driven. One of the main areas over the last
4 decades has been the area of expectation formation. It
has been subjected to a huge theoretical research effort. Less
interest has been given to research in the actual formation
of inflationary expectations where real people are actually
polled, as the results have typically been embarrassing.
I think that we all know in our heart of hearts that real people
cannot live up to our beautiful theories about economic man.

In the field of VP-functions about 50 papers have
looked at the existing data and found that in many countries
RP-pairs — defined in Table 6 — have been collected for
such series as unemployment, inflation and real income.
The papers have then tried to determine which of the two
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Table 6: A polled RP-pair

Economics Politology Question in poll

Past experience  Retrospective ~ How has X developed during
the last Z-period?

Expectations Prospective How do you expect X will

develop during the next
Z-period?

Note: X is an economic variable and Z is a time period like a
quarter, a year or a couple of years.

variables in the pair are the most powerful one for predict-
ing the vote/popularity of the governments.

Most of the analysis is done on micro-data of individual
respondents, so many thousands of observations have been
used to determine this controversy. The many papers do not
fully agree, so the results of the efforts have to be summa-
rized as follows:

RP1: The two series in the RP pair normally give
almost the same results.

RP2: Most results show that the retrospective series
are marginally more powerful.'?

I think that virtually all economists will agree that the cor-
rect result in the RP-controversy is that the prospective
twin should beat the retrospective one by a long margin.
But by a rough count the retrospective twin wins in 2 of
3 cases in the studies made.

Some of the main discussants in this research are
Helmut Norpoth for the majority retrospective view and
Robert S. Erikson for the minority prospective view. They
are working with the same data for the USA. Erikson terms
the controversy bankers or peasants. Bankers work profes-
sionally with the economy and have prospective expecta-
tions. Peasants are interested in matters of farming mainly,
and hence are retrospective, when it comes to the economy.
The question thus is, if the average voter behaves mostly as
a banker or as a peasant.!! Once the question is asked, it
appears that the obvious answer must be that the average
person is a peasant. However, Erikson finds that voters
behave as bankers. '?

When the results of Erikson and Norpoth are compared,
the difference is small. The most disgraceful result actually
is (RP1) that the two series in the existing RP-pairs are as
similar as identical twins. The only conclusion one can
draw is that people form largely static expectations.

The author’s own poll of 4788 Danes asking about the
RP-pair for inflation found a net difference in the answers
of 34 cases, i.e., 0.7% of the respondents (see Nannestad

and Paldam, 2000).!* With such a tiny difference it is no
wonder that we were unable to find any difference in the fit
of the VP function if we used the prospective or retrospec-
tive series. This is typical also for the British and the
German results.

This brings us back to the large gap separating
formulas (5) and (6). It does solve the apparent contra-
diction between the direction of the maximization if voters
have static expectations. But then surely it is much easier
to use the past as in (5). When we look at the vast literature
building highly refined theory of inflationary expectations
and analyzing the dynamic consequences of the different
assumptions it is hard to reconcile with the findings of the
VP-literature. Here is surely a field where facts are much
duller than fiction.

6. Voters are Mainly Sociotropic — Or Perhaps Not

Once the analysis of VP-functions moved into micro
research, data increased dramatically to allow much
stronger tests, but new interesting problems came up. The
most intriguing was probably the sociotropic/egotropic
controversy, where the two terms are defined in Table 7.4

Like the RP-pairs also ES-pairs exist in various data
sets: The egotropic question is “how has your own eco-
nomic situation developed in the last Z-period?” The cor-
responding sociotropic question is: “How has the economic
situation of your country developed in the last Z-period?”
The “economic situation” is sometimes replaced with
“unemployment”, and once more Z is typically either a
quarter or a year.

The economically correct answer is surely that eco-
nomic man is egotropic. Therefore, it was shocking when
Kinder and Kiewiet (1979) demonstrated that the US voter
was sociotropic. Several other studies — notably Lewis-
Beck (1988) — have confirmed the result also for other
countries, even after considerable refinement of the ques-
tions. So, for more than a decade there was no doubt that
the main result in the literature was that voters are
sociotropic, contrary to economic correctness.

Kinder and Kiewiet’s model was remarkably simple:

VP,=(0+VE,+E|S,+8[d,+u, (7a)

Table 7: Defining egotropic and sociotropic

The economic factor in the VP-function is:

Egotropic
Sociotropic

what matters is the personal economy
what matters is the national economy
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Here i is an index for the individual, E; is the egotropic
variable, S; is the sociotropic variable and /d; is a party
identification variable.

The model of Kinder and Kiewiet was estimated on
a cross-section. In an unusually aggressive article Kramer
(1983) pointed out that this was not the right approach for
the problem. In a cross-section the true sociotropic variable
is constant, and hence unable to explain anything. What is
estimated as sociotropic can only be different perceptions,
N,, of the same objective variable, Y-

VP, = (y+ VE; + AN(Y) + 8 Id; + u; (7b)

Kramer did not see that the reformulation makes the
economic correctness problem larger, not smaller! Surely, the
rational voter perceives Y unbiased — that is, the perception
error is white noise — and hence the coefficient 3 to
N{(Y) should be zero. Kinder and Kiewiet’s finding that
the sociotropic term, 3, dominates the egotropic term, V,
becomes even more mysterious. The most reasonable
interpretation of the finding is thus that the different per-
ceptions estimated must be due to different personal expe-
riences, and hence that what is estimated as a sociotropic
effect is really egotropic.

The next generation of models trying to come to grips
with the egotropic/sociotropic distinction was introduced by
Markus (1988). He reformulated (7b) into a mixed cross-
section time series model, which includes a time index, ¢:

VPi,f:(O+VEi,t+ HYt+ 81di’,+ui‘t (83)
VPi,t =(+ VEi,t + EINi,t(Yz) +38 [di,t + Uiy (8b)

In Model (8a) the polled sociotropic variable is replaced with
the “objective” one from the national statistical office. It can
be compared with (8b) that should be almost the same as (7).
Model (8a) gives rather different results than (7). Now
V and 3 become approximately the same on US data.
Several studies have now estimated the various models for
more countries. UK is covered by Price and Sanders
(1994),"> Denmark by Nannestad and Paldam (1997a) and
Sweden by Jordahl (2001). It appears that both V and 3
become significant, though not in a predictable mixture.
Thus the old agreement that voting is only sociotropic
has given way to a more unclear picture, where voting is
a mixture of egotropic and sociotropic factors. This is less
economically incorrect than the old view, but a sizable
sociotropic factor still appears in voting in most countries.

7. Voters are Uninformed about the Economy

Many polls have asked people about their knowledge of the
economy. It appears that nobody has collected such polls
systematically, and few studies have therefore been made

comparing results.'® However, the results show rather deci-
sively that voters know little about the economy.

In our Danish polls (see Nannestad and Paldam, 2000)
most voters knew the number of unemployed within a few
percentage points. They tended to know that the country
had a balance of payments deficit and a budget deficit,
both when the country had such deficits, and when it did
not. When the two balances had the reverse sign, many
mixed them up. Virtually nobody knew the sizes of the
balances. Also, about § of the voters could not give an
assessment of the inflation rate within 2 percentage points
(that is, if inflation was 3% they were either outside the
range of 1-5% or answered “don’t know”).

However, there was one time during the four years
covered, where knowledge increased substantially. This
was around a general election. All of a sudden people knew
that the balance of payments had changed from red to black
figures.

The same type of result has been found about the EU: In
European countries with no referenda institution, people
know little about the European Union, but in countries with
frequent referenda people know a lot more (see Paldam,
2001).

So, either people do seek information in connection
with elections or they lean from watching the big show of
an election/referendum campaign in TV. The fact that the
information level goes up is worth to note as it explains
why vote functions have a lower fit than popularity func-
tions. It also explains why party popularities are normally
much more volatile around elections than else.

Economic theory predicts that voters know what they
need to know. The marginal benefits of information should
be equal to the marginal costs:

MB(I) =MC(I) (the condition for rationality of
information) (9)

One way to define rational expectations is to demand that (9)
is fulfilled.!” This is the definition used in the present paper.

The big problem surrounding (9) is what the benefits
MB(]) are. Is it possible to argue convincingly that MB(I)
is significantly larger than zero?

It is sometimes argued that people do need information on
the macro level when they buy and sell shares and bonds (i.e.,
in connection with financing a house or a business) and when
they buy and sell foreign exchange in connection with jour-
neys abroad. But the theory of market efficiency — where
many professional dealers are present — does effectively cut
the link to information here. A (small) dealer in these markets
can find no better information than the price.

The one occasion where people need information about
the macro economy is when they vote at national elections
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and at their union, etc. Hence, we write:

MB(I)=MB(V)/MI (marginal benefit of economic
information should be equal to
the marginal improvement in
the benefits derived from

voting better) (10)

This brings us to the problems surrounding MB(V), the
marginal benefit of voting. It is the problem known in the
paradox of voting, where almost the same equation as (10)
can be written:

MB(V)=MC(V) (the condition for rationality of
voting) (11)

Much has been written about (11), but nobody has been
able to argue convincingly that MB(V) differs significantly
from zero. That makes all terms in (10) and (11) zero!
However, we know that people do vote even if they do not
know much about the economy. Surely, our friend eco-
nomic man is in trouble. He should know nothing about
the economy, and never vote. In short, the average voter
behaves differently from economic man.

8. Two Ways to Rescue Economic Man

Two lines of arguments are often used to rationalize this
apparent mess described in the last section. One is to argue
that the cost of information, C(I), is small too. The second
is to show that the cost of voting in an election, C(V), is
large, and belongs to the class of social capital observa-
tions. Unfortunately, the two attempts are rather in the
opposite direction.

C() is small too. This argument has been used by
researchers such as Wittman (1995), Erikson et al. (2000)
and Sanders (2000).'® They argue the voters know what
they need to know, and that this is not much. What they
need is to “grasp” what is going on, i.c., to have some feel
for the way the economy is going. This feel is acquired
from the media without really trying. If most experts look
gloomy, then things are going badly, and if they look
relaxed then things are going well. If a feel is enough then
it is possible to argue that C(I) is almost zero as well. There
is something in this argument, and Sanders does show that
soft “feel” questions about the economy can be scaled to
track the actual economy reasonably well.

If everything goes on at the extreme low-cost end of the
scale, so that MB(I) = MC(I) = MC(V) = MB(V)=0 which
is almost zero, then things become a bit wooly. Also, it is
well-known that people are unable to make utility assess-
ments involving small numbers.

The other approach is to start from the large size of
C(V). People do spend a lot of time looking at election

campaigns in TV. Many go to some meetings, pay mem-
bership fees to political parties. Nearly everybody spends
an hour driving to the election location, waiting in line and
voting. In short, they have considerable costs participating
in the national democratic process. Also, we know that
parties find it worthwhile to spend millions on their cam-
paigns. The total costs in time and money of a national
election are likely to be something like 1% of GDP in the
typical democracy.!® So we have to explain why so much is
spent by the individual and the political system.

Voting is a social capital phenomenon 1t is a well-known
observation that people in experiments play the cooperative
solution much more than they should if they solve the game
as good little economic men. The excess frequency with
which the cooperative solution is played is a measure of the
social capital or the mutual trust of the players. The key
point to note is that trust does not need to be specific. It can
be general. Many attempts have been made measuring
general trust, and we know that it is much higher in some —
generally more successful societies — than in others.?’

In infinitely repeated games it is possible to uphold coop-
erative solutions, and it is arguable that society is a large
number of games played with many players in different com-
binations over and over, seemingly without end. We do not
bother solving all games in which we participate — and
some of the everyday games are too complex to solve. So we
develop rules of thumb standards, which can be termed trust.
If a country succeeds in reaching a high level of trust then
it is an advantage to everyone, as the cooperative solution
becomes the one automatically reached in many situations.

The attempts to integrate these observations in standard
theory are still going on. It seems likely that they may
succeed, and then the paradox of voting may be solved at
long last.

Given that this solution works, then we know that
people do undertake considerable cost to follow the politi-
cal scene and participate in the process. Given that these
costs are so high, why not imagine that people also try to
follow the economy? The fact that they are not so knowl-
edgeable may simply be that it is difficult, as all those of us
who teach the subject know.

It is interesting that the two attempts to save economic
man are so different. In my judgement the second approach
is the most promising, but it is not yet integrated into
standard theory. However, both approaches agree that
economic man is the wrong model for the job at hand.

9. Voters have a Grievance Asymmetry

Already the first popularity function study (Mueller,
1970) — discovered that voters react more to a negative
economic event than to a corresponding positive one.
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It was also found by Bloom and Price (1975) commenting
on Kramer (1971). Then, for some time nobody looked for
a grievance asymmetry, and the effect was forgotten.

Once the analysis of micro data became organized, it
became possible to look for more effects. And, in the 1990s
several studies looked carefully and found a rather strong
asymmetry. See, e.g., Price and Sanders (1994)
and Nannestad and Paldam (1997b). It appears that if e.g.,
unemployment increases by 1% (point), it has twice as
large a negative effect as the positive effect of a fall in
unemployment of 1% (point). The effect is thus large, and
it is highly significant.

This has the consequence that if the economy moves
from A to B in a straight line then the voter is more content
than if it moves in a more roundabout way. In short,
the variation around the growth path causes the govern-
ment popularity to fall. Consider the average (Avr) and
variance (Var) of a positive variable, i.e., a variable where
MVP/MX > 0:

MVP/MAvr(X)>0 and MVP/MVar(X)<0 (12)

This is the standard formulation of risk aversion, so this is
well integrated into economics, as long as it is prospective.

If the variables are retrospective, it is different.
Relation (12) now changes from risk aversion to loss
aversion. This is, in principle, an important change enter-
ing into one of the economic-man-problems discussed
by Kahneman (1994) and other critiques of standard
theory. The problematic aspect is that utility becomes path
dependent. Costs are not sunk at all.

However, if expectations are stationary then it becomes
unclear if we are dealing with risk aversion — which is
perfectly nice theory — or loss aversion — which is a bad
anomaly!

10. It Costs Governments Votes to Rule

The average government in a mature western democracy
loses 23% of the vote just by ruling (see Paldam, 1991;
and Nannestad and Paldam, 2002). There is no difference
between the average outcome and its standard deviation in
such countries as the Netherlands, Sweden, Italy and Japan so
it is a surprising fact. Also, it is heavily underresearched.?!

Per definition the average government rules exactly as
the rational voter should expect. So the economically cor-
rect prediction must surely be that the voter votes as before.
It is hence a strange result that the average government
loses a highly significant fraction of the votes. Three theo-
ries try to provide an explanation:

The oldest (from Mueller, 1970) is the coalition of
minorities theory. It essentially says that the governments

are formed when parties before elections manage to put
together inconsistent coalitions. However, when they rule,
the inconsistencies are reviled. So essentially the theory is
that you can get away with unrealistic promises when in
opposition. In average 23% of the voters form unrealistic
expectations at every election. This is a small irrationality,
but it is a long-run fault, so it is not a “nice” theory, and it
appears that no other evidence exists for the theory.

The second theory is the median gap model. 1t starts
from a slightly amended version of the median voter the-
ory. The pure form of the model suffers from the well-
known problem that if both parties accept the policy of the
median voter, they become perfectly alike and there is no
reason to vote. To be distinguishable there has to be a gap
around the median position between the voters. If there is a
gap of size ( some of the voters will get as close as they can
come to their ideal policy if the government changes at
every election. This has all been worked out as a perfectly
respectable model, and it is even possible to calibrate the
model with reasonably looking parameters so as to explain
the observed fact. Unfortunately, little corroborating
evidence exists for the theory.

Finally, the third theory builds upon the grievance asym-
metry just discussed. Imagine that the outcome is symmet-
rically distributed around the expected outcome. So, some
variables improve and some deteriorate, but the gains and
losses are equally large. If the reaction is asymmetric then
there must be a loss of popularity in average. It is easy to
show that the model produces the typical cost of ruling for
reasonably sized VP-functions with the typical grievance
asymmetry and realistically noisy economic outcomes.

Let us for a moment assume that the last theory is true.
The average government loses votes because it rules and
this causes governments to change. This destroys the
evidence for the median voter theorem. In a two-party
(two-block) system both parties (blocks) converge to
50% of the votes just because they rule when they are
larger than 50%. The simplest explanation of the cost of
ruling thus undercuts one of the key theorems of political
economy.

11. Conclusion: Look at the Other End of the
RE-Spectrum

Throughout the above survey it has appeared that the find-
ings in the large VP-literature contradict the notions that
the average voter behaves as does economic man of stan-
dard theory. That is, the symmetric, forward-looking agent,
who takes everything relevant into consideration for his
decisions. This is the fellow we constantly meet in the the-
oretical literature. However, the voters we meet “out there



ARE VOTE AND POPULARITY FUNCTIONS ECONOMICALLY CORRECT? 57

in the real world” do not optimize forward, but backward,
and they have a short time horizon. Also, they have a strong
grievance asymmetry, so that it cost votes to rule.

Section 7 argued that it would be irrational if the voter
behaved as economic man! Voting is a decision where igno-
rance is rational, even if it is accepted that a “feel” for the
economy is enough, we are still faced with complex and
unsolved questions.

However, once you start from the notion that politics
is a field with much uncertainty, and hence a short time
horizon, things start to fall into some order. Under the
circumstances it would be inconsistent, if the voters had
long memories. This means the election cycles are out of
the question, but it is consistent with the notion of partisan
cycles. The shorter the time horizon the better does the past
predict the future. Surely, within a few quarters nothing is
likely to change very much.

The sizeable fraction of sociotropic voting — it is
probably 25-50% — also makes a lot of sense when you
ask what elections are all about. It does deal with the whole
economy, not with the economy of Mrs Voter herself! So
perhaps it is not so surprising that people give some con-
sideration to the way they feel the government handles the
economy when they vote.

Also, we do have a lot of results showing that the aver-
age citizen in all countries has considerable risk aversion
(or, for that matter, loss aversion). The whole of the finan-
cial sector makes a perfectly good living out of turning risk
pooling into a negative sum game for everybody else. So it
is natural to expect a clear grievance asymmetry.

Once that is accepted, the cost of ruling follows. It is an
important finding as it causes parties to change in power,
and governments coalitions to converge to 50% of the vote.
This happens irrespective of the median voter theorem
and the minimum winning coalition theorem. Or rather it
produces exactly the same observable facts in a much
simpler way.

In short, it is worthwhile to take the findings in the VP-
function literature seriously and use these findings for the
development of a more realistic theory. Such a theory will
also make it easier to explain the many suboptimal — or
even crazy — outcomes we observe.

MARTIN PALDAM

NOTES

1. The author has contributed about 20 of these papers includ-
ing a couple of surveys, see Paldam (1981), Nannestad
and Paldam (1994) and the introduction to Lewis-Beck and
Paldam (2000). The text has benefitted from discussions with
Peter Nannestad.

10.

12.

13.

14.

15.

. Also, a lot of papers in economics seem to be theory driven in

the sense that change old models using unfashionable assump-
tions into new models using more appropriate assumptions.

. The reader probably knows the theologists have struggled

with their theodicy problem for the last 2000 years: If God is
good and omnipotent, how come we see so much random and
human cruelty in the world? Theologists most of the time
manage to convince themselves that it is bad theology even
to recognize that there is a problem, but then they may
encounter a child suffering from terminal cancer.

. Dummies for special events are common, but some quantita-

tive variables have been tried too. The most famous is the
rally-around-the-flag variable for foreign policy crisis con-
structed from political almanacs, where the size of the spikes
are assessed by media volume and the speed of the decay
after the event is estimated.

. It appears that Kramer’s paper was around as a working paper

longer than the other two, even when it was published a year
later.

. This tallies nicely with the findings in the literature dealing

with effects of inflation. High inflation is harmful, but
whether inflation is 2 or 5% seems to have no effects on the
real economy.

. It is easy to reach a much higher number than did Stiegler.

(1) Imagine that the average household has three voters, who
have an income loss if one member becomes unemployed.
(2) An increase of 1% in the rate of unemployment means that
3 people suffer a spell of unemployment. Hence, 9 people
experience a loss when unemployment rises by 1%. The 0.1%
in the text now is 0.9% and that is larger than the 0.6% that
has to be explained. Also, maybe your welfare is affected by
the way your friends fare.

. The main articles in the field are reprinted and surveyed in

Frey (1996). See Girtner (1994) and Paldam (1997) for
recent surveys.

. The reader should consult Tinbergen (1956) and Johansen

(1978, 1979) to find the classical version of how benevolent
dictators maximize social welfare, just in case one such ruler
ever happened. When reading such descriptions it is sad to
contemplate that we are dealing with some of the most bril-
liant minds in our profession.

Recent research from Portugal has found a PR-set which
differs considerably, and here the retrospective series works
significantly better, see Veiga and Veiga (2002).

. Compare Nickelsburg and Norpoth (2000) and Erikson et al.

(2000) — using almost the same data. It is probably unfair
to single out two of the authors from their coauthors, but
they are the ones I have heard defending their views most
eloquently.

Even the farsightedness of bankers can be doubted as
mentioned in the introduction.

The polls were done quarterly for the years 1990-93, where
inflation had a clear downward trend. Nevertheless, only
0.7% of the respondents (net) predicted a fall.

Both words are created for the purpose and not in most dic-
tionaries: Sometimes the term egotropic is replaced by more
loaded terms as “egocentric” or “egoistic.”

The studies of the UK are rather numerous as a search in a
good library database under the names Harold Clarke, Davis
Sanders and Paul Whitley will show.

. Aidt (2000) is an attempt to find and summarize such polls.
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17. Two other definitions are: (1) Data contains no exploitable
regularity. (2) Expectations are model consistent.

18. All of the above are politologists, of which Donald Wittman
is known as the one, who is making the rational expectations
revolution in Political Science.

19. Assume that people use in average 15 hours on the election,
and that only half of this is leisure, this is 3% of the normal
working year to start with. Then it is normal to declare a
school holiday, and the advertisement budget and the oppor-
tunity costs of the media coverage, etc. If one also adds the
cost of bad government for about half a year before the elec-
tion and a bit after, then surely 1% of GDP is a low estimate
of the costs of a national election.

20. In ongoing work I have measured how much larger social
capital is in Denmark than in Russia by a whole battery of
questions using the same questionnaire. It is between 2.5 and
4 (times) by a/l measures. The literature on social capital has
recently been surveyed by several authors, see e.g., Paldam
(2000).

21. The research on the cost of ruling is surveyed and discussed
in Nannestad and Paldam (2002), so I am brief at present. The
second and third theory are from Paldam and Skott (1995)
and Nannestad and Paldam (1997b).
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C

CONSTITUTIONAL POLITICAL
ECONOMY*

1. Constitutional and Nonconstitutional Economics

There is a categorical distinction to be made between con-
stitutional economics and nonconstitutional, or ordinary,
economics — a distinction in the ultimate behavioral
object of analytical attention. In one sense, all of econom-
ics is about choice, and about the varying and complex
institutional arrangements within which individuals make
choices among alternatives. In ordinary or orthodox eco-
nomics, no matter how simple or how complex, analysis is
concentrated on choices made within constraints that are,
themselves, imposed exogenously to the person or persons
charged with making the choice. The constraints that
restrict the set of feasible choice options may be imposed
by nature, by history, by a sequence of past choices, by
other persons, by laws and institutional arrangements, or
even by custom and convention. In the elementary textbook
formulation of demand theory, for example, the individual
consumer-purchaser confronts a range of goods available at
a set of prices, but is restricted by the size of the budget.
This budget is not within the choice set of the consumer-
purchaser during the period of choice under scrutiny.
Indeed it would seem unnatural or bizarre, within the
mind-set fostered by ordinary economics, to consider or
limit the set of available choice options. Within this mind-
set, the utility of the chooser is always maximized by
allowing for choices over the whole range allowed by the
exogenously determined constraints.

It is precisely at this critical point that constitutional
economics, in its most inclusive definition, departs from
the conventional framework of analysis. Constitutional
economics directs analytical attention to the choice among
constraints. Once stated in this fashion, economists will
recognize that there is relatively little in their established
canon that will assist in analyzing choices of this sort. To
orthodox economists, only the elementary reality of
scarcity makes choice necessary; without scarcity there

* An extended and somewhat modified version of this essay was
published under the title ‘The Domain of Constitutional
Economics,” in Constitutional Political Economy 1 (1,1990): 1-18.

would be no need to choose. And it would appear to be both
methodologically and descriptively absurd to introduce the
artificial creation of scarcity as an object for behavioral
analysis. Such bedrock conservatism presumably explains
much of ordinary economists’ inattention and disinterest in
constitutional questions, at all levels.

If we move beyond the models of orthodox economics,
however, even while remaining at the level of individual
behavior, we observe that individuals do, in fact, choose
their own constraints, at least to a degree and within some
limits. Within recent decades, a few innovative thinkers
from economics and other social sciences have com-
menced to study the choice processes that are involved here
(Elster, 1979; Schelling, 1978; Thaler and Shefrin, 1981).
The economics of self-control has reached the status of a
respectable, if minor, research program, which may be des-
tined to become more important in this era of emphasis on
diet, exercise, health, and the environment. We must surely
be sufficiently catholic to allow analysis in this individual
constitutional economics to qualify for inclusion in the
domain.

As they carry on within their own guaranteed private
spaces, however, individuals would presumably subject
themselves to a relatively small set of prior constraints.
Individuals basically trust themselves to choose rationally
when confronted with the externally imposed constraints
that are dictated in their historically emergent conditions. If
the choice among constraints, in all its complexity, is lim-
ited to the economics of self-control, or stated conversely, to
the economics of temptation, there might be little to be
gained in delineating a constitutional economics enterprise.

It is essential to acknowledge, near the outset of discus-
sion, that individuals choose to impose constraints or limits
on their own behavior primarily, even if not exclusively, as
a part of an exchange in which the restrictions on their own
actions are sacrificed in return for the benefits that are
anticipated from the reciprocally extended restrictions on
the actions of others with whom they interact along the
boundaries of private spaces and within the confines of
acknowledged public spaces. That is to say, a domain of
constitutional economics would exist even if individuals, in
their private spaces, chose never to impose constraints on
their own behavior. Note that by interpreting the individ-
ual’s choice of a generalized constraint that restricts the
actions both of others and himself as a part of a reciprocal
exchange, we have moved toward the familiar domain of
orthodox economics. So interpreted, the individual who
joins in a collective decision to impose a generally applied
constitutional rule is not, at base, acting differently from
observed behavior in a setting that involves giving up one
desired good, apples, for another desired good, oranges.
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In the latter example, we can, without violating the meaning
of words, say that the individual chooses to constrain or to
limit, the potential consumption of apples in exchange for
the expanded opportunity to consume oranges. Expressed
in this way, all that is required is that we classify the restric-
tions on others’ actions as goods in the individual’s prefer-
ence function along with the more natural classification or
restrictions on his own actions as bads.

In this simplistic and individualistic perspective, the
choice of a reciprocally binding constraint by individuals
who are related one to another in an anticipated set of inter-
actions becomes fully analogous to trade in ordinary goods
and services, and, so treated, becomes quite different from
the choice of a self-imposed constraint in the much more dif-
ficult economics of self-control, briefly discussed above.
Note, in particular, however, that the analysis of individual
choice behavior is necessarily shifted from the subject realm
of the private to the public or political. The analysis becomes
political economy almost by definition. Constitutional
economics morphs into constitutional political economy.

Why have the practitioners of orthodox economics
seemed so reluctant to extend analysis to include the recip-
rocal exchange of liberties that are central to the domain of
constitutional political economy? In part such reluctance
stems from the artificial splitting between the academic
disciplines of economics and political science late in the
nineteenth century. Economists have been content to con-
fine their attention to market relationships. I can advance
several other and related reasons. Economists, along with
their peers in the other social sciences as well as other
academic disciplines have had no difficulty, through the
ages, in implicitly classifying restrictions on some of the
activities of some persons in the body politic to be good.
But the classification procedure has been quite different
from the subjective evaluations presumed to be embodied
in individuals’ preference functions. The nonconstrained
voluntary behavior is not classified to be bad because an
individual simply disprefers such behavior in the ordinary
way. Some such behavior is deeded to be bad, and hence its
rectification to be good, on the basis of an externally
derived criterion of goodness or truth. The attributes or
qualities of goodness and/or badness applied to actions of
persons are treated as if they are intrinsically public, in the
Samuelsonian taxonomic sense. An action cannot, prop-
erly, be adjudged to be good by one person without an
implied generalization of such judgment to other persons.
In this conceptualization, persons must, ideally, be brought
into agreement on some ultimate classification of actions
through a process that resembles scientific discourse.
Agreement does not emerge from a trading process where
different interests are essentially compromised, with each

party reckoning to enjoy some benefits while suffering
some sacrifice of preferred position.

In some respects, it is surprising that economists have
‘jumped out’ of their own analytical framework so readily
when they consider the possible imposition of generalized
constraints on behavior. They have expressed little curios-
ity in deriving justification for such constraints from a
calculus of individual interests. Economists have, instead,
been willing intellectual captives of idealistic political
philosophers, and they have readily embraced variants of
the Platonic and Helenian mind-sets. Amartya Sen’s (1970)
usage of the term meddlesome preferences, by sharp con-
trast with such terms as merit goods and merit wants, tends
to focus analysis back toward a straightforward calculus of
interest and away from nonindividualistic attributes of
either goods or actions.

A second, and related, reason for economists’ general
failure to use the exchange setting when they consider the
possible imposition of generalized constraints on individ-
ual behavior lies in the methodological dominance of the
maximization paradigm. In the latter, the economic prob-
lem 1is defined as one of allocating scarce means
(resources) among alternative ends. Choice is made neces-
sary by the scarcity of means, and that which is desired
(utility) is maximized when like units of resources yield
equivalent returns in all uses to which they are put. In this
elementary formulation, emphasis is almost exclusively
placed on the choices that are made within the scarcity con-
straints that are, themselves, presumed to be beyond the
scope for chooser selection. There is little or no attention
paid to the identification of the choosing unit in this
abstracted definition, and this feature allows for a relatively
unnoticed transference of analysis from individual choice
to social, political, or collective choice on the basis of
some implicit presumption that collectivities choose analo-
gously to individuals.

This shift from individual to supraindividual choice was
supported, and indirectly justified, by the emergence of
macroaggregation and macroeconomic theory and policy
during the early decades of the post-Robbins half century.
Target levels of macroaggregates (national product, rate of
growth, levels of employment) were established to be
objectively good and to serve as guideposts for choices to
be made by collective entities (governments) subject only
to the constraints imposed by natural scarcities and techno-
logical limits. By some implicit extension of the model for
individual choice behavior, constrained only by external
forces, governments came to be viewed romantically and
were deemed capable of achieving the good, as defined for
them by the economists and other social philosophers.
Microeconomists had long been ready at hand to proffer
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policy advice to governments concerning ways and means
to promote greater overall economy efficiency.

A third reason for economists’ general failure to
extend their analytical apparatus to the derivation of
institutional constitutional structure is to be found in their
presumption that structural constraints are not, themselves,
subject to deliberative choice, and, hence, to change.
Economists have not neglected to recognize the relevance
of institutional rules in affecting patterns of human behav-
ior. Property rights economics, in particular Alchian
(1977), has opened up a research program that concentrates
attention directly on the effects of alternative structures.
For the most part, however, the emphasis here is on exist-
ing arrangements rather than on the comparative analysis
involved in extension to structures that might be designed
and implemented.

Constitutional political economy differs from noncon-
stitutional or orthodox economics along each of the dimen-
sions that may be inferred from the reasons for neglect
detailed above. Analysis is consistently individualistic, in
the several senses that are relevant. The derivation of insti-
tutional constraints is based on a calculus of individual
interests, which, in turn, requires the introduction and use
of an exchange paradigm as opposed to the idealists’ search
for the unique good. Furthermore, there is no extension of
the choice calculus from the individual to collectivities, as
such. Collective choice is factored down into the participa-
tory behavior of individual members. Finally, emphasis is
centered directly on the selection of rules, or institutions,
that will, in turn, limit the behavior of the persons who
operate within them. Institutions, defined broadly, are vari-
ables subject to deliberative evaluation and to explicit
choice (Buchanan and Tullock, 1962).

As noted, at one extreme constitutional analysis may be
applied to the individual in total isolation, who may act
solely in private space. At the other extreme, constitutional
analysis is applied to the whole set of persons who make up
the membership of the polity. This subcategory of research
emphasis is the most familiar, since the very word consti-
tutional tends to convey political connotations. The deriva-
tion of constraints on government does, indeed, occupy
much of our attention. But the inclusive domain of consti-
tutional economics also includes the derivation, analysis of,
and justificatory argument for rules that constrain
both individual and collective behavior in a wide array
of membership groupings, larger than the one-unit limit
but smaller than the all-inclusive limit of the whole
polity. Clubs, trade unions, corporations, parties,
universities, associations — these, and many more, exist
and operate under constitutions that are amenable to scien-
tific inquiry.

2. Constitutional Economics and
Constitutional Politics

In section 1, I have attempted to distinguish between consti-
tutional and nonconstitutional economics or political econ-
omy. I propose, in this section, to distinguish between
constitutional economics and constitutional politics, as the
latter term may be generally and widely interpreted. As
I have noted, most constitutional inquiry and analysis is con-
centrated at the level of the politically organized collectivity
and is, in this sense, political. The distinction to be empha-
sized, however, is one of perspective rather than one that
relates directly to either form of organization or to the type
of activity. If an exchange rather than a maximizing
paradigm is taken to be descriptive of the inclusive research
program for the discipline, then economics involves inquiry
into cooperative arrangements for human interaction,
extending from the simplest of two-person, two-good trading
processes through the most complex quasi-constitutional
arrangements for multinational organizations. As noted in
the first section, orthodox economics has rarely been
extended to noncommercial or political activity, as such, but
the exchange perspective readily allows this step to be taken.

The cooperative perspective, however, must be categor-
ically distinguished from the contrasting conflictual per-
spective, which has been applied, almost automatically, to
all political interactions, whether or not these are classified
as constitutional. It will be useful here to examine the dif-
ferences between the cooperative and the conflictual per-
spectives more carefully. The very term politics tends to
conjure up a mental image of potential conflict among
those persons who are members of the politically organized
community. This conflict may be interpreted to be analo-
gous to scientific disputes, in which separate participants
or groups seek to convince one another of the #ruth of their
advanced propositions. The age-old tradition of idealism in
political philosophy conceives of all of politics in this light
and, as noted earlier, the dominance of this model of poli-
tics has tended to discourage economists from political
extensions of the exchange or cooperative paradigm. But,
even if the teleological interpretation is rejected, politics
may seem, by its very nature, to involve conflict between
and among individuals and groups within a polity.

From the institutionally determined characteristics of
collective decisions, the characteristics that dictate mutual
exclusivity among the alternatives for selection (only one
candidate can be electorally chosen) imply some ultimate
division of the membership into two subsets, winners and
losers. This perspective almost directly suggests that poli-
tics is primarily if not exclusively a distributional game or
enterprise — a process that involves transfers of value
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(utility) among and between separately identified coalitions
of persons.

Note that the predominance of the distributional
elements in the conflictual model of politics need not imply
that the game be zero sum, although this limiting case may
be useful for some analytical purposes. Conflictual politics
may be positive, zero, or negative sum, as gains and losses
are somehow aggregated over all participants (members).
And this seems to be the natural model for analyzing
politics so long as rules for reaching collective decisions
require less than full agreement. If a majority, whether sim-
ple or qualified, is allowed to be decisive and impose its
will on a majority, then the observed opposition of the
minority to the alternative preferred by the majority can be
taken to indicate that members of the minority expect to
suffer utility losses, at least in a lost opportunity sense.
In this model of conflictual politics, which appears to
be descriptive of ordinary political activity, there seems to
be no direct way of introducing a cooperative interpreta-
tion. A necessary condition for cooperation in social inter-
action is the prospect for positive expected gains by all
parties, or, in the gainer-loser terminology, the prospect that
there be no net losers. At a first descriptive cut, this condi-
tion seems to be foreign to the whole political enterprise.

It is precisely at this point, however, that constitutional
politics, or politics at the constitutional level of choices
among alternative sets of basic rules or constraints, rescues
the cooperative model, at least in some potential explana-
tory and normative sense. As it operates and as we observe
it to operate, ordinary politics may remain conflictual, in the
manner noted above, while participation in the inclusive
political game that defines the rules for ordinary politics
may embody positively valued prospects for all members of
the polity. In other words, constitutional politics does lend
itself to examination in a cooperative analytical framework,
while ordinary politics continues to lend itself to analysis
that employs conflict models of interaction.

Generalized agreement on constitutional rules that allow
for the reaching of ordinary collective decisions by means
that do not require general agreement is surely possible, as
is empirically demonstrated in the context of almost all
organizations. The analytical-scientific inquiry that involves
comparisons of the working properties of alternative sets of
rules along with the examination of processes through
which agreement on rules may be attained defines the
domain of primary concern. The usage of the terminology
constitutional political economy rather than the somewhat
more accurate constitutional politics is prompted by the
linkage in scientific heritage between economics and coop-
eration, by the inference of the appropriateness of the
exchange as opposed to the conflict paradigm.

3. The Intellectual Traditions of Constitutional
Political Economy

In sections 1 and 2, I have attempted to set the research
program in constitutional political economy apart from
ongoing programs within the interrelated and more inclusive
disciplines of economics and political science. It would be
totally misleading, however, to infer from my discussion
that this research program has emerged full blown, as if
divorced from any traditions of intellectual inquiry. As
I have noted, constitutional political economy did indeed
blossom only in the second half of the century. But the pro-
gram was not based either on a new scientific discovery, at
least as usually defined, or on a new set of analytical tools.
Constitutional political economy is best interpreted as a
reemphasis, a revival, a rediscovery of basic elements of
earlier intellectual traditions that have been put aside, neg-
lected, and sometimes forgotten in the social sciences and
social philosophy. These traditions are those of classical
political economy and contractarian political philosophy.

Classical political economy, represented especially in
the works of Adam Smith (1776), was directed toward
offering an explanation and understanding of how an econ-
omy (set of markets) would work without detailed political
interventions and control. Smith’s aim was to demonstrate
that the wealth of the nation would be larger under a regime
of minimal politicization than under the alternative closely
controlled mercantilist regime. And the whole thrust of the
argument was to the effect that all groups in the economy
and especially the laboring classes, could be expected to
share in the benefits promised upon the shift in regimes.
The emphasis was on the generalization of expected gains
over all persons and classes. The suggested change in the
structure, or basic rules, that depoliticization involves was,
therefore, within the feasible limits of potential agreement
by all parties. The normative focus, again especially in
Adam Smith, was not explicitly distributional. Only
with Marxian extensions of Ricardo’s abstract analysis did
interclass conflict enter into classical attention.

It is also important to recognize that the Smithean
emphasis was not allocational in the modern economists’
meaning of this term. The analysis was not designed to show
that economic resources would be more effectively allocated
to higher valued uses under a market than under a politicized
regime, as measured by some external and objective stan-
dard of value. The aim was, instead, to show that the market
order would allocate resources such that the evaluations
(preferences) of individuals would be more fully satisfied,
regardless of what these evaluations might be. In terms of
his familiar example of the butcher, Smith’s lesson was to
show that self-interest in the marketplace works to supply
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meat for supper, provided that meat is what consumers want.
There is no implication here that self-interest in the market-
place works to supply meat because meat is valuable in
some nutritional sense as defined by experts.

So interpreted, therefore, Adam Smith’s enterprise
falls squarely within the domain of constitutional political
economy. In a strictly positive sense, his analysis described
both how the existing regime worked and how an alterna-
tive regime might work. And, since the alternative seemed
to generate more wealth to all parties, as measured by their
own standards, the normative extension of the positive
analysis was quite straightforward. In this extension, the
object upon which collective attention must be placed is the
set of rules or constraints within which persons behave in
their capacities as consumers-buyers and producers-sellers.
The laws and institutions that define the economic-political
order become the variables subject to possible adjustment
and reform.

I have selected elements from the tradition of classical
political economy that seem to provide precursory founda-
tions for the modern research program in constitutional
political economy. My treatment would surely be accused
of bias, however, if I failed to indicate the presence of
considerable ambiguity and confusion in the philosophical
underpinnings of the classical economics enterprise.
An interpretation of that enterprise in terms of classical
utilitarianism would be quite different from my own; this
alternative interpretation would stress quite separate ele-
ments of the tradition. The interpersonal comparability and
aggregate measurability of utility were not explicitly
rejected by the classical economists and, in a selected read-
ing, these may be attributed, as presumptions, to their
analyses. In this case, the whole enterprise becomes pre-
cursory to the maximizing rather than to the exchange par-
adigm in economics, with both allocational and
distributional implications, and with a wholly different
avenue for moving from the individual to the collective lev-
els of choice. The categorical distinction between choices
among rules and choices within rules all but disappears in
the utilitarian configuration.

The elements of Adam Smith’s intellectual enterprise
become directly precursory to the research program in
constitutional economics only when these elements are
imbedded within the tradition of contractarian political
philosophy, the tradition that was developed prior to but
became competitive with and quite different from classical
utilitarianism. From the seventeenth century, from the
works of Althusius, Hobbes, Spinoza, and Locke in partic-
ular, attempts were made to ground justificatory argument
for state coercion on agreement by those individuals who
are subject to coercion. This intellectual tradition invented

the autonomous individual by shucking off the communi-
tarian cocoon. The assignment to the individual of a
capacity for rational independent choice, as such, allowed
a science of economics and politics to emerge — a science
that embodied a legitimatizing explanation for the emer-
gence of and existence of the state. In agreeing to be
governed, explicitly or implicitly, the individual exchanges
his own liberty with others who similarly give up liberties
in exchange for the benefits offered by a regime character-
ized by behavioral limits.

The contractarian logic leaves open any specification of
the range and scope for consent-based coercive authority.
The early contractarians, and notably Hobbes, had no
understanding of the efficacy of market order as it might
function under the umbrella of the protective or minimal
state. This understanding was provided only in the eigh-
teenth century and was fully articulated only in the great
work of Adam Smith. Classical political economy, as
appended to the contractarian intellectual foundations,
allowed the development of a scientifically based analysis
aimed at comparing alternative structures of political-legal
order — analysis that could introduce and use principles of
rational choice behavior of individuals and without resort
to supraindividualistic norms. Utilitarianism also rejected
all supraindividual norms, as such, and grounded all norms
in a calculus of pleasure and pain. Nonetheless, this
Benthamite intrusion created ambiguity in the efforts to
add up utilities over persons. In this way, the contractarian
justification derived from conceptual agreement was
obscured, and the way was opened for a nontranscendental
utilitarian supercession of individualistic norms. The con-
tractarian philosophical basis upon which classical political
economy should have been exclusively developed was, at
least partially, undermined and neglected for almost two
centuries, only to be rediscovered in the research program
of constitutional economics.

4. The Hard Core and its Critics

Throughout this article I have referred to constitutional
political economy as a research program, thereby deliber-
ately using the Lakatosian classification. In this scheme,
there exist elements in the hard core of the program that are
rarely, if ever, challenged by those scholars who work
inside the intellectual tradition defined by the program.
These central elements are taken as presuppositions, as
relatively absolute absolutes, and, as such, they become,
themselves, the constraints (the constitution) within which
the scientific discourse is conducted. External intellectual
challenges to the whole enterprise tend to be directed at
these elements in the core of the program. The ongoing
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research within the constraints can, of course, proceed
without concern for these external criticisms, but practi-
tioners need to be aware of the core-imposed limits on the
persuasive potential of the internalized analytical exercise.

For constitutional political economy, the foundational
position is summarized in methodological individualism.
Unless those who would be participants in the scientific
dialogue are willing to locate the exercise in the choice
calculus of individuals, gqua individuals, there can be no
departure from the starting gate. The autonomous individ-
ual is a sine qua non for any initiation of serious inquiry in
the research program. Individual autonomy, as a defining
quality, does not, however, imply that the individual
chooses and acts as if he or she exists in isolation from and
apart from the community or communities of other persons
with whom he or she may be variously associated. Any
form of community or association of individuals may
reflect some sharing of values, and, further, any individ-
ual’s formation of values may be influenced by the values
of those with whom he or she is variously associated in
communities. The communitarian challenge to method-
ological individualism must go beyond the claim that indi-
viduals influence one another reciprocally through
presence in communities. The challenge must make the
stronger claim that individuation, the separation of the
individual from community, is not conceptually possible,
that it becomes meaningless to think of potential diver-
gence between and among individual interests in a com-
munity. Stated in this way, it is evident that methodological
individualism, as a presupposition of inquiry, characterizes
almost all research programs in economics and political
science; constitutional economics does not depart from its
more inclusive disciplinary bases in this respect.

The communitarian critique does not often appear in
such blatant guise. For constitutional political economy, in
particular, the critique apparently leaves the individualistic
postulates unchallenged, while either implicitly or explicitly
asserting the existence of some supraindividualistic source
of evaluation. Individual evaluations are superseded by those
emergent from God, natural law, right reason, or the state.
This more subtle stance rejects methodological individual-
ism, not on the claim that individuation is impossible, or that
individual evaluations may not differ within a community,
but rather on the claim that it is normatively improper to
derive collective action from individual evaluations. To the
communitarian who posits the existence of some supraindi-
vidualistic value scale, the whole analysis that builds on a
base of an individualistic calculus can only be useful as an
input in schemes of control and manipulation designed to
align individualized preferences with those orderings
dictated by the overarching norms for the community.

Concomitant with methodological individualism as a
component of the hard core is the postulate of rational
choice — a postulate that is shared over all research pro-
grams in economics. The autonomous individual is also
presumed to be capable of choosing among alternatives in
a sufficiently orderly manner as to allow a quality of ration-
ality to be attributed to observed behavior. For constitu-
tional economics, the capacity for rational choice is
extended to include a capacity to choose among con-
straints, both individually and collectively applied, within
which subsequent choices may be made.

Rationality implies that choices may be analyzed as if an
ordering of alternatives exists, arrayed in accordance with
some scalar of preferredness. We may, but need not, use the
term utility to designate that which the individual calls upon
to make up the ordinal ranking. At the analytical level, there
is no need that the ranking correspond with any array of the
choice alternatives that may be objectively measurable by
some outside observer. The test for individual rationality in
choice does require, however, the minimal step of classify-
ing alternatives into goods and bads. The central rationality
precept states only that the individual choose more rather
than less of goods, and less rather than more of bads. There
is no requirement that rationality dictates choice in accor-
dance with the individual’s economic interest, as this might
be measured by some outside observer of behavior.

The individualistic postulate allows the interests or
preferences of individuals to differ, one from another. And
the rationality postulate does not restrict these interests
beyond the classificatory step noted. Homo economicus, the
individual who populates the models of empirical econom-
ics, may, but need not, describe the individual whose choice
calculus is analyzed in constitutional political economy.
When selecting among alternative constitutional constraints,
however, the individual is required to make some predictions
about the behavior of others than himself. And, in such a set-
ting, there is a powerful argument that suggests the appro-
priateness of something akin to the Homo economicus
postulate for behavior (Brennan and Buchanan, 1985).

I have briefly discussed the individualistic and the
rationality presuppositions for the research program. These
elements are not controversial, and they would be listed as
components of the hard core both by practitioners and crit-
ics of constitutional economics. A less obvious element
that is, however, equally fundamental involves the general-
ization of the individualistic and the rationality postulates
to all persons in the political community. All individuals
must be presumed capable to make rational choices among
alternatives in accordance with individually autonomous
value scales. And this generalization does not allow
derivation of collective action, whether or not directed
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toward choices among constraints, from individual evalua-
tions on anything other than an equal weighting. To intro-
duce a weighting scheme through which the evaluation of
some persons in the community are deemed more important
than other persons would require resort to some supraindi-
vidualistic source, which is, of course, ruled out by adher-
ence to the individualistic postulate. In this sense the whole
of the constitutional economics research program rests
squarely on a democratic foundation.

5. Perception, Vision, and Faith

Nietzsche used the metaphor of viewing the world of reality
through differing windows (Kaufman, 1950: 61), and
Ortega y Gasset went so far as to define ultimate reality
itself as a perspective (Ortega y Gasset, 1961: 45). In a
sense, any research program involves a way of looking at,
and thereby imposing an order on, that which is perceived.
This characterization applies particularly to any program in
social science, where the ultimate object of inquiry is
behavior in a social interaction process. I have on several
occasions referred to the constitutional perspective, which 1
have acknowledged to be different from other perspectives
that might be used in examining and evaluating the interac-
tion of individuals in social and/or political settings. This
elementary fact that perspectives differ, or may differ, raises
difficult issues in epistemology that cannot be ignored.

Consider, first, perception at its simplest level.
Presumably, individuals are sufficiently alike, one to
another, biologically that we see, hear, taste, smell, and feel
physical phenomena similarly if not identically. We all see
a wall as a barrier to movement, and no one of us makes an
attempt to walk through walls. Someone who failed to per-
ceive a wall as the others of us would be classified to be
abnormal in at least one of the basic perceptual senses. As
phenomena come to be increasingly complex, however,
individuals may come to differ in their perceptions, despite
the fact that, biologically, they continue to possess the same
perceptual apparatus. Elementary sense perception must be
accompanied by imaginative constructions that require
some mental processing before a basis for evaluation, and
ultimately for action, can be established.

As phenomena increase in complexity, the imaginative
elements in perception increase relative to those that
emerge directly from the senses. In this progression from
the simple to the complex, the similarity in perceptions
among persons must decrease. What may be called the
natural way of observing phenomena fades away at some
point along the spectrum. Individuals may then be brought
into agreement on that which they observe only by entry
into some sort of association of shared values or norms,

which members, either explicitly or implicitly, choose. This
statement may seem contradictory when first made; it may
seem to state that persons choose how they see reality.
But the statement becomes less challenging to ordinary
notions when we replace see with think about.

I have been accused of committing the naturalistic
fallacy, in some of my own works, of failing to respect
properly the fact — value, positive — normative distinction,
and, hence, of deriving the ought from the is, at least
implicitly. I submit, however, that my critics mount such
charges only because of their own confusion about the
nature of perception of complex phenomena. If there exists
no natural way of observing reality, some evaluation and
choosing process is a necessary complement to the imagi-
native step that allows apparent chaos to be converted into
order. We select the is that defines the hard core of our
research program, and this holds true whether or not we are
professional scientists. Within this is, we can adhere strictly
to the precepts laid down for positive analysis. But the nor-
mative implications that may be drawn are, indeed, deriva-
tive from the chosen perceptive framework, and could not,
or would not, be otherwise available.

Constitutional political economy is a domain of inquiry
and discourse among scientists who choose to perceive
social interaction as a set of complex relationships, both
actual and potential, among autonomous persons, each of
whom is capable of making rational choices. The domain,
as such, cannot be extended to include inquiry by those
who choose to perceive social interaction differently. There
is simply no common basis for scientific argument, and
ultimately agreement, with those who choose to perceive
social interaction either in purely conflictual or purely ide-
alistic visions. These visions are, indeed, alternative ‘win-
dows’ on the world, and the process through which
individuals choose among such windows remains mysteri-
ous. How can empirical evidence be made convincing
when such evidence must, itself, be perceived from only
one vantage point at a time? The naivete of modern empir-
ical economists in this respect verges on absurdity.

When all is said and done, constitutional political econ-
omy must be acknowledged to rest upon a precommitment to,
or a faith in, man’s cooperative potential. Persons are neither
bees in hives, carnivorous beasts in a jungle, nor angels in
God’s heaven. They are independent units of consciousness,
capable of assigning values to alternatives, and capable of
choosing and acting in accordance with these values. It is
both physically necessary and beneficial that they live
together, in many and varying associations and communities.
But to do so, they must live by rules that they can also choose.

JAMES M. BUCHANAN
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CORRUPTION

Corruption is an archetypal topic for students of Public
Choice. It brings together the private search for economic
gain with the government’s efforts to supply public goods,
correct market failures, and aid the needy. Public Choice’s
insistence on viewing politicians and government bureau-
crats as motivated by the same economic interests as pri-
vate individuals and firms provides a background for
understanding why corruption occurs and why it is difficult
to combat.

Corruption in my formulation is the misuse of public
office for private gain. This definition leaves open the issue
of just what constitutes misuse, but it recognizes that some-
times public office can legitimately provide private benefits
to politicians and bureaucrats. Thus, targeted “pork barrel”
projects and special interest legislation are not corrupt. They

result from the day-to-day operation of a representative
political system. If a legislator works to pass a statute that is
favored by his or her legal campaign donors, this is not cor-
rupt even if it violates democratic ideals. Those who seek to
discredit government across the board often put the “corrup-
tion” label on all kinds of government actions. Although
many of these phenomena are indeed proper subjects of
study and the loci of reform efforts, it will not help the analy-
sis of democracy to put them all into the corruption pot.

There are several reasons for maintaining a distinction
between bribery, fraud, and self-dealing, on the one hand,
and quid pro quo politics, on the other. First, a political
system that encourages legislators to “bring home the bacon”
for their constituents may also be one that encourages vot-
ers to monitor their representatives to be sure they are not
benefiting personally from their position. Voting systems
that limit constituency-based politics may encourage cor-
ruption (Kunicova and Rose-Ackerman, 2002). Second,
strict rules on legal campaign donations may simply drive
contributions underground into a corrupt netherworld.
Thus, it is valuable to maintain a distinction between legal
donations from wealthy interests and illegal, secret gifts.
Third, some reform proposals designed to deal with
bureaucratic corruption involve the use of legal incentive
payments. Mixing financial incentives with the provision
of public services is not invariably corrupt. Often it is an
efficient method of service delivery.

This entry concentrates on corruption that involves a
public official, either a politician or a bureaucrat. However,
corrupt incentives can also arise in purely private interac-
tions. Corruption is, in essence, an agency/principal prob-
lem. An agent violates the trust of his or her principal
through self-enrichment or through illegally enriching a
political party. A public official may take a bribe in return
for a favorable decision or may simply steal from the state’s
coffers. Clearly, corporate managers can face similar
incentives, and with the growing privatization of former
state enterprises, the locus of some forms of corruption
will shift into the private sector. Private-to-private corrup-
tion has been little studied but ought to be the object of
future work (for one example see Andvig, 1995).

I proceed as follows. Section 1 outlines the underlying
causes of corruption and its consequences from a political-
economic point of view. Section 2 discusses reform options
in the light of the discussion in section 1 and the broader
literature behind the summary presented here. This note
provides only a brief overview of both topics. Readers who
want to pursue these issues further should consult my two
books — Rose-Ackerman (1978, 1999), a review article by
Pranab Bardhan (1997), the framework presented in
Shleifer and Vishny (1993), Robert Klitgaard illustrative
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case studies (1988), and della Porta and Vannucci’s reflec-
tions on the Italian case (1999). Most of these references
also include extensive references to the literature. To access
current work, the World Bank Institute maintains a
website [http://www.worldbank.org/wbi/governance] as
does Transparency International (TI) an international non-
governmental organization committed to fighting interna-
tional bribery [http://www.transparency.org].

1. The Incentives and Consequences of Bribery

I focus on bribery. Ordinary fraud is relatively uninterest-
ing as an analytic matter, and few would argue that stealing
from the state is to be encouraged. However, with bribery
the story is different. Some economists observe money
changing hands and assume that something efficient must
be occurring. Some Public Choice scholars who favor a
minimal state and who view most state actions as illegiti-
mate exercises of power interpret bribes as a desirable way
to avoid the exercise of government power. I want to argue
that both of these tolerant views are, as a general matter,
mistaken, but to do so requires one to understand the incen-
tives for paying and accepting bribes. My basic message is
that even if an individual bribe seems to further efficiency
or get around an irrational rule, the systemic effects of
widespread tolerance are invariably harmful both for the
efficient operation of the economy and for the legitimacy
of the state.

The government allocates scarce benefits and imposes
costs. Individuals and firms may be willing to pay govern-
ment agents to gain the former and to avoid the latter.
Opportunities for corruption arise whenever the officials’
actions involve the exercise of discretion and are impossi-
ble to monitor perfectly (Klitgaard, 1988). The level of
benefits under official control can vary from the allocation
of a driver’s license to the award of a major public works
contract. The costs avoided can be a traffic ticket, a multi-
million dollar tax bill, or a prison sentence. Bribes can also
improve quality, notably by speeding up service delivery or
jumping someone ahead in a queue.

The potential bribe revenues available to any individual
politician or bureaucrat depend upon his or her monopoly
power. If potential bribe payers have non-corrupt alterna-
tives, bribes, if they are paid at all, will be low. If the
chance of being caught and punished is high, corruption
may be deterred. Thus, one can think of corruption in
cost\benefit terms where payoffs will be deterred if at least
one side of the potential deal faces costs that exceed the
benefits. If expected penalties increase more than in pro-
portion to the size of the bribe, only small bribes may be
paid and accepted. Conversely, if penalties do not rise in

proportion to benefits, small bribes are deterred, and large
bribes are unaffected (Rose-Ackerman, 1978).

The mere existence of corrupt opportunities, however,
says nothing about their welfare implications. In discussing
this issue, it is important to recognize that the level of bribe
payments is likely to be a poor measure of their social cost.
Sometimes very small bribes have large consequences.
Bribe may be low, not because the value of the quid pro quo
is low, but because the bribe payer has bargaining power
relative to the official. For example, if a majority-rule
legislature with weak parties is bribed to approve a law
favored by a particular firm, no individual politician has
much bargaining power; he or she can easily be replaced by
another person formerly outside the corrupt coalition.
Thus, my focus is not on situations where bribes are high
but on those cases where the social costs are severe.

One might suppose that if a government has scarce
benefits to distribute, say a number of restaurant licences,
then corruption will distribute them to those with the high-
est willingness-to-pay, and the winners will be the most
efficient restaurateurs. There are several responses to this
claim. First, corrupt markets are inefficient compared with
the aboveboard sale of licences. Bribe-prices are secret,
and entry may be blocked. Thus, the government should
simply legally sell the scarce rights if its goal is to allocate
the service to those who value it the most in dollar terms.
Second, the basic purposes of some public programs would
be violated by sales to the highest bidders. For example,
selling places in public universities and in subsidized hous-
ing would undermine the basic goals of those programs.
Third, toleration of corruption gives officials an incentive
to engage in the creation of more scarce benefits in order
to create more corrupt opportunities. For example, corrupt
contracting officials have an incentive to support wasteful
public projects designed to make payoffs easy to hide.

Similar points can be made about bribes paid to avoid
the imposition of costs. Clearly, if a regulation is onerous
and inefficient, then paying for an exemption seems effi-
cient. However, permitting such individualized law compli-
ance can be very harmful. First, profit-maximizing firms
and individuals will not distinguish between socially effi-
cient and socially inefficient rules. They will want to be
exempted from all of them. The rules will only be enforced
against those with a low willingness to pay. This includes
not just those for whom the rule is not costly but also poor
households and marginal businesses. In the case of tax col-
lection, those exempted from taxes generate higher bills or
lower services for others. Selective exemption on the basis
of willingness to pay is inefficient and unfair. Second, offi-
cials will seek to create even more restrictive rules so that
they can be paid to decline to enforce them. Empirical
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work suggests that in countries where corruption is high,
red tape is high, and managers spend considerable time
dealing with public officials (Kaufmann, 1997). Thus, even
if each individual corrupt decision is rational for the brib-
ing firm, the overall costs of doing business in society are
high. Investment and entreprencurship are discouraged.

The costs of corruption are not limited to its impact on
the efficacy of public programs taken one by one. In addi-
tion, endemic corruption has implications for the legiti-
macy of the state in the eyes of its citizens. In highly
corrupt states, where both day-to-day interactions with
officials and high-level deals are riddled with payoffs,
people often express great cynicism about political life.
This can lead to vicious spirals. The theoretical work on
corruption has produced a number of multiple-equilibria
models where both high corruption and low corruption
solutions exist (Bardhan, 1997; Rose-Ackerman, 1999:
107-108, 124—-125). Some countries, particularly a number
of the former socialist countries, illustrate these patholo-
gies. To give a flavor of these models consider two variants.
First, suppose that there is a fixed supply of law enforce-
ment personnel. If very few transactions are corrupt, the
enforcers can catch most of the illegal deals, thus encour-
aging more people to be honest in the next round and so
forth. If most are corrupt, the law enforcement authorities
are spread very thin and only catch a few wrongdoers. This
encourages more to enter the corrupt arena next period and
so on in a vicious spiral. Similar results occur if we assume
that the moral stigma of corruption is a function of the
number of others who engage in it. If most are corrupt, the
stigma is low, and next period more shift to the corrupt
side, and so forth. Second, another kind of spiral can affect
the character of those who become politicians or bureau-
crats. If most officials are corrupt, this will discourage
honest people from working for the government and
encourage the dishonest to apply, making the government
even more corrupt. If government work makes one rich,
those who want to get wealthy choose the public sector and
do not become entrepreneurs. Their corruption creates a
costly environment for business that further discourages
private business activities. This self-selection mechanism
can produce an equilibrium in which the dishonest and the
greedy have disproportionately chosen public sector
employment.

Empirical work has begun to shed light on some of the
costs of corruption outlined above. Research on corruption
is difficult because the perpetrators seek to keep their
transactions secret. Nevertheless, scholars have begun to
analyze and measure the impact of corruption on economic
and political phenomena and to explain how political and
economic conditions contribute to corruption. This work,

based on cross-country data, is quite consistent in finding
that corruption is harmful to growth and development and
that corruption is the result of weak economic and political
institutions.

The cross-country research uses data that measure per-
ceptions of corruption, such as the composite Transparency
International index, developed by Johann Graf Lambsdorff,
or the World Bank Institute’s recalculation using similar
data. The perceptions are mostly those of international
business people and country experts. Studies using these
data have found that high levels of corruption are associ-
ated with lower levels of investment and growth, and that
foreign direct investment is discouraged (e.g., Mauro,
1995; Wei, 2000). Highly corrupt countries tend to under-
invest in human capital by spending less on education and
to over-invest in public infrastructure relative to private
investment (Mauro, 1997; Tanzi and Davoodi, 1997).
Corrupt governments lack political legitimacy and hence
tend to be smaller than more honest governments, every-
thing else equal (Johnson et al., 2000). Corruption reduces
the effectiveness of industrial policies and encourages
business to operate in the unofficial sector in violation of
tax and regulatory laws (Ades and Di Telia, 1997;
Kaufmann, 1997). Turning the causal story around, recent
research suggests that autocracies tend to be more corrupt
than democracies, but that democracy is not a simple
cure. Within the universe of democracies, corruption is
facilitated by features of government structure such as
presidentialism, closed-list proportional representation, and
federalism (Kunicova, 2001; Kunicova and Rose-Ackerman,
2002; Treisman, 2000).

These are important findings, but they are limited by the
aggregated nature of the data. Each country is treated as a
single data point that is more or less “corrupt.” This work
shows that corruption is harmful but says little about the
precise mechanisms. To counter this weakness, two new
types of research are underway: detailed questionnaires
that target households, businesses, and public officials; and
what might be called “econometric case studies.” The ques-
tionnaires permit researchers to explore people’s actual
experiences. The case studies help one understand how
corrupt sectors operate and how malfeasance might be
controlled.

Here are some examples of the research I have in mind.
Several studies questioned small- and medium-sized busi-
nesses about the costs of corruption and red tape. Other
researchers have used questionnaires and focus groups to
examine household attitudes and behavior. Researchers
have studied countries as diverse as those in sub-Saharan
Africa and in Central and Eastern Europe. Some of the
most comprehensive are a study of four countries in
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Central and Eastern Europe by William Miller et al. (2001,
forthcoming) and work that focuses on the business envi-
ronment in the same region by Simon Johnson et al. (2000).
This research complements the World Bank Institute’s
work on “state capture” and administrative corruption in
post-socialist countries (Hellman et al., 2000).

Sectoral studies are represented by work on how
corruption limits the performance of the judiciary in Latin
America (e.g., Buscaglia and Dakolias, 1996). Other
examples are Wei Li’s (forthcoming) estimates of the waste
and corruption generated when China had a two-price
policy for basic raw materials, and research by Rafael di
Tella and Ernesto Schagrodsky (forthcoming) on the
benchmarking of product prices in the hospital sector in
Argentina that shows how monitoring and civil service pay
reform can go hand in hand. As an example of research that
can make a difference, consider Ritva Reinikka and Jakob
Svensson’s (forthcoming) documentation of the severe
leakage of federal funds meant for local schools in Uganda.
Their study led to a simple, information-based reform that
had positive results.

These contributions are very diverse in topic and
methodology, but they all share an interest in using detailed
data to understand both how corrupt systems operate and
which policies have promise. Only if one looks at the
fine structure of political and economic systems, can one
go beyond a showing that corruption is harmful to an
understanding of the way it operates in different contexts.
Given that knowledge, reform programs can attack
corruption where it has the worst effects.

2. Reform

Reform strategies attack the problem of corruption from
several directions: program redesign, law enforcement,
improved government performance and accountability.
Before presenting this mixture of reform options, however,
I begin with a solution that is favored by some Public
Choice scholars. Many Public Choice analysts accept the
claim that corruption is harmful. However, they argue that
the solution should be, not the reform of public programs,
but a reduction in the size of government. They argue that
the best way to avoid corruption is to shrink government
and rely on the market. Of course, this will sometimes be
true, but it is not a general solution and would be risky if
employed across the board. The most obvious problem with
this argument is that it misses the benefits of some, even
poorly operating, public programs. Programs to limit exter-
nal costs, correct for information failures, produce public
goods, or aid the needy have no effective private market
counterparts. Free rider problems plague efforts at private

provision. Furthermore, if a program is reduced in size but
not eliminated, corruption may increase instead of
decrease. To see this, consider a program to provide public
housing to the needy. A cut in the program by half creates
scarcity and hence the competition for places. Bribes may
increase.

Another form of government “load shedding” has
similar difficulties. Privatization is justified as a way of
introducing market discipline into the operation of for-
merly state-owned firms. Competitive pressures and the
need to raise capital in the private market will squeeze out
waste and encourage a focus on consumer satisfaction.
Unfortunately, privatization does not always imply the cre-
ation of competitive markets. Sometimes the process of
turning over assets has itself been corrupted by collusion
between powerful private and public interests. This some-
times implies that public firms are sold too cheaply to
insiders and that the terms of the deal give the new owners
access to monopoly rents. Corruption in the privatization
process in some countries is analogous to corruption in
large scale public procurements — powerful politicians
and business interests gain at the cost of ordinary citizens.
Citizens lose both because the benefits to the state coffers
are lower than they should be and because the benefits of
expanding the role of competitive markets are lost. Thus,
over-enthusiastic efforts to limit the role of government
should be avoided, and the cutbacks that are carried out
should be carefully designed to avoid the problems
outlined here.

If a country faces a vicious spiral of corruption, such as
I outlined above, this would seem the best case for the
“load shedding” solution. The government is in a dysfunc-
tional low-level trap where piecemeal reform will be inef-
fective. The state needs a major overhaul in law
enforcement and in the recruitment of personnel. However,
a simple attempt to shrink the state is unlikely to be effec-
tive because it can create a chaotic situation in which a
lawless free-for-all replaces the corruption that went
before. A new kind of corruption and self-dealing may
arise that is based on the attempt to establish some kind of
certainty in a situation of fluidity and chaos.

If corruption cannot be countered by single-minded
efforts to limit the size of government, then one must also
consider ways to reform government from within and to
limit the willingness of citizens and firms to pay bribes.
Any actual program needs to be adapted to the conditions
in a particular country, but the broad outlines can be iden-
tified. Anticorruption policies can increase the benefits of
being honest, increase the probability of detection and the
level of punishment, reduce the corrupt opportunities
under the control of public officials, and increase the
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accountability of government to its citizens. The incentives
for corruption are influenced by:

o the level of benefits and costs under the discretionary
control of officials,

o the formal laws designed to combat defining corrup-
tion, bribery, and conflicts of interest, and to regulate
finance spending,

o the credibility of law enforcement against both, those
who pay and those who accept bribes,

o the conditions of civil service employment, and the
performance incentives officials face,

e the extent of auditing and monitoring within
government,

o the ability of citizens to learn about government activi-
ties, file complaints, and obtain redress, and

o the level of press freedom and the freedom of individ-
uals to form nongovernmental organizations.

I focus on four broad categories: reductions in the discre-
tion and monopoly power of government officials, enforce-
ment of anticorruption laws, civil service reform, and
increased accountability to citizens.

2.1. Reducing the Incentives for Payoffs

The most basic reforms are those that reduce the level of
benefits under the control of public officials. As I noted
above, the most obvious option is simply to eliminate laws
and programs that are permeated with corruption. If the
state has no authority to restrict exports or license busi-
nesses, no one will pay bribes in those areas. If a subsidy
program is eliminated, the bribes that accompanied it will
disappear as well. If price controls are lifted, market prices
will express scarcity values, not bribes.

In general, any reform that increases the competitive-
ness of the economy will help reduce corrupt incentives.
Thus policies that lower the controls on foreign trade,
remove entry barriers for private industry, and privatize
state firms in a way that assures competition will all
contribute to the fight against corruption.

But any move toward deregulation and privatization
must be carried out with care. Deregulating in one area
may increase corruption elsewhere. Furthermore, many
regulatory and spending programs have strong justifica-
tions and ought to be reformed, not eliminated. Corruption
in the collection of taxes obviously cannot be solved by
failing to collect revenue. One solution is to clarify and
streamline the necessary laws in ways that reduce official
discretion. Rules could be made more transparent with

publicly provided justifications. Governments might favor
simple nondiscretionary tax, spending, and regulatory laws
as a way of limiting corrupt opportunities. Clear rules of
proper behavior could be established so violations can be
noticed even if the bribery itself is not. Where possible,
procurement decisions could favor standard off-the-shelf
items to provide a benchmark and to lower the cost of sub-
mitting a bid. Obviously, the value of such reforms depends
upon the costs of limiting the flexibility of public officials
(Anechiarico and Jacobs, 1996). Sometimes a certain risk
of corruption will need to be tolerated because of the ben-
efits of a case-by-case approach to program administration.
Transparency and publicity can help overcome corrupt
incentives even in such cases, but only if the systems of
accountability discussed below exist. If they do not, simple
clear rules can simply permit a top ruler more effectively to
extract payoffs. This is just one example of the importance
of viewing reform in the context of the entire political-
economic environment.

Economists have long recommended reforming regula-
tory laws in such areas as environmental protection by
introducing market-based schemes that limit the discretion
of regulators. Analysts also recommend user fees for scarce
government services. These reforms have the additional
advantage of removing corrupt incentives by replacing
bribes with legal payments. The sale of water and grazing
rights, traceable pollution rights, and the sale of import and
export licenses can improve the efficiency of government
operations while limiting corruption.

Finally, administrative reforms may lower corrupt
incentives. Corruption is often embedded in the hierarchi-
cal structure of the bureaucracy. Low level officials collect
bribes and pass a share on to higher level officials perhaps
in the form of an up-front payment for the job itself.
Conversely, higher ups may organize and rationalize the
corrupt system to avoid wasteful competition between
low-level officials. The top officials may then share the
gains of their organizational ability with subordinates, per-
haps using them to run errands, transfer funds, and do other
risky jobs that expose them to arrest. To break such
patterns may require a fundamental reorganization effort.

One possibility is the introduction of competitive pres-
sures within government to lower the bargaining power of
individual officials. If bribes are paid for such benefits as
licenses and permits, which are not constrained by budget-
ary limits, overlapping, competitive bureaucratic jurisdic-
tions can reduce corruption. Because clients can apply to
any one of a number of officials and can go to a second one if
the first turns him down, no one official has much monop-
oly power. Thus no one can extract a very large payoff. For
qualified clients, bribes will be no larger than the cost of
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reapplication. Unqualified clients will still pay bribes, but
even they will not pay much so long as they too can try
another official (Rose-Ackerman, 1978). If all officials are
corrupt, the outcome is stable. However, if some establish
an honest reputation, applicants will prefer those officials,
thus reducing the gains to the corrupt. This reduction in
benefits may induce some marginal officials to shift to
being honest, further reducing the benefits to the remain-
ing corrupt officials and so on. A small number of honest
officials can overturn a corrupt system if congestion is not
a serious problem. Honesty may drive out dishonesty even
if only a few officials are honest on principle (Rose-
Ackerman, 1978). If, instead, those who pay bribes are
unqualified, the honesty of some officials increases the
gains to those who are corrupt, inducing more to become
corrupt.

When officials, such as police officers, can impose
costs, another type of overlapping jurisdiction model
should be considered. Police officers seeking to control
illegal businesses can be given overlapping enforcement
areas. That way gamblers and drug dealers will not pay
much to an individual policeman since a second one may
come along later and also demand a payoff. The first one is
simply unable to supply protection. Bribes may fall so low
that it is not worthwhile for police officers to risk taking
them. This system may work better if the law enforcement
officers belong to different police forces — state or federal,
for example. Then collusion between officers to defeat the
system will be less likely (Rose-Ackerman, 1978).

Alternatively, consider the losers in corrupt transac-
tions. The state could introduce ways for the potential los-
ers to appeal unsatisfactory decisions. Sometimes bribe
payers view themselves as losers who would be better off
in an honest world. They feels themselves to be the victims
of extortion. Such bribe payers are potential allies in an
anti-corruption effort who will cooperate in efforts to elim-
inate payoffs. Conversely, in other cases bribery makes
both payer and receiver better off with respect to a no-
bribery world. Thus control incentives must rest with out-
siders not in on the corrupt deal (e.g., disappointed bidders,
taxpayers, consumers). The existence of losers, such as
disappointed bidders, with a large stake in the outcome can
facilitate efforts to limit corruption.

2.2. Anticorruption Laws and Credible Law
Enforcement

A basic condition for corruption control is a viable legal
framework that enforces the law without political
favoritism or arbitrariness. The goal is both to deter those
tempted to engage in corrupt acts and to educate the public

to resist criminal conduct by officials. Tough laws are not
sufficient. Many highly corrupt countries have exemplary
formal statutes that have no real meaning because they are
seldom enforced. A country serious about reform must
have effective investigation and prosecution bodies and a
well-functioning judicial system that is not itself corrupt.
Because corruption is a two-sided offense, the law must
specify the status of both those who make payments and
those who receive them. If just one of the parties can be
deterred, that is sufficient to prevent the deal from going
through.

Designing an optimal deterrence strategy raises a seem-
ing paradox. The more severe the penalties for corruption
faced by officials, the lower the incidence of corruption,
but the higher the bribes. If the risk of detection is high,
officials must receive a high return in order to be willing to
engage in bribery. One way around such a result is an
expected penalty function that is an increasing function of
the size of the bribe (Rose-Ackerman, 1978: 109—135).
Conversely, if penalties on bribe payers have deterrent
effects, this will lower the demand for corrupt services and
the level of bribes at the same time.

An independent judiciary or some other kind of inde-
pendent tribunal is a necessary condition for the use of law
enforcement to check official malfeasance. This is a seri-
ous problem in many countries where the judicial system is
backlogged and some judges are corrupt. Prosecutors,
whether they are formally in the executive branch, as in the
United States, or part of the judiciary, as in Italy, must be
able to have the independence to pursue corruption allega-
tions and need to be able to reward those who report on
corrupt deals with lowered charges and penalties. Some
countries have had success with independent anticorrup-
tion commissions or inspector generals reporting only to
the chief executive or the parliament. These can be useful
responses, but a single-minded focus on law enforcement is
unlikely to be sufficient if the incentives for corruption are
deeply imbedded in the structure of public programs and if
law enforcement efforts can be diverted to harass political
opponents.

2.3. The Civil Service

Many developing countries have very poorly paid civil
servants. Although at independence most former colonies
inherited civil service pay scales that exceeded private sec-
tor wages, this advantage has eroded over time. Wages rel-
ative to private sector wages have fallen in countries in
transition in Eastern Europe and the former Soviet Union.
The pattern varies across countries and over time. In some
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parts of the developing world public sector pay is so low
that officials must supplement their pay with second jobs
or payoffs. Some work suggests that there is a negative cor-
relation between civil service wages (relative to private
sector wages) and the level of corruption (Van Rijckeghem
and Weder, 2001).

If officials are paid much less than people with similar
training elsewhere in the economy, only those willing to
accept bribes will be attracted to the public sector. Civil
service pay should be set at least equal to equivalent posi-
tions in the private sector in order to make it possible to
recruit based on merit and to permit those selected to serve
without resorting to corruption. If the benefits under the
control of officials are very valuable, however, parity may
not be sufficient. Instead, civil service wages may need to
be set above the going private sector wage with generous
benefits, such as pensions, that will be received only if the
worker retires in good order. This strategy, however, must
be combined with an effective monitoring system. There
must be a transparent, merit-based system of selecting civil
servants or else people will pay the powerful to be allotted
desirable government jobs.

Pay reform is necessary, but not sufficient. Penalties
must be tied to the marginal benefits of accepting payoffs.
In cases where corruption’s only efficiency cost stems from
its illegality, the payments should be legalized. In the
design of such systems, however, it is important to avoid
giving monopoly power to bureaucrats that they can use to
extract increased levels of rents.

2.4. Public Accountability

Corruption can be checked by structures that create
independent sources of power and information inside and
outside the government. Although not sufficiently taken by
themselves, these options complement other reform strate-
gies by reducing corrupt opportunities and increasing the
risks of paying and accepting payoffs. There are several
linked aspects in a system of public accountability over and
above the checks provided by periodic democratic elections.

o Outsiders, such as ordinary citizens or the media, can
obtain information about how the government is oper-
ating and have a way of expressing their displeasure
about general policies. Nongovernmental organizations
can organize easily and face few legal hurdles. They
may even be subsidized.

e The structure of government includes guarantees that
protect the individual against the state. Government
actions may be checked by a specific Bill of Rights that
limits state power, and individuals can appeal attempts to

extort bribes. The legal system provides protection and
perhaps rewards to individuals who come forward to
“blow the whistle”, on corrupt practices, but the state is
also constrained by legal rules that protect the accused.

o Higher level governments and international organiza-
tions can use what leverage they have to constrain the
behavior of individual governments.

o The threat of exit can be a powerful constraint on
governments, reducing corrupt opportunities and limit-
ing the scope for waste.

First, the private sector, particularly an independent
media, can be an important check on the arbitrary exercise
of power by government, but only if the government pro-
vides information, if the press is not controlled, and if peo-
ple can organize into associations. Accountability to the
public requires both that individuals can find out what the
state is doing and that they can use this information to hold
public actors accountable. Governments must publish
budgets, revenue collections, statutes and rules, and the
proceedings of legislative bodies. Financial data should be
independently audited. Secret funds available to chief exec-
utives and top ministers are an invitation to corruption.
Procurement regulations must keep the process open and
fair. Scandals frequently occur because top officials over-
rule tender boards or because lower level officials operate
without formal controls on their purchasing decisions.

Freedom of information acts in the United States and in
a number of European countries are an important precon-
dition for effective public oversight. These laws permit
citizens to request information as members of the public
without showing that their own personal situation will be
affected.

Finding out what is happening is of little value however,
unless people can use their knowledge to influence govern-
ment. Individuals face a familiar free rider problem in
seeking to control political and bureaucratic processes and
to limit malfeasance. Information may be, in principle,
available, but no one may have an incentive to look at it.
Laws that make it easy to establish associations and non-
profits will help. For example, Transparency International
has local chapters that carry out a range of activities includ-
ing participation in Integrity Workshops, sometimes organ-
ized with the help of aid agencies. These workshops bring
together concerned people from both the public and the
private sectors to discuss the problem of corruption.
Nonprofit organizations can carry out and publish public
opinion surveys that reveal public attitudes toward govern-
ment services. An alternative to NGO surveys of service
users is the creation of “hot lines” so that citizens can
complain directly to the government. The information from



74 CORRUPTION

such complaint mechanisms will be less systematic than a
survey and may well be self-serving, but hotlines provide a
means of making a complaint without the necessity of
establishing an organization. This method will only be
successful, however, if those who complain can either do so
anonymously or are not fearful of reprisals. Furthermore,
if the complaints concern individuals, they must have
a credible way of defending themselves against false
accusations.

The second aspect of accountability is the way the gov-
ernment structure protects individuals against the state. The
forms of administrative law and the protection they provide
to individuals are of critical importance. If an official tries
to extort a bribe from individuals or firms, do they have
any recourse? Obviously, if the bribe is to be paid to permit
illegal activities or to soften a legal regulation or tax assess-
ment, the answer is no. Corruption of this type is unlikely
to be revealed by the parties to the deal unless they have
been arrested and are seeking to mitigate their punishment.
However, those who face bribe demands as a condition for
obtaining a legal benefit may not go along with the demand
if they can appeal to an honest forum, such as an appeals
board within the agency or the courts. In order to make
appeals worthwhile, however, the processes must not only
be honest, but also speedy and efficient.

The Ombudsman represents one route for citizen com-
plaints. Many countries have established Ombudsmen to
hear complaints of all kinds, not just those related to
malfeasance. These offices can help increase the accounta-
bility of government agencies to ordinary citizens, but they
are seldom a way to uncover large scale systemic corrup-
tion and most have no authority to initiate lawsuits.

Ombudsmen and other complaint mechanisms are
insufficient if people are unwilling to complain. Reporting
the peculations of others can be dangerous. Thus, govern-
ments should consider promulgating whistleblower statutes
that protect and reward those in the public and the private
sector who report malfeasance. However, whistleblower
protection is obviously pointless unless the prosecutorial
system follows up, the courts are incorruptible and rela-
tively efficiently run, and the penalties are severe enough to
deter potential offenders.

The third check on corruption can arise from inter-
governmental relations. In a federal system, the national
government can constrain the states, and the states, the
localities. Similarly, institutions operating internationally
may provide a check on national governments. This kind of
leverage has problematic aspects since those who exercise
it can make no straightforward claim to represent the inter-
ests of the affected citizens. There are two cases, however,
in which such actions may be justified. First, corruption

and waste frequently have cross-border consequences.
Corrupt politicians or those engaged in legal joint ventures
with private firms may try to use their political power to
restrict commerce across state borders. Internationally,
officials working in collaboration with corrupt business
firms harm the prospects of honest businesses. Second,
state and local governments may be under the control of
narrow elites that use the apparatus of government for per-
sonal gain. Although both oversight from above and com-
petition between jurisdictions for investment resources
limit corrupt possibilities at the local level, they do not
eliminate them. In fact, cross-country empirical work sug-
gests that federal states are, on balance, more corrupt than
unitary states suggesting that the negative effects outweigh
the positive (Treisman, 2000).

Exit, the final constraint on corruption, has the advan-
tage of not requiring a concerted organizational effort. In a
world with many coequal governments, the corruption and
ineffectiveness of government officials is limited by the
ability of constituents and business firms to go elsewhere.
Multinational firms trying to decide where to locate a man-
ufacturing plant can limit bribe demands by locating sev-
eral feasible sites. Residents of a village whose officials
extract large payoffs for routine services can move else-
where. The mobility of people and businesses clearly lim-
its the ability of officials to extract payoffs for services to
which one is entitled.

Mobility, however, is not always helpful. It will make it
more difficult for an individual jurisdiction to control
undesirable behavior. Suppose, e.g., that a city government
has installed an honest police force that cracks down on
illegal gambling. The gamblers may simply move to a
friendly suburb that they can control and establish their
business there. Several examples of this phenomena exist
in United States urban areas. The ease with which funds
can cross national borders, coming to rest in various
“financial paradises” is another example of how multiple,
competing jurisdictions can make control of corruption,
fraud, and tax evasion more, not less, difficult. Thus inter-
jurisdictional competition should be encouraged when it
reduces the economic rents available for corrupt distribu-
tion and helps control waste but should be limited when it
facilitates the illegal behavior that corruption often makes
possible or requires.

A system of public accountability implies that once a
law or regulation is put in place, individuals and groups
both inside and outside government have the ability to find
out how it is being administered, to complain, and to set in
motion a legal or political enforcement process. To be a
meaningful anticorruption check, however, knowledge
must be combined with the existence of institutions that
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can take effective action both to promulgate new laws and
to enforce existing ones.

3. Conclusions

Corruption has a moral dimension, but it can be understood
and combated through the application of political-economic
principles. A first step in the understanding of corruption is
the documentation of the incentives for private gain built
into political and bureaucratic processes. Next is an evalua-
tion of the social costs when officials and private citizens
succumb to these incentives. Part of the reform agenda
involves explaining the social harm of corruption and trying
to change a culture of tolerance both within government and
in the citizenry and the business community (Rose-
Ackerman, 2002). Moral suasion may work if backed up by
concrete arguments for why corruption is harmful to soci-
ety. Reformers do not simply point to corruption and appeal
for people to change their behavior; rather they demonstrate
that reducing corruption provides real gains, not just sym-
bolic victories. The key point is to encourage people to look
beyond the net gains from any particular corrupt deal to see
how tolerance of corruption has negative systemic effects.

However, as Public Choice theory teaches, most people
will not behave well simply because they are told that such
actions are in the public interest. A change in behavior
needs to be in their interest as well. A political-economic
approach can go beyond documenting the costs of corrup-
tion to suggest ways to lower its incidence and impact.
Although reforms in law enforcement and in internal
monitoring are part of the story, the most important lessons
of a political-economic approach are its recommendations
to turn attention to the redesign of individual public
programs, on the one hand, and to ways to increase
government transparency and accountability on the other.
That strategy both reduces the corrupt incentives facing
bribe payers and recipients and facilities effective public
oversight by the population.

SUSAN ROSE-ACKERMAN
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DICTATORSHIP

The literature which takes a public choice approach to
dictatorship, largely barren before 1990 except for
Tullock’s Autocracy (1987), is now growing and may be
entering a period of prosperity. This survey focuses on the
most recent literature, and on three questions in particular:
(1) The behavior of dictators, including the the strategies
dictators use to stay in power; (2) The relative efficiency of
dictatorship: Which is better, dictatorship or democracy, in
promoting economic growth and efficiency?; and (3) What
policies should the democracies adopt to deal with
dictatorships if they are interested in promoting freedom?

1. The Behavior of Dictators
1.1. The Dictator’s Dilemma

The standard view of the difference between democracy
and dictatorship in political science (e.g., Friedrich and
Brzezinski, 1965) is that dictators can use the tool of repres-
sion to stay in power. Thus dictators typically impose
restrictions on the rights of citizens to criticize the govern-
ment, restrictions on the freedom of the press, restrictions
on the rights of opposition parties to campaign against the
government, or, as is common under totalitarian dictator-
ship, simply prohibit groups, associations, or political
parties opposed to the government. To be effective, these
restrictions must be accompanied by monitoring of the pop-
ulation, and by sanctions for disobedience. The existence of
a political police force and of extremely severe sanctions for
expressing and especially for organizing opposition to the
government such as imprisonment, internment in mental
hospitals, torture and execution are the hallmark of dicta-
torships of all stripes.

However, the use of repression creates a problem for the
autocrat. This is the Dictator’s Dilemma (Wintrobe, 1990,
1998) — the problem facing any ruler of knowing how
much support he has among the general population, as well
as among smaller groups with the power to depose him.
The use of repression of course breeds fear on the part of a
dictator’s subjects, and this fear breeds a reluctance on the
part of the citizenry to signal displeasure with the dictator’s
policies. This fear on their part in turn breeds fear on the

part of the dictator, since, not knowing what the population
thinks of his policies, he has no way of knowing what they
are thinking and planning, and of course he suspects that
what they are thinking and planning is his assassination.
The problem is magnified the more the dictator rules by
repression, i.e., through fear. The more his repressive appa-
ratus stifles dissent and criticism, the less he knows how
much support he really has among the population.

From a theoretical point of view, the Dictator’s Dilemma
originates from the lack of an enforcement mechanism in
politics. It is advantageous for the dictator to “buy off” some
of his constituents, especially those who may be too power-
ful to repress, and those whose demands are easily satisfied.
So a simple trade of rents or policies for support would solve
the dictator’s dilemma, and also allow his subjects to rest
easily. But there is no mechanism analogous to legal con-
tractual enforcement which would enforce this trade.
Another way to put it is that the dictator and his subjects have
a mutual signaling problem. In general, the easiest way to
overcome the problem of obtaining support is to “overpay”
supporters, i.e., to pay them more than they are worth by
distributing rents to them. The support of workers can be
obtained through paying them excessive wages, of capitalists
by giving them monopoly privileges, of particular regions by
locating manufacturing facilities in places where they don’t
really belong but where they are politically valuable, of eth-
nic groups by giving them special privileges and so on. Of
course, similar practices are widespread in democracy where
they are known as “pork barrel politics”. They are often
described as a failure of democracy. But if democracy may
be likened to a pork barrel, the typical dictatorship is a
temple of pork! That is, these practices appear to be much
more widespread under dictatorship than under democracy.

In sum, while there is always a class of people who are
repressed under a dictatorship, there is also, in any suc-
cessful dictatorship, another class — the overpaid. As far
as the people in the middle are concerned, the sad thing is
that they can side with either group. The general population
may be repressed in that their civil liberties may be taken
away, but other aspects of the regime may compensate for
this as far as they are concerned.

However, the use of repression doesn 't mean that dicta-
tors aren't popular. Indeed, it sometimes appears from
the historical record that the more repressive they were, the
more popular they became! All the evidence indicates that
Hitler was very popular. Communism was popular at one
time; when it became unpopular, the regimes fell. Reports
in the newspapers suggest that Castro and Saddam Hussein
were often popular with their peoples.

That dictatorships use two instruments — repression and
loyalty or popularity — to stay in power suggests a useful
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classification of regimes. Four types can be distinguished:
tinpots (low repression and loyalty), tyrants (high repres-
sion, low loyalty), totalitarians (high levels of both), and
timocrats (low repression, high loyalty). Thus, totalitarian
regimes combine high repression with a capacity to
generate loyalty. Under tyranny, the regime stays in power
through high repression alone and loyalty is low. A tinpot
regime is low on both counts. And timocracy implies that
loyalty is high even at low levels of repression. These four
types or images have tended to recur over and over in the
literature on dictatorship.?

This classification may be thought of in three ways.
On one level, the regimes simply represent different com-
binations of the variables loyalty and repression. However,
the classification also illuminates behaviour, because
the regimes differ in their response to economic change.
Suppose, e.g., that there is an increase in economic
growth which raises the dictator’s popularity. Tinpots and
timocrats both respond to an increase in popularity by low-
ering the level of repression; tyrants and totalitarians, by
raising it.

A third way to think about the regimes is that they sim-
ply represent different solutions (levels of repression and
loyal support) to the same general model. Thus, assume
that all dictators have the same utility function, where the
arguments are consumption (C) and power (7).

U= U, C) (1)

Power may be desired either for its own sake, or because
dictators wish to impose their ideas of the common good
on society.> The tinpot ruler represents the special or
“corner” solution where the sole aim is to maximize con-
sumption. On the other hand, the leaders of tyrannies and
totalitarian regimes represent the opposite extreme of dic-
tators who maximize power. Finally, timocracy* represents
the case of benevolent dictatorship, where the dictator’s
objective is the welfare of its people. While many if not all
dictators profess this objective, it is hard to think of an
instance where it explains much about their behavior.®

Combining this utility function with a constraint which
shows how money can be converted into power and power
into money provides an illuminating explanation of the
limits to a dictator’s power. Totalitarian dictators in partic-
ular appeared to maximize the control of the state over the
individual. For example in Nazi Germany, one official sug-
gested that “the only time an individual has a private life
is when he is asleep.” What limits a dictator’s pursuit of
power? It would be arbitrary to specify that the dictator’s
power is limited by a revenue-maximizing tax. For, so long
as the dictator has sufficient power, he can raise more funds
by imposing new tax bases and by finding other ways to

raise money. In short, if there is no limit to his power, there
is no limit to his resources either. And vice versa. In the
end, the constraint on his behavior does not arise from an
artificially fixed budget, nor from arbitrary limits to his
power, but from the ultimately diminishing possibilities of
transforming money into power and vice versa. So the lim-
its to budgetary resources and to power must be simultane-
ously determined.

More precisely, the dictator is constrained in two ways.
The first constraint — the costs of accumulating power —
is governed by the political institutions of the regime, and
the second — the capacity to use his power to increase
revenue — by the dictator’s economy. These constraints are
combined in equation

B(m)=P,m(B—C)+C )

The left-hand side of the constraint (2) shows the dicta-
tor’s budget B as a function of power (), i.¢., it shows how
the dictator’s power may be used (through taxation, regula-
tion or the provision of public goods) to obtain budgetary
resources. The right-hand side shows how the funds are
“spent”: either on consumption, C, or accumulating power
7 via the money-to-power relation (B — C), with each
unit of 77 multiplied by P,, — the “price” of power in terms
of money.

The solution (first-order conditions) may be obtained
by choosing 7 and C to maximize (1) subject to the
constraint (2). Rearranging terms, it is expressed simply as
Ue 1

Us po_ 1y
P1= )~ B,

3)

Equation (3) displays in a particularly transparent way
the elements that enter into the dictator’s calculus — the
marginal costs of accumulating power p.[1—(1/£™)], where
"= (0m/0P,)(P,/7m) >0, is the elasticity of 7 with
respect to its price; the marginal effect of power on the
dictator’s budget (B,), and U./U, — the dictator’s
preferences for power vs. consumption.

The first term (P,,) is governed by the dictator’s politi-
cal apparatus for building loyalty and for repression and
the productivity of these instruments in producing power.
The second (B,,) shows what the exercise of power does
to the dictator’s budget via its effects on the economy,
e.g., its effects on economic growth, economic efficiency,
and the capacity to implement taxes. Sometimes (e.g., if
power is used to provide a public input, or to raise or imple-
ment taxes) the exercise of state power will raise revenue,
i.e., B> 0. Sometimes (i.c., if power is used to impose inef-
ficient regulation on industry) power will lower state revenue
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(B;<0). The third factor (U-/U,) simply represents the
dictator’s preferences between consumption and power.
Sometimes one can see some of the factors at work mold-
ing these preferences — e.g., how Party organization or the
nature of the dictator’s support can drive him in the direc-
tion of maximizing power. But, perhaps more than any
other political or economic agent, political dictators have
some freedom to put their stamp on society.

This equilibrium provides the limit to power. At the
equilibrium, the dictator cannot obtain more power (its
marginal cost in money is larger than the extra power
required to support this budget) and cannot obtain more
revenue (the power required to do so is larger than the rev-
enue necessary to support this level of power). Note the
simultaneous equilibrium of money and power.

In turn the model also simultaneously determines the
dictator’s consumption, equilibrium level of repression and
loyal support. So this model of a utility maximizing dicta-
tor can be put together with various types of economic
system (communist, apartheid, capitalist-authoritarian, etc.
each of which contain values of B, €, and P_) to derive
implications about the behaviour of different regimes —
comparative static changes in Il and B, as well as in levels
of repression, loyalty, etc. Put differently, the three ele-
ments in equation (3), determine the nature of the dictator-
ship — whether the regime resembles more closely that of
a tinpot, totalitarian, tyrant, or timocrat.

As far as the economy is concerned, what turns out to be
crucial is not whether the dictator’s intervention helps or
hurts the economy on the whole, but the effects of marginal
(further) interventions on economic growth, efficiency, or
the dictator’s budget. If this marginal effect (B,,) is positive,
whether the total effect is positive or negative within a con-
siderable range, the dictator will tend to be oriented more
towards power rather than consumption. On the other hand,
if the use of power tends to retard growth and other dimen-
sions of economic efficiency rather than favoring it, the
dictator tends to be a tinpot. So the marginal economic
effects of the dictator’s power helps to determine whether
the dictator is tinpot, totalitarian or tyrant.

Winer and Islam (2001) test Wintrobe’s theory of non-
democratic regimes using a large sample of both non-
democratic and democratic countries. Some additional
hypotheses about the differences between democratic and
non-democratic countries suggested but not explicitly
considered by Wintrobe are also considered. The results
indicate clearly that the relationship between an index of
civil and political freedoms and economic growth varies
substantially across all regime types. Other aspects of the
theory are partially confirmed. In particular, positive
growth leads to a reduction in the degree of freedom in

totalitarian regimes (that attempt to maximize power), and
negative growth (falling levels of per capita real income)
appears to reduce freedom in tinpot regimes (that just
attempt to maintain power), as predicted by the Wintrobe
theory. On the other hand, positive growth in tinpots and
negative growth in totalitarians also reduces freedom,
contrary to the theory, although in the case of tinpots, the
absolute value of the effect on the index of freedom
appears to be bigger for negative than for positive growth,
as predicted by Wintrobe’s model. Some results concerning
differences across regimes in the effect of schooling on
freedom are also provided.

1.2. New Work on Repression: Dynamics,
Ideology and Genocide

The theory of repression has been extended by Philip
Verwimp (2001), who attempts to understand the behavior
of the Habyarimana regime in Rwanda, and in particular to
explain the origins of the tragic genocide that took place
there. The paper applies Wintrobe’s model in a new way
(by using the price of coffee as an index of the capacity
of a dictatorial regime to generate loyalty) and it extends
the model to explain genocide. Verwimp suggests that
the Habyarimana regime, frustrated by its loss of power,
attempted to split the population along ethnic lines and
set one group against the other, culminating in rewarding
Hutus for the extermination of Tutsis. Thus the genocide
is interpreted as the attempt by the regime to remain in
power by accentuating the ethnic split the population into
two groups, ultimately singling out one for extermination
by the other.

Spagat (2001) studies the optimal strategy for a dictator
hanging onto power by choosing how much repression to
apply in every period. State variables are the amount of
“hate” and “fear” in society which are both increasing in
the amount of repression from the previous period. Hate,
fear and a random shock determine the quantity of repres-
sion required for the dictator to survive. They show that in
every period there are only two possible optimal choices:
the minimal repression necessary to retain power (“no
demonstration”) or the maximum possible repression
(“demonstration”). The state space can be divided into two
regions separated by an increasing function such that “no
demonstration” is optimal in one and “demonstration” in
the other. Under some conditions the opportunity for inter-
national borrowing makes demonstration optimal when it
would not have been without this option.

Bernholz (2001) develops a model of the evolution of
totalitarian regimes. In the model there are “believers” who
are convinced that others have to be converted to the
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supreme values of their ideology for their well-being and,
possibly, enemies of their creed whose presence is obnox-
ious to them. Believers spend resources on winning new
converts and to win the secular power of the state. Whether
they succeed in this endeavour depends on the costs of con-
verting new believers and on the amount of resources they
are prepared to spend for this purpose, given their incomes
and their propensity to consume. Their chances of success
are greater if a crisis occurs, an event which is usually out-
side of their control. Once secular power has been secured,
the resources of the state can be used to win more converts,
to drive into exile or to kill inconvertibles and to try to reach
the imperialistic aims implied by the ideology. If the latter
is not the case, the regime may turn into a mature “ideoc-
racy” after having reached its domestic aims. This would for
instance be the case, if all inconvertibles had been removed
and all the other population been converted. In this case no
further terror and (or) repressions characteristic of totalitar-
ian regimes are required. If the ideology implies ambitious
imperialistic aims, for instance the conversion of all people
on earth (except for inconvertibles) or the domination of the
whole globe by the believers, it is highly probable that these
aims cannot be reached. As a consequence either a war is
lost and this leads to the removal of the totalitarian regime,
or the ends have to be adapted to maintain the credibility of
the ideology. But then the totalitarian state may again turn
into a mature ideocracy, if the ideology has been reinter-
preted to remove its unrealistic imperialistic aims. Or the
change of the ideology weakens the regime in a way that it
loses its proselytizing character altogether, and turns into an
ordinary autocratic regime.

1.3. The Irony of Absolutist Monarchy

Another important analysis of the limits on the power of
dictatorship is provided by the “irony of absolutism.” The
problem is described in a series of works by North,
Weingast, Root and others (e.g., North, 1981; North and
Weingast, 1989; Root, 1994). In North’s (1981) model of
the monarchy, the King maximizes revenue, and the central
problem is that the structure of property rights which is
appropriate for this purpose is not usually that which is
efficient from the economic point of view. More subtly,
there is a tradeoff between power and revenue. As Root
describes the “Irony of Absolutism”, absolute power gave
the King the capacity to repudiate debts, but

Creditors took into account the king’s reputation for

repudiating debts and therefore demanded higher inter-

est rates than would otherwise have been needed to

elicit loans. Actually, because he was above the law, the
king had to pay more for loanable funds than did his

wealthy subjects. In short, the Crown had a problem
asserting its credit because it had a history of reneging
on commitments. [Italics added.]®

North and Weingast suggest that this problem gave rise
to the Glorious Revolution in England, in which power
over the Treasury was devolved on Parliament. In this way
the King could credibly commit to repay. No such
devolution of power occurred in France. The result was that
the English King solved the problem of how to raise
funds and could finance his army and other expenditures
while the French King did not, leading to the chronic
shortage of revenue that was one of the factors leading to
the French revolution.’

Congelton (2002) extends this analysis by pointing out
that all kings share power. He suggests a generalized
template, “King and Council” for looking at these issues.
In practice one rarely observes pure forms of dictatorship
that lack a council, or pure forms of parliament that lack
an executive. Generally government policies emerge from
organizations that combine an executive branch of govern-
ment, “the king,” with a cabinet or parliamentary branch,
“the council.” Congleton provides an explanation for this
regularity: The bipolar “king and council” constitutional
template has a number of properties which give it great
practical efficiency as a method of information processing
and collective choice. First, a council generally has a wider
array of direct experience and/or knowledge than the king
does, and therefore is in position to be a better estimator of
“policy consequences” than the king alone tends to be.
Second, a bipolar design can reduce losses from conflict in
cases where significant power centers other than the king
exist. Third, a king and council template which provides
agenda control to the king, tends to reduce the extent to
which majoritarian cycles may arise in the council. Fourth,
the king and council templates allow gradual evolutionary
shifts of power between the executive and parliament
as circumstances change without the necessity of violent
conflict. Insofar as a form of majority rule is used by the
council and is stable, the recommendations of council tend
to be both robust as estimators and moderate in their policy
recommendations.

2. Growth and Economic Efficiency Under
Dictatorship

There has been a lot of research asking the question, which
is better for the economy, democracy or dictatorship? The
answer is complex, mainly because the economic systems
under autocracies vary so much. Those who believe there
is some simple formula for distinguishing the economy of
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dictatorship from that of democracy should compare, for
example, the economies of Nazi Germany, Apartheid South
Africa, Papa Doc’s Haiti, Pinochet’s Chile and the Former
Soviet Union.

2.1. Democratic Inaction

One general proposition which is true of all these systems
is that dictators have a greater capacity for action, good or
bad. If a dictator wishes to raise taxes, declare war, or take
tough measures vs. crime, he may have to deal with some
opposition to these policies among his advisers, but by and
large, he can do so. Democracies, on the other hand are
often mired in inaction.® The basic reason is that demo-
cratic leaders can only act when they can build support for
their policies and there may be no consensus as to what to
do. Even on problems where there is agreement that some-
thing should be done, there may be no agreement on what
should be done. In extreme cases, the political system of a
democratic country may become paralyzed by conflicts or
opposing viewpoints.” In these circumstances, politicians
often prefer to do nothing, to shroud their positions in
ambiguity, or to pretend to be on all sides of an issue. The
result is that the population can become cynical, and lose
trust in the promises of any politician. This can set in
motion a downward spiral, since the more this happens and
trust is lost, the harder it becomes for politicians to do
something by forging a compromise. This is more likely to
happen when the pressures for political action on an issue
are particularly conflicting, when positions are far apart,
when issues are particularly divisive, when the population
is divided along racial or ethnic lines, and when there is
relatively little trust in politicians by the citizens.

2.2. Economic Growth and Efficiency

2.2.1. Introduction

Some new theorizing and empirical work compares the
economic performance of democracies and dictatorships
directly. A convenient place to start is Barro’s empirical
work (1996a,b). Barro stresses the advantages of dictator-
ship, which are that it controls rent seeking and other redis-
tributory pressures, i.e., the autocrat, unlike the democratic
politician, is capable of shutting down or simply ignoring
the redistributory demands of interest groups characteristic
of democracy (Barro, 1996b, p. 2). His empirical work
suggests that more democracy raises growth at low levels
of political freedom but depresses growth when a moderate
amount of freedom has already been attained. However, the
effect of an increase in political freedom on economic

growth is not very large and the overall effect “not statisti-
cally different from zero” (Barro, 1996b, p. 6). Barro’s
results are only obtained once certain variables are held
constant, including free markets, the rule of law, and small
government consumption. So, really, again, only certain
kinds of dictatorship are being discussed. The paper also,
finds, perhaps surprisingly, that democracy does not
necessarily promote the rule of law.

Przeworski et al. (2000) find that basically there is no
difference between the rates of growth in dictatorships vs
democracies in their comprehensive examination of the
performance of these two kinds of regimes in 141 countries
over the 40 years or so after the second world war. But the
same study confirms the importance of politics on eco-
nomic growth. They show that changes in office (political
instability) and other forms of unrest such as strikes,
demonstrations and riots reduce economic growth substan-
tially under dictatorship, whereas while these are more
frequent under democracy they do not cause a reduction in
the rate of growth there (Przeworski et al. (2000)
pp- 192-193).

Sen (1993) calls the general idea that dictatorship is
better suited to economic development than democracy
the Lee thesis, after Lee Kwan Yew, the autocratic but
economic efficiency-minded ruler of Singapore for many
years. Sen raises many questions about Lee’s ideas and sug-
gests instead that democracy is intrinsically important to
the process of development. In particular, Sen’s observa-
tion that famines only seem to occur under dictatorship
is provocative. However, no general theoretical model is
presented that compares democracy with dictatorship.

2.2.2. The Predatory State

The most prominent theoretical idea in this literature is
undoubtedly Olson’s concept of an autocrat as a “stationary
bandit” — at one point he refers to it as “the other invisible
hand” — that guides rulers to use their power to at least
some extent in the public interest. In his (2000) book, this
concept is approached through a criminal metaphor. Each
theft reduces the wealth of society and therefore the
amount available for the thief to steal. Does this lead the
thief to curtail his activity, in order to preserve the wealth
of his prey? For the typical criminal, the answer is “no”
because his interest is too narrow. The wealth of the society
on which he preys is like a public good to the typical small
scale criminal, his effort to preserve it would have only a
minuscule effect, and so he is better off free riding rather
than attempting to conserve it. On the other hand, the
Mafia and other criminal organizations which have a
monopoly on crime in their area, do have a sufficiently
encompassing interest to take the effects of their thefts on
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the wealth of society as a whole. Thus, Olson asserts, they
typically do not steal at all but engage in protection instead,
charging the citizens a fee to ensure the safety of their
victims both from others and from the protectors themselves.

This criminal metaphor then becomes the foundation for
the origins of government. The logic is the same as that just
outlined with respect to government by a “roving” vs. that
by a “stationary” bandit: the stationary bandit, unlike the
roving one, has an encompassing interest in preserving the
wealth of the society from which he steals, and therefore
limits his “theft” (taxes) and even provides public goods —
both to the point where the marginal benefit to him is
sufficient to account for his costs in terms of foregone
income. The history of the forms of government is then
simple to derive: autocracy (the stationary bandit) arises
out of anarchy as the bandit(s) with the greatest capacity
for violence take over the area and substitutes an encom-
passing for a narrow interest; democracy arises out of dic-
tatorship when autocracy is overthrown and none of the
individuals or leaders involved in the coup has sufficient
power to make themselves autocrats.

In the end, just two variables are necessary to compare
and analyze governments:

(i) how encompassing (breadth of self interest) is the
interest of the ruler,

(i) how long (time horizon) is his interest.

Thus, in the same way that dictatorship is superior to
anarchy because the dictator has an encompassing interest
in the society he rules, so democracy is superior to dictator-
ship because democratic majorities are more encompassing
than the interest of the dictator. Secondly, dictators or
democracies with long time horizons have more of an inter-
est in preserving or enhancing the wealth of the society they
rule than those who rule only for the short term.

Some evidence is presented in Keefer et al. (1996), who
argue that any incentive an autocrat has to respect property
rights comes from his interest in future tax collections and
national income and increases with his planning horizon.
They find an empirical relationship between property and
contract rights and an autocrat’s time in power.

So, comparing dictatorships, the basic implication is, the
more encompassing, the better. Political scientists indeed
have a classification that appears to match this: between
“mobilizational” regimes which encourage political partici-
pation among the ruled and regimes which simply try to
stamp out opposition. The problem with Olson’s analysis is
that, comparing dictatorships, the worst regimes in human
history appear to be precisely those such as Nazi Germany,
Soviet Russia, or Cambodia which appear to have been the
most encompassing. The reason is simple: it was those

regimes that wanted to remold the citizens and the societies
under their rule and therefore intervened most dramatically
and thoroughly into the lives of their citizens. Whether it is
their brutal treatment of minorities or their record on the
environment, it is an understatement to suggest that the his-
torical record of these regimes offers little that is to be
admired. So the theory appears to be capable, not just of
misleading with respect to the understanding of autocratic
regimes, but of “getting it wrong” in a spectacular
fashion.

The same problem appears with respect to the second
variable, the time horizon of the dictator. In Olson’s model,
the longer the time horizon, the better, i.e., the more the
dictator tends to rule in the social interest. But regimes
with a long time horizon have been precisely those in
which the leaders had a tighter grip on power, and hence
were more capable of molding the society and the individ-
uals within it, i.e., the mobilizational regimes just dis-
cussed. Those where the regime is just interested in looting
the society typically have a shorter time horizon.

In short, from the point of view of citizens of these
regimes, or more specifically from that of the peasants
under Stalin, the Jews under Hitler, the blacks in
South Africa, and so on, it would no doubt have been
better if their bandits had been less stationary!

The alleged superiority of dictatorship over anarchy is
also challenged in a major article by Moselle and Polak
(2001). In their model, the existence of a state can result in
lower levels of both output and welfare than would occur
under anarchy. This occurs if the state is “predatory” in the
sense that the rulers extract taxes from the population for
their own ends. In this framework, even a weak state can be
bad for output and welfare and that a “corrupt” state that
makes side deals with bandits can be especially bad.

Perhaps the most basic problem with Olson’s framework
is, I suspect, the lack of emphasis on competition. Once the
struggle for power is assumed away, many of the most
interesting aspects of the behaviour of dictators become
idiosyncratic features of their preferences, and hence
largely unpredictable, instead of being derived from the
principle of competition. Thus the wars among the monar-
chies, etc are all aspects of “princely consumption”. And
how would the model explain Stalin’s war against the peas-
antry, Hitler’s treatment of the Jews, and the persecution of
minorities in other dictatorships? On the bandit model, the
only way to understand these forms of behaviour is that
dictators have some monopoly power, and that they use this
power to implement their preferences which happen to be
weird preferences. The reason for this is that the model
does not deal with the competitive struggle to acquire
and maintain dictatorial powers. So the behavior of the
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dictator cannot be understood as motivated by competition
or survival in office but simply as consumption.

Two other contributions address the problem of why
some dictatorships, most notably regimes in East Asia and
Chile, appear to be pro-growth while in others the autocrat
is “predatory” and simply plunders the economy. Robinson
(1997) argues that the likelihood of predatory behaviour
may be positively related to the extent to which a regime is
encompassing and values the future. He develops a model
in which whether or not a state is predatory hinges on the
relationship between development and the distribution of
political power. Development is typically inconsistent with
the preservation of the political status quo and this gives
those in power an incentive to oppose it. Predatory behav-
iour is also more likely the lower the level of income and
the more unequal the society. To put it bluntly, from the dic-
tator’s point of view, ruining the economy can sometimes
be a good thing! And the regimes of Mobutu and Papa Doc,
who both did this, were extremely long lived. A democratic
politician cannot hope to profit in the same way.

Michael Spagat’s (2001) paper addresses this problem
by suggesting that there is a “bifurcation point” or level of
capital below which it does not pay the dictator to try and
develop the economy, and above which the dictator pursues
rapid growth in order to maximize his personal consump-
tion over time. He develops this idea in a simple formal
model. A particularly novel feature of it is that there is an
endogenous probability of a political catastrophe which
removes the dictator from power, and this in turn depends
on the dictator’s capacity to satisfy certain groups which
depends on the level of the capital stock. Hence a dictator’s
economy sometimes grows faster than a social planner’s
might, as capital accumulation wards off the possibility of
catastrophe. The authors use simulation analysis to show
the existence of bifurcation and to show how it depends on
various parameters, and they provide some empirical evi-
dence using Gastil data of the existence of bifurcation, and
of their basic prediction that the variance of growth rates in
dictatorship is higher than that under democratic regimes.

2.2.3. The Contest for Power

In contrast to economic models which stress the incentives
of a ruler, once he is in office, Wintrobe (2002) focuses on
the conditions under which the ruler obtains power, and
how he can be deprived of it. All political systems contain
a mechanism which determines the allocation of political
power, and if and how it is reallocated when a transfer
would improve the functioning of the system. Among the
most obvious and commonly considered types of political
system — democracy, dictatorship, anarchy, and hereditary
monarchy — only democracy appears to possess a rela-

tively low-cost procedure or mechanism which makes it
possible to transfer political power on a regular and sys-
tematic basis, where the transfer is accepted by those who
lose power as well as those who gain it, and which offers
some possibility that these reallocations will tend to shift
power into the hands that can use it most effectively.

Thus there is a strict analogy between democracy, based
on human rights, and capitalism, based on property rights:
democracy makes power transferable just as capitalism
makes the ownership of capital assets transferable. This
gives democracy an enormous advantage over these other
political systems.

To elaborate, the main economic advantage of the
election mechanism would seem to be that it allows for the
transfer of power at relatively low cost. It solves the contest
for power problem. If there are no elections, the only ways
to transfer power are by such means as revolutions, insur-
rections, coups and wars. Compared to these, democratic
elections on the basis of inalienable human rights would
seem to be, in a word, cheap. Thus the economic attractive-
ness of the election mechanism is simple: it provides
a formal and agreed-upon procedure to decide on the
allocation of political power, and one that is explicitly
accepted by or consented to in advance by the parties
who lose the contest. Among the most commonly discussed
systems of government — anarchy, hereditary monarchy,
dictatorship and democracy — only democracy possesses
this advantage.

Granted that democracies can transfer power at
relatively low cost, does power typically transfer from
lower to higher valued uses? Do democracies allocate
power properly? In the models of Stigler (1971); Peltzman
(1976); Olson (1982), democracy is inefficient because it is
dominated by interest groups and the policies pursued by
interest groups are inefficient and wasteful. In the rent-
seeking framework, it is the contest itself which is ineffi-
cient and wasteful. These theories are the foundations of
Barro’s (1996) empirical work. However, Becker (1983)
showed that under democracy the losses from inefficient
policies enter into the workings of the political system and
affect its allocation of power. The reason is that the larger
the deadweight losses from a policy, the more opposition
there will be to it from the groups which bear these losses.
Alternatively the more inefficient a subsidy, the less the
group which gains from the subsidy will exert pressure to
obtain it. Consequently, even in a model such as Becker’s,
which focuses solely on interest group competition, the
contest is not wasteful, and it tends to select efficient over
inefficient policies. To put it simply, if power ends up in
the “wrong” hands the democratic political process takes
account of this and tends to set it right.'”
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What about dictatorship? The basic difference between
dictatorship and democracy is that dictators have the
capacity to repress opposition to their policies (as outlined
above). They can silence demonstrations, censor the media,
ban opposition parties, put leaders of troublesome groups
in jail, and, not uncommonly, torture or execute them. As
a consequence, the repressed are, in effect, not allowed to
spend resources to exert political pressure: instead they
are silenced by the government. It follows that if the costs
of public policies can be made to fall on those who are
repressed, these costs do not enter into the competition
among interest groups.'!

Assume for a moment that this is the case, i.e., all of the
costs of inefficient policies fall on those whose political
demands are effectively repressed by the regime. Since the
losses make the repressed worse off, this weakens the
capacity of those who are opposed to the regime to resist
it.!? This is the strategy of “immiserization” practised most
notably, perhaps, by Papa Doc of Haiti.'> Another nice
illustration of this is the effect of sanctions against Saddam
Hussein, discussed by Kaempfer et al. (2001). The sanc-
tions generate rents, and these are appropriated by those
who are close to Saddam. The losses from the sanctions are
borne by those who are opposed to the regime, and this in
turn weakens their capacity to oppose it, leading to his fur-
ther entrenchment in power. To put it simply, the sanctions
against Saddam Hussein don’t necessarily weaken his hold
on power at all.

On the other hand, to the extent that the repressed cannot
be made to bear all of the costs of the public sector, some
of these costs will fall on other groups — actual supporters,
potential supporters and largely passive acceptors of the
regime. To the extent that the costs of public expenditures
and regulations fall on these groups, they would indeed enter
into the competition among groups for subsidies and other
rents from the regime under dictatorship, just as they do
under democracy. However, even in this case, the mechanism
does not work as well as under democracy. The reasons are:
(1) The information problem deriving from the Dictator’s
Dilemma: In a democracy the different groups competing
for redistributory policies or public goods are free to openly
debate and criticize existing policies and to expose flaws
in each others’ proposals. Under dictatorship, any form of
attack on policies which have been or might be favored by
the regime can be interpreted as a sign of disloyalty,'* and
for this reason people may not be eager to report problems to
the autocrat. (2) What incentive is there for the dictator to
correct bad policies? After all, among the fruits of dictator-
ship is “the quiet life” — freedom from competitive pressures
so long as he is safely in office. (3) Finally, once decisions are
made there may be no mechanism by which to correct them

except by the overthrow of the dictator. Since there is no
peaceful and regularized way to replace an autocrat, he may
tend to oppose any attempt to change the policies, since any
change may be threatening to his survival in office.

To sum up, the economic losses from inefficiency may
or may not enter into the dictator’s political budget equa-
tion, depending on who experiences them. Let us take the
two cases in turn: (1) Suppose the losses are experienced
by actual or potential supporters. The lack of political com-
petition under dictatorship still implies that the economy
may be allowed to deteriorate more (compared to a democ-
racy) before some attempt is made to change the policies or
replace the dictator; (2) On the other hand, suppose the eco-
nomic losses are experienced primarily or wholly by those
who are opposed to and repressed by the system. In this
case the losses typically weaken rather than strengthen the
capacity of those who are opposed to the regime to actually
topple it, and this raises the attractiveness of inefficient
policies from the point of view of the dictator.

A final issue is the relative influence of producer vs
consumer groups under dictatorship vs democracy. Ever
since the work of Downs, it has been a standard proposition
in the economics of politics that democracy favors
producer groups over consumer groups (Downs, 1957;
Stigler, 1971; Peltzman, 1976; Olson, 1982; Becker, 1983).
The main reasons advanced are that since these groups are
small, it is relatively easy for them to overcome the free
rider problem, and since their per capita benefits would be
large from any subsidy, they have a substantial interest in
applying pressure to obtain it. On the other hand, consumer
groups are large, and the per capita benefit from any
subsidy would be small.

I pointed out above that dictators cannot survive in
office on the basis of repression alone but need support as
well. Which groups can be expected to support dictators?
Consumer groups, environmental groups and other groups
with a large number of potential supporters, each of which
has a small stake in issues like the prices of goods or the
state of the environment have difficulty surviving or form-
ing under autocracy. There are typically no laws protecting
human rights under dictatorship. Without such laws, it is
difficult for large groups — such as consumers — to organ-
ize. There is no free press to call attention to pricing or
environmental or labour abuses and to aid in the formation
of a mass membership and there are no independent courts
in which to sue violators. And it is difficult for supporters
of human rights, who have been crucial in generating
the “rights revolution” (Epp, 1998; Ignatieff, 2000) to
mobilize support. In brief, the common weapons of mass
organizations — publicity and the courts — are more easily
countered by a dictator than a democratic politician.
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On the other hand, the weapons of small producer groups
such as cash donations actually thrive in the closed environ-
ment and tame courts of a dictatorship. In exchange, dicta-
tors obviously have much to offer producers for their
support including tariffs, subsidies and other rents, fewer
problems from labor unions, and the removal of unfavorable
regulations. So the possibilities of a trade of rents for sup-
port between the dictator and the small, concentrated inter-
est group is actually enhanced under dictatorship, just as
trades with representatives of broader public opinion are
diminished. This implies that producers typically have more
power under dictatorship than democracy.

This analysis also provides an alternative explanation
for Barro’s evidence cited above: that the rate of growth is
slightly higher under dictatorship than democracy at low
levels of dictatorship and lower at high levels of repression.
Since producers especially benefit from economic growth,
their greater political weight under dictatorship implies that
dictators would emphasize this policy. Note, however, that
this growth comes as the result of the greater influence of
producer groups and is not necessarily a Pareto improve-
ment. Thus the growth could arise to the detriment of the
environment, the consumer, etc. Moreover, at high levels of
repression, this positive effect on growth is increasingly
overwhelmed by the information problems generated by
the Dictator’s Dilemma, which increasingly hamper growth
and ultimately strangle it.

Finally it is worth pointing out that an extension of the
theory of property rights used in this analysis provides a
simple economic justification of human rights. Economic
efficiency justifies the ownership of private property on the
ground that property should be allocated to the party who
is most highly motivated to maximize its value. Who is it
that can be counted to manage or take care a piece of prop-
erty best? The owner. Human rights give this privilege of
“ownership” of the individual (if you like, of his human
capital) to that individual himself or herself. Under dicta-
torship, it resides with the sovereign. But the dictator, as
Sen (1993) suggested , tends to regard the people under his
rule as “stock” and cannot be expected to care for their
lives the way they would themselves. Perhaps this explains
Przeworski et al.’s striking result that the average life span
is systematically lower under dictatorship (see Przeworski
et al., 2000, chapter 5).

3. Policy towards Dictatorship

3.1. Aid: A Single Standard

What policies should be followed towards dictatorship by
democratic regimes interested in promoting freedom?

Suppose, idealistically, that the only goal of Western policy
is to reduce repression. The “weapons” in our arsenal are
sanctions, trade agreements, imposing human rights
constraints, and aid packages. Take a classic example of
a tinpot dictator like Ferdinand Marcos. Should we have
given aid to his regime? Suppose Marcos’ only goal was to
consume as much as possible — in his case, this meant
buying shoes for his wife Imelda. What limited his con-
sumption? Why didn’t he spend all of the GNP of the
Philippines on shoes for her? The constraint is that he had
to stay in office, so he could not allow his power to fall so
low that he was in danger of being deposed. As a tinpot, the
levels of both repression and loyalty under his regime were
just high enough to stay in office.

Suppose first that the tinpot is safely in office, which, at
one point, according to accounts of the regime, Marcos felt
he was. Then there is no point in giving him aid, because all
he will do with the money is to buy more shoes. A trade
agreement would have the same effect. On the other hand,
suppose he is in danger of being deposed. Then the aid
simply props up the regime. So, in neither case does the aid
reduce repression. An alternative policy would be to insist
on human rights observances as a condition of receiving
aid. But if the levels of repression and loyalty were previ-
ously just sufficient to stay in office, Marcos will simply be
deposed if he lowers repression. So he would have refused
this offer, and the policy is ineffectual.

On the other hand, suppose the aid is tied to human
rights observances in a particular way. In order to keep
receiving the aid, repression must be steadily relaxed over
time. Then the dictator has an incentive to use the aid to
improve the welfare of his people. The reason is that if their
welfare improves, and he can claim credit for this, loyalty
or support for him will tend to increase. As a result, he can
afford to relax repression, and still buy the same number of
shoes for Imelda as before.

Now look at totalitarian regimes or tyrannies, defined as
regimes whose rulers are uninterested in consumption, but
in power. Should we aid them? Again, suppose that, as the
result of either policy, economic growth improves. This
gives the rulers an opportunity to accumulate more power,
and since power is the only thing they care about, they take
this opportunity, in the same way that a businessman who is
already rich will grab an opportunity to make more money.
So, for these regimes, aid which is untied to human rights
observances is not merely wasted, but counterproductive —
repression increases when the economy improves. This is
what happened under Hitler and Stalin: the more popular
they were, the more they took these opportunities to put the
screws to all those elements of the population whose
absolute loyalty was uncertain. In the same way, the
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enormous economic growth in China has resulted in not the
slightest degree of relaxation in the level of repression there.

It might seem obvious that we would not aid these
regimes, since the aid money would be spent on accumu-
lating more power over the population, including repress-
ing them. But, again, if the aid is tied to a human rights
constraint, which becomes progressively more stringent
over time, the policy will work in the right direction. If the
economy improves as a result, support increases, and the
rulers can afford to relax repression and still have the same
level of power as before. The human rights observances
constraint is absolutely necessary if this is to lead to a fall
in repression and not an increase.

So we have a very simple guide — a single standard —
to the policies which should be pursued by foreign govern-
ments interested in reducing repression. This is to make
human rights observance the cornerstone of Western pol-
icy. Aid to any type of regime can be expected to produce
beneficial effects provided it is accompanied by a long
term human rights constraint, one which becomes progres-
sively more stringent over time. Without the human rights
standard, the effects of aid will be ineffectual or perverse.

3.2. Trade

Another policy dilemma is whether to trade with dictator-
ships. Trade policy is a bit more complicated than aid. We
can distinguish the following effects:

1. Trade may be expected to increase national income of
the target regime, as productivity there will rise due
to the availability of imported inputs at a lower price,
and the demand for the target’s exports increase. To the
extent that the regime can successfully claim the credit
for this improvement in welfare, loyalty to the regime
may be expected to increase.

2. The rise in income will also increase tax revenues, giv-
ing the dictator more resources at his disposal. These
may be used either for his own consumption, or to fur-
ther his hold on power through increased expenditures
on either repression or loyalty.

3. Since the richer people are, the more they tend to
demand liberty, the increase in income tends to reduce
loyalty to the dictatorship as people increasingly
demand their rights (Bilson, 1982; Londregan and
Poole, 1996). However, note that the estimated size of
this effect is very small. Thus, as Londregan and Poole
conclude their analysis of this effect in non-European
countries, “Those expecting income growth to pro-
mote the development of democratic institutions must
be very patient indeed” (pp. 22-23).

4. The increase in trade creates further links to foreign
businesses and among domestic producers, possibly
resulting in the development of independent power
bases within the target regime. This is particularly
likely when the trade is not organized through the cen-
tral government (as it is in Cuba, for example). Thus,
in China, regional governments in particular have built
up substantial connections with outsiders and with the
private sector, and are much more independent of the
central government for revenue than they were before
Deng launched his “social market” revolution. To
the extent that this happens, loyalty to the regime
may fall. On the other hand, it has been argued that
trade between different types of civilizations actually
increases mistrust, as the increased intensity of con-
tacts simply breeds hostility. For example, World War I
occurred at precisely the last peak of the “openness”
of the international system. In that case, while there
may be a short-run fall in loyalty due to the initial
increase in contacts, in the longer run, further contacts
simply breed nationalism and possibly increased sup-
port for the dictatorship in the target regime.

To disentangle the implications for policy, suppose first
that the net effect of these changes, is, as seems likely, that
support for the regime increases as the result of the trade
agreement. Suppose also that the ruler is a tinpot. Then it
can be argued that, with increased support, the tinpot will
be himself motivated to relax repression (so that he can buy
more shoes for his wife), and there is no need for a human
rights constraint. But note that, even in this case, the human
rights constraint does no harmy; it simply asks the dictator
to do what he would do in any case, and therefore it should
be acceptable to him. On the other hand, if, on balance,
loyalty to the regime were to decrease, the tinpot would
want to raise repression in order to stay in office, and the
human rights constraint is absolutely necessary for the
trade agreement to lower, not raise, repression.

Suppose now that we are dealing with a totalitarian
dictator. Again, if loyalty were to increase, on balance, as
the result of the trade agreement, the dictator would tend to
raise repression, and the binding human rights constraint is
necessary to prevent a loss of freedom. The only case for
a trade agreement with a totalitarian regime is where the
opposite happens, and loyalty to the regime decreases from
the trade agreement. In that case, repression falls as well.
This is the only case where trade with a totalitarian regime
makes sense. But note that, the totalitarian leader, in pursu-
ing this trade agreement, cannot fail to be aware of the
likely consequences of the trade agreement for his hold on
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power; namely, that his capacity for repression, the loyalty
to him of the citizenry, and his power are all going to dimin-
ish as a result of his signing up. So, if this analysis were cor-
rect, it requires us to believe that the totalitarian is either
unaware of, or deliberately acting contrary to, his own long
run interest.!® It is noteworthy also that all the totalitarian
regimes which have collapsed historically did so as the
result of falling, not rising real income, and that the increase
in income in China has resulted in not the slightest relax-
ation of repression there after almost two decades of reform
and spectacular economic growth. The case for trade with
totalitarian regimes, therefore is particularly weak.'®

Finally, suppose that the human rights constraint cannot
be implemented, either because the target regime is too
powerful, or because no agreement can be reached among
the countries involved in implementing the policy. Or alter-
natively suppose the dictator promises to abide by the
human rights constraint and then reneges. Then there is a
difficult choice between a policy of sanctions, on the one
hand, and trade agreements with no effective human rights
constraint, on the other. Of course, the actual choices are
never this stark, and the actual policies followed will be a
mixture of trade and sanctions, but the basic principle
involved in the choice remains one of engagement or isola-
tion. In that case, the analysis here implies that the least
harm is likely to come from a trade agreement with a tin-
pot regime, the most harm from trade with a totalitarian,
with tyranny an intermediate case.

3.3. Sanctions

Historically, the most important alternative to a policy of aid
to motivate dictatorships to behave is to use sanctions to pun-
ish those that do not. However, it is vital to realize that sanc-
tions are not just the reverse of aid, and that policies like
those pursued by the United States and the United Nations
vis-a-vis regimes like Castro’s Cuba, Saddam Hussein’s Iraq
or Milosevic’s Serbia may superficially resemble those
described here, but in fact they work very differently. In all
these cases, the U.S. or the UN imposed sanctions, and
offered to lift them as a reward for better behavior. Such poli-
cies are not necessarily wrongheaded, but they do not work
in the manner of those advocated here. The reason is that the
sequence is reversed: the regime has to liberalize first, i.e.,
before the sanctions are lifted, trade allowed to resume and
aid to flow. This means that the regime has no chance to use
the benefit of aid or trade to build loyalty prior to liberaliza-
tion, as with the policies advocated here. So the dictator who
agrees to liberalize puts himself in immediate danger of
being deposed, and it is no surprise that dictators like Castro,
Hussein and Milosevic were all reluctant to do so.

Kaempfer et al. (2001) extend Wintrobe’s 1998 model of
dictatorship and combine it with the public choice analysis
of sanctions. They note that 85% of the time that sanctions
are imposed they are imposed on a non-democratic regime.
They point out that damaging economic sanctions can be
counterproductive, undermining the political influence of
the opposition. In the public choice approach, sanctions
work through their impact on the relative power of interest
groups in the target country. An important implication of this
approach is that sanctions only work if there is a relatively
well organized interest group whose political effectiveness
can be enhanced as a consequence of the sanctions. For
example, as the authors note, sanctions vs Iraq have had a
devastating on the country but have been ineffective in desta-
bilizing the Hussein regime. The reason, they argue is the
fragmentation of the Iraqi opposition. At the other extreme,
sanctions against South Africa were highly effective,
because, in that case, there was a well organized opposition.
The authors suggest that the effectiveness of the opposition
is key to the effectiveness of sanctions and they try to show
why this is true and to derive implications of this insight.

They also extend the model by adding two exogenous
variables to it, s the impact of sanctions on the terms of
trade; and ¢, the level of opposition; moreover ¢ depends
on s, ¢, > 0, and by making the price of repression Py (con-
stant in Wintrobe’s model) a variable which depends on ¢
and s (in addition to their other effects on the model) as
well as on the country’s economic performance.

In their model sanctions have two main and opposing
effects on the dictator’s budget: (1) the budget of the
dictator rises through the appropriation of sanctions rents;
(2) the budget falls due to the increase in opposition. There
are two cases. In the first case, the opposition is significant
enough that g, > 0. If, in addition, the second effect is large
enough, the budget falls. If in addition, loyalty to the dicta-
tor falls due to the sanctions then sanctions are effective.

In the second case, there is no significant opposition.
Then the net effect on the dictator’s budget of sanctions is
that it rises due to the appropriation of sanctions rents. If in
addition loyalty rises because those close to the dictator are
happy about their increased capacity to appropriate these
rents, then the sanctions are entirely counterproductive,
and the budget of the regime, its power, and the level of
repression all increase.

4. Conclusion

In recent years a small but now growing literature has
looked at dictatorship from the point of view of public
choice. While there is no consensus in the literature and it
would be too soon to look for one, a number of ideas are
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attracting interest. The literature looks at (1) the objectives
of dictators; (2) the constraints on their behavior; (3) their
strategies for staying in office; (4) their incentives to
provide public goods compared to that under democracy;
(4) the economic efficiency of dictatorship compared to
democracy; and (5) policy towards dictatorships. On the
objectives of dictators, some models simply assume that
dictators maximize lifetime consumption, as in standard
economic models. However although this is certainly true of
small scale dictators, it hardly fits many of the most impor-
tant dictatorships like those of Hitler or Stalin and other
models explicitly posit a taste for power or, in common with
many models of democracy, ideological objectives. Since
dictators are by definition monopolistic, the case for includ-
ing such other objectives is particularly strong. Wintrobe
looks at the strategies used by dictators to stay in office and
emphasizes the Dictator’s Dilemma — the tradeoff between
using repression and building support, noting that only the
latter provides a firm foundation for autocratic rule. Recent
contributions extend this framework to consider dynamic
models of repression, the issue of genocide and the efficacy
of sanctions against dictatorships.

The constraint on autocratic maximization is sometimes
specified as the maximum revenue available. Other models
specify the so-called “irony of absolutism™ as the chief limit
to a dictator’s power. Wintrobe reasons that as long as more
power is available there are ways to extract more revenue
from the private sector. Similarly, as long as more revenue
is available, it is possible to accumulate more power: For
these reasons in his model the equilibrium power and
budget of the dictator are determined simultaneously.

The model of the dictator as “stationary bandit” origi-
nated by Mancur Olson shows that even a dictator has an
incentive to provide public goods in order to raise revenue
though arguing that this incentive is less under dictatorship
than under democracy.

There is, as always, disagreement about the economic
efficiency of dictatorship vs democracy but the disagree-
ment appears to be narrowing. On both theoretical and
empirical grounds there appears to be a consensus that high
levels of repression are inimical to economic efficiency.
Empirical work by Barro and others provides some (very
slim, as acknowledged) evidence that growth rates are
higher under dictatorship at low levels of repression though
even this is challenged in a major empirical study by
Przeworski and others. Theoretically, such a result can be
explained by a reduction of rent seeking or redistributory
pressures, as Barro does, or by the greater influence of pro-
ducer groups under dictatorship, in which case the growth
might come about at the expense of consumers or workers
and need not signal greater efficiency. The “contest for

power” framework, on the other hand, emphasizes that only
democracy provides a mechanism for getting incompetent
or corrupt rulers out and suggests that democracy might be
more economically efficient than dictatorship when this
factor is taken into account.

On policy the Wintrobe model provides a simple guide
to the policies that should be pursued by foreign govern-
ments interested in reducing repression. This is to implent
human rights observances, which become more stringent
over time, as a condition for receiving aid or trade. One
problem with this is that the dictator may promise to abide
by human rights and then renege. The literature continues
the standard skepticism of economists on the effectiveness
of economic sanctions as a tool for getting dictators to
lower repression.

RONALD WINTROBE

NOTES

1. See for example, John Deutsch, Options: Good and Bad
Ways To Get Rid of Saddam, Hte New York Herald Tribune,
February 24, 1999, p. 8 on Saddam Hussein’s popularity.

2. For details, see Wintrobe (1998), chapter 1.

3. The model does not distinguish between the desire for power
for its own sake (as an end in itself) and the desire for power
as a means to implement some other objective, e.g., in order
to implement some personal or party preference as govern-
ment policy. Bernholz (2001, discussed further below)
stresses that dictators pursue power in order to implement a
vision of society, e.g., Nazism with respect to racial objec-
tives or communism with respect to equality. Wittman
emphasized the same point with respect to politicians in a
democracy: that they are interested in ideological objectives
as well as being elected (Wittman, 1983). In my book I did
not rule out other objectives for dictators besides power and
consumption, but I tried to see how far one could go with this
simple and basic public choice perspective. Of course, some-
times an ideology interferes with the pursuit of power; this
could be incorporated into the model in the same way as con-
sumption benefits already are. However, ideology is in part a
tool (often incorporated in propaganda) to accumulate power,
so the pursuit of power and that of an ideological objective
are often difficult to distinguish in practise.

4. The Greek root of timocracy is Thymos — to love. The term
is borrowed from Plato’s Republic.

5. In my book I suggest the example of the Age of the
Antonines, following Gibbon’s description of this time as
“the happiest the world has ever known”, in his Decline and
Fall of the Roman Empire (1981).

6. Root (1994), p. 177.

7. Note that the irony of absolutism is already incorporated
into equation (3) above: it means that B, <0, i.e., that an
increase in the autocrat’s power 7 reduces budgetary revenue
B. Presumably this would be true at high levels of .

8. Some formal conditions for the existence of equilibrium
inaction, as well as the circumstances under which this is
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inefficient, are discussed in Howitt and Wintrobe (1995) and
in Wintrobe (1998), chapter 11.

9. There is a large literature in political science which associates
the historical breakdown of democracy in various countries
with precisely these variables: inaction, lack of credibility,
and their mutually reinforcing effects (for details and refer-
ences see Wintrobe, 1998, chapter 13).

10. Newer, dynamic models of democratic decision-making cast
doubts on the efficiency of democracy in a dynamic context.
The basic problem discussed there (e.g., in Besley and Coate,
1998) is the inability of a representative democracy to
commit to future policy outcomes. The question from the point
of view of this survey is of course, whether a dictatorship
could be expected to do better in this respect. To my knowl-
edge nothing has been written on this issue but it is worth
noting the evidence in Przeworski et al. that the average life
of a dictatorship is less than democracy.

11. Thus in Becker’s model, equation (13) would not hold for
a repressed group since the group cannot spend resources
to pressure the government; neither would equation (14), in
which each person maximizes his income from producing
pressure.

12. Contrast this proposition with Becker’s point that under
democracy larger deadweight losses increase pressure from
the group experiencing them to lobby against the policies.

13. For more details, see Wintrobe (1998).

14. As an illustration, Mao Tse Tung’s personal physician, Li
Zhisui, appeared to be afraid to criticize Mao even on the
smallest matters. See Zhisui (1994). Other illustrations of this
point for various regimes can be found in Wintrobe (1998).

15. Note that the situation is very different for a tinpot, for whom
the relaxation of repression following a trade agreement
serves his interest, rather than acting contrary to it, as is the
case for a totalitarian.

16. The analysis of the effects of trade on tyranny is identical to
that for totalitarian regimes; the only difference is that the
magnitude of the change in the supply of loyalty is smaller.
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Building on the seminal contributions by Pigou (1920),
Coase (1960) and Baumol and Oates (1971), economists
have extensively explored the role that economic incentives
might play in bringing a more efficient allocation of natu-
ral resources. The theory of environmental economics sug-
gests that pricing instruments are an adequate means to
internalize external costs. More specifically, there is wide-
spread agreement within the scientific community that
from a theoretical point of view pricing instruments are
preferable to alternative measures due to their efficiency
advantages (Frey et al., 1985). However, though econo-
mists see pricing instruments as an attractive policy tool,
most attempts to introduce economic incentives in envi-
ronmental policy have failed and the acceptance of these
mechanisms in the political debate is still rather limited
(Hahn, 1989; Frey and Schneider, 1997).

There are many possible reasons why incentive instru-
ments as a means to internalize external costs have been
rarely applied in the past. It certainly would be too simple
just to refer to imperfect information on the part of
decision-makers about the advantages of incentive-based
instruments. On the contrary, there seem to be good rea-
sons why politicians, voters, bureaucrats and/or representa-
tives of interest groups are rather reluctant to favor price
instruments on a large scale in environmental politics.

It is the purpose of the political economy of environ-
mental policy to point out these reasons by concentrating on
the process of political decision-making and the incentives
of the political agents to implement alternative environmen-
tal instruments. Public choice methodology can be used to
explain the discrepancy between economic theory and polit-
ical reality also in environmental politics. Though public
choice theory has been applied extensively in politico-
economic modeling of popularity and voting functions, in
analyzing political business cycles, in explaining rent-
seeking behavior and the persistence of protectionism, for
example, it is relatively less developed in environmental
economics. Originated by the seminal study of Buchanan
and Tullock (1975), the literature on the political economy
of environmental policy has mainly focused on the compara-
tive analysis of alternative policy measures and their chances
for implementation, respectively (see, e.g., Frey, 1972;

Dewees, 1983; Hahn, 1990; Downing, 1991; Horbach,
1992; Weck-Hannemann, 1994; Pearson, 1995; Congleton,
1996; Frey and Schneider, 1997; Dijkstra, 1999;
Kirchgdssner and Schneider, 2003). Besides, the public
choice approach has been applied to analyze international
environmental problems (for a survey see, e.g., Schulze and
Ursprung, 2001; Bommer, 1998; Kirchgéssner, 1999).

In their initial study, Buchanan and Tullock (1975) argue
that direct control measures have better chances to be
favoured and implemented in the political process than
incentive based instruments like taxes on pollution. More
generally, it is argued in the public choice literature on
environmental politics that incentive oriented instruments
are neither in the interest of the decision-makers on the
supply side nor they are favored by the most influential
groups of voters on the demand side in the political market.
It is hypothesized that if any instrument of environmental
policy is used at all, the main actors of environmental
policy have a strong interest to apply command and control
measures instead of incentive based instruments.

More recently, however, ecological taxes as well as
tradable permits became more popular and voluntary agree-
ments have been implemented. According to the Kyoto pro-
tocol, market based instruments are intended to play a more
prominent role also in international environmental policy.
Kirchgdssner and Schneider (2003), therefore, conclude
that “while we are still far away from general acceptance
and widespread application of market based environmental
instruments, the situation has changed at least somewhat”.
Consequently, it has to be asked whether the old diagnosis
by Robert Hahn (1989) and the papers in the public choice
tradition still holds, i.e., that the patients don’t follow the
doctor’s orders in that environmental policy is dominated by
command and control measures and, if applied at all, mar-
ket based instruments deviate from the therapy economists
typically prescribe.

Generally, public choice theory not only intends to
analyze how the agents in the political sector (i.e., in
particular, politicians and public bureaucrats) influence the
state of the economy but also how the state of the economy
in turn influences voters’ preferences and thereby the eval-
uation of policies and parties. The level and structure of
public interventions are determined endogenously in the
political market for state interventions. In order to analyze
the process of environmental policy it is important to
identify the various actors involved and their interests and
impact in the political decision-making process, respec-
tively. The usual way is to single out four groups of actors
which are examined in more detail, i.e., voters, politicians,
public bureaucrats and interest groups representing the
private sector.
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Political economists view the policy measures that
governments and parliaments adopt as outcomes of an
exchange process. Elected officials supply the policies that
voters and interest groups demand. In exchange for regula-
tion, politicians receive votes, money and information.
From a political economy perspective, it is useful to think
about the negative externalities of private production and
consumption as transfers to specific groups which are
allowed to make use of resources without bearing the full
opportunity costs. The introduction of alternative environ-
mental policies then increases transfers to some groups and
decreases the transfers to others. Whether or not it is possi-
ble to devise a pricing scheme that will find political
acceptance not only depends on the changes in welfare
brought about by pricing but also on the relative influence
of groups in the political game.

In highly stylized models of political competition with
two parties and a single policy dimension, the preferences
of the median voter determine policy (Downs, 1957). In
practice, however, elected officials are not this tightly bound
to citizen preferences for a number of reasons: First, voters
are rationally ignorant in the sense that they acquire politi-
cal information up to the point where the marginal cost of
acquiring additional knowledge equals marginal benefits.
These benefits are low because an individual has only a
miniscule impact on policy-making. If voters are unaware
of what elected officials do, the latter can deviate from cit-
izen preferences. Second, in representative democracies,
voters simultaneously decide a large number of issues when
electing their representatives. In contrast to unemployment
or general tax policy, environmental issues are not particu-
larly salient during general election campaigns. As a conse-
quence, the influence of voter preferences on policy-making
is weaker in the area of environmental policy. Third, the lack
of political information on the part of voters allows interest
groups to influence policy-making. Even in a competitive
political environment, elected officials are willing to distort
policies in favor of organized interests because the cam-
paign contributions from these interests allow candidates to
increase their popularity with voters. And finally, as voters
have little political information, it is often simplest for them
to evaluate the relative performance of their elected offi-
cials. The resulting ‘yardstick competition’ implies that
there is little pressure on politicians to implement effective
environmental instruments as long as other jurisdictions do
not have successful programs of their own.

Once rational ignorance and the influence of groups are
taken into account, the set of environmental policy instru-
ments that is employed in political equilibrium can deviate
significantly from the instruments citizens as voters (or, all
the more, a social planner) would use. Nevertheless, there

is little doubt that voter preferences constitute a significant
constraint on political decision-making and public opinion
is influential in setting policy. There is evidence that the
sensitivity of voters to environmental issues has increased
over the last decades resulting in environmental issues
being considered as fairly important by many voters. On
the other hand, there is also ample evidence that voters are
less than enthusiastic about bearing high costs for better
environmental quality. Faced with the trade-off between
higher real individual income and the production of better
environmental quality that largely is a public good, it is
reasonable that in many cases voters care more about their
economic short-term well being than the prospective
environmental situation.

Voters also seem to prefer a policy of direct regulations
and command and control measures to price incentives.
There is evidence that pricing is not considered to be a fair
allocation mechanism either as a mechanism to eliminate
excess demand (Kahneman et al., 1986) nor in public good
contexts. As regards the latter, Frey and Oberholzer-Gee
(1996) document that willingness-to-pay is seen as the
least fair of seven allocation mechanisms using a locally
unwanted, but socially beneficial facility as their example.
Moreover, there is considerable evidence that the introduc-
tion of economic incentives in one area can have negative
consequences in others (Lepper and Greene, 1978; Frey,
1997). Such negative spillovers exist if pricing crowds out
intrinsic motivation. This does not imply that price incen-
tives fail to work but they become less effective, and there
may be negative spillovers to other areas where no incen-
tives for environmental protection exist. Altogether, these
arguments contribute to explain why voters may be reluc-
tant to accept effective environmental policies in general
terms, and market based instruments particularly.

According to the public choice approach, alternative
policy measures are supplied by politicians in the political
market pursuing their own goals subject to various con-
straints. Politicians are hypothesized to have a self-interest
in implementing specific instruments being either in line
with their ideology or increasing their discretionary power
or their personal income. In order to be re-elected they have
to take into account voters’ interests. The more binding the
re-election constraint is, the less discretionary power the
politicians have at their disposal in order to pursue their
self-interest and the more they are linked to the demand
side of the political process.

Given competition among alternative political parties
and the re-election constraint being restrictive, politicians
have to trade off benefits and costs (in terms of gains and
losses in votes) when evaluating alternative policy meas-
ures. In political equilibrium, policies match the preferences
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of well-organized interests better than the preferences of
more dispersed groups. In general, smaller groups are eas-
ier to organize than larger groups, and associations that find
it less difficult to produce a mix of private and public goods
(“selective incentives’) are more likely to overcome the free-
rider problem associated with interest group activities
(Olson, 1965). If groups are not already organized it is
unlikely that they will exercise decisive influence in any
policy debate, whereas existing organizations can be
counted on to exert considerable influence. In particular,
producer interests (i.e., employers and employees) are better
organized than consumers, and industry and business asso-
ciations are more important players in the political game
compared to environmental interest groups. By making
campaign contributions and information available to politi-
cians using them in order to attract additional voters, special
interest groups can afford to be successful although their
preferred policies are not in line with the preferences of the
majority of voters.

The ability of groups to overcome free-rider problems is
one of the determinants of the level of transfers to different
groups. Another is the cost of transfers. The Chicago
school of political economy emphasizes that political
competition will ensure that the most efficient method of
redistribution is chosen (Becker, 1983). If ecological taxes
or tradable permits are in fact the most efficient means to
allocate environmental resources, the Chicago school sug-
gests that interest groups will prefer this form of transfers
to other forms. Thus, given the will to reduce negative
external effects with environmental policy, pricing schemes
should be a politically attractive policy instrument.

However, the Chicago view of political economy, which
emphasizes that lawmakers and interest groups seek
efficient ways to make transfers, stands in stark contrast to
the Virginia school, which emphasizes that politicians will
use inefficient means of transfer if this allows them to hide
the cost of redistribution. Tullock (1983), and Coate and
Morris (1995) show that inefficient transfers will occur if
voters have ex-post difficulty distinguishing efficient from
inefficient policies and if they are uncertain if the elected
officials work in their best interest. In many political
situations, these assumptions appear to be fairly realistic.
Thus, politicians favor policies whose costs are difficult to
see. Benefits, on the other hand, should be highly visible.
Consequently, it can be stated that environmental policies
are less promising than alternative policy issues (as, e.g.,
employment policies), and regulation policies are more
attractive than pricing instruments. Charging drivers, for
example, the prices for road usage directly keeps the
costs of using roads highly visible, reminding voters of
the policy every time they stop at toll booths or look at

their electronically generated charges. While the costs
remain highly visible, the benefits of the policy — reduced
road congestion and better environmental quality — are
much less salient (Oberholzer-Gee and Weck-Hannemann,
2002).

Public choice theory applied to environmental politics
generally suggests that direct control measures have better
chances to be realized than incentive based instruments
though the latter are more efficient. Both, a policy of com-
mand and control and incentive based instruments involve
costs for reducing the emissions. In the case of taxes or
tradable permits, however, the polluters have to pay for
remaining emissions which under a policy of command
and control is avoidable resulting in an additional rent
(Buchanan and Tullock, 1975). Moreover, polluting indus-
tries may consider that with direct control measures there
is some leeway for negotiations with the environmental
protection agency. Polluting industries can make use of
their informational advantage in arguing for less strict reg-
ulations and exceptions from the rule. Thus, taken together,
there seem to be good reasons why regulated industries
prefer command and control measures to pricing instru-
ments provided that they are not successful to avoid any
environmental regulation at all.

Besides politicians, officials in the public bureaucracy
have a considerable influence in the political market by
preparing and formulating alternative policy proposals.
They also have to implement and to examine the policy
measures adopted. According to public choice theory,
public bureaucrats aim to increase their discretionary
power and to weaken the budget constraint. In contrast to
politicians, they are not faced with a re-election constraint.
Their discretionary power arises out of the specific
principal-agent relationship between the representatives in
the political sector and public bureaucracy. They are expected
to favor policy measures which have to be administered
explicitly (providing them with discretionary power
vis-a-vis government and the private sector) and as a result,
they generally prefer direct control instruments and
oppose the application of market based instruments in
environmental policy.

Nevertheless, environmental taxes and tradable permits
might be attractive means to seek for individual rents on the
part of the relevant actors in the political debate. Generally,
policy-makers favor instruments that weaken the govern-
ment’s budget constraint. In this respect, environmental
taxes recommend themselves because they generate addi-
tional funding. Thus, besides regulatory measures also pric-
ing instruments may well serve the self-interest of
policy-makers provided that the additional resources are at
the disposal of policy-makers themselves.
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In recent years, economists and lawmakers have consid-
ered the option of linking the phasing in of environmental
taxes to reductions in taxes on labor, a reform project that is
often referred to as an ecological tax reform. If the revenues
from environmental taxes were used to lower other taxes, it
is theoretically possible to reduce the overall cost of trans-
fers in an economy, thereby making such a pricing scheme
politically more attractive. While there is little disagreement
about the existence of a ‘green’ dividend — ecological taxes
are generally expected to increase environmental quality —
it is less clear if a ‘blue’ dividend exists, where ‘blue’ refers
to a reduction in the overall distortions in the tax system and
a subsequent increase in employment (for a survey of the
double dividend debate see, e.g., Goulder, 1995).

Bovenberg and DeMooij (1994) show that environmen-
tal taxation can in fact reduce employment and economic
welfare. Their argument, based on optimal taxation theory,
is that “taxing a broad base will lead to less distortions than
taxing a narrow base. If the environmental tax is ultimately
borne by labor, taxing the narrow bases energy or CO, will
lead to larger distortions than taxing the larger base labor.”
(Kirchgissner, 1998: 44).

Altogether, theoretical and empirical work does not sup-
port the idea that an ecological tax reform will bring about
notable efficiency gains that help establish environmental
taxes. Keeping in mind a political economy perspective,
however, an ecological tax reform may still bring about
additional benefits for two reasons. First, by definition, a
narrower tax base allows citizens to more easily substitute
away from the taxed activities, making tax increases less
attractive from the perspective of a revenue-maximizing
politician and keeping the size of government more limited
(Brennan and Buchanan, 1980). Secondly, unlike taxes on
labor, proportional (indirect) taxes have the advantage of
not automatically increasing with labor productivity
(Kirchgéssner, 1998).

While these arguments may be appealing for voters,
politicians are not attracted by ecological taxes for these
reasons. Their concern is neither to tame Leviathan nor
primarily to improve the natural environment. Rather, they
may be concerned about the situation on the labor market
and the reduction of the unemployment rate in order to
weaken their re-election constraint or they are interested in
taxes creating additional revenue at their discretionary
disposal. Thus, in contrast to the previously dominant view
in public choice theory, governments may argue in favor of
environmental taxes and by this way aim at improving the
environment but “for the wrong reasons” (Kirchgéssner
and Schneider, 2003).

In addition, if pricing revenues are returned to citizens,
politicians can try to channel these funds toward their own

constituencies. Pricing revenues could also be used to
compensate those who lose when economic incentives are
introduced. Well-organized groups can be expected to sup-
port pricing measures provided that the revenues are used
to finance infrastructure and services being in their own
interest. On the other hand, they are assumed to be less in
favor of pricing measures given that the purpose is explic-
itly and exclusively to internalize external costs combined
with lump sum transfers or a reduction of other taxes. In
effect, this is an argument to target revenues from environ-
mental taxes to projects that benefit polluters. There is
some empirical evidence that taxes can be introduced if
they are channeled back to those opposing the price meas-
ure. Kimenyi et al. (1990), for example, show for the US in
general that, in comparison to general fund financing, ear-
marking leads to increased tax revenues. Hence, given the
re-election constraint to be decisive, pricing instruments
may even so have a chance if they are introduced in such a
way that well-organized groups are benefited most and the
costs are spread to less influential and latent interest
groups. Earmarking of revenues in this case may be an
essential feature to achieve the respective aim on the part
of politicians and most powerful interest groups.

Beyond that, the opposition to environmental taxes by
main polluters may be mitigated by accepting exceptions
and tax allowances (Hahn, 1989). If emission taxes are
fixed at a relatively low rate and thus avoidance costs in the
case of emission standards exceed the tax burden, this
solution is in effect favorable for polluters. If likewise
exemptions are made for the most polluting sectors,
e.g., the energy intensive producing industries in the case of
CO, taxes (see, e.g., Ekins and Speck, 1999), this implies
that the resistance of those producers who produce most
emissions can be weakened. However, this also reduces the
environmental impact of such a policy significantly.

Likewise, tradable permits may be implemented in such
a way that those groups mostly affected get an additional
rent (Hahn, 1989; Kirchgéssner and Schneider, 2003). If
the permits are auctioned, there is an additional revenue for
the government which can be used either in their own inter-
est or to the benefit of taxpayers or to the advantage of
effectively lobbying interest groups. If, on the other hand,
grand-fathering is used the existing firms get the pollution
rights for free and are put in a position to sell them.
Moreover, grand-fathering creates a barrier to entry against
new firms because these have to pay for all the permits they
need or the permit market may be so much restricted that
no significant trade occurs and newcomers are kept away
by this way. It follows that existing firms may well favor
the grand-fathering of tradable permits. And indeed,
according to Svendsen (1999), the position of private
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business interest groups seems to have changed in the
United States from less advocating a command and control
policy in favor of a grandfathered permit market.

Thus, all in all, the dominant interest groups are expected
to orient their lobbying activities towards preventing any
effective policy measures. As far as alternative environmen-
tal instruments are concerned they most likely accept direct
control measures but, nevertheless, incentive based instru-
ments may also have a chance to be implemented if the fol-
lowing conditions hold: the less pronounced the incentive
effect of the pricing measures turns out (i.e., moderate
changes in prices with only a limited incentive effect); the
more likely it is for special interest groups to realize excep-
tions from the rule (e.g., when those groups particularly
affected by these measures are exempted or at least admitted
areduced rate or a transitional arrangement); the more likely
it is to shift the burden on to latent interest groups or groups
without voting rights (as, e.g., foreigners); and if earmarking
of the revenues ensures that there are not only costs but also
benefits (e.g., when revenues from pricing instruments are
earmarked to the use of maintaining and improving the infra-
structure of services which benefits the producers, operators
and users of the corresponding services).

Recently, another instrument that is also often labelled
as a market-based instrument is increasingly used. Yet, vol-
untary agreements are in no way such an instrument but
instead the main purpose of their support is to prevent the
use of effective instruments of environmental policy. As
Kirchgdssner and Schneider (2003) emphasize, the only
possibility to make voluntary agreements effective is to
combine them from the beginning with the threat that the
government will intervene if the negotiated results will not
be reached. But, in this case the voluntary agreement is
actually superfluous and just a kind of symbolic policy.

Also, in international environmental policy, the willing-
ness to introduce market based instruments, such as inter-
nationally tradeable permits or ‘joint implementation’ or
‘clean development mechanism’ projects, might be of a
more symbolic nature: in demanding to introduce such
instruments of which it is obvious that the distributional
problems bring about that their implementation has no real
political chance may be an effective way to prevent the
implementation of more effective and enforceable policy
measures (Kirchgédssner and Schneider, 2003).

Altogether, considering these new developments, the
moderate increase in the use of economic instruments of
environmental policy does not invalidate the arguments put
forward by the public choice approach. There is still only
limited support of the use of incentive based instruments,
and their application in many respects deviates from the
ideal therapy. The synopsis given by Kirchgidssner and

Schneider (2003) seems to be well targeted when they state
that economic instruments, at best, “will be introduced for
other (non-environmental) reasons and/or in a way which is
not very helpful for the environment. But, on the other
hand, it is a step in this direction and one might hope that
over time citizens become more familiar with such instru-
ments and their advantages which might — in the long
run — increase their acceptance in the electorate.”

One might also think about adequate institutional con-
ditions contributing to improve the chance that incentive
based instruments as the most efficient means in environ-
mental policy have a better chance to be implemented in
the political decision-making process. Referring to a
process-oriented approach, it can be argued that the politi-
cal process itself has to ensure that all relevant arguments
have an equal chance to enter into the discussion resulting
in efficiency to be reached endogenously, i.e., via the
process and not via the evaluation of alternative outcomes.
All the pros and cons have to enter in the political process
without distortion. This is best guaranteed if voters have a
direct say in political matters and can act as agenda setters
as well as if the principle of fiscal equivalence and institu-
tional congruence is realized. With the institutions of direct
democracy and the right of initiative and institutional con-
gruence it can be expected that politicians are forced to be
more responsive to voters’ interests than in a system of rep-
resentative democracy with spillovers of external effects.

At the constitutional level the decision-makers do not
know their specific individual position but the social con-
sequences of alternative policy programs. This ‘veil of
uncertainty’ enables that fair and efficient rules are
adopted. However, in order to elicit such fair and efficient
rules, the ‘veil of uncertainty’ has to be sufficiently strong.
This might be approximated in the following ways
(Kirchgissner, 1994): if rules are discussed with respect to
uncertain future events, if individuals decide for their
descendants, and if the time span is long enough between
the decision about the rules and the coming into force of
these rules. Consequently, the acceptance and implementa-
tion of pricing instruments in environmental policy might
be furthered by assigning them as long-term general meas-
ures instead of discussing the issue in a predominantly
short-term and concrete context.

HANNELORE WECK-HANNEMANN
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EXPERIMENTAL PUBLIC CHOICE

1. Introduction

A few decades ago, most economists believed that their
discipline was non-experimental. Economic phenomena
should be studied theoretically or empirically. The ideal
paper was one where rigorous theory was tested using
advanced econometric methods. The fact that the empirics
were usually based on (often incomplete) field data only
remotely related to the problem at hand was no problem:
this is why we had econometrics.

Over the past decades, Economics has rapidly become
an experimental science, however. It has become obvious
to many that laboratory experiments provide the means to
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control conditions in a way that allows for a systematic test
of economic theories. Contrary to econometric testing, lab-
oratory testing allows one to systematically test essential
elements of a theory. In addition, experiments can be used
to explore potential paths of new research, in situations
where no theory exists or where existing theory is shown to
be inadequate. Finally, experiments have the advantage that
they can be replicated, allowing for a systematic analysis of
the robustness of the findings.

The use of laboratory experiments in public choice research
has also increased rapidly in the last thirty years or so. At
meetings of the various public choice societies, it has
become very common to encounter experimental papers.
This is no coincidence but has been actively solicited by the
societies themselves. For example, it is a well-established
tradition that the North American Public Choice Society
organizes its yearly spring conference together with the
Economic Science Association (the international society of
experimental economists). The bylaws of the European
Public Choice Society even explicitly state that “The
Society’s interest is in theoretical rigor, empirical and
experimental testing, and real world applications.”

The increased use of experiments in public choice is
definitely an enrichment to this literature. Much of the
literature on non-market decision-making is based on
theoretical assumptions about individual behavior (see
Schram, 2000) or on field data from elections or surveys
that are not particularly tailored to answer the questions
raised by the theory. In both cases, experiments provide a
method that is complementary to the existing methods.
Together with theory and empirics based on field data,
experiments allow us to understand public choice phenom-
ena in more depth.

Two types of experimental studies can be important for
public choice. One group is concerned with individual
behavior and motivations. Its conclusions with respect to
individuals’ motivations and preferences (Schram, 2000),
or the role of emotions and bounded rationality (Bosman,
2001; Bosman and van Winden, 2001), for example, can
have important consequences for the assumptions made in
many public choice theories. This type of studies is not dis-
cussed in detail in this essay, however. A brief evaluation of
their importance is given in the concluding section. A
detailed discussion of their relevance to public choice can
be found in Schram, 2000. Instead, this essay focuses on a
second group of studies: those where experiments are used
to analyze a number of traditional public choice topics.!

This essay is organized as follows. The next section
briefly describes the experimental methodology. This is
followed by four sections on experiments in public choice:
public goods (section 3), voter turnout and participation

games (section 4), rent seeking and lobbying (section 5),
and spatial voting (section 6). A concluding discussion is
presented in section 7.

2. Experimental Economics

In a laboratory experiment, behavior is studied in a con-
trolled environment. Participants (in most cases university
students) are invited to a computer laboratory, where they
are asked to make decisions in a framework designed by
the experimenter. Decisions are ‘real,’ e.g., in the sense that
they have monetary consequences for the subjects. At the
end of the experiment, they are paid in cash an amount that
depends on their own decisions and (in many cases) on the
decisions of other participants. An excellent description of
what an experiment in economics entails and how one can
set up an experiment is provided in Davis and Holt (1993).

Traditionally (e.g., Smith, 1994), one distinguishes the
environment, institutions and behavior in an experiment.
The environment refers to the structural characteristics of
an economic problem, such as the number of agents, the
information structure, preferences, endowments, cost
structure, etc. According to Davis and Holt (1993), econo-
mists traditionally viewed economic problems almost
exclusively in terms of these characteristics. Institutions
refer to the rules governing the interaction of economic
agents, such as the market or auction rules, or the govern-
ment decision-making procedures. For a long time, it was
argued that it is possible to control the environment and
institutions in an experiment and to study behavior. By
varying institutions, for example, one could investigate
how they affect behavior.

Two caveats can be made with respect to this traditional
distinction, however. First of all, one can argue that many
non-experimental economists have considered the impor-
tance of institutions as well. The boom in institutional eco-
nomics and game theory has highlighted the important
effects they may have on behavior. Second, it is not obvious
that one can control the environment completely. Especially
preferences might be difficult to control in a laboratory.
Though one tries to induce preferences by offering a payoff
scheme, one cannot control individual preferences for other
things than the own private earnings. Nevertheless, it is
obvious that the laboratory allows for a much higher level
of control than was possible before.

Experimental results can therefore carry much weight.
The control in a laboratory allows one to address very
specific research questions. For example, if we are inter-
ested in studying committee voting on two proposals under
two different voting rules (see section 6), there is no better
setting to study this than in an experiment where the only
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treatment variable is the voting rule. Keeping all other
aspects of the problem constant (e.g., number of members,
payoff to each member if either proposal is accepted, etc.)
the environment is stripped of all the confounding elements
we typically observe in the outside world. What remains is
exactly what we want to study: the effect of the voting rule.
If we combine an analysis along these lines with a theoret-
ical analysis and an empirical analysis using field data, this
will likely lead to a much more complete understanding of
the problem at hand than we would be able to achieve
without the laboratory data.

Of course there are also disadvantages related to using
the experimental method. Many of theses are discussed in
the standard texts in this field (Davis and Holt, 1993 or
Kagel and Roth, 1995). Plott (1982) systematically dis-
cusses questions raised by economists about the validity of
laboratory experiments. Here, we briefly discuss the issue
of external validity, i.e., is the evidence obtained in a
laboratory relevant for the ‘outside world?’

Naturally, the external validity of an experiment depends
on the experimental design. There is no reason why the
external validity of all laboratory experiments per se should
be doubted, however. Subjects participating in an experi-
ment are real people. They are facing real monetary incen-
tives that (in a carefully designed experiment) are salient.
Hence, if we observe certain behavior in an experiment it is
economic behavior.? Nevertheless, every experimental
design should be critically assessed with respect to the
structure and its relationship with the problem being
studied. In general, a thorough theoretical analysis of the
problem at hand is useful in this assessment.

3. Public Goods Experiments

Public goods experiments usually study voluntary, individ-
ual, contributions to a public good. Given the role that gov-
ernment plays in providing public goods and the possibility
that government provision crowds out individual contribu-
tions, this is of obvious importance in public choice. It is
therefore no surprise that one of the first major papers on
this topic was published in the journal Public Choice (Isaac
et al., 1984). Since then, studies on voluntary contributions
to public goods have been a major part of the experimental
literature.

The typical setup of a public goods experiment is as
follows. Subjects are allocated into groups of size N (typi-
cally, N =4 or 5). Each is given an endowment of ‘tokens.’
These must each be invested in either a ‘private account’ or
a ‘public account.” Each token in the private account gives a
payoff A to the subject alone. Each token in the public

account gives a payoff B to every participant in the group.
Hence, an investment in the public account is a voluntary
contribution to a pure public good. The interesting cases are
where B <A <NB, because this implies that contributing
nothing to the public good is a dominant strategy, whereas
contributing all tokens is efficient. The relative payoff to the
two accounts, A/B, gives the marginal rate of substitution
(hereafter, mrs) between private and public account.?

Ledyard (1995) presents a first extensive survey of
experiments of this type. Some important regularities listed
in his survey are:

i) contributions to the public good start at a relatively
high level (typically 40-60% of the endowments);

il) with repetition, these contributions decrease to
0-30%; very often they do not decrease to zero,
however (Isaac et al., 1994);

iii) the contribution levels are a decreasing function of
the mrs.

To these regularities, one can add:

iv) contributions increase with group size (Isaac et al.,
1994),

v) many subjects split their tokens across the two
accounts, i.e., they don’t contribute everything to one
of the two accounts (Palfrey and Prisbrey, 1997;
Brandts and Schram, 2001);

vi) there is considerable subject heterogeneity: systematic
differences across subjects exist; some consistently
contribute, some never do; others switch from con-
tributing to not contributing (Palfrey and Prisbrey,
1997; Brandts and Schram, 2001);

vii) if group composition is held constant across periods,
contributions get more concentrated in groups as the
experiment moves on (Brandts and Schram, 2001).

The type of public goods experiments described is by far
the type most often studied. The linear production function
for public goods is easy for subjects to understand and pro-
vides an interesting tradeoff between private earnings and
group welfare.* Over the last few years many extensions to
the setup have been studied, often in an attempt to study
other regarding preferences or reciprocity (see Schram,
2000, or Fehr and Géchter, 2000a, for an overview). These
extensions include the study of situations where there is no
efficiency gain to be made from cooperation (Palfrey and
Prisbrey, 1997; Brandts and Schram, 2001); cross-cultural
comparisons (Cason et al., 2002; Brandts et al., 2002);
framing (Andreoni, 1995a; Sonnemans et al., 1998); and the
effect of allowing costly punishment of free riders (Fehr and
Gichter, 2000b).
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The bottom line in this whole body of literature is that
subjects in public goods experiments contribute voluntarily
to the public goods, to a much larger extent than the selfish
individually rational prediction of free riding would have
them do. In addition, contributions cannot simply be attrib-
uted to erratic behavior of the subjects (Andreoni, 1995b;
Brandts et al., 2002). On the other hand, contributions tend
to be lower than the efficient level, many subjects do free
ride and contributions decrease with repetition. There is an
ongoing discussion about what motivates subjects to
behave in this way.

From a public choice point of view, the relationship
between group size and free riding is of interest. Mancur
Olsen’s idea that free riding will increase with group size is
not supported by the experimental data. On the contrary,
contributions increase with group size (see regularity iv,
above).> Isaac et al. (1994) show that it is not group size
per se that matters, but the interaction between group
size and mrs. Keeping the mrs constant, the ‘pure’ group
size effect is positive (if the mrs is large enough). At this
stage, it is difficult to understand this apparent anomaly.
One possibility is that it is related to the gains from cooper-
ation (Brandts and Schram, 2001). For any given mrs, a
specific number k of contributors is needed to make them
better off (as a subgroup) than if none of them would con-
tribute. The larger the group, the more likely it is that there
will be k contributors. From an individual’s point of view, in
a large group it is less likely that he will be a ‘sucker’, for
whom the cooperative gain is smaller than the individual
contribution to the public good.

4. Voter Turnout as a Participation Game

The paradox of voter turnout has been the subject of aca-
demic debate for decades (for an early survey, see Schram,
1991). The debate probably started with Downs’ (1957)
formulation of the problem. He notes that, due to the low
probability of being decisive, the expected benefits from
voting in a large-scale election are generally outweighed by
the cost of the act. Nevertheless a very large number of vot-
ers actually turns out to vote in general elections. Many
theoretical and empirical papers have been published try-
ing to explain the paradox, but only few rational choice
models have been developed that show that turning out to
vote might sometimes be rational in an instrumental sense
(see Ledyard, 1984, or Schram, 1991, and the references
given there).

Palfrey and Rosenthal (1983) model the turnout prob-
lem as a participation game and study it game-theoretically.
In this game, there are two or more teams. Everyone has to
make a private decision that is beneficial to every member

in one’s own team and harmful to members of other teams.
The decision is whether or not to ‘participate’ in an action,
where participation is costly. Palfrey and Rosenthal
show that in many cases, Nash-equilibria with positive
levels of participation exist. Note that there are two types
of conflicts in a participation game. Within the group, there
is an incentive to free-ride on the costly participation of
other group members. Between groups, there is an incen-
tive to compete and out-vote the other group. Note the
difference with the incentives in the public goods games of
the previous section, were only the free-riding incentive
exists.

It is difficult to study voter turnout using field data.
Participation games provide a structure to study this
decision experimentally, however. This was first done by
Bornstein (1992) and Schram and Sonnemans (1996a,b).
Here, we shall describe the experiment used in the latter
two papers. In the experiments, subjects are split in two
groups of 6 individuals. Each subject had to decide whether
or not to buy a token at a given price. The number of tokens
bought in each group determines the payoffs. There were
two payoff schedules, representing a winner-takes-all
election (WIN) and proportional representation (PR). In
WIN, each member of the group that bought the most
tokens (won the elections) received a fixed sum and the
payoff for the other group was zero (with ties broken
randomly). In PR the payoff to any group-member was
proportional to the relative turnout of the groups. In
addition to these experiments, two WIN sessions were run
with groups of 14 subjects and two where one group
consisted of 8 and the other of 6 participants. The results
obtained show:

1) Nash equilibrium is a poor predictor of turnout;

ii) participation is higher in winner-takes-all than in
proportional representation; this is in line with the
comparative statics of the pure strategy equilibria;

iii) participation is higher with repetition in fixed
groups;

iv) participation increases substantially after five min-
utes of free communication;

v) there is no significant effect of group size on rela-
tive turnout;

vi) when groups size is unequal, relative turnout is
higher in the smaller group.

To date, there have not been many other published
experimental studies on participation games. A number of
recent working papers are dedicated to these games, how-
ever. These include Cason and Mui (2001) on the role of
participation costs and uncertainty with respect to the
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benefits of voting. They find that increasing costs cause
decreasing participation rates. Uncertainty has mixed
effects, depending on which subjects are facing it.

With different co-authors, Grofler studies three exten-
sions to the participation games: (1) the introduction of
group size uncertainty (Grofer and Kugler, 2002); (2) the
endogenization of policy (and group) formation (Grofler
et al., 2002); and (3) the introduction of information about
the turnout decision of some other voter (Grofler and
Schram, 2002). The results in these papers include:

vii) uncertainty about group size decreases turnout;

viii) a mix of allied and floating voters in a group yields
higher turnout rates than a situation without allied
voters;

ix) endogenous political ties between voters and candi-
dates are observed, i.e., over a series of elections,
candidates design policies for specific groups of
voters who reward them with their votes;

x) higher turnout rates are observed when subjects are
informed about the decision of other participants.

The bottom line in the research on participation games is
that (as in elections) traditional theory is a bad predictor of
turnout. Participants often do react to a change of incen-
tives (e.g., an increase in the costs of voting) in a pre-
dictable way, however. Moreover, the results of the recent
experiments on group size uncertainty and information
about other voters show how experimentation might be
useful in a further analysis of the turnout paradox. Another
interesting development is that some of the results
observed in participation games can be explained in a
quantal response framework McKelvey and Palfrey (1995).
Goeree and Holt (2000) show that the results reported in
Schram and Sonnemans (1996a,b) are consistent with a
quantal response equilibrium.

5. Rent-seeking and Lobbying

van Winden (1999, 2002) provides detailed surveys of the
experimental literature on lobbying. He distinguishes three
types of studies that are relevant in this respect: experi-
ments on common agency problems, signaling models and
rent seeking. We will briefly discuss the first two categories
(see van Winden’s surveys for more details) and elaborate
a bit on the rent seeking experiments.

Common agency experiments (see Kirchsteiger and
Prat, 2000) study the effect of campaign contributions in
exchange for favorable policies. Lobbyists compete in
offering a politician a ‘contribution schedule’ which
depicts the (possible) campaign contribution as a function

of potential policies. The politician chooses a policy and
collects the contribution. One interesting experimental
result is that lobbyists tend to focus on the most preferred
result and do not offer significant contributions for less
preferred alternatives.

In signaling games, the focus is on the strategic
transmission of (relevant) information from a lobbyist to a
politician. This (credibly) assumes that the lobbyist may
have information that is relevant to the politician, when
making his decision. Of course, there may be an incentive
for the lobbyist to transmit untruthful information. The
experiments of Potters and van Winden (1992) study this
environment. Though their results cast doubt on the predic-
tive power of the theoretical literature in this field, they
do find that mutual beneficial (costly) transmission of
information takes place from the lobbyist to the politician.

In the experimental rent seeking literature the role of the
policy maker is replaced by some commonly known mech-
anism. The focus is on the competition between lobbyists.
They typically compete for a ‘prize’ (rent) by placing bids.
The mechanisms used are typically that the highest bid
wins the prize or that the probability of winning the prize
is proportional to the (relative) bid. An important charac-
teristic of this setup is that all bids are irreversible (like in
an all-pay auction). This yields possible inefficiencies
(overdissipation) in the lobbying process, because the sum
of the bids may be higher than the value of the prize.

The main experimental studies on rent-seeking are
Millner and Pratt (1989), Davis and Reilly (1998), Potters
et al. (1998), and Weimann et al. (2000). Here, we will
describe the experiments in Potters et al. The mechanism
used in this study to determine a winner is part of the
experimental design, which distinguishes perfectly and
imperfectly discriminating contests. This distinction allows
the authors to compare a situation where the equilibrium
strategies yield positive probabilities of overdissipation
(i.e., inefficiency), with one where the probability of
overdissipation is zero. In other words, the equilibrium in
one experimental treatment attributes a positive probability
to the event that the sum of the bids is higher than the prize,
whereas another attributes zero probability to this event.
The main results are:

i) the (Nash) equilibrium predictions are not supported;

ii) overdissipation is more likely when theory predicts
that it will be. In other words, the point predictions
derived from game theory are rejected but the
predicted comparative statics are supported;

iii) subjects ‘learn’ to play more according to theory as
they gain more experience through repetition over
rounds.
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The bottom line in this line of research is that only lim-
ited support for the theoretical literature on lobbying is
found. This may be due to the fact that some subjects do
play in line with theory, whereas others do not (Potters
et al., 1998), yielding an aggregate outcome that does not
provide support.

6. Spatial Voting Experiments

Two types of voting experiments can be observed in the
literature, both starting in the late seventies and early eight-
ies at the California Institute of Technology. Both are basi-
cally experiments on spatial voting models, one focussing
on committee voting, and the other on the median voter
model.” An early survey of these experiments is presented
in McKelvey en Ordeshook (1990). Because many of these
studies were undertaken more than a decade ago, this
survey still covers many of the important experiments in
this field. A more recent survey is included in van Winden
and Bosman (1996).

In the committee voting experiments, the typical setup
is one, where a committee of n members has to choose a
point (x,y) on some two dimensional issue space. Each
committee member is assigned a personal ideal point in
this space and the individual payoffs are a (declining) func-
tion of the distance between this ideal point and the point
chosen by the committee. A commonly known decision-
making institution determines how a committee decision is
determined. These institutions describe, e.g., the agenda
setting, the communication and the majority rule used.
Examples of this type of experiment include Berl et al.
(1976), Fiorina and Plott (1978), Hoffman and Plott
(1983), and Eavey and Miller (1984), who argue that this
model can be considered to be a test of the Niskanen
(1971) model of bureaucracy. The conclusions include:

1) if decisions are made by simple majority rule and a
Condorcet winner exists, the committee decision is
close to that outcome;

ii) if decisions are made by simple majority rule and no
Condorcet winner exists, stable outcomes are often
observed, though as yet no theoretical predictions for
these outcomes are known;

iii) communication does not have a large effect on the
outcome;

iv) the Niskanen model does not find support, in the
sense that an agenda setter (bureaucrat) does not man-
age to make his ideal point the committee decision.

The median voter experiments study the interaction
between political candidates and voters. The latter are given

an ideal point in a one- or two dimensional policy space.
Once again, their payoffs are a declining function of the
distance between the chosen point and the ideal point.
Candidates choose a position in the policy space, hoping to
attract voters. If elected, their position is chosen and deter-
mines the voters’ payoffs. Candidates’ payoffs are positively
related to the number of votes they receive (e.g., the winner
receives a fixed amount and the loser receives nothing).
Examples of this type of experiments include Collier et al.
(1987), Williams (1991), McKelvey en Ordeshook (1993),
and Olson and Morton (1994). The conclusions include:

i) with complete information on ideal points and
payoffs, the median voter model finds support;

ii) even with incomplete information, there is conver-
gence to the median, when it exists;

iii) costly information on candidates’ positions does not
affect the rate of convergence to the median.

The bottom line of both types of voting experiments is
that quite some support for theoretical predictions
(Condorcet winner, median voter) is observed. Moreover,
stable outcomes when no Condorcet winner exists and con-
vergence to the median voter even in case of incomplete
information indicate that the voting mechanism can lead to
even more robust results than predicted by theory.

7. Concluding Discussion

As mentioned in the introduction, there is a large body of
experimental literature that is not directly related to public
choice topics, but still very relevant for the analysis of
these topics. This is the literature on individual motivations
and (bounded) rationality. Most of public choice theory is
based on the homo economicus, who pursues his selfish
preferences in a perfectly rational way.

Both of these elements have been questioned, based on
experimental results (see Schram, 2000, for an overview).
Many authors argue that preferences are only selfish in
certain circumstances. Instead, it is argued that other
regarding preferences such as altruism or fairness can be
widely observed for many subjects. This observation has
led to theoretical models incorporating these preferences
(e.g., Fehr and Schmidt, 1999; Bolton and Ockenfels,
2000). By now, there is enough material to try to incorpo-
rate other regarding preferences in some of the traditional
public choice theory.

The assumption of perfect rationality also needs to be
adjusted. It is becoming increasingly clear that emotions
(Bosman, 2001) and limits to rationality (Camerer, 1998)
can have major impacts on behavior. In this case it is less
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clear how existing models could be adapted to accommo-
date these results, however. As yet, there is no model of
bounded rationality that seems to be applicable. On the
other hand, these results do create space for theories based
on ‘reasonable’ behavioral assumptions other than perfect
rationality.

The examples given in this essay show that a variety of
typical public choice topics has been studied in a labora-
tory environment. In some cases, this has given support to
existing theories and ideas (e.g., the median voter model).
In others (e.g., rents seeking), it raises doubts about the
validity of the theory in its present form. In yet other cases
(e.g., the turnout paradox), the experimental results can
give hints as to ways to develop the theory further. In this
way, experimental studies have proven to be a welcome
addition to the public choice literature.

ARTHUR JH.C. SCHRAM

NOTES

1. A third group of studies observed is that of ‘political

engineering:” experiments are used to help design

political systems. See Riedl and van Winden (2001) for an
example.

2. It is, of course, possible that the behavior observed is specific
to the particular kind of subject in the experiment (usually stu-
dents). This is a problem related to common experimental pro-
cedures as opposed to the experimental method as such,
however.

3. It is also quite common to refer to B/A (i.e., 1/mrs) as the
marginal per capita return (mpcr); see Isaac et al., 1984.

4. Another widely studied case is where the production technol-
ogy uses a threshold: a minimum amount of contributions
needs to be collected for the public good to be produced. These
‘step-level public goods’ are extensively studied in Offerman
et al. (1996). A meta-analysis is given by Croson and Marks
(2000).

5. On the other hand, Offerman et al. (1996) show that voluntary
contributions decrease with group size in a step-level public
goods game.

6. Giith and Weck-Hanneman (1997) and Blais and Young (1999)
use field experiments to study the paradox of voter turnout. In
both cases, the turnout decision of a group of students in a real
election is monitored. Giith and Weck-Hannemann study the
value of a vote by offering a payment in return for abstention.
Blais and Young study the effect of being exposed to a presen-
tation about the turnout paradox.

7. A limited number of other topics related to voting have been
studied experimentally. These include vote trading (McKelvey
and Ordeshook, 1980), voting on jury decisions (McKelvey
and Palfrey, 1998), voting to prevent public bads (Sutter,
1999), and the aggregation of information through elections
(Wit, 1997).
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1. Biographical Details

Gordon Tullock was born in Rockford, Illinois on
February 16, 1922, four score years ago. His father, George
was a hardy Midwesterner of Scottish ancestry, his mother,
Helen, was of equally hardy Pennsylvania Dutch stock. He
obtained his basic education in the public schools of that
city, displaying from early childhood a superior intellectual
ability that clearly distinguished him from his peers. In
1940, Tullock left for the School of Law at the University
of Chicago to combine a two-year program of undergradu-
ate courses with a four-year formal law program. In fact, he
completed the initial two-year program in a single year.

His law school program was interrupted by his being
drafted into military service as an infantry rifleman in
1943, but not before he had all but completed a one semes-
ter course in economics taught by Henry Simons. This
course was to be Tullock’s only formal exposure to eco-
nomics, a fact that no doubt enhanced rather than hindered
his future success in contributing highly original ideas in
that discipline.

Tullock served in the US military until shortly after the
end of hostilities, returning to civilian life in December
1945. He took part in the Normandy landings on D-Day + 7
as a member of the Ninth Infantry. His life almost certainly
was spared by the good fortune of his being left behind at
division headquarters to defend three anti-tank guns. The
original members of the Ninth Infantry were decimated on
their hard-fought route across France and into Germany.

Following behind, Tullock eventually would cross the
Rhine, he claims, while still asleep. Ultimately, he would
end up in the Russian sector. Although Tullock modestly
dismisses his wartime service as uneventful, this can only
be with the advantage of hindsight. Participation in a major
land war as part of ‘the poor bloody infantry’ is never with-
out the gravest of risks.

Following this three-year wartime interruption, Tullock
returned to Chicago and obtained a Juris Doctor degree
from the Chicago Law School in 1947. He failed to remit
the $5 payment required by the University and thus never
received a baccalaureate degree.

His initial career, as an attorney with a small but
prestigious downtown Chicago law firm, was controversial
and, perhaps, mercifully brief. During his five-month
tenure, Tullock handled two cases. The first case he won
when he was expected to lose, and only after one of the
partners in his firm had advised his client not to pursue the
matter. The second case he lost when he should have won
and he was admonished by the court for his poor perform-
ance (Brady and Tollison, 1991, 1994, 2). Fortunately for
the world of ideas, these events persuaded him to seek out
an alternative career.

Prior to graduation, Tullock had passed the Foreign
Service Examination. He joined the Foreign Service in Fall
1947 and received an assignment as vice consul in Tientsin,
China. This two-year assignment included the Communist
takeover in 1948. Following Tullock’s return to the United
States, the Department of State dispatched him to Yale
University (1949-1951) and then to Cornell University
(1951-1952) for advanced study of the Chinese language.

In late 1952, he joined the ‘Mainland China’ section
of the Consulate General in Hong Kong. Some nine months
later he was reassigned to the political section of the U.S.
Embassy in Korea. Tullock returned to the United States
in January 1955, where he was assigned to the State
Department’s Office of Intelligence and Research in
Washington. He resigned from the Foreign Service in
Fall 1956.

Over the next two years, Tullock held several positions,
including most notably that of research director of the
Princeton Panel, a small subsidiary of the Gallup organiza-
tion in Princeton. Essentially, he was in transition, marking
time until he was ready to make a bid for entry into
academia.

Unusually, Tullock had already published in leading eco-
nomics journals articles on hyperinflation and monetary
cycles in China and on the Korean monetary and fiscal sys-
tem even during his diplomatic service, thus whetting his
own appetite for an academic career and signaling an
unusual facility for observing his environment as the basis
for creative thinking. Furthermore, he had read and had
been intellectually excited by the writings of such scholars
as Joseph Schumpeter (1942), Duncan Black (1948) and
Anthony Downs (1957), scholarship that provided the basis
for reintegrating economics with political science within a
strictly rational choice framework. In short, Tullock was
ready to play a significant role in extending the empire of
economics into the territory of contiguous disciplines.

In Fall 1958, at age 36, he accepted a one-year post-
doctoral fellowship at the Thomas Jefferson Center for
Political Economy at the University of Virginia. Still a rel-
atively unknown quantity at that time, Tullock nevertheless
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brought with him to the Center two indispensable assets,
namely a brilliant and inquiring, if still-unfocused, intellect
and an unbounded enthusiasm for his adopted discipline of
political economy. Quickly he forged a bond with the
Director of the Center, James M. Buchanan, a bond that
would result in some of the most original and important
political-economic scholarship of the mid-twentieth century.

His fellowship year at the Center was productive, result-
ing in an important publication on the problem of majority
voting (Tullock, 1959). In Fall 1959, Tullock was appointed
as Assistant Professor in the Department of International
Studies at the University of South Carolina. Publications
continued to flow (Tullock, 1961a,b) while Tullock crafted
a seminal draft paper entitled ‘An Economic Theory of
Constitutions’ (Tullock, 1959) that would become the
fulcrum for The Calculus of Consent (Buchanan and
Tullock, 1962).

On this basis, Tullock quickly advanced to the rank of
Associate Professor before returning to the University of
Virginia, and renewing his relationship with James
Buchanan, in February 1962, just as the University of
Michigan Press was publishing their seminal book, The
Calculus of Consent. In 1966, Tullock edited and published
the first issue of Papers on Non-Market Decision Making,
the precursor to Public Choice. Between 1962 and 1967,
Tullock published innovative books on bureaucracy
(Tullock, 1965), on method (Tullock, 1966) and on public
choice (Tullock, 1967a) as well as a rising volume of schol-
arly papers that earned him international recognition as a
major scholar.

Despite this distinguished resume, Tullock would be
denied promotion to Full Professor of Economics on three
consecutive occasions by a politically hostile and funda-
mentally unscholarly University administration. In Fall
1967, Buchanan protested these negative decisions by
resigning to take up a position at the University of
California at Los Angeles. Tullock also resigned to become
Professor of Economics and Political Science at Rice
University. With Ronald Coase having resigned for similar
reasons in 1964 to take up a position at the University of
Chicago, it appeared that the nascent Virginia School of
Political Economy might have been deliberately nipped in
the bud by the left-leaning administration of the University
of Virginia.

As aresult of a successful initiative by Charles J. Goetz,
the University of Virginia plot failed. Goetz succeeded in
attracting Tullock to Virginia Polytechnic Institute and
State University in Blacksburg as Professor of Economics
and Public Choice in Fall 1968. Goetz and Tullock imme-
diately established the Center for Studies in Public Choice
in 1968, as the basis for promoting scholarship in the field

and as a means of attracting James Buchanan to join them
at VPI. This initiative bore fruit in 1969, when James
Buchanan joined the VPI faculty and assumed the General
Directorship of the Center, which was immediately
renamed as the Center for Study of Public Choice.
Simultaneously, Tullock renamed his journal Public Choice
and the new sub-discipline set down fruitful roots in the
foothills of the Appalachian Mountains.

Henceforth, Tullock would never again look back. Over
the next one-third of a century he forged for himself a
reputation as a brilliant entrepreneurial scholar and a
formidable debater. To this day he refuses to rest on well-
earned laurels as a Founding Father of three sub-disciplines
of economics, namely public choice, law and economics
and bio-economics.

Universities have recognized his contributions by
appointing him to a sequence of Distinguished Chairs (VPI &
SU 1972-1983, George Mason University 1983—1987 and
1999—, and the University of Arizona 1987-1999).
Professional associations have honored him by electing
him to their presidencies (Public Choice, the Southern
Economic Association, the Western Economic Association,
the International Bio-Economics Society, the Atlantic
Economic Society and the Association for Free Enterprise
Education). In 1992, an Honorary Doctorate of Laws was
conferred on him by the University of Chicago, in 1996 he
was elected to the American Political Science Review Hall
of Fame and in 1998 he was recognized as a Distinguished
Fellow of the American Economic Association. These
awards and honors reflect powerful entrepreneurial contri-
butions across three major scholarly disciplines.

2. A Natural Economist?

James Buchanan has described Gordon Tullock as a natu-
ral economist, where natural is defined as having “intrinsic
talents that emerge independently of professional training,
education, and experience” (Buchanan, 1987, 9). A natural
economist, therefore, “is someone who more or less con-
sciously thinks like an economist” (ibid., 9). In Buchanan’s
judgment, there are very few such natural economists and
most of those who claim competence in economics as a
discipline are not themselves natural. Buchanan identifies
Gary Becker and Armen Alchian along with Gordon
Tullock as prominent members of the rare natural econo-
mist species.

Buchanan recognizes that all economists of repute rely
upon the rational choice model as the basis for analyzing
the market interactions of human beings. Human beings
are depicted as self-interested, utility maximizing agents
for whom social interchange is initiated and exists simply
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as a preferred alternative to isolated action. Even though
the large majority of economists do not fully endorse this
model as an accurate depiction of individuals in society,
they utilize it in market analysis on an ‘as-if” basis.

Yet many of them waver or object when confronted with
extending the rational choice model to the analysis of
non-market behavior especially, one might conjecture,
prior to Tullock’s successful contributions in the 1960s. The
behavior of such agents as politicians, voters, bureaucrats,
judges, preachers, research scholars, family members,
criminals, revolutionaries, terrorists and media anchors,
they argue, cannot be effectively captured in terms of the
rational self-interest model. The natural economist has no
such inhibitions.

In this perspective of Tullock’s work, individuals exist as
isolated islands in an ocean of exchange, solipsist in vision
and poised irreversibly on the edge of the jungle (Rowley,
1987a, 20). Because the natural economist is imbued com-
prehensively with a Hobbesian vision of the world, he can-
not comprehend the contractarian promise expounded by
Hume, Locke and the young John Stuart Mill. He cannot
model man as rising above his narrow self-seeking
instincts.

George Stigler once suggested that a major difference
between his own scholarship and that of Milton Friedman
was that whereas Friedman sought to change the world he
(Stigler) sought merely to understand it. This distinction
holds with equal force with respect to the scholarship of
Buchanan and Tullock. Precisely because Tullock seeks to
understand — even when what he learns is unappetizing —
he adopts no subterfuge in his analytical approach.

If consent exists, Tullock notes and explores its ration-
ale. If conflict is manifest, Tullock investigates the social
dilemma to the extent possible with the tools of neoclassi-
cal economics. No judgment is passed; no policy recom-
mendations are advanced. Tullock chronicles observed
events as part of the pattern of a diverse universe that he is
ever eager to explore. In this sense, Buchanan’s insight, as
I shall demonstrate, is accurate with respect to much of
Tullock’s scholarship, but inaccurate in important respects.

I should close this section by noting, however, that a nat-
ural economist need not manifest extreme solipsism in his
own behavior. There is no reason why those who utilize
self-seeking assumptions in scientific analysis should be
seduced by the assumptions that they deploy into adopting
an entirely solipsist mode of personal behavior.

Certainly, Tullock does not live the life of homo oeco-
nomicus, as the many faculty visitors and graduate students
who have diverted him from his writings to share his intel-
lectual curiosity, his ideas and his wit will readily testify. If
Tullock is generous with respect to his time, he is equally

generous with respect to his modest wealth, as those who
have dined — and dined well — at his table and those who he
has supported financially in times of need will also testify.
He may well raise homo oeconomicus as his indomitable
standard on the field of intellectual battle. This standard is
by no means the appropriate measure for evaluating his life
(Rowley, 1987a, 22).

3. The Calculus of Consent

The two most widely cited of Gordon Tullock’s many
contributions are The Calculus of Consent (co-authored
with James Buchanan) published in 1962, and “The Welfare
Costs of Tariffs, Monopolies and Theft” published in 1967.
Let us focus briefly on Tullock’s contributions to The
Calculus as a means both of assessing his insights and of
teasing out the limits of the natural economist hypothesis.

The Calculus is a momentous work of scholarship, the
first major foray by Buchanan and Tullock into the terrain
of political science and the cornerstone of the Virginia
political economy program. The principal objective of the
book was to rationalize the Madisonian enterprise in
strictly economic terms and to provide a logical rational
choice foundation for constitutional democracy.

Fundamentally, the book was an exercise in team
production, yet with each author bringing distinctive qual-
ities to the enterprise (Rowley, 1987b, 45). Buchanan
brought to the task an emphasis on modeling politics-
as-consentaneous-exchange under the influence of Knut
Wicksell. Tullock focused on modeling all agents in the
constitutional endeavor in strict self-interest terms. By
resolving this tension the co-authors wrote a masterpiece.
In Tullock’s contributions on logrolling and its implications
for the simple majority voting rule (Chapter 10), and in his
contributions on the bicameral legislature and the separa-
tion of powers (Chapter 16), we see the natural economist
in his most unrelenting guise.

However, Tullock’s central contribution to The Calculus
was the economic theory of constitutions (Chapter 6) writ-
ten at the University of South Carolina in 1959. This eco-
nomic theory provides the logical foundation for
constitutional democracy and indeed it is the anvil on
which The Calculus of Consent was forged. Ironically, it is
a chapter in which Tullock suppresses the self-interest
axiom in its most myopic form as a means of identifying
the unanimity principle as a rational individual decision-
making rule for effecting constitutional choices.

In Chapter 6, Tullock assumes that the domain of
collective action has already been determined and that the
specific institutions through which collective action occurs
are already in place. On this basis, he analyzes the choice
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of optimal rules by any random individual in society as a
function of minimizing expected costs. Tullock distin-
guishes between two categories of expected cost, namely
the expected external costs imposed on them by collective
action and the expected costs of making decisions through
collective action.

By recognizing that individuals fear the imposition
of external costs upon them by government, Tullock
challenged head-on the Platonic model of beneficent gov-
ernment that then dominated the political science literature.
Only a rule of unanimity can protect any random individ-
ual from the imposition of such costs. By recognizing that
expected decision-making costs are a monotonically
increasing function of the number of individuals who must
agree in order to effect collective action, Tullock was able
to check the unanimity instincts of James Buchanan and to
demonstrate that only voting rules short of unanimity are
capable of minimizing the combined expected external and
decision-making costs of collective action.

The rational individual, at the stage of constitutional
choice, thus confronts a calculus not unlike that which he
must face in making everyday economic choices. By agree-
ing to more inclusive rules, he accepts the additional bur-
dens of decision-making in exchange for additional
protection against adverse outcomes and vice versa
(Buchanan and Tullock, 1962, 72). Tullock recognizes that
differences in the burden of these costs with respect to
specific constitutional choices will result in the selection
by rational individuals of more or less inclusive rules. This
insight explains the choice of supra-majority rules for
collective actions involving such fundamental collective
choices as life, liberty and property in combination with
the choice of significantly less inclusive rules for collective
choices involving lower perceived external costs.

At this point, however, Tullock retreats from the concept
of homo oeconomicus in its narrow myopic form in order
to focus on the mechanism through which random individ-
uals who have selected optimal constitutional rules for
themselves translate these choices into universally
endorsed constitutional rules for society. This is a signifi-
cant issue. Individuals differ in many ways and, at any spe-
cific time, such differences will obstruct the achievement
of universal consent.

Agreement, according to Tullock, is more likely regard-
ing general rules for collective choice than for later choices
to be made within the confines of certain agreed-on rules,
because in the former case individuals are separated from
their particular interests by a veil of uncertainty. Because
general rules are expected to govern choices over lengthy
time periods, individuals cannot predict with any degree of
certainty whether they are likely to be in winning or losing

coalitions on any specific issue. Their own self-interest
in such circumstances will lead them to choose rules
that maximize the expected utility of a randomly selected
individual.

Consent will not occur without discussion. This is not
the hypothetical world depicted by John Rawls in 4 Theory
of Justice (1971). The discussion envisaged in The
Calculus of Consent can be likened to that among players
determining the rules of a card game before the cards are
dealt. It is in the self-interest of each player at this stage to
devise a set of rules that will constitute the most interesting
game for the representative player. Once the cards are
dealt, of course, no such agreement is likely as homo
oeconomicus re-emerges to follow his self-serving instincts.

For universal consent over rules to be feasible, Tullock
recognizes that participants must approach the constitu-
tional convention as equals in the sense that differences are
accepted without rancor and that there is no discernible
dominant group that holds political power. For such a
group would not rationally divest itself of its authority.
Therefore, The Calculus of Consent has little relevance for
a society characterized by sharp distinctions between social
classes, religious or ethnic groupings where one such
grouping has a clearly advantageous position at the
constitutional stage.

In 1787, this may not have appeared to be a problem for
the United States because the limited suffrage went largely
unchallenged. By 1860, it clearly was sufficiently impor-
tant to destroy the Union. It is very surprising that Tullock
completely failed to anticipate that this problem would
re-emerge in the United States during the mid 1960s as
long-term minorities began seriously to question the rules
that had subjugated them to the whims of a dominant
majority. The collapse of the US Constitution in 1860, and
its near collapse between 1968 and 1974, in any event
strongly conform to the predictions of the economic model.

Like all original insights, Buchanan and Tullock
presented The Calculus of Consent to its intellectual audi-
ence in an embryonic form. Some forty years after its birth,
significant and unresolved problems remain as is inevitable
for any theory that purports to rationalize universal consent
for less than unanimous decision-making rules in the real
world.

Foremost among these problems is the silence of The
Calculus with respect to the characteristics of the state of
nature in the pre-constitutional environment. Written as the
book was in the late 1950s it is reasonable to infer that the
authors envisaged a Lockeian state of nature governed by
natural law that allowed individuals to protect inalienable
rights to life and liberty and imprescriptible rights to
private property.
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In such an environment, individuals predictably will
consent only to a set of rules that will require government
to protect their natural rights (i.e., that limit the domain of
collective action to government as a minimal state).
Because government will be so constrained, individuals
anticipate that decision rules will be fully enforced by gov-
ernment as a referee and that collective action within those
rules will not be reneged upon in the post-constitutional
environment.

Once collective action bursts out of this restricted
domain, as occurred in the United States in 1937 in the
Supreme Court judgment of West Coast v. Parrish that
destroyed forever the primacy of liberty to contract, con-
siderations of conflict rapidly overwhelm those of consent,
and constitutional rules are reformulated in a much less
promising, more Hobbesian environment. This environ-
mental shift was recognized simultaneously in 1974 at the
peak of the Watergate crisis, by both co-authors of The
Calculus of Consent.

Tullock’s response was to write The Social Dilemma
(1974) and to focus forever after on positive public choice
in a Hobbesian environment. Under pressure, Tullock’s nat-
ural economist instincts have resurfaced with a vengeance
as his intellectual focus has switched from the potential for
gains-from-trade to the reality of generalized prisoners’
dilemmas and intractable hold-out situations.

Buchanan’s response, in contrast, was to write The Limits
of Liberty (1975) striving to rationalize the survival of
consentaneous decision-making in a Hobbesian world.
Thereafter, Buchanan has focused almost exclusively on
constitutional political economy, frequently changing tack
to protect limited government from the adverse conse-
quences of the predatory state (Brennan and Buchanan,
1980, 1985; Buchanan, 1990; Buchanan and Congleton,
1998). Under pressure, Buchanan has reached beyond homo
oeconomicus in his attempt to provide an intellectual
platform through which concerned private citizens might
forestall the re-emergence of Leviathan in the United States.

4. The Political Economy of Rent Seeking

If Tullock dips his standard in The Calculus of Consent, he
resurrects it with a vengeance in his seminal contributions
to the rent seeking literature. Here we see the natural
economist in his favorite role as he analyzes narrow self-
seeking by individuals in the unrelenting Hobbesian
environment of the redistributive state.

Economic rent is a familiar concept to economists. It is
simply defined as any return to a resource owner in excess
of the owner’s opportunity cost. Economic analysis identi-
fies various categories of such returns — monopoly rents,

quasi-rents, infra-marginal rents — that arise in market
economies as a consequence of the less than perfect supply
elasticity of factor inputs. Within a competitive market, the
search for rents is nothing more than the normal profit
seeking incentive that shifts resources to their most highly
valued uses and creates new products and values (Tollison,
1987, 144). Positive temporary rents induce new entry
and negative temporary rents compel exit in both cases
impacting beneficially on economic output.

Tullock’s rent seeking insight focuses attention on a
malignant rather than a benign phenomenon. The notion
that individuals and groups dissipate wealth by utilizing
scarce resources to seek rents created for them by govern-
ment is a classic insight by Gordon Tullock (Tullock,
1967b). The insight is of pivotal importance for Virginia
political economy. Arguably, it is the single most important
contribution to the public choice research program and it
remains, some thirty-five years after its inception, a major
engine motivating public choice scholarship.

Tullock’s insight was first presented in 1967 in an arti-
cle published by The Western Economic Journal following
its rejection by the well known editors of three leading eco-
nomics journals. The term ‘rent seeking’ was associated
with Tullock’s insight some seven years later by Anne
Krueger (1974) in a paper that failed to reference Tullock’s
several prior contributions to the literature.

Tullock’s attention was energized by a growing tendency
for 1960s’ economists to dismiss the welfare costs of
monopolies and tariffs as unimportant in view of the
minute values associated with Marshallian deadweight loss
triangles of consumers’ surplus imposed by such instru-
ments (one tenth of one-percent of US gross domestic
product according to one measure devised by Arnold
Harberger (1954, 1959). Instinctively, Tullock sensed that
such complacency was ill founded, and noted that “the
classical economists were not concerning themselves
with trifles when they organized against tariffs, and the
Department of Justice is not dealing with a miniscule
problem in its attacks on monopoly” (Tullock, 1967b).

Tullock identified the Harberger fallacy by introducing
a shift of emphasis based on a classic public choice insight.
Generally, governments do not impose tariffs and do not
create monopolies in a political market vacuum. They must
be lobbied or pressured into so doing by the expenditure of
resources in political activity by those who stand to benefit
from such market protections. According to Tullock,
rational producers would invest resources in lobbying, say
for a tariff, until the expected marginal return on the last
dollar so spent was equal to its expected marginal cost.
Those who opposed the transfer would expend resources
similarly in the opposite direction. All such outlays
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dissipate the rents expected by those who lobby. In certain
adverse circumstances, such dissipation constitutes a
complete waste of society’s resources.

Tullock went on to demonstrate that rent seeking is not
limited to the lobbying of government by private interests.
In his 1975 article on ‘Competing for Aid, (Tullock,
1975b) he demonstrated how rent seeking for fiscal aid
from the federal or state governments occurred among
lower levels of government. This insight came from
Tullock’s experience in China where he observed how
individuals deliberately mutilated themselves to make
themselves attractive as recipients of charity. Similarly the
City of Blacksburg deliberately under-maintained its own
roads in order to become eligible for road-fund support
from the Commonwealth of Virginia.

One of the major activities of modern government is the
granting of special privileges to various politically influen-
tial organizations. Tullock observed that with notable
exceptions, the profit record of such groups does not differ
systematically from that of unprotected sections of the
economy. In part, this may be because the rents either have
been dissipated up front or eroded by new entrants. In part,
however, the phenomenon is due to the capitalization of
monopoly rents so that only the original beneficiaries of
the privilege make abnormal gains. Market capitalization
gives rise to a transitional gains trap where the revoking of
a government privilege imposes capital losses on second
generation rent recipients (Tullock, 1975a). It would seem,
as David Friedman has put it, that “the government cannot
even give anything away.” It is also evident that rational
individuals will lobby virulently to avoid the imposition of
capital losses, making it extremely difficult for politicians
to support the abolition of special privileges once they have
been bestowed.

As with The Calculus of Consent so it is the case with
rent seeking, that Tullock’s original insight was presented
to public choice in embryonic form. Many of the gaps have
now been closed (see Tullock, 1993). Two significant
problems yet remain unresolved.

The first is the ad hoc nature of rent seeking theory that
constrains the generality of its predictive power and that
allows critics such as Stiglitz (1991) to contend that “while
these theories share with stock market analysts the ability to
provide ready interpretations of whatever occurs, their suc-
cess in predicting these political forces is much more lim-
ited”. This is a fair criticism. Following the collapse of the
Soviet Empire in 1989 and the collapse of Enron in 2001,
rent seeking rationalizations abound. However, no public
choice scholar predicted either of these collapses in advance.

The second is the marked disparity between the magni-
tude of rents created by the US federal government and the

relatively small level of observed rent seeking outlays.
Even if the efficient rent-seeking model (Tullock, 1980a) is
adjusted to take account of risk aversion and increasing
returns in rent seeking, this gap by no means is reconcil-
able. In his 1989 book on The Economics of Special
Privilege and Rent Seeking Tullock ingeniously rescues the
rational choice model by suggesting that rent seekers suc-
ceed in opaque rather than transparent markets and thus are
forced to utilize inefficient techniques in rent seeking in
order to escape voter scrutiny. Such inefficient techniques
are very costly and reduce the returns to rent seeking.
Ironically, the very inefficiency of their methods reduces
the total of rent seeking in society and ultimately mitigates
the loss of wealth to society.

In this context, consider two types of worlds. In one,
Tullock waste is exact and complete. Here the incentive to
create monopoly is low because there are no excess returns
from so doing. However, the social cost per instance of
realized monopoly is high. In the other world, politicians
succeed in converting rent-seeking costs into transfers.
There are significant excess returns to monopoly creation.
Hence there will be many more realized monopolies
and many more Marshallian triangles of deadweight
loss imposed on society. It is not clear a priori which
type of world is preferable from the viewpoint of wealth
maximization.

Let me conclude this discussion with an accolade to
Gordon Tullock from one of his former colleagues, Robert
Tollison, much of whose carcer has been expended on
researching the rent-seeking research program initiated by
Tullock:

The theory of rent-seeking is here to stay. As I have
observed in another context the most interesting thing
about Tullock’s ingenious insight is how simply he put it.
Like Coase, he communicated his vision in terms that
every lay economist could follow. This is a criterion by
which greatness in science is measured. In economics,
the Tullocks of our profession are more indispensable
than ever. To wit, the scarcest thing in any science is a
good idea, clearly communicated. (Tollison, 1987, 156)

5. The Vote Motive

The truly original insights into the vote motive must be
ascribed to Duncan Black, whose writings during the late
1940s on the median vote theorem and the problem of vote
cycles make him the undisputed Founding Father of public
choice, and to Anthony Downs, whose 1957 book intro-
duced rational choice analysis to the study of democracy
and representative government and defined the paradox of
voting implicit in the rational abstention of voters when
confronted with large-scale elections. Tullock, nevertheless,
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leaves firm footprints on the sand with respect to this area
of public choice scholarship.

First, Tullock has focused attention on the relevance of
logrolling and vote trading for majority voting in represen-
tative assemblies. In 1959, his paper on ‘Problems of
Majority Voting” demonstrated that majority voting mech-
anisms in the absence of logrolling and vote trading deny
voters the opportunity to seek gains from trade available to
them where varying minorities care more passionately than
varying majorities over specific programs in the policy
bundles potentially available through the political process.

However, utility-maximizing logrollers, in the absence of
binding contracts among each other, typically induce exces-
sive public provisions (in terms of median preferences)
under majority rule. Only by requiring supra-majorities can
this weakness be avoided. This insight, provides powerful
support for a constitutional requirement that legislatures
should always operate under supra-majority vote-rule
constraints.

In 1981, Tullock returned to his earlier work on
logrolling to address a perceived paradox in legislative
behavior, namely the perceived stability of policy outcomes
in a spatial environment seemingly conducive to endless
cycling. His innovative paper entitled ‘Why so much sta-
bility?’ initiated a major research program on the topic now
referred to as ‘structure-induced-equilibrium.” Although
Tullock’s contribution is generally referred to as logrolling,
in truth it falls directly within the structure-induced
paradigm.

Tullock’s contribution is based on the recognition that
most government actions have the characteristic of provid-
ing a relatively intense benefit to a small group at a small
cost to each member of a large group. Such bills are passed
by several small groups getting together to logroll across
their separately preferred programs. In line with his work
in The Calculus of Consent (1962), Tullock distinguishes
between two forms that logrolling can take, namely indi-
vidual bargains and formal coalitions.

Individual bargains predictably involve everyone since
anyone excluded can offer lower prices for his vote in order
to get back in. Tullock claims that a stable equilibrium is
likely in such circumstances, though it will not be a Pareto
optimum. In this judgment he is incorrect. As Bernholz
(1974) established, if there is a cycle in the voting, there is
also a logrolling cycle, unless individuals somehow can
commit themselves to a specific bargain.

Tullock recognizes the instability of formal coalitions,
given that those excluded from the majority coalition can
destabilize it through counter-offers, since there will be
over-investment in projects favored by members of the
coalition and under-investment in projects favored by

the minority. Moreover, there is little evidence either of
formal coalitions in legislative bodies, or of any systematic
exploitation of specific minorities. Rather, as Tullock
observes, the committee structure of Congress creates
stability to protect itself from the chaos of endless cycles:

One simple procedure is to have the relevant committee
which will, of course, contain representatives from both
parties, canvass the House and decide which particular
rivers and harbors bills would, in fact, pass if implicit
logrolling were used on votes on each individual bill.
This collection of specific projects can then be put
together in one very large bill and presented to
Congress as a unit. (Tullock, 1981, 199-200)

This was the first attempt to explain the observed
stability of political equilibrium under conditions con-
ducive to cycling within the framework of a strictly rational
choice model.

Second, (in 1967a) Tullock re-focused the rational voter
abstention model of Downs (1957) in order to take account
of the phenomenon of rational voter ignorance. If informa-
tion is costly and if voters rationally economize in obtaining
it, then the original equation of Downs, where the expected
payoff to the individual from voting in an election is:

R=BP-C+D
changes to:
R=BPA-C,—C;+D

where B refers to the net personal benefit expected from
the victory of the voter’s preferred party or candidate,
P refers to the probability that the voter’s vote is decisive,
A refers to the voter’s subjective estimate of the accuracy
of his judgment, C, refers to the cost of voting, C; refers to
the cost of obtaining additional information and D refers to
the consumption benefit received from voting.

Suppose, in such latter circumstances, argues Tullock,
that C, is negative as a consequence of social pressures, in
which case voting is always rational. The cost of becoming
adequately informed is much more expensive. In such cir-
cumstances, it would rarely be rational for the individual
voter to cast a well-informed vote. In essence, most voters
will be rationally ignorant (Tullock, 1967a, 114).

The fact that the average voter is rationally ignorant
opens up incentives for highly motivated members of the
mass media to attempt to influence others in their voting
behavior. Tullock also addresses this issue (Tullock, 1967a).
The expected payoff associated with such behavior is:

R=BP,—C;—C,

where P, is the probability that persuasion is decisive and
C, is the cost of persuasion. For individuals working in the
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mass media, P, is much larger than P and C, is likely to be
zero. Advocacy therefore is a highly predictable activity in
political markets. Advocacy will be directed most heavily
at rationally ignorant swing voters whose behavior typi-
cally determines the outcome of political elections.

So far Tullock discusses the provision and consumption
of political information without specific reference to the
important issue whether or not such information is deliber-
ately deceptive, although he recognizes that there is a fine
distinction between persuasion and lies. In a further essay,
on the economics of lying, Tullock (1967a) Tullock focuses
on the incentives for politicians to lie to rationally ignorant
voters in the course of election campaigns.

The expected benefit associated with a political lie
comes from its success in securing votes. This is the prod-
uct of the probability that the lie will be believed and the
probability that it will persuade individuals to switch their
votes in favor of the liar. The expected cost of a political lie
is the sum of any cost to conscience and the product of the
probability that the lie will be detected and the loss of votes
associated with such detection. According to Tullock
(1967a), the rational vote-seeking politician will lie to the
point where the marginal expected benefits are equated
with the marginal expected cost. Predictably, politicians
will lie more extensively to the rationally ignorant than to
the well-informed voters.

Because competing politicians have clear incentives to
expose each others’ lies, explicit lies are less likely than lies
by inference. Politicians are well versed in such nuances of
expression. Negative campaigning, where the respective
campaign staffs of competing politicians, rather than the
candidates themselves, lie about each other’s candidate and
accuse each other of lying is an excellent example of such
nuanced vote-seeking behavior.

Tullock’s natural economist instincts dominate in his
approach to the vote motive. The current faddish popular-
ity of theories of expressive voting, for example, wherein
rational voters are assumed to vote their conscience rather
than their interest, leaves Tullock unmoved and uncon-
vinced. If individuals go to the polls, they vote their inter-
est, as best such interest is perceived to be through the fog
of rational ignorance, persuasion and lies.

One senses (and shares) Tullock’s skepticism concern-
ing public choice scholars who relinquish the rational
choice model in this field in favor of sociological explana-
tions of human action. If Tullock’s understanding of the
vote motive speaks little for the net benefits of democracy,
this does not concern him, nor should it concern us. Tullock
views the world as it is and not as it ideally might be. From
this perspective, democracy is a very weak reed on which
to rest the well-being of a nation, save when the domain of

collective action is strictly and effectively curtailed by con-
stitutional rules (Tullock, 1998, 2000).

6. Bureaucracy

Tullock’s 1965 book, The Politics of Bureaucracy, is the
first application of the positive rational choice approach to
a field that until then was dominated by ‘a normative mish-
mash of Max Weber’s sociology and Woodrow Wilson’s
vision of public administration’ (Niskanen, 1987, 135). In
this tradition, senior bureaucrats were viewed for the most
part as impartial and well-informed servants of the prevail-
ing public good as determined by each ruling government.
The one prior book on bureaucracy by an economist
(Ludwig von Mises, 1944) was essentially devoid of
analytic content. Tullock’s (1965) contribution, therefore,
inevitably was a voyage of discovery that opened up a
fertile field for future research by challenging the funda-
mental premise that dominated the political science litera-
ture. Tullock is clearly influenced by Machiavelli’s The
Prince and by Parkinson's Law in modeling the behavior of
senior bureaucrats and their subordinates.

Tullock models bureaucracy as a hierarchical system in
which individuals advance by merit, as determined by
senior bureaucrats. Ambitious self-interest motivates the
behavior of all bureaucrats. The organizational system
selects against moral rectitude. A man with no morals has
a marked advantage over a more moral colleague who is
willing to sacrifice career opportunities, at the margin, in
pursuit of moral goals.

The moral quality of senior bureaucrats, therefore, with
rare exceptions, is extremely low, not least because they
must respond to the amoral behavior of ambitious under-
lings who seek to usurp their positions. There is no market
check on the harmful organizational consequences of such
unbridled personal ambition. It is also pointless to train
bureaucrats in ethics, since self-interest dominates moral
rectitude in this perverse non-market environment.

Because bureaus are hierarchical systems in which top-
down decision-making is the norm, Tullock identifies two
major problems that lead to organizational inefficiency.
First, instructions are unlikely to pass down the hierarchy
without distortion even in the absence of malevolent
design. Tullock refers to this as the problem of whispering
down the lane. Second, senior bureaucrats cannot access
fully the information available at lower levels of the hierar-
chy. If they delegate they lose control. If they fail to dele-
gate, their decisions will be ill-informed. Thus, Tullock
shreds the central postulates of the political science
research program and sets the scene for the economic
analysis of bureaucracy.
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Tullock (1965) focuses entirely on the internal
organization of a bureau. Later work by Niskanen (1971)
and by Weingast and Moran (1983) tightened the economic
analysis and identified the link between bureaus and their
sponsor organizations. This shift of emphasis opened up
the path to important empirical analysis that strongly sup-
ports the rational choice approach. Tullock’s insights,
culled from his personal experience in the Department of
State, were indispensable to establishing this research
program.

7. The Law

Tullock, the natural economist, rarely strays from positive
rational choice analysis to engage in normative discussion.
His first book on the law, The Logic of Law (1971a),
however, is an exception to this rule. Here Tullock adopts
utilitarian philosophy as first outlined by Jeremy Bentham,
but as modified by Lionel Robbins (1938), by Nicholas
Kaldor (1939) and by Hicks (1939).

Bentham’s brand of utilitarianism comprises a combina-
tion of three conditions (Sen, 1987, 39), namely:

1. Welfarism, which requires that the goodness of a state
of affairs should be a function only of utility informa-
tion regarding that state of affairs;

2. Sum-ranking, which requires that utility information
regarding any state of affairs should be assessed in
terms of the sum of all individuals’ utilities concerning
that state of affairs; and

3. Consequentialism, which requires that every choice in
society should be determined by the goodness of the
consequent state of affairs.

Tullock’s only formal training in economics was the
course provided in the Chicago Law School by Henry
Simons, who is best known for 4 Positive Program for
Laissez Faire (1934), a propagandist tract, more an essay in
utilitarian political philosophy than in economics (Coase,
1993, 240). It is not surprising, therefore, that Tullock fol-
lowed in his master’s footsteps, albeit modifying the utili-
tarian ethic to suppress the sum-ranking condition in favor
of the Pareto principle.

In The Logic of the Law, the first book ever published in
law-and-economics, Tullock explicitly refers to Bentham’s
failed reforms of the English legal system, and claims that:
‘[s]lince we now have a vast collection of tools that were
unavailable to Bentham, it is possible for us to improve on
his work” and ‘[h]opefully this discussion, together with
empirical research, will lead to significant reforms’
(Tullock, 1971a, xiv). On this basis, Tullock launches a

critical review of substantive law and legal procedure
within the United States as they existed in the late 1960s.

Tullock recognizes the limitations posed by the ordinal
nature of utility and the inability to make interpersonal
comparisons of utility. To overcome these restrictions, he
falls back on the approach first developed in The Calculus
of Consent (1962), in which individuals are viewed as
focusing on potential reforms from a long-term ex ante
perspective behind a veil of uncertainty. In such circum-
stances, legal reforms that myopic individuals who suffer a
short-term loss of utility might be expected to veto, never-
theless satisfy the unanimity requirement of the modified
Pareto principle.

Tullock’s critical eye takes in most areas of substantive
law in the United States — contract, tort, theft, robbery, tax,
and family — but focuses most savagely on legal procedures
within the Anglo-Saxon legal system, a focus that he has
sharpened even more with the passage of time as he has
become yet more enamored with Napoleon (the civil code)
and yet more skeptical of Wellington (the adversarial
procedures of the common law).

The Logic of the Law (1971a), Trials on Trial (1980) and
The Case Against the Common Law (1997) all utilize a
writing style more appropriate for policy-makers than for
lawyers, rejecting the minutiae of legal footnotes for the
straight-forward prose and anecdotal evidence for which
Tullock is renowned. Not surprisingly, Tullock has failed to
achieve the same level of influence over the legal profession
as he has, with respect to public choice, over economists
and political scientists.

Most lawyers are rent-seekers rather than scholars, slaves
to the complex details of the law that provide them with
their remuneration and profoundly mistrustful of ideas that
appear to threaten their monopoly rents. It should come as
no surprise that lawyers and legal scholars have responded
much more favorably to the sophistry of Richard Posner a
fellow lawyer who advises them that their pursuit of private
wealth through lucrative adversarial litigation indubitably
contributes to the wealth of society (Posner, 1973).

Undeterred by this apparent failure to influence the
American legal profession, Tullock continues to launch
successive assaults upon Anglo-Saxon legal procedure. In
so doing, he identifies the weak link of Chicago law-
and-economics. For, if litigation leads to incorrect legal
outcomes and legal errors are not automatically corrected
by future litigation, the assertion that the common law is
efficient is extremely difficult to sustain.

In his most recent, and arguably his best book on this
subject, The Case Against the Common Law (1997) Tullock
deploys the rational choice approach to powerful effect,
demonstrating that a socialistic court system, with salaried
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bureaucrats (judges) and below average intelligence jurors
responding to the competing arguments of self-seeking
lawyers, buttressed by the paid lies of their respective
expert witnesses, within a system that is designed to
restrict relevant evidence, is extremely unlikely to con-
tribute positively to the efficiency of the law and to the
aggregate wealth of society.

The fact that legal scholars of all brands, from Yale and
Harvard to Chicago, choose to remain silent concerning the
issues that Tullock raises, rather than to attempt to refute
them, is suggestive that they know just how potentially
devastating is his logic of the law for the continuation of
the high incomes that they earn. Lawyers and legal schol-
ars are sufficiently well-trained in the Socratic technique to
recognize the importance of voiding it when confronted
with such a formidable debater, so better armed than they
are in the logic of the law (Goetz, 1987; Rose-Ackerman,
1987; Schwartz, 1987).

8. Bio-economics

In 1957, shortly after leaving the Department of State and
while working in Princeton, Gordon Tullock became inter-
ested in social insects and in other aspects of biology. He
prepared a manuscript that would be published in a much
revised form only one third of a century later, dealing with
issues of coordination without command in the organiza-
tion of insect societies. In this early draft, he deployed
economic tools to analyze the internal structure of ants,
termites and a few other insect species. Tullock’s monograph
was well in advance of the pioneering work of Edward O.
Wilson who is formally and correctly credited with
founding the field of sociobiology.

Tullock’s full bibliography contains a surprising number
of publications in journals of biological science as well as
a number of more popular publications in this field. One of
these, his 1971b paper that applied economic principles to
explain the behavior of the coal tit as a careful shopper,
inspired a doctoral dissertation that provided a supportive
empirical test of the avian feeding habits of the coal tit
(Goetz, 1998, 629).

Together with Janet Landa, Michael Ghiselin and Jack
Hirshleifer, Gordon Tullock ranks as one of the founding
fathers of bio-economics. Most of his contributions were
collected into his 1994 research monograph entitled: The
Economics of Non-Human Societies. In this monograph,
Tullock analyses the extraordinary feats of cooperation and
adaptation to changes in their environments accomplished
by ants, termites, bees, mole rats, sponges and (his favorite)
slime molds, species that have literally microscopic or
non-existent brains.

Tullock assumes that animals, plants, ameboid single-
cells of sponges and the individual cells of slime molds all
possess the functional equivalent of the preference function
of human beings. This preference function is extremely
primitive and is not necessarily mediated by way of a nerv-
ous system. A process of Darwinian selection and inheri-
tance determines the success of such species in social
coordination. He details the behavior patterns of such
primitive species in terms of this rational choice model. It
must be said that anyone who is prepared to argue the
applicability of the rational choice model to the behavior of
slime molds is indeed a natural economist!

9. The Editorial Initiative

Tullock’s career as journal editor began inconspicuously in
1966 when he edited the first issue of Papers in Non-
Market Decision Making, the precursor to the journal
Public Choice that would become the spear-head of the
public choice revolution and arguably one of the most
influential policy-oriented journals of the last third of the
twentieth century. From the outset, Tullock displayed enor-
mous entrepreneurial talent in launching and directing this
editorial initiative (Rowley, 1991).

Historians of scientific revolution (Kuhn, 1970) observe
that textbooks and scholarly journals serve for the most
part to consolidate rather than to initiate new research pro-
grams. The scholarly journals, in particular, tend to be con-
duits facilitating the preoccupation with ‘puzzle-solving’
that normal science epitomizes. In this sense, journals are
vehicles of normal science constrained by the vision of the
past and, at most, are reluctant agents in the process of sci-
entific revolution.

Tullock was well aware from the outset of the preoccu-
pations of journal editorship, indeed he had investigated
the nature of the problem in his 1966 book entitled The
Organization of Inquiry completed prior to embarking on
his own editorial carecer (Rowley, 1991). In that book,
Tullock placed homo oeconomicus center stage in the non-
market decision making environment of the typical schol-
arly journal and deduced on this basis an economic
explanation of conventional editorial predilections for nor-
mal puzzle-solving science.

To understand the behavior of journal editors, Tullock
argues, it is necessary to take account of the non-market
environment of the academy, the institution central to the
scholarly journal’s success or failure. Universities, with
few exceptions, are either publicly-owned socialist institu-
tions or are non-profit organizations in each case offering
bureaucratic services in exchange for block appropriations
and grants supplemented by fee income.
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The senior bureaucrats responsible for their operations
have few incentives to become acquainted with the details
of their institutions’ outputs, particularly with respect to the
nature and quality of advanced research and scholarship.
Yet, they have strong incentives to utilize low cost filters
for evaluating scholarly output as a basis for appointing,
tenuring, promoting and remunerating their academic
work-force. As a consequence, “[t]he whole responsibility
for evaluating research, in essence, is left to the editors of
the learned journals™ (Tullock, 1966, 37).

Unfortunately, most editors exercise only a subordinate
role in the evaluation of scholarship, essentially providing
a brokerage function between scholars on the supply and
the demand side of the market for ideas. As Tullock
observes: “the job of journal editor, although respectable,
is not of sufficient attraction to get the very best personnel”
(Tullock, 1966, 141). In the typical case, where the editor
is a respected but not a leading scholar in his discipline,
truly important and innovative pieces of scholarship often
will lie beyond his evaluation capacity.

In such circumstances, the use of anonymous readers
becomes a lifeline for the intellectually overwhelmed edi-
tor. Recourse to this lifeline predictably will fail to protect
the path-breaking contribution. Leading scholars often
either refuse to referee papers or provide only cursory eval-
uations. Hard-pressed editors thus submit manuscripts “to
relatively junior scientists since such men are rather flat-
tered at the honor and are unlikely to delay and delay”
(Tullock, 1966, 143). Under the shield of anonymity, the
referee “is also not under any great pressure to reach the
correct decision” (Tullock, 1966, 143).

In such circumstances, Tullock argues, editors tend to
discriminate against ground-breaking articles because of
risk-aversion in the face of augmented uncertainty:

The probability of error on the part of the original
investigator is greater, the possibility of error by the
editor in misjudging the article is also great, and it is
certain that the article, if published, will be very
carefully examined by a large number of specialists.
Under the circumstances, the possibility that the
editor’s own reputation will suffer from publication of
such articles is a real one. It is not surprising, therefore,
that these articles are sometimes hard to place. The
problem is compounded by the fact that the prestige of
a journal is affected by those it accepts; it is not affected
by those it turns down. This probably leads the editors
to some degree, at any rate, to play safe.” (Tullock,
1966, 147)

Yet, in his own lengthy editorial career (1966—1990),
Tullock did not reflect his own logic, did not play safe, did
not hide behind the anonymity of referees, did not slip from
the cutting edge of public choice and did not step down

from the editorship of Public Choice even as his reputation
became assured as one of the two leading scholars in the
discipline. Instead, he deployed his journal as an active
agent, seeking out contributions in areas where he detected
important research deficiencies — vote models, logrolling,
rent-seeking, the stability of political equilibrium, demand-
revealing bureaucracy and autocracy are noticeable
examples.

He placed the journal firmly behind empirical research,
recognizing the problem of obtaining good data, and allow-
ing authors scope to experiment with respect both to the
use of proxy variables and to method (Tullock, 1991).
Variable though the quality of published papers undoubt-
edly was, scholars of public choice were attracted like mag-
nets to each issue of the journal for the gems that they
might find — and might find only in Public Choice —
because its editor was a genius and because rival editors
both in economics and in political science, quite simply,
were not. Once again, Tullock’s behavior diverged from
that of the natural economist in its public-spirited, self-
effacing, contribution to the development of an important
discipline.

10. Tullock’s World View

In many respects, Tullock does manifest the characteristics
outlined by Buchanan (1987) as defining the natural econ-
omist. However, as this essay demonstrates, Tullock is
much more than this. He is a warm-hearted and deeply-
concerned person with a powerful vision of the good soci-
ety and a willingness to explore the reforms necessary to
move mankind onto a better path.

In this regard, Tullock’s philosophy is utilitarian in
the modified sense of the Pareto principle, further adjusted
to allow for individual decision-making behind a veil
of uncertainty. This philosophy, first spelled out in The
Calculus of Consent, has been applied systematically by
Tullock ever since wherever he has engaged in public pol-
icy discussion. Tullock is not an anarchist. He believes that
there is a positive role for the state. No doubt that role
extends in his mind beyond that of the minimal or ‘night-
watchman’ state.

However, any such extension, is extremely limited.
Unlike many professed classical liberals, Tullock has not
allowed himself to be diverted onto a normative Hobbesian
path by the events of September 11, 2001. Rather he has
maintained a principled Lockeian position that a free soci-
ety should never over-react to perceived violence and that
basic constitutional rights should not be trampled on. He is
a true friend of liberty, always watchful and vigilant in its
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defense. His good sense and common decency is much
needed and highly valued in this increasingly troubled
world.

CHARLES K. ROWLEY

REFERENCES

Bernholz, P. (1974). “Logrolling, arrow-paradox and decision
rules: a generalization.” Kyklos, 27: 49-72.

Black, D. (1948). “On the rationale of group decision-making.”
Journal of Political Economy, LVI: 23-34.

Brady, G.L. and Tollison, R.D. (1991). “Gordon Tullock: creative
maverick of public choice.” Public Choice, 71(3): 141-148.
Brady, G.L. and Tollison, R.D. (1994). “Gordon Tullock: creative
maverick of public choice.” in G.L. Brady and R.D. Tollison
(eds.) On the Trail of Homo Economicus. Fairfax: George

Mason University Press, pp. 1-6.

Brennan, H.G. and Buchanan, J.M. (1980). The Power to Tax.
Cambridge: Cambridge University Press.

Brennan, H.G. and Buchanan, J.M. (1985). The Reason of Rules.
Cambridge: Cambridge University Press.

Buchanan, J.M. (1975). The Limits of Liberty: Between Anarchy
and Leviathan. Chicago: University of Chicago Press.

Buchanan, J.M. (1987). “The qualities of a natural economist.” in
C.K. Rowley (ed.) Democracy and Public Choice: Essays in
Honor of Gordon Tullock. Oxford: Basil Blackwell.

Buchanan, J.M. (1990). “The domain of constitutional econom-
ics.” Constitutional Political Economy, 1(1): 1-18.

Buchanan, J.M. and Tullock, G. (1962). The Calculus of Consent.
Ann Arbor: University of Michigan Press.

Buchanan, J.M. and Congleton, R.D. (1998). Politics by
Principle, Not by Interest. Cambridge: University of
Cambridge Press.

Coase, R.H. (1993). “Law and economics at Chicago.” Journal of
Law and Economics, 36: 239-254.

Downs, A. (1957). An Economic Theory of Democracy. New
York: Harper and Row.

Goetz, C.J. (1987). “Public choice and the law: the paradox of
Tullock.” in C.K. Rowley (ed.) Democracy and Public Choice:
Essays in Honor of Gordon Tullock. Oxford: Basil Blackwell.

Goetz, C.J. (1998). “Tullock, Gordon (1922-),” in P. Newman
(ed.) The New Palgrave Dictionary of Economics and the Law,
Vol. 3. London: Macmillan, pp. 628-629.

Harberger, A.C. (1954). “Monopoly and resource allocation.”
American Economic Review, 44: 77-87.

Harberger, A.C. (1959). “Using the resources at hand more effec-
tively.” American Economic Review, 49: 134—146.

Hicks, J. (1939). Value and Capital. Oxford: Clarendon Press.

Kaldor, N. (1939). “Welfare propositions of economics and inter-
personal comparisons of utility.” Economic Journal, 49:
549-552.

Krueger, A. (1974). “The political economy of the rent-seeking
society.” American Economic Review, 64: 291-303.

Kuhn, T. (1970). The Structure of Scientific Revolutions, 2" ed.
Chicago: University of Chicago Press.

Mises, L. von. (1944). Bureaucracy. New Haven: Yale University
Press.

Niskanen, W.A. (1971). Bureaucracy and Representative
Government. Chicago: Aldine Press.

Niskanen, W.A. (1974). “Bureaucracy,” in C.K. Rowley (ed.)
Democracy and Public Choice: Essays in Honor of Gordon
Tullock. Oxford: Basil Blackwell.

Niskanen, W.A. (1987). “Bureaucracy,” in C.K. Rowley (ed.)
Democracy and Public Choice. Oxford: Basil Blackwell, 130-140.

Posner, R.A. (1973). Economic Analysis of Law. Boston: Little
Brown and Company.

Rawls, J. (1971). A Theory of Justice. Cambridge: Belknap Press.

Robbins, L. (1938). “Interpersonal comparisons of utility: a
comment.” Economic Journal, 48: 635-641.

Rose-Ackerman, S. (1987). “Tullock and the inefficiency of the
common law,” in C.K. Rowley (ed.) Democracy and Public
Choice: Essays in Honor of Gordon Tullock. Oxford: Basil
Blackwell, pp. 181-185.

Rowley, C.K. (1987a). “Natural economist or popperian logi-
cian”? in C.K. Rowley (ed.) Democracy and Public Choice:
Essays in Honor of Gordon Tullock. Oxford: Basil Blackwell,
pp- 20-26.

Rowley, C.K. (1987b). “The calculus of consent.” in C.K. Rowley
(ed.) Democracy and Public Choice: Essays in Honor of
Gordon Tullock. Oxford: Basil Blackwell.

Rowley, C.K. (1991). “Gordon Tullock: entreprencur of public
choice.” Public Choice, 71(3): 149-170.

Schwartz, W.E. (1987). “The logic of the law revisited,” in
C.K. Rowley (ed.) Democracy and Public Choice: Essays
in Honor of Gordon Tullock. Oxford: Basil Blackwell,
pp. 186-190.

Schumpeter, J.A. (1942). Capitalism and Democracy. New York:
Harper and Row.

Sen, A. (1987). “Rational behavior,” in J. Eatwell, M. Milgate,
and P. Newman (eds.) The New Palgrave: A Dictionary of
Economics, Vol. 4. London: Macmillan, pp. 68-76.

Simons, H. (1934). In H.D. Gideonse (ed.) 4 Positive Program for
Laisser-Faire: Some Proposals for Liberal Economic Policy.
Chicago: Chicago University Press.

Stiglitz, J.E. (1991). “Another century of economic science.”
Economic Journal, 101: 134—-141.

Tollison, R.D. (1987). “Is the theory of rent-seeking here to stay”?
in C.K. Rowley (ed.) Democracy and Public Choice: Essays
in Honor of Gordon Tullock. Oxford: Basil Blackwell,
pp. 143-157.

Tullock, G. (1959). “Problems of majority voting.” Journal of
Political Economy, 67: 571-579.

Tullock, G. (1961a). “An economic analysis of political choice.”
11 Politico, 16: 234-240.

Tullock, G. (1961b). “Utility, strategy and social decision rules:
comment.” Quarterly Journal of Economics, 75: 493-497.
Tullock, G. (1965). The Politics of Bureaucracy. Washington DC:

Public Affairs Press.

Tullock, G. (1966). The Organization of Inquiry. Durham: Duke
University Press.

Tullock, G. (1967a). Toward a Mathematics of Politics. Ann
Arbor: University of Michigan Press.



GORDON TULLOCK AT FOUR SCORE YEARS: AN EVALUATION 117

Tullock, G. (1967b). “The welfare costs of tariffs, monopolies and
theft”” Western Economic Journal, 5: 224-232.

Tullock, G. (1971a). The Logic of the Law. New York: Basic Books.

Tullock, G. (1971b). “The coal tit as a careful shopper.” The
American Naturalist, 105: 77-80.

Tullock, G. (1971c¢). “The cost of transfers.” Kyklos, 24: 629—-643.

Tullock, G. (1974). The Social Dilemma: The Economics of War
and Revolution. Blacksburg, VA: Center for Study of Public
Choice.

Tullock, G. (1975a). “The transitional gains trap.” The Bell
Journal of Economics and Management Science, 6: 671-678.

Tullock, G. (1975b). “Competing for aid.” Public Choice, 21:
41-52.

Tullock, G. (1980a). “Efficient rent-seeking,” in J.M. Buchanan,
R.D. Tollison, and G. Tullock (eds.) Towards a Theory of the
Rent-Seeking Society. College Station: Texas A & M.
University Press.

Tullock, G. (1980b). Trials on Trial: The Pure Theory of Legal
Procedure. New York: Columbia University Press.

Tullock, G. (1981). “Why so much stability”? Public Choice,
37(2): 189-202.

Tullock, G. (1989). The Economics of Special Privilege and Rent-
Seeking. Boston: Kluwer Academic Publishers.

Tullock, G. (1991). “Casual Recollections of an Editor”. Public
Choice, 71(3): 129-140.

Tullock, G. (1993). “Rent seeking,” Shaftesbury Paper No. 3.
Aldershot: Edward Elgar Publishing.

Tullock, G. (1994). The Economics of Non-Human Societies.
Tucson: Pallas Press.

Tullock, G. (1997). The Case Against the Common Law. The
Blackstone Commentaries, No 1, Fairfax, Virgina: The Locke
Institute

Tullock, G. (2000). Exchanges and Contracts. The Blackstone
Commentaries, No. 3. Fairfax, Virginia: The Locke Institute.

Weingast, B.R. and Moran, M.J. (1983). “Bureaucratic discretion
or congressional control: regulatory policy making by the fed-
eral trade commission.” Journal of Political Economy, 91:
765-800.



118 INTEREST GROUP BEHAVIOR AND INFLUENCE

INTEREST GROUP BEHAVIOR AND
INFLUENCE

1. Introduction

During the last two decades economics has witnessed a
remarkable upsurge in theoretical as well as empirical stud-
ies of the behavior and political influence of interest groups.
Recent books by Sloof (1998), Drazen (2000), Persson and
Tabellini (2000), and Grossman and Helpman (2001) refer
to a wealth of evidence of the significance of organized
interests in the political arena, besides presenting surveys of
theoretical studies. Political economics definitively seems
to move away from the common assumption of atomistic
demand in ‘political markets’ (the median voter model)
towards a more realistic framework. In a sense it is picking
up and deepening some older strands of literature inspired
by classical writers on political economy (like Marx and
Pareto), the so-called pluralists in political science (like
Bentley and Truman), and others, who were concerned with
the political impact of particular social groups under the
label of ‘factions’, ‘classes’, or ‘elites’ (see e.g., Bottomore,
1970; Moe 1980). The modern political economic literature
to be surveyed in this paper, however, is characterized by
much greater rigor, through the use mathematical modeling,
and keener attention for individual incentives. Strict adher-
ence to methodological individualism would require the
modeling of the following chain of events regarding the
interaction between policymakers and interest groups:
group formation/adjustment — group decision making —
group activity — political decision making — government
policies (plus other relevant events) — group formation/
adjustment. Due to the complexity involved, group forma-
tion and adjustment (influenced by policy outcomes) are
typically neglected by taking the existence of interest
groups as given, thereby sidestepping the thorny issue of the
individual incentives for participation in collective action
(Olson, 1965). In addition, interest groups are commonly
assumed to act as single (unitary) actors. Nevertheless,
our conclusion will be that there has been substantial
theoretical progress, opening up many promising paths for
important and exciting research.

In this paper we will focus on formal theoretical models
of interest group behavior and influence, with emphasis on

the positive aspects.! Early modeling of interest groups,
during the 1970s and the beginning of the 1980s, had diffi-
culty in dealing simultaneously with the behavior of inter-
est groups and policymakers. In response short cuts were
taken in the form of higher levels of abstraction or by
focusing on one side of the interaction between the agents.
The former short cut is used in the cooperative game and
compromise function models described in section 2, the
latter by the so-called influence and vote function models
discussed in section 3. In the wake of the rise of non-
cooperative game theory in the 1980s the modeling of
interest group behavior became much more general and
sophisticated. Two strands of literature will be highlighted.
Section 4 discusses common agency models of contribu-
tions offered to policymakers in exchange for policies or to
help finance electoral campaigns, while section 5 deals
with models of strategic information transmission. Section
6 is concerned with extended models investigating the
multiple means and channels of influence that are in
general available to groups. Section 7 concludes.

2. Cooperative Games and Compromise Functions

Characteristic of cooperative game models is the focus on
coalitions rather than individual agents, and outcomes
(reasonable compromises) rather than strategic moves.
Although less explicit, it avoids problems of arbitrariness
in the specification of moves. By requiring collective
rationality, policy outcomes of these models are (con-
strained) efficient, that is, they are in accordance with the
maximization of a weighted representation of the utilities
of the players involved. More formally, suppose that n
interest groups can be meaningfully distinguished for the
policy x, and that v/(x) represents the related net benefits or
utility of group i (i=1,...,n). Let u' denote the ‘political
influence weight’ of the group. Then, the behavioral
assumptions underlying the models imply that x follows
from the maximization of the function P(x) =3; uV(x).
Although this function looks like a social welfare function,
it should not be labelled such because the influence
weights are based on a positive instead of normative
(ethical) analysis. We will therefore call it a political
welfare function. Two types of models will be discussed:
the power to tax model (Aumann and Kurz, 1977) and the
interest function approach (van Winden, 1983). These
models differ in the assumptions underlying the function
P(x) and the nature of the influence weights.

The power to tax model concerns a redistribution game
where the so-called Harsanyi-Shapley-Nash value is used as
solution concept. The income distribution is determined by
majority voting. Players in the game are all » individuals in
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society (making up the set N), who are endowed with a
pre-tax income ). Redistribution is constrained by the
requirement that total after-tax income (Z; x) equals total
pre-tax income (2; ). Groups enter the picture because a
majority coalition is required for redistribution. Any major-
ity coalition, C, can redistribute all income from those
outside the coalition, N\C, to itself. The crucial point is that
the outside coalition N\C can threaten to destroy its own
pre-tax income, leaving nothing to be redistributed to C.
The outcome of this game is determined by using the Nash
Bargaining Solution (which assumes that players can make
binding agreements, committing themselves to carry out
threats if no agreement is reached). Proceeding in this way
for all possible coalitions, an individual’s ‘power’ (Shapley
value) can be derived from the individuals (expected)
contribution to all possible coalitions. They show that this
power over the resulting income distribution (x =x',..., x")
corresponds with u’ = 1/v//, that is, an individuals influence
weight equals the reciprocal of her or his ex post marginal
utility v,/. Since commitments are possible threats are never
carried out, because they are anticipated by the players,
preventing inefficient outcomes. Furthermore, no coalitions
(interest groups) actually form. Thus, one could say that x
results from the anticipation of pressure activities that could
but do not actually occur. The model has been extended in
several directions. For example, Aumann et al. (1983) apply
a similar analysis to public goods, Gardner (1981) intro-
duces a government as player, Osborne (1984) studies the
differential taxation of goods that can (like labor-time via
strikes) or cannot (like land) be ‘destroyed’, while Peck
(1986) takes incentive effects of taxation into account.’
The interest function approach takes a less abstract
perspective on policymaking. It is argued that in capitalist
economies, analytically, four basic social groups can be dis-
tinguished, based on their position with respect to
production in the economy: capitalists, private sector work-
ers, public sector workers (politicians and bureaucrats), and
dependants (unemployed, disabled, retired). The political
interests of a group are represented by an ‘interest function’
Vi(x, y). The value of x is determined by the public sector
workers, while y = (3!, %) stands for the actions taken by the
capitalists and private sector workers, respectively. The lat-
ter two groups play a non-cooperative game, where each
group takes the actions of the government and the other
group as given. This determines their actions as a function
of x:y=(»', %) = y(x). The crucial assumption is that pub-
lic sector workers, when deciding on x, will to some extent
take account of the interests of the other groups. The extent
to which they will do so is related to the potential influence
of ‘ideology’ (including altruism), multiple positions
(simultaneous membership of different groups), mobility

(probability of becoming a member of a different group),
and pressure (influence attempts by private sector groups).?
The resulting policy x is assumed to have the character of a
compromise (a generalized Nash Bargaining Solution),
equivalent to the maximization of the ‘complex interest
function’ P(x) above, where the influence weights are deter-
mined by the aforementioned factors. No explicit behav-
ioral model is provided, though, for the relationship
between these weights and the proposed determinants of
pressure (threat potential, group cohesion, and an informa-
tion factor). Later models, discussed below, do provide such
a microfoundation.* The approach has been theoretically as
well as empirically applied in several ways. For example,
dynamic models including elections — showing politically
induced economic cycles of various lengths — are analyzed
by van Winden (1983) and van Winden et al. (1987).
Borooah and van der Ploeg (1983) and van Velthoven
(1989) study macroeconomic models with endogenous gov-
ernment behavior (see also Przeworski and Wallerstein,
1988). van Velthoven and van Winden (1985) and Verbon
(1989) focus on social security. Renaud (1989) presents
(empirical) analyses of fiscal federalism and public sector
growth. Mazza and van Winden (1996) study the impact of
labor migration, and Drissen (1999) analyzes a computable
general equilibrium model with redistribution and public
production. Also, with some empirical support (Renaud and
van Winden, 1988; van Velthoven, 1989) the relative numer-
ical strengths of these groups have been used to study with
a theoretical model the dynamics of endogenous influence
weights (van Velthoven and van Winden, 1985).

Another strand of literature, with roots in Stigler’s
(1971) theory of regulation and its formalization by
Pelzman (1976), simply postulates a compromise function
to endogenize policy, using as arguments typically the
weighted surpluses of consumers and producers.
Maximization by the policymaker is usually (implicitly)
justified by the presumed goal of maximal electoral sup-
port. However, as noted by Hirshleifer (1976), policymak-
ers (regulators) themselves constitute an interest group
with an interest in wealth, implying that political support
can only be an instrumental and partial aim.

3. Influence and Vote Functions

Policies can be affected by interest groups in two ways:
directly, by influencing the behavior of policymakers, and
indirectly, by influencing the behavior of voters. The
influence function and vote function models discussed
next are concerned with these two channels of influence.
Characteristic is the focus on interest group behavior,
whereas the impact on policymaking or voting behavior is
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simply assumed. Furthermore, while the precise nature of
the activity is often left obscure in the first type of models,
campaign contributions are focused on in the latter.

3.1. Influence Functions

Political decision making is often modeled as a kind of all-
pay-auction. Policymakers offer certain policies (public
goods, transfers, regulation), while demand comes from
interest groups. The ‘price’ the latter have to pay is deter-
mined by the resources spent on the acquisition of the
goods. Let x represent the policies, )’ the resources spent by
interest group i, and V/(x, )') its net benefits. Many studies
assume a fixed positive relationship between policies and
resources spent, an influence function: x=I(y, z), where
both y and z are vectors and z represents exogenous vari-
ables (like group sizes). Examples are Findlay and Wellisz
(1983), Cairns (1989), and Coggins et al. (1991). In one part
of the literature, based on the pressure model of Becker
(1983), x represents the amount of a transfer or public good.
In the rent seeking literature, originating with Tullock
(1967, 1980), x usually denotes the probability that a par-
ticular good (a monopoly license, for instance) is obtained.
The equilibrium level of the resources spent by the groups
are determined under the assumption of non-cooperative
(Cournot-Nash) behavior. In both literatures the resources
spent by the interest groups typically entail a pure social
cost, that is, their activity has no productive aspect.
Competition has a better side in Becker’s model, where effi-
ciency costs of the policies (transfers) as such are taken into
account. Under some reasonable assumptions, an increase
in the efficiency cost of taxes (subsidies) induces an
increase (decrease) in the resources spent by the taxed (sub-
sidized) group, leading to a fall in the tax and subsidy level.
Another interesting result follows if an increase in group
size induces free riding. If the negative free riding effect is
sufficiently strong, this will lead to fewer resources being
spent. The implication is that “groups can more readily
obtain subsidies when they are small relative to the number
of taxpayers” (Becker, 1983, p. 395).3 This second result
qualifies the importance of sheer numbers in politics.
However, this result only bites if influence via elections
(votes) is dominated by interest group pressure.® If not,
larger groups can be expected to focus relatively more on
pressuring politicians interested in votes than bureaucrats.
Also, larger groups will be relatively more inclined to
produce pressure in the pursuit of group-specific public
goods (like a trade tariff), because of the fewer spoils to the
individual member in case of private goods (like transfers).’

An important issue that rent-seeking models are
concerned with is the extent to which the benefits of the

rent (x) are dissipated in the competition among groups to
obtain the rent. Other issues explored are the effects of: risk
attitude, nature of the rent (private or public good), groups
versus individuals as players, intergroup mobility, multiple
rents (prizes), endogeneity of the order of moves, asymme-
try of information (e.g., regarding valuation or capabili-
ties), budget constraints, and sharing rules (for surveys, see
Nitzan, 1994; Tollison, 1997).8

Although competition among interest groups may be
less detrimental to efficiency than the rent seeking litera-
ture suggests, in the Becker model “all groups could be
made better off by reduced expenditures” (Becker, 1983,
p- 387), because of the assumed wasteful character of these
expenditures. This brings us to an important limitation of
influence function models. Since the influence of expendi-
tures (pressure) is assumed but not explained, it is not clear
why policymakers would behave this way. The government
is a ‘black box’, and there is no benchmark showing the
consequences of having no interest group activity. It is also
not clear on what kind of activities resources are spent by
the (exogenously given) interest groups.

3.2. Vote Functions

More specific regarding interest group activity are models
focusing on campaign contributions. Although the impor-
tance of this type of activity is not undisputed, for the US
at least, a relative abundance of data makes this focus
attractive.” Two types of models can be distinguished. In
exchange models contributions to a candidate are assumed
to elicit a preferred policy response (e.g., Welch, 1980).!
Because of the simply assumed positive relationship
between contributions and policies (platforms) these mod-
els are similar to the models just discussed. One interesting
outcome is that groups will generally split contributions
between candidates, while contributions will rise with the
probability of electoral success (assumed to be given).

In contrast, support models of campaign contributions
assume that interest groups take policies as given but try to
increase the number of votes for the favored candidate
(e.g., Brock and Magee, 1980; Hillman and Ursprung,
1988; Pedersen, 1995; Persson and Tabellini, 2000). In this
case, the probability of electoral success is assumed to be
positively related to contributions. Under some plausible
additional assumptions the following results are obtained
(see Potters and van Winden, 1996): (a) groups will only
contribute to the favored candidate, (b) the more preferred
the policy of the favored candidate the higher the contribu-
tion, (c) no contributions are made if platforms are identi-
cal, and (d) contributions are higher the ‘closer’ the
election. Regarding the optimal behavior of the candidates
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it is typically assumed that (informed) voters will punish
candidates for adjusting policies in the direction favored by
the campaign donors. Consequently, candidates may on
balance (at some point) start to lose votes when (further)
catering to interest groups to raise campaign contributions
(Denzau and Munger, 1986).'!

Compared to influence function models, a strong point
of these models is not only their explicitness regarding
interest group activity but also that they open up the ‘black
box’ of policymaking by introducing candidates. The
assumption of a vote function introduces another ‘black
box,” however, concerning the nature of the mechanism
through which money buys votes.!?

4. Common Agency Models of Contributions

One approach actually explaining why influence occurs is
the common agency or menu auction model of Bernheim
and Whinston (1986), which got widely applied through the
influential work of Grossman and Helpman (1994, 2001).
To illustrate, suppose that part of the electorate is organized
in n interest groups or lobbies. Let the joint welfare of the
members of interest group i be denoted by V/(x), and that of
the unorganized by v*(x), where x represents government
policy. Before the policy is determined, the lobbies offer
contributions to the policymaker contingent on the value of
x, denoted by the contribution schedules ¢’(x). The net wel-
fare of group i equals w(x) =V/(x) — ¢'(x). The policymaker
is assumed to care about total contributions c(x) =3, c/(x)
(for campaign spending or other reasons) and aggregate
welfare v(x) =3, vi(x) + ¥(x) (due to re-election concerns,
for instance; see below). More specifically, it is assumed
that the policymaker’s objective is to maximize c(x) + yv(x),
with y=0.!3 The game between the lobbies and the poli-
cymaker consists of two stages: first, the interest groups
simultaneously commit to a contribution schedule, followed
by the policymaker committing to a policy. In equilibrium,
contribution schedules {c/(x)} are such that each lobby
maximizes the net joint welfare of its members, given the
schedules of the other groups and the anticipated policy
response of the policymaker, while the policy x is such that
it maximizes the policymaker’s objective, taking the contri-
bution schedules as given. Focusing on ‘truthful Nash equi-
libria’,'* this model has the interesting property that the
policymaker sets policy x in accordance with the maxi-
mization of (1 + y)Z; vi(x) + y*(x), which is clearly a func-
tion of the form P(x) above. Thus, it provides a
microfoundation for such a political welfare function and an
explicit behavioral model for the link between influence
weights and pressure in the interest function approach. Note
that the welfare of individuals represented by the lobbies

has a larger weight, and that the numerical strength of social
groups plays a role (since v and v* denote joint welfare).
Not surprisingly, competition by other groups can dramati-
cally affect the benefits from lobbying. Only a single
(monopolistic) lobby can capture all the surplus from
lobbying — by just compensating the policymaker for
selecting a different policy — because it leaves no alterna-
tive for the policymaker.

Applications of the model concern international trade
policies (Grossman and Helpman, 1994, 1995), electoral
competition (Grossman and Helpman, 1996; Prat, 2000),
public goods (Besley and Coate, 2001), redistribution (Dixit
et al.,, 1997; Grossman and Helpman, 1998), local public
goods and fiscal federalism (Mazza and van Winden,
2002a; Persson, 1998; Persson and Tabellini, 1994), capital
taxation (Marceau and Smart, 2002), environmental poli-
cies (Aidt, 1998), labor market policies (Rama and
Tabellini, 1998), and legislative bargaining (Persson, 1998;
Dharmapala, 1999a).

Extensions are presented by Dixit et al. (1997) who
allow for preferences that are not quasi-linear,!’
Bergemann and Vélimaiki (1998) who extend the model to
a multi-period game, and Prat and Rustichini (1999) who
consider a multi-agent setting. Variants of the model
include sequential lobbying (Prat and Rustichini, 1998),
and so-called ‘natural equilibria’ where principals offer
contributions for at most one instead of all possible policy
alternatives (Kirchsteiger and Prat, 2001).

Interestingly, Grossman and Helpman (1996) demon-
strate that the function maximized by the policymaker can
be endogenously obtained in an electoral competition
model where parties maximize their seat shares in a legis-
lature and where contributions can influence platforms as
well as voting behavior (through campaign expenditures).!®
Dixit et al. (1997), furthermore, show that more efficient
policy instruments will be used in equilibrium when they
are available, which supports the argument of Becker
(1983). However, in contrast with Becker’s ‘black box’
model, interest groups may prefer the government to be
institutionally restricted to inefficient redistributive
policies, because distortions (accompanied by welfare
losses) make it more difficult to exploit them.

Although providing an explicit behavioral model of
interest group influence, which is a major achievement,
existing common agency models rely on some strong
assumptions. For example, interest groups are exogenously
given, of fixed size, and assumed to behave as unitary
actors. Also, players are supposed to stick to their choices,
which may be due to reputation concerns in a repeated
game (Harrington, 1993), but is simply assumed here.
Moreover, essentially complete information is assumed,
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a major restriction which is relaxed in the models
discussed next.

5. Information Transmission Models

An important kind of interest group activity neglected in
the models discussed so far is the transmission of infor-
mation. Think of the endorsement of electoral candidates
or the information conveyed to candidates regarding issues
that are important to electoral groups. Not restricted to
elections, moreover, is the essential role they play in
informing policymakers of the likely consequences of poli-
cies. Interest groups are often better informed about issues
that are relevant to them. Due to conflicts of interests,
strategic behavior (dissembling) by interest groups may be
expected, however, which makes the study of this topic not
at all trivial. To illustrate, I will discuss the basic signaling
model of lobbying of Potters and van Winden (1992).
Suppose that a policymaker has to choose between two
policies, x; and x,. The payoffs of these policies to the pol-
icymaker and an interest group are determined by the ‘state
of the world’, which is either # or #,, in the following way:

t 15
X1 a0 0,0
X2 0,b, ap,by

with g; (b,), denoting the normalized payoff to the policy-
maker (interest group), assumed to be positive (a;,b,>0,
i =1,2)."7 Thus, the policymaker prefers x; if the state is z;,
while the interest group always prefers x,: there is a partial
conflict of interest.'® Which state prevails is assumed to be
private information to the group; that is, the group knows
its ‘type,” which is either ‘#;” or ‘#,.” The policymaker only
knows the probability, p (1 — p), that the group is of type #,
(t1). Assuming that p<a=a,/(a; +a,) the policymaker
will pick x; on the basis of her prior belief p. However,
before the policymaker decides, the group can either send
a message (m) against a fixed cost (¢>0), or no message
(n), which is costless. Let s; denote the probability that type
t; sends a message (m), and r(s) the probability that the
policymaker responds with x, after signal s =m,n. Then,
the following (sequential) equilibrium of this signaling or
sender-receiver game is obtained: (1) if b; <c<b,: s;=0,
s,=1, r(n)=0 and r(m)=1; 2) if c<by1<by: s1=
p(1 —a)(1—p)a, s,=1, r(n)=0 and r(m)=c/b;." In
regime (1) lobbying costs are prohibitive for the ‘bad’ type
t; (who wants to dissemble), but not for the ‘good’ type #,
(who wants to convey the truth). Consequently, only the
latter sends a message, enabling the policymaker to make
fully informed decisions. If lobbying costs are not prohibi-
tive, regime (2), the good type (with the larger stake) again

always lobbies, whereas the bad type does so only from
time to time. Fully mimicking the good type would induce
the policymaker to stick to x;, because she would not be
able to distinguish between the types. By sometimes
responding to a message with this policy, however, the
policymaker discourages the bad type from doing so. Since
a message may come from both types, lobbying is clearly
less informative in this regime. Note that lobbying
increases with p (reflecting the inclination of the policy-
maker to choose x,), with lower costs, and higher stakes
(via a switch from regime (1) to (2)). The influence of
lobbying, r(m), increases with higher costs, and lower
stakes (b;). In this equilibrium (with p <a) lobbying can
never be detrimental to the policymaker or the interest
group (ex ante, that is). In case that p>a an equilibrium
exists, however, where the group, irrespective of its type,
always lobbies, although the response of the policymaker
(x,) remains the same as with no lobbying. This shows that
lobbying may be a pure social waste.

The model illustrates that lobbies should somehow be
able to distinguish themselves in order to influence policies
through information transfer. Fixed lobbying costs pro-
vides one such opportunity. The model can be extended in
several directions, generally increasing the scope for infor-
mation transfer (for surveys, see Austen-Smith, 1997;
Sloof, 1998; Grossman and Helpman, 2001). Consider, for
instance, endogenous lobbying costs. If the interest group
can determine the cost, a full revelation equilibrium can
always be obtained by having the good type profitably out-
spend the bad type (in the example, by choosing c at least
equal to b;; Potters and van Winden, 1992). However, also
the policymaker can make lobbying costly, by demanding a
fee or contributions for access (Austen-Smith, 1995;
Lohmann, 1995). The reason may be a time constraint, the
intrinsic valuation of contributions, or to screen the lob-
bies. Also in this way the scope for information transfer
increases, by forcing lobbies to reveal their preferences.
Other extensions, with a similar outcome, include multiple
senders (Potters, 1992; Austen-Smith and Wright, 1992),
multiple receivers (Ainsworth and Sened, 1993), multidi-
mensional policies (Battaglini, 2002), receiver uncertainty
about whether the sender is informed (Austen-Smith,
1994), auditing and verification by the policymaker or an
intermediary agent (Potters and van Winden, 1992; Austen-
Smith and Wright, 1992; Rasmusen, 1993), and persuasion
games (Lagerlof, 1997; Bennedsen and Feldman, 2000).
In a persuasion game the sender can transmit or withhold
evidence, but cannot ‘lie.” This assumption is some-
times justified by referring to reputational concerns in a
repeated game.?° In the above example, the interest group
would only be able to reveal its type (#;) or to abstain from
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lobbying. This obviously increases the scope for informa-
tion transfer. Actually, a persuasion game can be seen as
one extreme of a more general static model with exogenous
cost of lying (which are infinite, then), and the basic sig-
naling game (where lying is costless) as the other extreme.
These costs can be endogenized in a repeated signaling
game model, where an interest group may want to report
truthfully to build up or maintain its reputation. Moreover,
apart from costly messages (‘words’), sanctions through
the enforcement of threats (‘deeds’) become available then
as a means of influence. See the integrated model of Sloof
and van Winden (2000).

Applications concern: fiscal policies and regulation
(Potters and van Winden, 1992; Lohmann, 1998; Esteban
and Ray, 2000), legislative voting and its institutional fea-
tures (Austen-Smith and Wright, 1992; Ainsworth, 1993;
Austen-Smith, 1993; Bennedsen and Feldman, 2000,
2002), international trade negotiations (Milner and
Rosendorff, 1985), the emergence of lobbyists (Ainsworth
and Sened 1993), legislative control of bureaucracy
(Epstein and O’Halloran, 1995; Sloof, 2000), and issues
related to political campaigning, like contributions and
endorsements (Cameron and Jung, 1992; Austen-Smith,
1995; Lohmann, 1995; Potters et al., 1997; Grossman and
Helpman, 1999; Sloof, 1999; Prat 2000a,b).

Models of information transmission also typically
assume that interest groups are of fixed size and behave
like a unitary actor.?! Their comparative strength relates to
the fact that they deal with a crucial problem in actual pol-
itics, the lack of information. Furthermore, often no
(exogenous) commitment assumption is relied on.
However, this is bought with simplicity in terms of issues
and institutions investigated, which restricts their useful-
ness. Another worrisome feature concerns the strong
rationality assumptions (see Sadiraj et al., 2001, 2002).
Nevertheless, as a benchmark these models serve a useful
purpose. For one thing, due to the relationship between
lobby expenditures and influence — qualified by the incen-
tives of interest groups — an informational microfounda-
tion is provided for the use and possibly the specification
of an influence function (Lohmann, 1995) as well as a
political welfare function (Potters and van Winden, 1990).

6. Multiple Means and Channels

So far attention has been focused on one means of influ-
ence (contributions or information transmission) and one
channel of influence (mostly the nexus with politicians). In
practice, however, interest groups can use multiple means
and multiple channels. Drawing conclusions from studies
focusing on just one means or channel can be treacherous,

because the use and impact of these different instruments is
not likely to be independent. For instance, common agency
models predict that contributions buy policies. However, if
contributions simultaneously transmit information on the
lobby’s type or only serve to gain access, signaling models
suggest that this relationship is much more subtle and may
even be absent. We now turn to the relatively few models
dealing with this multiplicity.

6.1. Multiple Means

The following means of influence can be distinguished:*?
(1) lobbying, (2) pressure, (3) structural coercion, and (4)
representation. Models of lobbying — the use of ‘words’ —
typically involve costly messages in the transmission of
information. However, if preferences are sufficiently
aligned cheap talk messages may also be informative and
influential. Austen-Smith and Banks (2002) focus on the
consequences of adding the option for a sender to inflict
self-imposed utility losses and demonstrate that the scope
for information transfer and influence increases. In case of
pressure — the use of ‘deeds’ — (opportunity) costs are
inflicted on the policymaker. Contributions in common
agency models are one example, where in general contribu-
tions may stand for anything that is valued by the policy-
maker and costly to the interest group (campaign
contributions, bribes, ghost writing, etc.). Another example
is punishment (instead of reward) through the enforcement
of a threat, like a labor or investment strike or a terrorist act.
Bennedsen and Feldmann (2001) combine a common
agency model with a persuasion game to allow an interest
group the choice between lobbying and pressure via contri-
butions. According to their analysis contributions are a
more effective means of influence, which may crowd out
the search for and transmission of information. Sloof and
van Winden (2000) investigate the choice between lobbying
and pressure via the enforcement of threats in a repeated
signaling game. It turns out that pressure — in contrast to
lobbying — only occurs when the interest group’s reputa-
tion is ‘low’ (think of a new group). Moreover, (repeated)
lobbying cannot completely substitute for pressure, but may
be necessary to maintain a reputation. It is concluded that
pressure is typically exerted to build up a reputation while
lobbying is used to maintain a reputation.

Structural coercion refers to constraints on the behavior
of a policymaker which are not related to influence
attempts. The behavior of voters (with negligible individual
influence) forms a constraint of this type. Through the use
of endorsements, or campaign contributions after policies
have been determined, interest groups may affect voting
and thereby influence the political process. Potters et al.
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(1997) investigate an interest group’s choice between
endorsement and contributions, using a signaling game,
and show that the group may prefer contributions (indirect
endorsements) when the preferences of the group and the
voter are not sufficiently aligned. This model also provides
a microfoundation for the impact of campaign expenditures
on voting.

In case of ‘representation’, finally, interest groups try to
get their interests directly represented among the policy-
makers.?? This may be achieved in different ways: through
‘multiple positions’ (a form of penetration where, for
example, via an election a position of policymaker is
obtained), ‘revolving doors’ (offering future career oppor-
tunities), and the development of ‘social ties’ (affective
bonds; see Harsanyi, 1962). To our knowledge, there are no
models yet incorporating this means of influence.
Extension of the so-called citizen-candidate model of
representative democracy (Osborne and Slivinski, 1996;
Besley and Coate, 1997) may be helpful, though, to deal
with penetration, while the model of van Dijk and van
Winden (1997) may be useful for social ties.

6.2. Multiple Channels

In practice, interest groups have many different channels of
influence available. For example, they can choose between
different legislators, bureaucrats,?* or political candidates (at
home, but also abroad).?> They may also approach several of
them to expand supportive coalitions. Moreover, policymak-
ers may be targeted at different tiers within a single govern-
mental body (e.g., the legislative and the bureaucratic tier)
as well as at different governmental levels (like the munici-
pal, state, or national level). In addition, an interest group
can go for it alone, hire professionals, form an alliance with
others, or support an intermediary organization.

Austen-Smith (1993) studies the lobbying of legislators
at the agenda setting stage (committee) and the voting stage
(House). His signaling model predicts that only agenda
stage lobbying is generically influential. Dharmapala
(1999a,b) demonstrates with a common agency model the
impact of legislative committee structure on policy out-
comes when interest groups can offer contributions to dif-
ferent legislators. Prat (2001) provides a microfoundation
for split contributions to candidates (cf. section 3), using a
common agency model. Models concerning the efforts of
interest groups to expand supportive coalitions are lacking
(cf. Hojnacki and Kimball, 1998).

Several studies investigate the choice between legisla-
tors and bureaucrats. Moore and Suranovic (1992) look at
the case where import-competing industries can pursue
import relief via administered protection or via lobbying

politicians directly (assuming exogenous probabilities of
success). Their analysis suggests that reform restricting one
of these options may cause welfare losses through substitu-
tion effects. Mazza and van Winden (2000, 2002a), using a
common agency model, look at various issues related to the
interaction between a legislator (deciding on a budget) and
a bureaucrat (deciding on the allocation of the budget)
when both can be offered contributions by interest groups.
Their results show that competition between interest
groups may function as a substitute for legislative control,
while the budget may be used as a second-best instrument
of control (a smaller government being the legislative
response to bureaucratic capture). Sloof (2000) studies a
politician’s decision whether or not to delegate policy
authority to a bureaucrat when both can be lobbied. His
signaling game analysis shows that politicians may prefer a
biased bureaucracy and an interest group with a large stake,
because the informational gains may outweigh the distrib-
utional losses. Moreover, interest groups would typically
lobby politicians to further delegation.

Hoyt and Toma (1989), using an influence function
model, consider the choice between state and local gov-
ernmental levels as targets for interest groups, when states
mandate expenditure and revenues of local governments.
Their analysis suggests that payoffs from influence at the
state level generally will exceed that at the local level.

Interest groups may also delegate the influencing of
decision making at another level to a policymaker. Mazza
and van Winden (2002b) investigate this issue with a com-
mon agency model where a local policymaker may transfer
part of the contributions received to a higher level policy-
maker. In fact, using policymakers as an intermediary also
occurs when campaign contributions are offered to candi-
dates to affect voting behavior. The choice between work-
ing alone and hiring a lobbyist is modeled by Johnson
(1996), while van Winden (1983) addresses the budget
allocation decision regarding the alternative of joining an
alliance (like a trade organization); both authors use influ-
ence functions. These choices clearly relate to the internal
organization of an interest group, a neglected topic in the
literature (see, e.g., Moe, 1980, Rothenberg, 1988).

7. Concluding Remarks

An important achievement of the literature surveyed in this
paper is the successful incorporation of interest group
behavior and influence in the formal positive analysis of
political decision making. It has helped to redress the
imbalance in Public Choice created by a disproportional
attention for the electoral nexus between policymakers and
voters. Interest groups impact government policies also
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outside elections by employing resources that are valuable
in both contexts (particularly, money and information).
Gradually, a more rigorous and also more positive view of
the functioning of interest groups has been established.

Notwithstanding the progress made, there are still many
blind spots in our understanding of the political economic
role played by interest groups. Firstly, notwithstanding the
huge number of empirical studies there are relatively few
‘stylized facts,” basically showing that contributions and
lobbying, the size of organized membership, and an interest
group’s stake are positive determinants of influence,
whereas the presence of an oppositional force in the politi-
cal arena, electoral pressures, and the presence of a well-
informed electorate are negative determinants (Potters and
Sloof, 1996). The main problems are a serious lack of data
and a shortage of hypotheses derived from theoretical mod-
els that provide structure and a base for embedding.
Laboratory experimentation forms an important comple-
mentary research method, because of the opportunity it
offers to study behavior under controlled conditions and to
check the robustness of findings through replication.
However, until now only few experiments have been carried
out, with mixed success for the models (see van Winden,
2002). Also, to compensate for the extreme simplicity of
many formal models, which may lead to a distorted view of
the multi-faceted interaction between interest groups and
policymakers (cf. Saint-Paul, 2000), computer experiments
(simulations) allowing for greater complexity and dynamics
should receive more attention (examples are Fafchamps
et al., 1999; Sadiraj et al., 2001, 2002).

Secondly, existing models typically assume a level of
rationality which seems unrealistic, though useful as a
benchmark. There is mounting evidence that people are
quite myopic, use rather simple adaptive rules of decision
making, and concentrate on issues at hand (e.g., Ortoni
et al., 1988; Kagel and Roth, 1995). A related issue con-
cerns the impact of emotions and feelings. Although inves-
tigated in a few studies of political behavior,?® the subject
has been neglected in the literature on interest groups.
Interestingly, allowing for affective social ties in the inter-
action between a policymaker and an interest group would
not only imply that the former may be willing to benefit the
latter without compensation, but also that the interest group
may care about the interests of the policymaker.?’

Thirdly, research needs to go beyond the common
assumption of exogenously given groups that are of fixed
size and behave as unitary actors. The formation, dynamics,
and internal politics of interest groups are badly neglected
topics.?® Why do only some interests get organized, or are
induced to do so by policymakers? Why, for instance, are the
retired in the US well organized in the intergenerational

‘redistribution game’ while there is no comparable organiza-
tion for the younger people (Lohmann, 1998)? Furthermore,
what is the nature, cause, and impact of the decision-making
procedures maintained by organized interests? And how do
government policies feed back into the development of
groups?

The considerable theoretical progress made in recent
years will serve as a fresh source for the derivation and
testing of competing hypotheses and for structuring the
search for new data. In addition, it has helped developing a
framework for the interpretation, coordination, and plan-
ning of future research. Notwithstanding the substantial
progress, much remains to be done.

FRANS vaN WINDEN

NOTES

1. The (field) empirical literature is surveyed in Potters and
Sloof (1996). van Winden (2002) discusses the relatively
small number of experimental studies. In this paper we draw
on Potters and van Winden (1996) and van Winden (1999).
For an earlier survey of models, see Mitchell and Munger
(1991). Hillman (1989), Morton and Cameron (1992), Nitzan
(1994), and Austen-Smith (1997) provide more specific
reviews.

2. Dougan and Snyder (1996) present another cooperative game
model of income redistribution. Zusman (1976) deals with
consumer and producer groups in a regulated market.

3. Mobility can be an important reason why the interests of
dependants are taken into account (see Renaud and van
Winden, 1988). Another reason why social groups may count
is ‘structural coercion’, that is, the systematic reactions by pri-
vate sector agents to government policies when these are taken
as given. In that case policymakers may be induced to sort
these agents into groups (which need not be organized). In this
way interest groups play a role in probabilistic voting models,
for example (see Coughlin et al., 1990; Coughlin, 1992;
Hettich and Winer, 1999). To illustrate, suppose an incumbent
party has to choose its platform x in a forthcoming election.
The electorate comprises N groups, where each member of a
group (say, group 7, with n; members) derives the same utility
vi(x) from the party’s policy. In addition, member j has a per-
sonal utility ‘bias’ b;; in favor of (>0) or against (<0) this
party, where b;; is uniformly distributed over the interval (/;
r;). Let utility from the challenging party be zero, then voter ij
votes for the incumbent if v,(x) +b;> 0. Interestingly, maxi-
mization of expected plurality (assuming [;<v;(x)<r;)
implies that P(x) above is maximized, with w;=n/Ar,—1I).
Thus, numerical strength and group homogeneity determine
the influence weights.

4. See the common agency model in section 4. Further support
is provided by the (pressure) model of strategic information
transmission of Potters and van Winden (1990). See also the
probabilistic voting model discussed in the previous note.

5. This result also follows if the efficiency cost to taxpayers
decreases when the tax per individual falls due to an increase
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11.

12.

13.

14.

15.

16.

17.

18.
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in the number of taxpayers. The opposition by taxpayers to
subsidies decreases in that case.

. According to Becker this happens via the persuasion of

‘rationally ignorant’ voters.

. The last two results concerning group size are demonstrated

in Potters and van Winden (1996).

. Neary (1997) compares rent seeking models with economic

models of conflict. For a recent rent seeking model incorpo-
rating a constitutional stage, see Sutter (2002).

. According to Wright (1990) the ratio of campaign contribu-

tions to lobbying expenditure is about 1 to 10.

. In some models contributions are exchanged for services

which are assumed to be independent from policies
(e.g., Baron, 1989). Apart from the fact that it is difficult to
visualize such services (cf. Morton and Cameron, 1992),
these models are of little help in analyzing the influence of
interest groups on policies (for more discussion, see Austen-
Smith, 1997).

Usually, candidates are assumed to play Nash amongst each
other and to act as Stackelberg leaders with respect to the inter-
est group(s). Edelman (1992) reverses the latter assumption.
Austen-Smith (1987) assumes that campaign expenditures
enable a candidate to clarify her or his policy position, which
is appreciated by risk-averse voters because it reduces the
variance of the perceived policy. This reduction is exoge-
nously given, though, and only bites out of equilibrium. See
also Coate (2001).

A similar function holds if the policymaker cares about net
(of contributions) welfare, given that contributions are higher
valued than the same amount in the public’s purse.
Bernheim and Whinston (1986) show that the set of best
responses to any strategies played by opponents includes a
strategy that is ‘truthful’, which means that it reflects the true
preferences of the interest group; moreover, such equilibria
are ‘coalition proof”, in the sense that players cannot improve
their lot through costless pre-play communication which
carries no commitment.

Quasi-linear preferences imply constant marginal utility of
income which frustrates a concern for redistribution (via
money transfers).

Note that this microfoundation of a political welfare function
hinges on the sorting of individuals into organized interest
groups, and not on the grouping of individual voters by
policymakers because of their shared characteristics (as in
probabilistic voting models).

In terms of payoff functions v/(x), with the policymaker
(interest group) denoted by i=1 (2), it is assumed that:
viGesn) = v 0es) >0, v (npsty) = v!(st) > 0 and V(x;) —
V2(x;.)>0.

If by <0< b,, there is no conflict of interests and no problem
for information transmission, since the group has no incen-
tive to dissemble. Even costless messages can be effective,
then. If b, <0 <by, there is a full conflict of interests with no
scope for information transfer, because the group always
wants to dissemble which is anticipated by the policymaker.
The fact that ‘cheap talk’ (costless messages) can be inform-
ative if the sender’s preferences regarding the receiver’s
actions are dependent on the former’s private information is
shown more generally in the seminal paper by Crawford and
Sobel (1982).

19. Note the condition that b, > b,. If the reverse of this ‘sorting
condition’ would hold, the ‘bad’ type #, has a larger stake in
persuading the policymaker. Since the latter will then be
inclined to interpret a message as coming from #; rather than
t,, no messages will be sent in that case.

20. This may also jusitify the (exogenous) cost of lying in the
model of Austen-Smith and Wright (1992). In this model
(two) interest groups have to pay a cost to get informed
(observed by the policymaker) but can subsequently send a
costless message (which would be uninfluential ‘cheap talk’
were it not for the anticipated cost of lying).

21. An exception is Sadiraj et al. (2002). In this dynamic
‘bounded rationality’ model the participation of voters in
interest groups is endogenous. The fees paid by those who
join are (conditionally) supplied to political candidates to
finance polling (for learning the preferences of voters).

22. See van Winden (1983, in particular pp. 16 and 94). Pressure
is here distinguished from lobbying.

23. Interestingly, the empirically often observed lobbying of
friendly legislators instead of opponents may be related to a
bias in representation, since committees tend to share the
same biases as the interest groups surrounding them
(Kollman, 1997).

24. Relatively few studies focus on the influence of interest
groups on the bureaucracy; see e.g., Spiller (1990), Laffont
and Tirole (1991), and Banks and Weingast (1992).

25. See Hillman and Ursprung (1988), Hillman (1989).

26. A theoretical example is the ‘minimax regret strategy’ (Ferejohn
and Fiorina, 1974) to explain voting in large-scale elections. For
empirical studies, see Abelson et al. (1982), Marcus and
Mackuen (1993), and Bosman and van Winden (2002).

27. See van Dijk and van Winden (1997) for a theoretical model
and van Dijk et al. (2002) for experimental support.

28. Some recent attempts to endogenize group formation include
Dougan and Snyder (1996) and Mitra (1999).
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INTERNATIONAL TRADE POLICY:
DEPARTURE FROM FREE TRADE

In a world with no international boundaries and no sovereign
governments, all trade would be domestic and there could be
no international trade policy. Governments and national
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sovereignty introduce international trade, but the gains
from free trade (Kemp, 1962; Samuelson, 1962) remain
unaffected. Yet nonetheless governments have often chosen
to depart from free trade. Economic research has taken two
approaches to the departures from free trade. A conventional
view in the international economics literature has been
normative in developing a research agenda that shows how
departure from free trade can enhance efficiency and maxi-
mize social welfare. A political-economy view synonymous
with public (or rational) choice has approached departure
from free trade from a positive perspective (explaining and
predicting rather than recommending), and has shown why
trade policy might compromise the efficiency of free trade
for political and income-distribution reasons. The conven-
tional normative views have origins in classical 19th century
justifications put forward as exceptions to the case for the
efficiency of free trade.

1. The Terms of Trade

A classical 19th century argument recognized that departure
from free trade may increase the welfare of a population by
improving the terms of trade. Gain through the terms of
trade requires a population collectively to have monopsony
power in the world market for imported goods. The usual
outcome of a tariff (income effects can result in unusual out-
comes) is an increased domestic (relative) price of imports
and reduced domestic demand, and the terms of trade
improve if the reduced domestic demand decreases world
demand so that the relative price of imported goods falls in
world markets. The cheaper imports are the source of social
benefit. There are accompanying losses because of declines
in the amount of trade and domestic inefficiency because of
the tariff. An optimum tariff balances these losses against the
gains from improvement in the terms of trade.

Since the gain to a population through an optimum tariff
is at expense of people in other countries whose terms of
trade have deteriorated, the optimum tariff is known as a
beggar-thy-neighbor policy. World efficiency is also com-
promised for the benefit of a local population. Populations
in countries that do not seek gain at the expense of others
will not wish to have their governments impose optimum
tariffs. There may in any event be no prospect of gain
through an optimum tariff, since there may be no goods for
which a country’s population has a sufficiently large share
of world consumption for collective monopsony power to
be present. Whenever populations face given market-deter-
mined world prices, there is no collective monopsony
power and the optimum tariff is zero.

There are problems other than willingness to take
advantage and feasibility in seeking gain through optimum

tariffs. Where feasible, optimum tariffs may result in
foreign retaliatory tariffs that reverse beneficial terms of
trade changes while further reducing the volume of trade
(although terms of trade gains from an optimum tariff may
be sustainable despite retaliation, Johnson, 1953-54).
Benefits to a population also require that revenue from the
tariff be used to finance increased public spending or to
reduce other taxes. For example, a government of a coun-
try whose population has collective monopsony power
might decide to use a tariff on coffee to reduce the world
price of coffee and so improve the country’s terms of
trade as an importer of coffee. Domestic consumers of
coffee lose when the domestic price of coffee increases.
The offsetting gain to consumers is through the tariff
revenue that the government has collected. There is however
considerable evidence of wasteful government spending
(Tanzi and Schuknecht, 2000). A government that does not
spend the revenue in a socially beneficial way, or does not
reduce other taxes, fails to deliver the offsetting gain. The
legacy of the tariff for domestic consumers is the higher
domestic price of coffee. The country’s tariff will have
provided benefits to coffee consumers in other countries
through the reduced world price of coffee.

Market power in world markets has generally been
exercised through monopoly (e.g., the OPEC oil cartel)
rather than through monopsony. Documented cases of opti-
mum tariffs improving the terms of trade are uncommon in
the empirical literature. Also uncommon is documentation
of governments declaring that the purpose of a tariff is to
mobilize monopsony power of the domestic population to
improve the terms of trade.

2. Infant Industries

The optimum tariff is one of two classical cases for depar-
ture from free trade. The second classical argument justi-
fied temporary protection to allow a new or infant
domestic industry to establish itself (Kemp, 1960). The
theme of the infant industry argument has also reappeared
in a literature that rediscovered learning externalities to
explain why diminishing returns do not constrain growth.
More direct domestic policies can correct for the market
imperfections that underlie the infant-industry argument
(Baldwin, 1969). The infant industry argument is therefore
a second-best case for public policy when first-best correc-
tive policies are unavailable. Uncompensated private learn-
ing externalities, which are often proposed as underlying a
case for infant industry protection, call for compensating
subsidies as a first-best response. Unless the infant indus-
try is a monopoly, protection does not compensate a
domestic producer for beneficial externalities provided to
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other domestic competitors. There are, in addition, moral
hazard problems associated with protection of infant indus-
tries. Since the reward for doing well is the end of protec-
tion, it may be preferable for a producer with infant status
never to perform too well, and so to remain a protected
infant. Since there are many potential infant industries, a
government also has to decide which industry to protect,
and has to avoid political favors.

3. Distortions or the Theory of the Second Best

In second-best situations there are uncorrectable domestic
market inefficiencies (or “distortions”). The unresolved
domestic inefficiencies can be due to externalities as in the
case of the infant industry, or can be due to domestic
monopoly, public goods, or restrictions on prices in mar-
kets such as minimum wages. The theory of the second best
proposes that, if all domestic market imperfections cannot
be corrected, departures from free trade may be efficient
and increase social welfare. Minimum wages provide one
example. In the minimum-wage case, a country’s interna-
tional comparative advantage is in labor-intensive produc-
tion. The direction of international trade has however been
distorted by the minimum wage, which has artificially
increased the domestic cost of labor. The first-best policy
is to eliminate the minimum wage. With the minimum
wage, however, present, the realized direction of interna-
tional trade may be contrary to true comparative advantage,
since domestic labor looks scarce or expensive because of
the minimum wage but is actually relatively abundant and
cheap. Second-best theory in that case proposes elimina-
tion of the “incorrect” international trade.

Another example of a second-best case for departure
from free trade is based on the presence of environmental
externalities. Computation of the true cost of production of
a good when environmental costs are included can switch a
country’s comparative advantage. The first-best response is
to correct the environmental externality domestically at its
source. If however correction of the externality cannot take
place at the domestic source, the “second-best” trade policy
may no longer be free trade. The efficient second-best
policy depends on whether the domestic industry that is the
source of environmental damage is an exporter or confronts
import competition. If the industry exports its output, an
export tax decreases domestic production and thereby
reduces domestic environmental damage. If a polluting
industry confronts import competition, a government sub-
sidy to imports is the appropriate second-best policy, since,
by making competing imports cheaper, the government
reduces domestic output of the local industry. There is a
compendium of cases where the theory of the second best

shows how efficiency gains can be achieved through
departures from free trade (Bhagwati, 1971).

4. Strategic Trade Policy

Strategic trade policy is a second-best proposal for govern-
ment intervention where the second-best enters because of
imperfect competition in international markets. When
international markets are not competitive, rents (or excess
profits) may be present. Strategic trade policy devises
means of capturing the rents for a country’s own nationals
rather than leaving the rents with foreigners. Strategic trade
policy arose as an adjunct to a body of literature that called
itself the “new” international trade theory. The new theory
differed from the old in recognizing that international
markets might not be competitive and in emphasizing the
potential importance of economies of scale. Many variants
of strategic trade policy have been proposed (Brander,
1995). In the basic Cournot duopoly model, for example, a
domestic firm was described as confronting a foreign firm
in a third market. A subsidy by the government to its
domestic firm allowed the firm to credibly expand output
beyond the Cournot equilibrium output, and profits or rents
of the domestic firm then increased at the expense of the
foreign firm. The same type of rent transfer to a domestic
firm could take place through an import duty if a foreign
firm were selling in the home market.

Proposals for strategic trade policy proposal are related
to the two classical cases for departure from free trade.
Like the optimum tariff, strategic trade policy is based
on gains in non-competitive markets at the expense of
foreigners, while, in third markets, problems of retaliation
arise, since a foreign government can neutralize gains from
strategic trade policy by subsidizing its own national firm.
Since resources and personnel attracted to an industry
favored by strategic trade policy are unavailable for other
industries, policies that favor one domestic firm or indus-
try are at the expense of other domestic firms or industries
(Dixit and Grossman, 1986). As with the infant-industry
case, a belief in the effectiveness of strategic trade policy
requires an accompanying belief that political decision
makers can maximize social welfare by knowing “how to
pick winners and losers” from among the domestic firms
that are eligible under the theory for government assis-
tance. All domestic firms facing foreign competition in
imperfect markets are in principle eligible for assistance
through strategic trade policy.

Strategic trade policy envisages policies as chosen to
maximize social welfare (defined as profits of the domestic
firm plus welfare of domestic consumers when interven-
tion is in domestic and not in third markets). Nonetheless
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strategic trade policy benefits the firms whose profits
increase (unless all profit increases can be discriminately
taxed). Given the broad scope of eligibility, beneficiaries of
strategic trade policy can be selected to reward political
support such as provided by campaign contributions, which
is a different problem from government having inadequate
information to pick winners and losers.

Global capital markets allow individual shareholders to
diversify risk by owning stock in both “domestic” and
“foreign” firms. A diversified shareholder has no need for
strategic trade policy. Indeed, calls for strategic trade policy
introduce extraneous uncertainty into asset diversification
decisions, since, in deciding on an asset portfolio, investors
need to guess whether a government will heed a proposal
of intervention on behalf of a firm (Feeney and Hillman,
2001).

Characteristics of strategic trade policy appear present
in government policies toward agriculture (Bagwell and
Staiger, 2001). Studies have also pointed to the world
duopoly of aircraft frames and have considered possibili-
ties in semi-conductors and automobiles. With the excep-
tion perhaps of agricultural subsidies, cases of policy
makers following recommendations of strategic trade
policy are uncommon.

5. Revenue Motives

Government revenue can be a motive for taxes on interna-
tional trade. Taxation of internationally traded goods has
the administrative advantage of goods passing through a
limited number of geographic locations where revenue can
be collected. Because of ease of collection, taxes on inter-
national trade (or taxes for right of passage) were often the
first taxes historically levied. Taxes on international trade
have remained significant government revenue sources
where domestic taxes cannot be levied because of ineffec-
tive tax administration. Where possible, domestic taxes
however provide broader tax bases than taxes on interna-
tional trade. A domestic sales tax has in particular a
broader base for taxation than an import tariff, which only
taxes imported goods.

Taxes on imports have often too high to maximize
revenue: with sufficiently high import duties, there is of
course no tax revenue at all, since there are no imports. If
a country’s population has the collective monopsony power
necessary for an optimum tariff, the revenue-maximizing
tariff exceeds the optimum tariff. By maximizing revenue
from the tariff, a government would be shifting real income
abroad.

More significantly, a revenue motive is at odds with
restrictions on international trade through import quotas

that are freely assigned to private importers. Governments
seeking revenue would auction the quotas, but auctions have
been rare. In another type of import quota known as a vol-
untary export restraint, governments have forgone revenue
by assigning rights to sell in domestic markets to foreign
firms. Historical cases and contemporary instances where
poorer countries lack effective tax administrations aside,
revenue needs do not explain departure from free trade.

6. Protection and Political Economy

The normative descriptions of beneficial consequences of
departure from free trade have in common the point of
departure that markets have failed to provide efficient out-
comes. Second-best policies specify uncorrectable market
inefficiencies. Strategic trade policy is based on rents in
inefficient non-competitive markets. In the classical precur-
sors, the optimum tariff argument required non-competitive
markets that allowed realization of monopsony power; and
the infant-industry argument was based on markets that
were inefficient because of non-internalized beneficial
externalities. A political economy or public choice view in
contrast accepts that markets and therefore free trade poli-
cies are proximately efficient, and looks for political incen-
tives for policy makers to choose departures from free trade.
Economic theory shows how some groups benefit from the
inefficiency of a departure from free trade. Protectionist
policies can benefit broad factor classes. More particularly,
beneficiaries tend to be identified with incomes from non-
diversified industry-specific sources (Jones, 1971). Rather
than second-best corrections for inefficiency, the public
choice or political economy view has approached departure
from free trade as creating inefficiency, for political gain
related to incomes in import-competing industries.
Feasible policies depend on (that is, are endogenous to)
institutions and laws. Policy outcomes also depend on abil-
ities of interest groups to organize and mobilize resources
for collective political action (Olson, 1965). Organized
interests groups are generally better able to influence pol-
icy decisions than the broad population. The per capita
stakes of special interests are also higher: special interests
are seeking to increase their incomes, while the losses of
consumers from protection of any one industry are small,
because spending on the products of the industry in general
comprises only a small part of an individual’s or house-
hold’s total spending. A public choice view predicts that,
under these conditions, political-economy considerations
can result in socially undesirable protectionist policies.
Incumbent governments or politicians may seek maximal
political support by trading off the political benefits from
providing increased income to organized industry interests



INTERNATIONAL TRADE POLICY: DEPARTURE FROM FREE TRADE 133

against the political cost of dissatisfaction of disorganized
voters with departures from free trade (Hillman, 1982). The
incumbent policy maker may confront many organized
interest groups and may be able to design a combination of
policies to maximize the payments received from selling
protection to the different organized interests (Grossman
and Helpman, 1994). Rather than decided by incumbents,
policies may be determined through proposals made by
candidates competing for political office (Hillman and
Ursprung, 1988; Magee et al., 1989). Political-support con-
siderations have also been linked to the sudden collapse of
domestic industries that have lost comparative advantage
(Cassing and Hillman, 1986), and to the choice of the
means of protection (Cassing and Hillman, 1985; Hillman
and Ursprung, 1988). Empirical studies have confirmed
that departures from free trade are in general not the con-
sequence of second-best intent to improve efficiency or
maximize social welfare, but reflect protection related to
political support and domestic income distribution
(Baldwin, 1984; Hillman, 1989, chapter 11; Rodrik, 1995).

7. Contingent Protection

Contingent protection differs from protection in place. A
level of protection defines protection in place. Contingent
protection is defined through legal rules that specify con-
ditions under which protection can be provided. Anti-
dumping duties are a form of contingent protection.
Producers can successfully undertake legal proceedings to
request anti-dumping duties, if foreign firms can be shown
to be causing injury through unfair competitive practices.
Evidence of unfair practices (or unfair trade) may be
domestic sales by foreign producers at less than cost, or
sales in the domestic market at prices less than in the
foreign producers’ home markets. A claim of dumping is
similar to a claim of predatory pricing (where firms are
claimed to be selling at below cost with the intent of elim-
inating rivals from a market). Anti-dumping and predatory-
pricing laws are complex, and are open to ambiguities in
interpretation, since costs may be difficult to define and
competitors reduce prices in the normal course of compe-
tition. While proven cases of predatory pricing are uncom-
mon, claims of injury through the trade-related counterpart
of dumping tend to be more often accepted by courts.

A second form of contingent protection consists of
import duties that neutralize (or countervail) subsidies that
foreign producers are shown to be receiving from their
governments. Or the subsidies may be implicit within
ownership of foreign competitors by foreign governments.

Contingent protection can also be provided without the
requirement of demonstrating unfair foreign competition

through escape clause or safeguard provisions. The escape
is from prior trade liberalization commitments, to safe-
guard an industry that is being injured by import competi-
tion. The relief from import competition is intended to be
temporary (as in the infant industry case), to give a domes-
tic industry time to adjust to competition from imports.

Contingent protection is encoded in the rules of the
World Trade Organization (WTO) and the pre-1995 prede-
cessor General Agreement on Tariffs and Trade (GATT)
(Jackson, 1997). Trade liberalization agreements are nego-
tiated under conditions of uncertainty about future com-
parative advantage. Contingent protection facilitates
ex-ante trade liberalization agreements under conditions of
uncertainty, since governments know that liberalization can
be reversed in cases where ex-post contingencies call for
protection (Ethier, 2002).

The legalistic language of contingent protection differs
from concepts of economic theory. The unfair competition
and injury defined in laws on contingent protection contra-
dict the perspective of economic theory that competition
is socially beneficial. The harm or injury defined in
contingent-protection laws is incurred by producers, who
benefit from less competition rather than more. The benefit
from competition in economic theory is to consumers
or society at large. Contingent-protection laws therefore
reflect political sensitivity to producer interests and
unemployment in import-competing industries.

It is irrational for foreign producers to pay anti-dumping
duties if the duties can be avoided by charging higher
prices. The initiation (or threat thereof) of anti-dumping
procedures is therefore often sufficient to lead foreign pro-
ducers to increase prices (Prusa, 1992; Schuknecht, 1992).
Anti-dumping laws can thereby sustain non-competitive
pricing in domestic markets by disciplining foreign pro-
ducers to cooperate in accepting the price leadership role of
domestic producers in domestic markets (Hillman, 1990).

Escape clause or safeguard provisions introduce moral
hazard into incentives of producers to claim injury. There
can be asymmetric information: producers may know, but
the government and the courts may not know, whether pro-
ducer injury is due to imports, or is due to reasons such as
a decline in domestic demand or inept management of
domestic firms. The asymmetric information allows spuri-
ous claims of injury to be made in order to obtain the ben-
efits of protection (Leidy and Hoekman, 1991).

A mechanism of contingent protection that is not part of
formal national trade law or GATT/WTO procedures takes
the form of voluntary restraints on exports negotiated
between governments of importing and exporting coun-
tries. The restraints set limits on total allowable foreign
sales in the domestic market. To ensure adherence to the
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limit on imports, foreign exporters are assigned domestic
market quotas. As with anti-dumping duties, pre-conditions
are established for non-competitive practices. Domestic
producers can set domestic prices or quantities to be sold
with foreknowledge of supply by the foreign cartel that has
been created by the inter-governmental agreement
(Hillman, 1990). The price to domestic consumers
increases, and domestic and foreign producers earn higher
profits in the domestic market. The higher profits of
domestic firms reflect the successful protectionist objec-
tive. The higher profits of foreign firms are compensation
for the protection that has been provided to domestic pro-
ducers (Hillman and Ursprung, 1988; Hillman, 1990;
Ethier, 1991, 2002). There are similarities and also links
(Rosendorft, 1996; Ethier, 2002) between voluntary export
restraints and anti-dumping duties. In both cases, trade
policies allow non-competitive behavior that increases
domestic and foreign producer profits.

8. Protectionism as Insurance

Contingent protection suggests insurance. Through the
rules of contingent protection, import-competing produc-
ers are provided with insurance against cheaper imports.
Since contingent protection is usually discriminatory, it
also provides insurance to third-countries whose exports
are not constrained (Ethier, 1991, 2002). Protectionism has
been interpreted as insurance against trade-related income
losses provided by government maximizing social welfare
(Eaton and Grossman, 1985). Protectionism as social
insurance (insurance provided by government) is another
normative second-best case for departure from free trade.
Social insurance is a second-best policy, because private
insurance markets do not provide the income protection
that people in seek. Protection as social insurance has also
been proposed as a positive theory to explain observed
conservative income-maintaining policies in industries
confronting import competition (Corden, 1974).

There is a problem with a second-best normative inter-
pretation of protection as social insurance. Asymmetric
information that prevents private insurance markets from
efficiently providing insurance also prevents government
from replicating missing insurance markets (Dixit, 1992).

A public choice perspective also notes that political
motives for providing protection can look like replication
of missing or incomplete insurance markets. In an expand-
ing industry there are ambiguities in distinguishing politi-
cally provided benefits from incomes earned through
personal merit and effort. The same ambiguities about
sources of benefit are not present when protection
increases incomes in an industry in decline because of lost

comparative advantage. It is therefore politically advanta-
geous to assist declining industries, because the benefits
from political favors are clear to the beneficiaries (Hillman,
1982). Characteristics of insurance are present when
protection provides benefits to industries in decline. If
protection is insurance, the insurance coverage is however
selective and incomplete. Only import-competing industries
are eligible, and import-competing industries do not benefit
equally from the insurance provided by government.
Industry collapse can take place in the face of cheaper
imports (Cassing and Hillman, 1986). The selective insur-
ance reflects different political benefits from ex-post
protection. In cases in particular of contingent protection
where an insurance motive is explicitly indicated, ambigui-
ties about the existence and source of injury have allowed
decisions about whether to provide protection to become
politicized (Finger et al., 1982; Schuknecht, 1992).

9. Domestic Political Objectives and the
Terms of Trade

Domestic political objectives have been linked to effects
through the terms of trade (Bagwell and Staiger, 1999). The
domestic efficiency costs of protectionist policies are
reduced or are not incurred at all, if the efficiency costs can
be shifted to people abroad through improvements in the
terms of the trade. In contrast to the optimum tariff argu-
ment, the objective of government in this scenario is not
necessarily gain to society through improved terms of trade,
but to provide protection. Whether governments can provide
politically motivated protection while felicitously increas-
ing social welfare is an empirical question. Feasibility
depends on terms of trade gains to offset domestic
efficiency losses.

Whether efficiency costs of protection can be moved to
foreigners at all is also an empirical question. The answer
depends on the ability to influence the terms on the trade,
and, if the terms of trade can be influenced, on the absence
of retaliation and the realization of social benefits through
government revenue. If social welfare increases because of
terms of trade changes even though there is a political
interest in providing protection, there is a normative case
for departure from free trade. In this case, pursuing a polit-
ical objective of protection can be socially beneficial.

10. Rent Seeking

A rent is income that can be increased or taken away
without changing behavior. Rents are therefore earned
by industry-specific factors of production that have no
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substitution possibilities in production, and the activity of
seeking policies that increase incomes or prevent income
declines in import-competing industries is therefore a form
of rent seeking (Tullock, 1967). Protectionist policies also
provide rents for importers who obtain quota rights
(Krueger, 1974). Anti-dumping laws and voluntary export
restraints negotiated between governments provide rents
for both domestic producers and for foreign sellers. Rents
and rent seeking are therefore parts of a political-economy
view of international trade policy. The social losses due to
trade-related rent seeking depend on how resources used in
rent seeking influence political decisions, and on whether
the rents that are sought are income transfers from others
through protection or are in place through import (or
export) quotas (Hillman and Riley, 1989). The efficiency
losses from willingness to depart from free trade consist of
the resources attracted to rent seeking, and are an addition
to the losses from protection due to substitution effects in
production and consumption. Although not incorporated in
the conventional normative analyses, incentives for rent
seeking are also part of strategic trade policy. A govern-
ment considering following the recommendations of strate-
gic trade policy would face rent-seeking activity from the
diverse potential beneficiaries of government assistance.

11. Voting

When trade policy is decided by majority voting as an
election issue, there is no assurance that free trade will be
chosen. A self-interested median voter will want free trade
only if his or her personal assets and income sources
correspond to the average asset composition and income
sources for the economy at large (Mayer, 1984). Trade
policy can be the dominant issue in an election (Irwin,
1994). In general, however, unless voters happen to live in
Switzerland (Weck-Hannemann, 1990), voters do not have
opportunities to vote on trade policy directly. Political
representatives are then in a position to decide on trade
policy.

12. Why is Trade Policy Used to Redistribute
Income?

There remains the question why political decision makers
should wish to use protectionist trade policy to redistribute
income. A country whose population has collective monop-
sony power in world markets has reason to use a tariff to
achieve a domestic income distribution objective because
of the benefits from terms of trade improvements that
offset, in whole or in part, the domestic inefficiencies of

tariffs. Part of the cost of protection can thereby be trans-
ferred to foreigners. Yet, if there are gains from an optimum
tariff and a government has no qualms about imposing
costs on foreigners for the benefit of the local population,
we might expect the government to seek to impose the
optimum tariff in any event without regard for the domes-
tic income distribution objective. Also, optimum tariffs do
not seem all that relevant for many goods and many
governments.

If world prices are more or less independent of domestic
demand, protectionist policies create domestic inefficien-
cies without offsetting terms of trade changes. The domes-
tic inefficiencies could be avoided if non-distorting
lump-sum taxes and subsidies were available to redistribute
income. Since non-distorting means of redistributing
income are in practice not feasible, policy makers have no
choice but to use some form of inefficiency-creating mech-
anism to redistribute income. Still, this does not answer the
question why trade policy should be used to redistribute
income, since there are in general income transfer mecha-
nisms that incur smaller efficiency losses (Mayer and
Riezman, 1990). Governments should be expected to use
these more efficient means of income transfer, since, by
consensus, everybody in the population would wish the
inefficiency associated with redistribution to be minimized.

The consensus in favor of efficiency has been the basis
for a prediction that political redistribution is in practice
always undertaken in the most efficient way (Wittman,
1995). If that were so, departures from free trade should be
observed as a means of income distribution only when
more efficient means of redistribution are unavailable. All
observed trade restrictions could then be interpreted ex-
post as having been the most efficient ex-ante means of
achieving policy makers’ income redistribution objectives.

Choice of the efficient means of income redistribution
is however compromised by political benefits from infor-
mation asymmetries. Information about government policy
has political consequences. Political decision makers gain
by not publicizing to voters at large policies that benefit
special interests. Surreptitious or hidden income transfers
are politically more advantageous. Departures from free
trade are obtuse means of transferring income. Voters may
not be aware that a tariff that taxes foreign goods is at the
same time a subsidy to domestic import-competing
producers. The rhetoric of unfair foreign competition or
protecting domestic jobs against foreign competition may
be used. Voluntary export restraints are a particularly
obtuse means of income redistribution through trade
restrictions. The government sets limits on permissible
quantities of imports and directs foreign exporters to set
market shares. Foreign exporters thereby establish a cartel
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for supply to the domestic market. The restricted domestic
supply increases the domestic price, which provides the
protectionist income transfer to import-competing domes-
tic producers. The benefits to domestic producers from
protection have been achieved through voluntary compli-
ance with foreign competitors

If the information is not personally useful, voters have
reason to be “rationally ignorant” of trade policy issues.
Voters are however not equally ignorant of all income
transfer mechanisms. A direct income transfer that is
“hidden” in a line item of a government’s budget can be found
if someone is looking. The transfer of income via a tariff
from consumers to protected producers is indirect and less
obvious. Tariffs have the politically expedient characteris-
tic that domestic buyers directly make income transfers to
domestic producers through the increased domestic price
facilitated by the tariff. The income transfer using through
protectionism does not require intermediation of govern-
ment through taxation and budgetary allocations. The indi-
rect nature of redistribution by trade policy therefore
explains why international trade restrictions are used as
means of income redistribution when more efficient but
more obvious means of income transfer are available
(Stephen Magee et al., 1989). Protection then makes clear
to the beneficiaries that the government has provided them
with benefits, when voters at large have reason to be
“rationally ignorant” of trade policy issues.

13. Agriculture

Agriculture has been a special case for government inter-
vention. Rarely have governments left agriculture to the
intervention-free determination of markets (Anderson and
Josling, 1993). Agriculture is often taxed in poorer coun-
tries, where agriculture is a large part of national income
and agricultural goods are exported. An export tax is some-
times directly levied or government enforces a position for
itself as monopsonistic domestic buyer and pays farmers a
low price and sells in the world market at a higher price. To
obtain revenue from an export tax or domestic monopsony,
the government needs to be effective in preventing smug-
gling, which creates a need for resources for policing of
borders. The benefits from goods escaping export tax or
the monopsony price and reaching the market outside the
country introduce gains from corruption through the par-
ticipation of border officials in smuggling activities. If
the corruption reaches into the government, smuggling can
be extensive and little official government revenue may be
provided.

The taxes on agriculture in poorer countries reflect the
search for extensive and available tax bases, and also, since

agricultural sectors are large in poorer countries, the taxes
on agriculture also reflect the principle that larger groups
face higher costs of collective action. Since many of these
countries are dictatorships or quasi-dictatorships, the taxes
also reflect the fact that those with power exploit the
powerless.

The principle of organizational advantage applied to the
effectiveness of organization of small groups underlies
government assistance to agriculture in richer countries,
where agriculture has been extensively subsidized or pro-
tected. The policies that support agriculture in richer coun-
tries are also sometimes explained as justified by an
objective of sustaining traditional rural life and avoiding
depopulation of the countryside. The beneficiaries of agri-
cultural subsidies are however often large firms rather than
smaller family farms.

Trade conflicts involving agriculture have often been
framed in terms of motives other than protection. For exam-
ple, European restrictions on imports of U.S. beef have
been framed in terms of the purported health hazard from
hormones given to U.S. cattle. Protectionism has reflected
former colonial ties in discrimination by the European
Union in favor of imports of bananas from former European
colonies, to the disadvantage of bananas grown (often on
U.S.-owned plantations) in Central America.

14. National Security

Protection of agriculture is often justified on grounds of
national security. Consequences of vulnerability to foreign
suppliers were demonstrated when the international oil car-
tel OPEC imposed export embargos. There have also been
cases where countries under threat from foreign aggressors
found that defense equipment, which had been ordered and
paid for, was withheld by foreign suppliers. In other cases,
when foreign-purchased defense equipment has been
required for self-defense, foreign governments have withheld
spare parts. Trade embargos provide a normative case for
self-reliance because of national security concerns (Mayer,
1977; Arad and Hillman, 1979). Countries also impose
restrictions on exports because of national security concerns.

15. Views of Government

With national security and some other limited cases as
exceptions (for example, trade in heroin), there is a com-
pelling case for free trade independent of international
boundaries. Departures from free trade have however often
taken place. The political economy premises of the public
choice approach point to political motives and income
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distribution as underlying the departures from free trade
and to inefficiencies incurred, including through rent seek-
ing. Theories set out in the conventional normative view
have, in contrast, described how governments can act in the
public interest by correcting inefficiencies when departing
from free trade.

Since the political economy premises of public choice
offer positive conclusions and the conventional theories
offer normative recommendations, the two approaches
have been complementary. Open lines of communication
between the approaches require however a maintained clear
distinction become normative and positive analysis. The
distinction is lost and lines of communication are not pres-
ent when a normative belief that government should act in
the public interest becomes a prediction that government
will always act in the public interest, because government
should be benevolent. The censorship that is then implicitly
imposed limits politically correct economic analysis to nor-
mative theory where government can do no wrong
(Hillman, 1998). Since non-virtuous government is by
hypothesis excluded from economic analysis, the conse-
quent theories can only be normative. Addressing why
governments have chosen to depart from free trade may
require introducing non-virtuous government into eco-
nomic analysis. A public choice perspective would advise
caution in pursuing a research agenda that provides a reper-
toire of normative arguments consistent with departure
from free trade by virtuous government. When policy mak-
ers are politically motivated, the normative proposals can
be misused to justify politically expedient policy decisions.

In the mid-1990s, the political economy premises of
public choice began to be widely adopted in descriptions of
departure from free trade (e.g., Grossman and Helpman,
2002). With the exception of agriculture and national secu-
rity, and limited incidents of contingent protection, govern-
ments were at the same time, after extensive liberalization,
no longer significantly departing from free trade (see trade
liberalization and globalization).

ARYE L. HILLMAN
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JAMES M. BUCHANAN

1. Introduction

James M. Buchanan was born on October 3, 1919, in
Murfeesboro, Tennessee. He grew up on a farm in this area
of the United States. His post-secondary school education
consists of a B.A. degree from Middle Tennessee State
University (1940), an M.A. degree in economics from the
University of Tennessee (1941), and a Ph.D. degree in eco-
nomics from the University of Chicago (1948). He served
in the U.S. Navy in the Pacific during World War II, where
he received a Bronze Star. He has taught at the following
universities: Tennessee, Florida State, Virginia, University
of California, Los Angeles, Virginia Polytechnic Institute,
and George Mason University where he still works today.
He also maintains an office at Virginia Polytechnic
Institute. He has held endowed chairs in economics at
Virginia, Virginia Polytechnic Institute, and George Mason
University. He was Department Chair at Florida State. He
was Department Chair and Director and cofounder of the
Thomas Jefferson Center for Political Economy at Virginia.
He was General Director of the Center for Study of Public
Choice at both Virginia Polytechnic Institute and George
Mason. He has also served as a visiting professor at the
University of Miami, Brigham Young University, the
London School of Economics, and Cambridge University.
He spent a year in Italy as a Fulbright Research Scholar.
He is a former President of the Mont Pelerin Society,
the Western Economic Association, and the Southern
Economic Association. He has been awarded many
honorary doctorates, including ones from University of
Catania and the New University of Lisbon. He is a
Distinguished Fellow of the American Economic
Association. He received the Alfred Nobel Memorial
Prize in Economics in 1986, the last year the award was
tax-free.

2. My Plan

My approach to a Buchanan biography will be linear in
nature. Basically, I will follow him in a straight line, where
divisions of time are marked by his university affiliations.
In this way I can review his work and perhaps say a few

words about his contemporaneous colleagues and doctoral
students. My focus, however, will be on his intellectual
work at each school, beginning with graduate school at the
University of Chicago and proceeding to his present resi-
dence at George Mason University. So rather than dis-
cussing Buchanan’s ideas by category, I am going to trace
their evolution over time at different work stations.

I am only going to hit the high points of Buchanan’s
contributions in these various locales. That he is a prolific
scholar is well known. The interested reader may refer to
the 20 volumes of his collected works published by Liberty
Fund.!

3. Graduate School

I am fortunate in the respect that Buchanan has written an
autobiographical memoir (Buchanan, 1992), that provides
invaluable guidance to his view of the various stages of his
career. I begin with his graduate student years at the
University of Chicago.

Two features of his graduate student experience stand
out. One was his introduction to Frank Knight, and the
other was his discovery of the work of Knut Wicksell. From
what I can gather, his attraction to Knight was based on
Knight’s personality and his general approach to intellec-
tual affairs and not especially on Knight’s economics.
Basically, he was impressed by Knight as a person. Knight
came from a rural background outside the establishment.
Buchanan had similar roots. To Buchanan, Knight was a
truth-seeker (but there were no truths to be sought), who
cared not one whit for anything else. This was what
Buchanan wanted to be; this is what he took from Knight;
Knight is his role model.

Buchanan (1992) also credits Knight with his conver-
sion from socialism by teaching him how markets work.
The conversion apparently came about six weeks into a
price theory course taught by Knight. I am not so sure
about this recounting, mostly because it is hard to conceive
of Buchanan as a budding socialist. In any event Buchanan
was not much of a socialist, if at all, although residues
remain, such as his antipathy towards inherited wealth.

Buchanan’s second formative experience at Chicago
was his happenstance discovery of Wicksell’s dissertation
(Wicksell, 1896). This is the famous work (part of which
was later translated and published by Buchanan) that
emphasized the use of more qualified (stricter) voting rules
in defining the efficiency of public spending proposals.
Wicksell’s ideas were to play a significant role in shaping
Buchanan’s approach to political economy as it evolved
over the upcoming years. Not only had Buchanan found
a calling at Chicago (economics and scholarship), but he
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had found some useful guides about how and where to go
in Knight and Wicksell.

4. Early Academics and Italy

Buchanan began his academic career at the University of
Tennessee in 1948. He moved to Florida State University in
1951, where he was a Full Professor and Department Head
from 1954 t01956. He spent an eventful year in Italy as a
Fulbright Research Scholar, after which he moved to the
University of Virginia in 1956.

Over this period he wrote and published two pieces in
the Journal of Political Economy which presaged his later
work in public choice (Buchanan, 1954a,b). Both papers
were written in response to Arrow’s famous work on social
welfare (Arrow, 1951). One paper (1954b) is the original
and classic statement of the differences in terms of indi-
vidual choice behavior between voting and the market.
Voting, for example, is a more “bundled” choice than mar-
ket choices. The second paper (1954a) is a fundamental cri-
tique of Arrow’s analysis. Buchanan makes a variety of
points here, with perhaps the most important being that
there is nothing special about majority rule as opposed to a
unanimity rule, where the latter will yield consistent col-
lective choices analogous to the way that markets work.
Basically, he argued that outcomes and rules were related
and that Arrow ignored this linkage in his analysis.

I do not have the time and space to review these papers
in detail. The point is that they clearly were important early
precursors of public choice analysis. Buchanan, in this
early period, was already thinking deeply about voting
processes and the implications of voting processes for eco-
nomic well being. These papers were the seed corn of the
public choice revolution, and clearly contained echoes of
Wicksell.

The year that Buchanan spent in Italy was intellectually
fruitful. He was introduced to the Italian tradition in public
finance, in which an individual choice perspective was
employed and spending and taxes were linked and not
treated separately. This methodological insight was later to
fuel many of Buchanan’s contributions to the theory of
public finance.

He also had an epiphany about public debt theory which
led to his major work in this area (Buchanan, 1958). The
latter involved the individual choice approach to fiscal
analysis, in which Buchanan clearly exposited how the
burden of the debt was shifted to future taxpayers. We
clearly did not simplistically owe the debt to ourselves.
Though the Keynesians howled in protest, time has been
kind to Buchanan’s analysis, as it now seems to have strong

currency among present day analysts and observers of
public debt policy. Paying down the debt so as not to leave
a burden on our children has virtually become a political
mantra in some quarters.

5. Charlottesville

It is hard to call one period of Buchanan’s academic life
more productive than another, but the amount and quality
of the work he did at the University of Virginia is simply
amazing. Most of this work is so well known that I need
only mention it in passing.?

It was over this period that Buchanan met Gordon
Tullock, and Tullock joined the Economics Department
in Charlottesville.> An intellectual association was thus
formed that would produce seminal work and carry for-
ward for many years into the future. The seminal work was,
of course, The Calculus of Consent, published in 1962.
This is one of three or four major works in early public
choice that are rightly considered classics. The book was
a tour de force, covering methodological issues, constitu-
tional economics, analyses of voting rules, and still
other topics that continue to occupy public choice scholars
today.

What is so amazing about this period of Buchanan’s life
is that he also made lasting and fundamental contributions
to public expenditure theory and to the theory of taxation.
He wrote his famous papers on externalities (Buchanan
and Stubblebine, 1962a), tax earmarking (Buchanan,
1963), and clubs (Buchanan, 1965), each of which heavily
influenced the subsequent literature of public economics.
Indeed, the clubs paper by itself has created an industry of
further applications to such topics as alliances and fiscal
federalism.

He wrote and published a major treatise on public
finance (Buchanan, 1967), in which he introduced an indi-
vidual choice approach to public finance theory, as well as
rehabilitating and extending such concepts as fiscal illu-
sion. This is my favorite work by Buchanan, and it still
merits rereading today. As Buchanan shows time and again
in this work, understanding the efficiency of taxation and
spending programs requires analyzing both sides of the
fiscal account at the same time.

He wrote and published a major book on public goods
theory (Buchanan, 1968). This book is deceptively techni-
cal, and is still the most creative work on public goods
theory in the literature. It also treats the “supply” as well
as the “demand” for public goods, an aspect of analysis
which makes this book unique in the area of public goods
theory.
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Buchanan published his little book on subjective cost
(Buchanan, 1969) during this time. Here, we have a prime
example of Buchanan’s dalliance with Austrian ideas, a
link that he personally cares about but which really is not
all that important in the general context of his work.
Buchanan cannot be claimed by the Austrians; his work
is much bigger than their narrow methodological hiding
place. And while costs may be subjective, this has not
stopped Buchanan from forging ahead as a creative
economic theorist.

Finally, he made major contributions to the discussion
of methodology in the 1960s. For some of this work, see
Buchanan (1962b) and Buchanan (1964).

On top of all this, there were numerous other papers, lec-
tures, and academic duties. The Public Choice Society was
cofounded by Buchanan in 1963, and as noted earlier, he
served as President of the Southern Economic Association
in 1963. This was at a time when being President of the
Southern actually meant something.

Moreover, many of Buchanan’s best doctoral students
studied and wrote their dissertations under his direction at
Virginia. These include (in no special order): Matt Lindsay,
Dick Wagner, Charlie Goetz, Charlie Plott, Mark Pauly,
Toby Davis, and Craig Stubblebine, to mention a few.*

This is a good place to discuss Buchanan as a teacher. In
the classroom he was at his remarkable best. He was a hard
teacher, who set a good example for his students. His
method was to assign short papers, due every two weeks,
about whatever he was working on at the time. These
papers and his classes made the students feel as if they
were working on the frontiers of economics and participat-
ing in an exciting discussion of ideas. Grades were based
on one’s originality in approaching a topic, not on tech-
nique or the derivation of results. Creativity was the key to
a good grade in Mr. Buchanan’s class.

Oftentimes, these class papers led to later publications
by students, which, of course, helped them immensely in
their careers. The best example of this is Mark Pauly’s paper
on moral hazard (Pauly, 1968). This was a very important
contribution to economic theory, and it was written and
published while Pauly was a graduate student at Virginia.

Buchanan’s class was transforming for students.
Typically, one entered the program at Virginia (as I did) to
obtain a doctorate and return to a small liberal arts college
to teach. The idea of being a research economist had never
really occurred to many of these students.

Yet under the tuteledge and encouragement of Buchanan,
they got their degrees at Virginia and headed off to Harvard,
Northwestern, Cornell, Iowa State, Purdue, Illinois,
UCLA, Carnegie-Mellon, and other major universities to
publish or perish. And almost to a person, these young

economists have emerged in their own right as important
scholars.

One significant aspect of these students is that they are
all different, working in different areas and approaches
to economics, some of which bear little resemblance to
Buchanan’s work. Buchanan did not produce homogeneous
graduate students, who all worked in his tradition. He
produced a colorful array of creative people who found
their own way in the world. They were able to do this
because Buchanan did not beat them down as students, and
make them feel as if there was nothing they could do. He
rather gave them encouragement and inspiration, showing
them that they too could participate at a high level in the
economics profession. This is the mark of a gifted teacher.
Like a Zen Master, Buchanan gave visions and aspirations
to his students that he did not possess himself.

In 1969, Buchanan left Virginia to take a position at the
University of California, Los Angeles. After an uneventful
intellectual year there, he joined Gordon Tullock and
Charlie Goetz at Virginia Polytechnic Institute, where they
had taken up residence previously. Tullock had left the
University of Virginia earlier and gone to Rice University,
but was lured to Blacksburg by Goetz, where, with Goetz,
he helped to entice Buchanan back to the Commonwealth
of Virginia. The story of why Buchanan and Tullock left
Virginia revolved around that university’s failure to pro-
mote Tullock to full professor. Virginia’s loss was clearly
Virginia Polytechnic Institute’s gain.

6. Blacksburg

Buchanan’s return to Blacksburg was a happy one. There,
he joined Tullock and Goetz to form the Center for Study
of Public Choice, where he was to work productively for
the next 14 years. He was also joined in Blacksburg by
Mrs. Betty Tillman, who had been his Executive Assistant
at Virginia and whose role in the public choice movement
would grow tremendously in Blacksburg and later in
Fairfax. The Center was housed in Blacksburg in the old
president’s house, a large mansion atop a hill overlooking
the Duck Pond. Center offices were palatial by normal
academic standards.

This idyllic setting attracted an array of talented schol-
ars to the Center, both as permanent faculty and as visitors,
and to my mind this period represents the high water
mark of the Center in terms of the level of work and qual-
ity of faculty there. Over this period, the faculty included
people such as (in no special order): Dick Wagner,
Tom Borcherding, Charlie Goetz, Winston Bush, Geoff
Brennan, Mel Hinich, Bob Mackay, Art Denzau, Mark
Crain, Roger Faith, Dwight Lee, and Nic Tideman, and, of
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course, Buchanan and Tullock.’ Visitors to the Center were
commonplace, and such notable scholars as Dennis
Mueller, Charles Rowley, Fritz Schneider, Peter Bernholz,
Dick McKenzie, Eddie West, and many others spent time in
Blacksburg over this period. Numerous doctoral students
completed their degrees at the Center at this time, and went
on to careers as well known scholars. These include (in no
particular order): Randy Holcombe, Carolyn Weaver,
Henry Butler, Dick McKenzie, Genia Toma, Mark Toma,
David Laband, Roger Congleton, and Janet Landa. Laband,
Congleton, and Landa wrote under Buchanan.

Buchanan was literally in charge. He generally opened
the door in the morning, and closed it at night, putting in
10 to 12 hours a day in between, Saturdays and Sundays
being only partial exceptions (6 hours). I would say also
that most of the external financial support that came to the
Center in Blacksburg (and later in Fairfax) was due to
Buchanan and his presence in these locales. That Buchanan
was unfailingly generous in supporting others’ research
efforts ought to be noted.

Buchanan’s work over this period continued his earlier
emphasis on issues of constitutional economics and public
finance from a public choice perspective. In addition, there
were side excursions to topics in which he was interested.
Let me explain.

One of his major works over this period was The Limits
of Liberty (Buchanan, 1975a). The book is dedicated to
Winston Bush, a colleague in Blacksburg, who died tragi-
cally in a local car accident. Bush had attracted Buchanan’s
interest to the issue of analyzing how individuals act in a
setting of anarchy (no government) and in how individuals
make the leap to civil society with rules and laws. This, of
course, is precisely the constitutional paradigm that
Buchanan already knew so well, but Bush’s approach
opened up new vistas. In Limits, Buchanan offers the best
statement of his intellectual position. The step to civil soci-
ety contains risks (Leviathan), and it should not be
approached without careful thought about how to do it. In
particular, Buchanan stresses the criterion of agreement on
rules as being the acid test of validation for the formation
of governmental institutions. Hence, Buchanan emerges in
this book not only as a major voice in constitutional eco-
nomics, but in contractarian philosophy as well. Space does
not permit me to do justice to this work; suffice it to say
that it has had a major impact in both philosophy and
economics.

On the public finance side of the street, Buchanan began
a collaboration with Geoffrey Brennan in Blacksburg that
proved to be fruitful and important. Indeed, Brennan would
become Buchanan’s most prolific collaborator, and a gen-
uine colleague and friend in all ways. Building upon the

foundation laid in Limits, these authors pioneered a new
approach to public finance based on the idea that govern-
ment could be expected to act like a Leviathan and to seek to
maximize whatever advantage it was given when civil soci-
ety emerged from anarchy. That is, the state would be a tax-
revenue maximizer, a regulatory rent maximizer, and so on.
Buchanan and Brennan (1980) traced out the novel implica-
tions of this approach for taxation, spending, and the size of
government, and also explored how certain rules could be
designed to constrain the tendencies of the Leviathan state.
This work literally flipped the existing theory of public
finance on its head. Instead of using economic analysis to
show government how to collect taxes more efficiently,
Buchanan and Brennan used it to show how to guard against
the potential for a bloated, tyrannical public sector.

Buchanan’s other book over this period was written with
Dick Wagner, and it represents what I have called an excur-
sion into an interesting side issue (Buchanan and Wagner,
1977). They use basic public choice analysis to explain
why Keynesian economic principles are abused by self-
interested politicians to run perennial budget deficits. This
is not a technical book, but it is a very persuasive applica-
tion of basic public choice theory. Buchanan’s support for
a balanced budget amendment to the U.S. Constitution
grew out of this earlier critique of Keynesian economics.

I have, of course, only mentioned books so far. In addi-
tion, there are numerous major journal articles. This was
the time period in which Tullock’s earlier work on rent
seeking (Tullock, 1967) was consolidated and extended
(Buchanan et al., 1980). Buchanan played a major role in
this effort. His paper (Buchanan, 1980) on “Rent Seeking
and Profit Seeking” remains the clearest statement in the
literature of the rent seeking idea. Other major papers over
this period include Buchanan and Tullock (1975) on regu-
lation, Buchanan (1975b) on the Samaritan’s Dilemma, and
Buchanan and Brennan (1977) on tax limits, to name only
three.

Buchanan also became very interested in the work of John
Rawls during the Blacksburg era, and he wrote several
papers (see, for example, Buchanan, 1972), in which he drew
parallels between the Rawlsian approach to deriving a social
contract (minimax) and his own approach to constitutional
choice (expected utility maximization under uncertainty
about future position). In my view, the interest of Buchanan
in Rawls was another excursion into a side issue, where
Buchanan was looking for individuals who shared his gen-
eral interest in the problems of constitutional choice at least
in a broad sense. Today, I would say that Buchanan’s position
on constitutional economics is purely Buchanan’s, and bears
little or no resemblance to that of Rawls. Indeed, I see virtu-
ally no imprint of the Rawlsian interlude in Buchanan’s work.
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Alas, paradise was lost. An academic civil war erupted
in Blacksburg, quite unexpectedly, and after all was said
and done, Buchanan actually won the war. But fearing that
too much capital had been burned up in the process,
Buchanan and his Center colleagues accepted an offer to
move en masse (at given pay and rank) to George Mason
University in Fairfax, Virginia. George Mason’s gain was
VPTI’s loss.

Buchanan, however, only moved his professional address
to Fairfax. In Blacksburg, he had returned to a rural lifestyle
with relish, and escounced himself deep in the Appalachian
Mountains, where he grew his own vegetables and chopped
his own wood. This is still his main residence, as he com-
mutes back and forth to Fairfax, and he shares this domin-
ion with his wife, Ann, and a host of cats and dogs.

A final note about Blacksburg is that it was a very social
place. People worked hard, but they played hard too. Jim
and Ann Buchanan were at the center of this society. To be
asked over to dinner by Jim meant that there was good
eating and good conversation in your future. In addition,
there were poker games to be played, blackberries to be
picked, Super Bowls to be watched, and foozball games
after work. Needless to say, Buchanan did not play
foozball, but otherwise he was the center of a unique and
lively little universe. Before the war, Blacksburg was fun.

6. Fairfax

Buchanan did not move to Fairfax because he wanted to
advise government. He moved there because he found the
academic environment there congenial. Moreover, this time,
George Mason’s gain really was VPI’s loss. Barely over two
years in residence at Mason, Buchanan was awarded the
Nobel Prize in Economics (1986). The Prize changes most
people, but I do not think that Buchanan changed very much
at all after 1986. He still worked long hours, he was still
interested primarily in ideas, he remained (s) productive,
and he continued to stay on course. I mostly remember the
incredible surge of pride that swept through the Center and
through the hundreds of friends and colleagues of Buchanan
and the Center on the day of the Nobel announcement. A
ragtag band of public choicers basked in reflected sunlight.

As I said, the Mason environment was congenial. Mason
is a former community college in a suburban setting. The
Center was given facilities in an old Methodist church in
a copse of woods on the edge of campus. I forget who
occupied the preacher’s old office.

There has been a great deal of turnover of Center faculty
at Mason, but over the last 19 years, the faculty has included
(in no special order): Dick Wagner, Charles Rowley, Gordon
Tullock, Roger Congleton, Mark Crain, Tyler Cowen,

David Levy, Ron Heiner, Geoff Brennan, Dwight Lee, Bill
Shughart, Victor Vanberg, and, of course, Buchanan.® The
Center also has educated a slew of doctoral students over this
era, far more than at any other locale. Among these students
are (in no special order): Gary Anderson, Pam Brown, Brian
Goff, Don Leavens, Joe McGarrity, and many, many others.
Buchanan directed only two doctoral dissertations at George
Mason (Frank Forman and Nimai Mehta).

After Buchanan’s Nobel the university allowed the
Center to rehabilitate (at its own expense) an old house
across the street from the main Center building. This is
now the Buchanan House, which houses Buchanan,
Mrs. Tillman, and Mrs. Jo Ann Burgess, the Librarian of
the Buchanan House. Many Buchanan artifacts are
displayed in the Buchanan House, including a replica of his
Nobel medal.

Buchanan’s work over the Fairfax period has continued
unabated. In 1983, he and Brennan published a follow-on
study to The Power to Tax, ingeniously called The Reason of
Rules (Buchanan and Brennan, 1985). This work is a treatise
on constitutional economics that seeks to make the case for
an “economics of rules” as opposed to an “economics of pol-
itics.” The book stepped out of the normal box in which eco-
nomics operates, and asked the question, how should we go
about selecting the rules of play in the box? This is, of course,
the life-long question that has held Buchanan’s interest.

Buchanan published one other book over this period,
a work with Roger Congleton on Politics by Principle, not
Interest (Buchanan and Congleton, 1998). This book
expresses in modern analytical terms many of the ideas
that Buchanan was writing about earlier. In particular,
Buchanan and Congleton show how general rules of taxa-
tion, for example, increase the efficiency and productivity
of government. Simply put, flat taxes may be better than
progressive taxes because they reduce rent seeking and
tax evasion in a post-constitutional society. This work has
received several nice reviews.

Buchanan’s other intellectual work at Mason has been
extensive. He has issued several important collections of
his papers (for example, see Buchanan, 1991). He has
consolidated and extended his intellectual position (for
example, see Buchanan, 1990). He has explored new areas
of economic theory (for example, see Buchanan, 1994).
Moreover, he is still hard at work, pushing well beyond the
20 volumes of his Collected Works.

Mason was not as social as VPI had been. The urban
setting raised the costs of socializing. Everyone seemed
to go their own way. Buchanan instituted and funded a
Virginia Political Economy Lecture Series, which served
as a social occasion each March. Speakers have included
many of the people mentioned in this paper.
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This pretty much exhausts the Buchanan time line. We
are up to date. Buchanan is still in residence at George
Mason, but he also keeps an office at VPI. They have also
named a Center in his honor at George Mason, called the
James M. Buchanan Center for Political Economy.

7. Essences

The science of essences concerns those things which
define the elements of what makes something smell or
taste so good. What is the essence, then, of Buchanan?
I will list these by way of closing this account of his life to
date. My methodology is that of the pointillists (Georges
Seurat), hoping to achieve a general impression from a
series of interconnected dabs of paint.

o Buchanan changed the subject matter of modern eco-
nomics by stressing agreement on the rules of the game
as a separate and important inquiry in its own right.

e Buchanan exposed the vacuous nature of modern
welfare economics by stressing agreement and not an
arbitrary social welfare function as the key to the valid-
ity of institutional choices.

e Buchanan led the way in showing scholars how to
analyze political processes using the methodology of
economics.

e Buchanan pioneered in bringing individual choice
analysis back into public finance theory.

e Buchanan refocused economics in methodological
terms on those areas (individual choice behavior)
where it has the greatest value.

e Buchanan has made many contributions to positive
economic analysis.

e Buchanan is primarily a normative theorist.

o Buchanan is a great teacher, who trained many good
students.

e Buchanan is a good colleague, reading and comment-
ing on thousands of papers by colleagues.

o Buchanan created and largely financed an intellectual
network at three universities in Virginia.

o Buchanan’s contractarianism has had a major impact on
philosophy.

e Buchanan is one of the most cited scholars of his
generation.

o Buchanan does not suffer fools gladly.

e Buchanan is honest, and does not hesitate to state his
mind, sometimes hotly.

o Buchanan has a loyal network of friends and colleagues
in this country and abroad.

e Buchanan is a prolific lecturer, having given thousands
of invited lectures, seminars, and talks, in a variety of
venues, from Rotary Clubs to the great universities of
the world (as well as the not so great).

e Buchanan is an incessant traveler, especially to Europe.

e Buchanan is an avid reader of both fiction and
non-fiction.

e Buchanan grows his own food and chops his own
wood.

e Buchanan is an active correspondent, having produced
thousands of pages of accumulated correspondence.

e Buchanan does not like to talk on the telephone.

e Buchanan types his own work from handwritten notes,
either on an old typewriter or, more recently, on a
computer.

e Buchanan’s memos are on yellow onionskin paper.

e Buchanan is a regular attendee and participant in
professional meetings and conferences (especially
Liberty Fund conferences).

e Buchanan is one of the best writers in the economics
profession.

e Buchanan is virtually a whole university by himself as
well as an effective academic infighter.

e Buchanan is a hard coauthor to keep up with; he has
a paper drafted and back to you before you have time to
take a deep breath.

e Buchanan is a good friend to animals, especially dogs
and cats.

e Buchanan is an armchair theorist with an aversion to
econometrics.

e Buchanan is a social man, who loves a good joke and
a good conversation.

If this reminds you of Buchanan just a little bit, my
methodology has worked, and I can draw this essay to a
close. They say that only poets and singers achieve immor-
tality. But surely the work of great economists lasts long
enough and reverberates across time in such a way that they
are practically immortal. Anyway, what is the difference
between a half-life of 250 years and immortality? Buchanan
has reached this level. And it is a good guess that his ideas
will grow in importance over time as young scholars reshape
modern social science along the lines that he has laid out.

ROBERT D. TOLLISON
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NOTES

1. See Brennan et al. (1999—present). Note that these volumes
do not include work that Buchanan has produced since 1999,
work which continues unto this day.

2. Note also that the previously discussed book on the public debt
was published in 1958 while Buchanan was at Virginia.

3. Other members of Virginia’s Economics Department at this
time were Warren Nutter, Leland Yeager, and Ronald Coase.

4. Talso wrote under Buchanan at Virginia, finishing in 1969.

5. 1 was Professor of Economics and Executive Director of the
Center from 1976-1981 in Blacksburg.

6. 1 was Director of the Center at George Mason from
1984-1998; I also held the Duncan Black Chair in Economics
over most of that period.
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MILTON FRIEDMAN, 1912:
HARBINGER OF THE PUBLIC
CHOICE REVOLUTION

1. Introduction

Throughout the first fifteen years following the end of
World War 11 the economics profession throughout the
Western World was characterized by a touching belief in the
omniscience and impartiality of government as the servant
of the public good and by a cynical belief in the endemic
failure of free markets to maximize social welfare as
defined by the Pareto Principle supplemented by the
Kaldor-Hicks-Scitovsky potential compensation test. It was
also characterized by the hegemony of Keynesian econom-
ics with its support for large and fiscally interventionist
governments and its contempt for monetary instruments of
macro-economic intervention.

The behemoths who bestrode the economics profession
throughout that period were Paul Samuelson, Kenneth
Arrow, John Kenneth Galbraith, James Tobin, Robert
Solow and Joan Robinson. Classical political economy was
dead, buried by the Great Depression and by the writings of
John Maynard Keynes (1936). Free market economics was
on the ropes, with few advocates and even those forced into
perpetual defense in an environment in which public
choice analysis played no role. The future for economic
liberty and capitalism was bleak indeed.

In a world in which free markets were systematically
derided, there would be no effective role for the emergence
of public choice to analyse political market failure and to
even the playing field between the competing advocates of
government and of free markets. First, it would be neces-
sary for some brave soul to step forward and to clear the
brush from the forest by re-formulating the case both for
capitalism and for monetary policy as the fundamental
basis for individual freedom. Then and only then would it
be possible for the public choice revolution to begin. Such
a soul was Milton Friedman, arguably the most influential
economist of the twentieth century, one of that century’s
greatest economic advocates of liberty, and certainly a nec-
essary pre-condition for and harbinger of the public choice
revolution.

2. The Early Years

Milton Friedman was born on July 31, 1912 in Brooklyn,
New York City, the only son and the youngest of four
children. His father, Jeno Saul Friedman (1878) and his
mother, Sarah Ethel Landau (1881) were both born in the
small, mostly Jewish town of Beregszasz in Carpetho-
Ruthenia. Carpetho-Ruthenia was then in the Hungarian
part of Austro-Hungary. After World War I, it became part
of Czechoslovakia; after World War I1, it became part of the
USSR; after the demise of the USSR it became part of
Ukraine. The town is now called Berehovo.

At the age of sixteen (1894) Friedman’s father migrated
to the United States and settled in Brooklyn. His mother
migrated to the United States when she was fourteen (1895).
Shortly after her arrival, Friedman’s mother went to work as
a seamstress in a sweatshop, a welcome opportunity for her
to earn a living while she learned English and adjusted to the
new country. Shortly after his arrival, Friedman’s father
went into business on his own, first as a sweatshop owner,
later as the owner of a retail dry goods store and an ice-
cream parlor. He remained self-employed for the remainder
of his life (Friedman and Friedman 1998, 20).

In these respects, both of Friedman’s parents benefited
from late nineteenth century capitalism as it was practiced
in the United States. Their family income was always small
and uncertain and they sometimes resorted to post-dated
checks. For the most part, however, the family struggled to
balance its budget while investing to the best of its ability
in the education of its young (Friedman and Friedman,
1998, 21).

In 1913, little more than a year after Milton Friedman’s
birth, the Friedman family moved from Brooklyn to
Rahway, a small town in New Jersey that served mostly as
a bedroom city for commuters to New York and Newark.
For most of Friedman’s youth, his mother ran the store
while his father commuted to New York where he worked
as a jobber or petty trader. The common language within
the household was English, since this was deemed to be
essential for the family to function economically in the
New World. Milton Friedman never became proficient in
Hungarian, but he picked up enough Yiddish to understand
the conversation of adults (Friedman and Friedman,
1988, 21).

Until shortly before his bar mitzvah at the age of thir-
teen, Milton Friedman was fanatically religious, attending
Hebrew School at the local synagogue and conforming in
every detail to the complex dietary and other requirements
of Orthodox Judaism. By the age of twelve, however, he
decided that there was no valid basis for his religious
beliefs and he shifted to complete agnosticism, becoming
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fanatically anti-religious, although he did go through the
bar mitzvah ceremony for the sake of his parents.

Friedman’s father suffered for many years from angina
and died from a heart attack at the age of forty-nine when
his son was only fifteen years of age and was preparing to
enter his senior year in high school. Milton Friedman
inherited this genetic defect and would have died himself in
his sixties had he not benefited from the perfection of
by-pass surgery techniques. Friedman’s mother and sisters
worked to support the family while Milton, as the male
sibling, was encouraged to complete his education.

From 1924 to 1928, Friedman attended Rahway High
School, graduating with a good grounding in languages,
mathematics and history. He ascribes his enduring love of
mathematics to a civics teacher who put the classic proof of
the Pythagorean theorem on the blackboard while quoting
from the poet Keats’ Ode on a Grecian Urn: “Beauty is
truth, truth beauty — that is all ye know on earth, and all
ye need to know” (Friedman and Friedman, 1998, 24).
Although the Friedman household could afford few books,
the young Friedman became a voracious reader, almost
exhausting the contents of the small local public library.

Encouraged by two of his high school teachers who
were recent graduates of Rutgers University and by his
success in competing for a partial scholarship at this then
small New Brunswick college, Friedman entered Rutgers
University in 1928 as a residential scholar. He worked his
way through college as a part-time clerk in the men’s
department of a local department store, and he earned his
lunch by waiting tables at a restaurant across the street
from his dormitory (no doubt this embedded in the young
Friedman, through an experience that was not available to
his more pampered peers, an understanding that there is
indeed no such thing as a free lunch).

Together with a fellow Jewish student, Friedman also
engaged in a profitable entrepreneurial venture, buying and
selling second-hand undergraduate books within the cam-
pus community, in so doing, bringing upon himself the
wrath of the university bookstore, whose margins he under-
cut. During the summer vacations, Friedman covered his
living expenses by selling fireworks for the Fourth of July
Celebration, and by setting up a summer school for failing
high school students, teaching classes in a number of sub-
jects at fifty cents per hour. From an early age, Friedman
showed an interest in buying and selling for profit and a
predilection for entrepreneurial activity, having learned
from his parents to embrace the capitalist market economy.

Friedman’s original intention when entering Rutgers
University was to major in mathematics with the objective
of becoming an actuary. Although his actuarial results were
extraordinarily good for an undergraduate, Friedman soon

discovered that actuarial work was not the only paying occu-
pation that used mathematics. Fortunately, he discovered
economics and ended his degree program with the equiva-
lent of a double major in economics and mathematics.

This decision changed his life, primarily because of his
exposure to two remarkable men, Arthur F. Burns, who later
would become Chairman of the Federal Reserve System
and Homer Jones who later would become Vice-President
of Research at the St. Louis Federal Reserve Bank. Burns
inspired in Friedman a passion for scientific integrity, for
scrupulous accuracy in the checking of sources and for
openness to criticism. Jones provided Friedman with a
sound grounding in insurance and statistics, while first
introducing him to the Chicago School’s pre-occupation
with individual freedom.

In 1932, at the age of nineteen, Friedman graduated
from Rutgers University with a degree in mathematics and
economics. With the United States in the depths of eco-
nomic depression and job opportunities very few, he
applied for scholarships to a number of universities and
received two offers of tuition scholarships, one from Brown
University in applied mathematics and the other from the
University of Chicago in economics. Had Homer Jones not
taught at Rutgers University thus exposing Friedman to the
excitement of Chicago economics, Friedman would never
have applied to Chicago, or even if he had applied there he
would not have received the scholarship that made it pos-
sible for him to attend. As it was, he left Rahway for Chicago
in the fall of 1932, journeying west of the Delaware River
for the very first time.

Studying economics at the University of Chicago was
an eye-opening experience for the young Friedman. In
1932, as for the rest of the twentieth century, the
Economics Department had the deserved reputation of
being one of the best in the United States. Jacob Viner and
Frank Knight were the acknowledged stars of the faculty.
Henry Schultz, Paul Douglas, Henry Simons (who would
move to the law school in 1939), Lloyd Mints, Harry A.
Millis and John Nef constituted a talented supporting cast.
Debate over economic issues was fierce, the intellectual
atmosphere was open and the search for truth dominated
scholarly discourse. Friedman was exposed for the first
time in his life to a brilliant group of graduate students
drawn to this vibrant intellectual atmosphere from all over
the world (Friedman and Friedman, 1998, 35).

In his first quarter at Chicago, Friedman took the course
on price and distribution theory taught that year by Jacob
Viner. This course revealed to Friedman the logical and
coherent nature of economic theory as a set of tools to be
judged primarily by its usefulness in understanding and
interpreting important economic events. Because the
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students in that class were seated alphabetically, Friedman
was also introduced to Rose Director, his future wife and
future co-author of two important books on classical
liberalism.

During his year at Chicago, Friedman also took Frank
Knight’s class on the history of economic thought. He was
greatly impressed by Knight’s unrelenting commitment to
the pursuit of truth and by his unfailing suspicion of
government intervention, attributes that he himself would
unfailingly observe in his own career. He was also exposed
to Chicago monetary theory in courses taught by Lloyd
Mints that focused on the fundamentals and not on the
institutional arrangements. He strengthened his technical
expertise with courses drawn from the department of math-
ematics and with a course in econometrics taught by Henry
Schultz. Friedman became acquainted during his years at
Chicago with fellow graduate students George J. Stigler
and Allen Wallis both of whom would later make important
contributions to economics. He received his master’s
degree at Chicago in 1933.

At the urging of Henry Schultz, Friedman moved to
Columbia University for the second year of his graduate
work so that he could study with Harold Hotelling.
Hotelling would provide him with the same kind of feeling
for mathematical statistics that Viner had imbued in him
for economic theory. Wesley C. Mitchell introduced him to
the empirical analysis of business cycles and John Maurice
Clark introduced him to institutional economics. Fritz
Machlup, a fellow student, introduced him to Austrian
economics.

If Chicago had provided Friedman with the powerful
tools of neoclassical price theory, and a favorable regard
for free market capitalism, Columbia gave him the institu-
tional framework and the facts relevant for testing those
tools (Breit and Ransom, 1998, 227). Having satisfied the
course requirements for a Ph.D., Friedman returned to
Chicago for the academic year 1934-35 as research assis-
tant to Henry Schultz working with him on his path-
breaking magnum opus on demand analysis. By the year’s
end, Friedman had also satisfied the course requirements
for a Ph.D. at Chicago.

There were few academic jobs available in the United
States at this stage of the Great Depression and Friedman’s
prospects were further lowered by the existence of anti-
Semitism within the U.S. academy. Therefore, Friedman
left Chicago in the fall of 1935 to take up a well-paid New
Deal position in Washington with the National Resources
Committee, where he spent two years designing and work-
ing on an extensive empirical study of consumer budgets.
The experience that he acquired there working with practi-
cal statistics would prove to be invaluable throughout his

scientific career. The final report on the results of this
study was published in two volumes in 1938 and 1939.

Drawing from his work at the Committee, Friedman
published an article on a new statistical technique — the use
of ranks to avoid the assumption of normality implicit in
the analysis of variance — in the December 1937 issue of the
Journal of the American Statistical Association. The work
he performed at the Committee also formed the basis of a
book published in 1957 as The Theory of the Consumption
Function. Friedman claims that this is his most important
scientific work (Friedman and Friedman, 1998, 66).

In the fall of 1937, Friedman moved to New York to
begin what would prove to be a long association with the
National Bureau of Economic Research and with his
former mentor at Rutgers University, Arthur Burns.
Friedman worked at the NBER under the supervision of
Simon Kuznets to fill in a major lacuna on data on income
and wealth, namely the distribution of income and wealth
by size. He edited the first three conference volumes on
Studies in Income and Wealth for the NBER.

He also revised and completed a preliminary manuscript
that Kuznets had drafted on the incomes of professional
practitioners. The final product was a book, Incomes from
Independent Practice completed in 1940 but published
only in 1945 because of a hostile reception to the authors’
conclusions by the then-powerful American Medical
Association (Friedman and Friedman, 1998, 74-76).
Friedman and Kuznets determined that approximately one
half of the observed excess earnings of physicians over
dentists was explained by the success of the American
Medical Association in limiting entry into medicine.

In addition to working at the NBER from 1937 to 1940,
Friedman was able to secure a part-time teaching appoint-
ment at Columbia Extension. This was Friedman’s first expe-
rience of formal teaching. In 1938, Friedman married Rose
Director, six years after first meeting her in Chicago. They
would have a daughter, Janet, born in 1943 and now an attor-
ney, and a son, David, born in 1945 and now a well-known
professor of law and economics. Rose would be an active
partner in her husband’s professional life, co-authoring with
him two extremely influential books on political economy.

Harold Groves, who had become acquainted with
Friedman at the Income Conference offered Friedman a
visiting professorship at the University of Wisconsin for
the year 1940-41. Despite efforts by Groves to make this
position permanent, and despite an excellent teaching
performance in statistics and economics, Friedman would
be denied such a position in part at least because of overt
anti-Semitism within the Department of Economics
(Breit and Ransom, 1998, 227; Friedman and Friedman,
1998, 91-104).
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From 1941 to 1943, Friedman joined Carl Shoup at the
U.S. Treasury as a Principal Economist in the Tax Research
Division. During this period, Friedman according to his
wife, Rose, made the worst intellectual mistake of his
career (Friedman and Friedman, 1998, 123). In order to
raise taxes for the war effort, he helped to devise a scheme
for withholding income tax at the source of the income.
This innovation (for which Friedman was not solely
responsible) arguably is the most important single cause of
the growth of government in the United States during the
second half of the twentieth century.

Tax withholding tends to obscure the full burden of
federal and state tax liabilities on individual taxpayers and
thus provides an illusionary reduction in the cost of gov-
ernment. By developing the idea and advocating its imple-
mentation as a policy tool, Friedman showed no instinct for
the likely public choice implications and no concern for the
adverse impact of such a policy for individual liberty
(Rowley, 1999, 416).

Friedman soon tired of his work on tax reform and
moved to New York in 1943 to join a close friend, Allen
Wallis as Associate Director of the Statistical Research
Group at Columbia University. There he joined a group of
distinguished statisticians, including Abraham Wald, Jacob
Wolfowitz and Harold Hotelling in work directly relevant
to the war effort. Together with Wallis and Wald, he would
develop a method of sequential sampling designed to help
the U.S. Navy in its sampling inspection of wartime
production of munitions. Sequential analysis became the
standard method of quality control inspection.

At the same time, Friedman at last turned to his doctoral
dissertation drawing upon his NBER study. He completed
the dissertation in 1945 and received his doctorate from
Columbia University in 1946, more than ten years after
completing his course-work for the degree. Of course, the
war was a special circumstance. However, it would now be
virtually impossible for an American student to drag out his
degree program over such a lengthy period and still be
allowed to graduate. It is fortunate for economics that
Columbia University was flexible. Without a doctorate,
Friedman would have found it all but impossible to enter
the postwar American academy.

Although Friedman’s early career appears to have been
a patchwork of short-term appointments, it formed the
basis for all of his subsequent work. Well-versed in math-
ematics and statistics, formidably well-trained in economic
theory and well-experienced in economic policy-making,
he would be uniquely equipped to confront a postwar
economics profession obsessed with Keynesian macroeco-
nomics, seduced by socialist dogma and aggressively
hostile to classical liberal political economy.

The Allied victory over Japan in August 1945 coincided
with the end of the “Wilderness Years’ for Milton Friedman,
years that had been immensely enjoyable and productive
despite the absence of any permanent academic position.
With the help of George Stigler, Friedman secured a one-
year appointment for the academic year 1945-46 at the
University of Minnesota, where he taught courses in statis-
tics and economics. Long before the academic year was
over, he would accept a tenured position at Minnesota with
the rank of associate professor.

During his year at Minnesota, Friedman co-authored
with George Stigler a pamphlet attacking rent control, with
the catchy title of Roofs or Ceilings. The National
Association of Real Estate Boards circulated 500,000
copies of this pamphlet as part of its campaign against rent
controls. Friedman’s first foray into classical liberalism
marked him as a rising star among the small group of clas-
sical liberal scholars in the United States. It also marked
the early signs of a willingness to stand firmly against
mainstream economic thinking when such thinking could
be shown to run counter to sound economic theory
(Friedman and Friedman, 1998, 150).

In the spring of 1946, Stigler received an offer from the
Department of Economics at the University of Chicago,
contingent upon approval by the central administration
after a personal interview. President Ernest Colwell vetoed
the appointment on the grounds that his work was exces-
sively empirical. Ironically, Friedman was offered the posi-
tion initially offered to Stigler and the New Chicago School
was born with an unrelenting emphasis on empirical analy-
sis that has continued throughout the remainder of the
twentieth century.

Friedman returned to the University of Chicago in the
fall of 1946 as associate professor of economics, succeed-
ing his mentor Jacob Viner in the teaching of microeco-
nomic theory. In 1948, he was promoted to full professor.
In 1951, he became the third recipient of the prestigious
John Bates Clark medal. In 1963, he was appointed Paul
Snowden Russell Distinguished Service Professor. In
1967, he was elected president of the American Economic
Association. In 1976, he was awarded the Nobel Prize in
Economic Science. Friedman retired from the University of
Chicago in 1977, moving to the Hoover Institution at
Stanford University as a senior research fellow.

3. The Path to Scientific Recognition

Unlike several of his classical liberal contemporaries —
James M. Buchanan, Ronald H. Coase and Gordon
Tullock — Milton Friedman forged his scientific reputation
not by traveling less well-trodden paths but by a sequence
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of brilliant challenges to mainstream economics. The Royal
Swedish Academy of Science, in awarding him the Nobel
Prize in Economic Science in 1976, cited Friedman “for his
achievements in the fields of consumption analysis, mone-
tary history and theory and for his demonstration of the
complexity of stabilization policy.” This section focuses on
these contributions and assesses their implications for clas-
sical liberal political economy and for the public choice
revolution:

3.1. The Methodology of Positive Economics

During his graduate years at Chicago, Friedman had been
taught by Frank Knight who evidenced extreme skepticism
towards empirical economic analysis. None of the leading
scholars at Chicago during the 1930s showed any real inter-
est in numbers. Quite possibly, Friedman would have
embraced that skepticism, had he been able to move
directly into an academic position in 1935. Experience at
the NRC and the NBER during his Wilderness Years, how-
ever, taught him to respect empirical analysis and led him
to think deeply about the methodology of positive econom-
ics. When he returned to Chicago in 1946, he determined
to make sense of the kind of work that he had undertaken
with Kuznets and Burns. In so doing, he would make an
important contribution to methodology that would be the
defining characteristic of the new Chicago School of
Economics.

During the 1930s the economics profession had become
enamored of a view advanced by Lionel Robbins that the
veracity of an economic model should be tested primarily
by the correspondence between its assumptions and the
facts (Walters, 1987, 423). Specifically Robbins explained:
“But the final test of the validity of any such definition is
not its apparent harmony with certain usages of every day
speech, but its capacity to describe exactly the ultimate
subject matter of the main generalizations of science”
(Robbins, 1932, 4-5). Thus Robbin’s view was that the
assumptions of good science must directly reflect empirical
reality.

This view encouraged significant challenges to the model
of perfect competition from critics such as Joan Robinson
and Edward Chamberlin who claimed that the assumptions
of the perfectly competitive model failed to conform to the
reality of twentieth-century markets. It also stimulated
attacks on all theories that incorporated the assumption that
firms maximize profits. More fundamentally, the Robbins
test was being widely deployed to attack the laissez-faire
model of economics (Samuelson, 1963, 213).

As carly as 1947, Friedman was able to circulate in draft
form a radically different view of the proper methodology

for positive economics than that espoused by Robbins. Six
years later, in 1953, Friedman’s article on the methodology
of positive economics would make a controversial but
long-lasting entry into the litany of economics.

In preparing his essay, Friedman benefited slightly both
from a brief conversation with Karl Popper (whose great
book Logik der Forschung was not yet available in the
English language) and from his collaboration with James
Savage whose book The Foundations of Statistics would
shortly revolutionize the philosophical foundations of
statistics (Friedman and Friedman, 1998, 215). Ultimately,
however, the methodology outlined in Friedman’s 1953
essay is uniquely his own.

At the outset of his Essay Friedman states that: “The
ultimate goal of a positive science is the development of a
‘theory” or ‘hypothesis’ that yields valid and meaningful
(i.e., not truistic) predictions about phenomena not yet
observed.” (Friedman, 1953, 7). He reinforces this view in
the following terms: “Viewed as a body of substantive
hypotheses, theory is to be viewed by its predictive power
for the class of phenomena which it is intended to
‘explain’” (Friedman, 1953, 8). In this respect, a hypothe-
sis can be falsified but never verified:

The hypothesis is rejected if its predictions are contra-
dicted (“frequently” or more often than predictions
from an alternative hypothesis); it is accepted if its pre-
dictions are not contradicted; great confidence is
attached to it if it has survived many opportunities for
contradiction. Factual evidence can never “prove” a
hypothesis; it can only fail to disprove it, which is what
we generally mean when we say somewhat inexactly,
that the hypothesis has been “confirmed” by experi-
ence. (Friedman, 1953, 8-9)

This emphasis on prediction leads Friedman to reverse
the epistemic order presumed in orthodox methodology
(Hirsch and Marchi, 1990, 76). Instead of reasoning from
true causes to implications, Friedman reasons from
observed implications to possible premises. In this view,
the premises of a successful theory are accepted to the
extent to which they yield a set of predictions that has not
been falsified by the available evidence. The simpler and
the more fruitful the premises involved, the more accept-
able they are, given the accuracy of the predictions that
they generate.

From this perspective, Friedman launched a controver-
sial and in retrospect almost certainly an exaggerated
attack on the ruling convention that a theory should be
tested by the realism of its assumptions.

Truly important and significant hypotheses will be
found to have “assumptions” that are wildly inaccurate
descriptive representations of reality, and, in general,
the more significant the theory, the more unrealistic
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the assumption...... A hypothesis is important if it
“explains” much by little, that is if it abstracts the com-
mon and crucial elements from the mass of complex
and detailed circumstances surrounding the phenomena
to be explained and permits valid predictions on the
basis of them alone. (Friedman, 1953, 14)

Friedman immediately modified this startling and

memorable assertion with a more cautious explanation:
The relevant question to ask about the “assumptions” of
a theory is not whether they are descriptively “realis-
tic”, for they never are, but whether they are sufficiently
good approximations for the purpose in hand. And this
question can be answered only by seeing whether the
theory works, which means whether it yields suffi-
ciently accurate predictions. (Friedman, 1953, 15)

Friedman’s statement of methodology did not meet with
widespread early acceptance within an economics profes-
sion yet unacquainted with the writings of Karl Popper. Most
of the early critiques were ad hoc in nature, more designed
to buttress the ongoing attack on neoclassical theory than to
provide profound insights. In 1963, however, Paul
Samuelson entered the debate with a more formal attempted
rebuttal of the Friedman’s methodology (Samuelson, 1963).

Samuelson focused attention on Friedman’s assertions
(1) that a theory is vindicated if some of its consequences
are empirically valid to a useful degree of approximation
(2) that the empirical unrealism of the theory itself, or of its
assumptions, is quite irrelevant to its validity and worth
and (3) that it is a positive merit of a theory that some of its
content and assumptions are unrealistic.

According to Samuelson (1963), this methodology is
incorrect as a matter of logic. Define a theory (call it B) as
a set of axioms, postulates or hypotheses that stipulate
something about observable reality. Fundamentally, this
theory contains everything — assumptions as well as con-
sequences — and is refuted or not as a whole by reference
to how well it conforms to the relevant evidence. Friedman
denies this and argues instead that B has consequences
(call them C) that somehow come after it and assumptions
(call them A) that somehow are antecedent to it. What are
the implications of this separation?

According to Samuelson A=B=C. If C is the com-
plete set of consequences of B, it is identical with B. B
implies itself and all the things that itself implies. Thus, if
C is empirically valid, then so is B. Consider, however, a
proper subset of C (call it C—) that contains some but not
all the implications of B and consider a widened set of
assumptions that includes A as a proper subset (call it A+).
Now suppose that C has complete empirical validity. Then
so has B and so has A. However, the same cannot be said
for A+. Similarly, the empirical validity of C— does not of
itself impart validity to A or to B.

If Samuelson is correct, Friedman’s methodology is
scientifically flawed. For example, it may well be the case
that certain characteristics of the model of perfect compe-
tition conform to reality (C— as Friedman would argue).
However, other parts do not (A as Friedman would
acknowledge). In such circumstances, the model (B in
Samuelson’s broader sense) has not been validated and
economists should proceed with extreme care in making
use of it even if the evidence strongly and consistently
conforms to C—.

Samuelson’s deconstruction is valid, however, only for a
methodology that views theory as moving from cause to
effect, the very methodology that Friedman rejected in his
1953 essay. The real question for Friedman is to gauge the
extent to which the assumptions of a theory are adequate
for the job in hand, which is to generate predictions that
conform with the available evidence. He rejects on method-
ological grounds the notion advanced by Samuelson (1963)
that a theory must be realistic in all its aspects.

To put Friedman’s central thesis in a nutshell it is
that ‘the ultimate test of the validity of a theory is not
conformity to the canons of formal logic, but the ability to
deduce facts that have not yet been observed, that are
capable of being contradicted by observation, and that sub-
sequent observation does not contradict’ (Friedman, 1953,
300). In this respect, Friedman’s 1953 views on methodol-
ogy, though contentious at the time, proved to be consistent
with those of Karl Popper and provided the intellectual
foundations first for the new Chicago School of Economics
and subsequently for a significant section of the economics
profession.

This shift of methodology proved to be very important
for Friedman’s subsequent empirical re-evaluation of
Keynesian economics and for his empirical work on the role
of money in the macro-economy. By persuading many
economists that economic science could be advanced by
exposing the predictions of very simple models to the evi-
dence, Friedman would be able to demonstrate, for exam-
ple, that the quantity equation was a better predictor of
economic behavior than the Keynesian income—expenditure
equation. This result would have enormous implications for
reining in fiscal interventions that threatened individual
liberties.

3.2. Fiscal Policy is Overrated

In evaluating the evolution of a scholar’s career, it is impor-
tant not to do so from the end-point of that career from the
perspective of hindsight. This is particularly so when
evaluating Friedman’s critique of Keynesian economics.
Ultimately, the success of this critique would constitute his
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most important contribution to classical liberal political
economy and a significant assist to the public choice
revolution. However, Friedman’s critique of Keynesian
economics was piecemeal in nature, and certainly did not
start out as a grand design.

Friedman was always more impressed with the scholar-
ship of Maynard Keynes than with that of the Keynesians.
Indeed, Friedman viewed Keynes, like himself, as a purveyor
of the economics of Alfred Marshall (Hirsch and Marchi,
1990, 187). Keynes’s General Theory (1936) made an indeli-
ble impression on economic thinking during the immediate
postwar years, and the young Friedman was sufficiently
impressed by it to allow the Keynesian model to dictate
much of his research agenda during the 1940s and 1950s.

Friedman’s early preoccupation with the Keynesian
model was motivated not by ideological concerns but
rather by empirical puzzles surrounding a relationship at
the core of the Keynesian system, namely the consumption
function. According to the Keynesians, current consump-
tion expenditure was a stable function of current income.
A fundamental psychological rule of any modern com-
munity dictated that the marginal propensity to consume
was less than one and that the average propensity to
consume declined with income.

These two conjectures became matters of policy impor-
tance. Governments seized on the first as a scientific justi-
fication for deficit spending during periods of recession.
Economists seized on the latter to consolidate the secular
stagnation thesis and to suggest that advanced economies
would be condemned to stagnation in the absence of deficit
financing. In both instances, the fallacy of a free lunch
enticed the unwary into embracing the palliative of gov-
ernment growth given that government apparently could
exploit the consumption function, increasing household
incomes by increasing government expenditures, in order
to achieve a leveraged impact on the macro economy
through the multiplier mechanism.

In his book, A Theory of the Consumption Function
(Friedman, 1957), Friedman addressed a number of empir-
ical puzzles surrounding this theory. Early work using US
data for the interwar period had seemed to support the
theory (Friedman, 1957, 3). However, postwar studies were
more problematic. Estimates of saving in the United States
made by Kuznets for the period since 1899 revealed no
increase in the percentage of income saved during the past
half century despite a substantial rise in real income
(Kuznets, 1952, 507-526). The ratio of consumption
expenditure to income was decidedly higher than had been
computed from the earlier studies.

Examination of budget studies for earlier periods
strengthened the appearance of conflict. The average

propensity to consume was roughly the same for widely
separated dates despite substantial differences in average
real income. Yet each budget study separately yielded a
marginal propensity decidedly lower than the average
propensity. Finally, the savings ratio in the period after
World War II was sharply lower than that predicted by the
relationships estimated for the interwar period. According
to Friedman’s methodology something was seriously amiss.
The Keynesian consumption function had failed a basic
empirical test (Friedman, 1957, 4).

In his book, A4 Theory of the Consumption Function
(Friedman, 1957), Friedman adapted a dynamic theory of
Irving Fisher (1930) to explain some of the empirical
anomalies that had arisen in attempts to test the static
Keynesian model against time series and cross-section data
on consumption and income (Sargent, 1987). This book is
Friedman’s best purely scientific contribution and the work
that best reflects his methodology of positive economics
(Walters, 1987).

Irving Fisher (1930) had posited that consumption
should be a function of the present value of income, not of
its current value. Friedman accepted the dynamic implica-
tions of this theory, but replaced Fisher’s concept with the
concept of permanent income. He posited that consumers
separated their current income into two parts, namely a per-
manent part equivalent to the income from a bond and a
transitory part equivalent to a non-recurring windfall. In
testing the theory of the consumption function against
cross-section data, econometricians must resolve a signal
extraction problem in order to estimate the permanent
component of income from observations on the sum of the
permanent and the transitory components of income.

To model the time series data, Friedman introduced the
concept of adaptive expectations to create a statistical
representation of permanent income. Agents were assumed
to form expectations about the future path of income as a
geometric distributed lag of past values. The decay para-
meter in the distributed lag ought to equal the factor by
which the consumer discounted future utility. Friedman
estimated his model on time series data using the method
of maximum likelihood.

On this basis Friedman (1957) demonstrated that there
exists a ratio between permanent consumption and perma-
nent income that is stable across all levels of permanent
income, but that depends also on other variables, most
notably the interest rate and the ratio of wealth to income.
The transitory components of income have no effect on
consumption except as they are translated into permanent
income.

From the perspective of the 1950s, Friedman’s analysis
had very important consequences for macroeconomic
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policy. First, it suggested that the immediate fiscal policy
multiplier was markedly lower than that posited by the
Keynesians. Second, it indicated that the dynamic
responses of income to fiscal policy shocks were much
more complicated than those indicated by textbook IS-LM
curves. Both results suggested caution in the use of fiscal
policy as a stabilization device.

Although the Keynesians argued that fiscal policy
should be used even-handedly across the business cycle,
countering recessions with budget deficits and booms with
budget surpluses, the political system confounded such
naive expectations (Buchanan and Wagner, 1977). The
political incentives to maintain budget deficits during
booms as well as slumps simply overwhelmed economic
logic. Therefore, to the extent that Friedman’s theory damp-
ened economists’ enthusiasm for an active fiscal policy, it
thus helped to dampen the rate of growth of government.
Friedman’s book, although devoid of any notions of public
choice, nevertheless provided an invaluable foundation for
the later work in 1977 by Buchanan and Wagner on the
political economy of deficit-finance.

It is important to note that Friedman has never argued
that fiscal policy is completely impotent. His own theory of
adaptive expectations indeed supposes that individual
responses to fiscal policy occur with lags, allowing fiscal
policy to exert an influence on the macro-economy during
the period of adjustment. Friedman’s crucial insight is that
monetary policy typically is more effective than fiscal
policy as an instrument of macro-economic policy.

It is also important to note, that New Keynesian views
are now very much the mainstream in macro-economics,
albeit operating within a rational expectations framework
that offers only limited scope for fiscal intervention and a
much greater role for monetary policy than was envisaged
by the original followers of Keynes.

3.3. Money Matters

Friedman’s interest in the role of money in the macro-
economy was first sparked in 1948 when Arthur Burns at
the NBER asked him to research the role of money in the
business cycle. Thus began a thirty-year program of
research with Anna Schwartz that would demonstrate that
money matters — indeed that it matters a great deal — and
that would further erode the perceived empirical impor-
tance of the Keynesian model.

By 1948, Keynesian economic theory ruled triumphant
throughout the academies of the Western World. The
classical quantity theory for the most part had been elimi-
nated from textbook economics; and where it was
mentioned it was treated as a curiosum. The conventional

view throughout the economics profession was that money
did not matter much, if at all. What really mattered was
autonomous spending, notably in the form of private
investment and government outlays. Fiscal policy was
crucial; monetary policy was all but irrelevant in the sense
that “you cannot push on a string.’

Only the University of Chicago, through the teachings
of Henry Simons, Lloyd Mints, Frank Knight and Jacob
Viner, had stood at all resolutely against this pervasive
doctrine during the late 1930s and 1940s as Keynesian
doctrine swept through the academy. Friedman was well-
versed in the subtle version of the quantity theory
expounded at Chicago, a version in which the quantity the-
ory was connected and integrated with general price theory
and became ‘a flexible and sensitive tool for interpreting
movements in aggregate economic activity and for develop-
ing relevant policy prescriptions’ (Friedman, 1956, 3).

Systematically, over the period 1950-80, Friedman
and his research associates would challenge the empirical
relevance of the Keynesian model by demonstrating the
empirical superiority of the quantity theory as expounded
at Chicago. By the time that his research program was
complete, and prior to the rational expectations revolution,
almost all economists would recognize that money did
matter, that what happened to the quantity of money had
important effects on economic activity in the short run and
on the price level in the long run (Friedman and Friedman,
1998, 228).

Before Keynes, the quantity theory of money had played
an important role in classical economics. Using the behav-
ioral equation MV = PY, classical theorists had argued that
the income velocity of circulation of money, V, was a
constant; that real income, Y, was unaffected by changes in
the quantity of money (the so-called classical dichotomy);
and therefore that changes in the supply of money, M,
directly affected the price level, P. Keynes (1936) derided
this naive textbook version of the quantity theory, arguing
instead that V was not a constant but was highly variable
and that it served as a cushion to prevent any change in the
supply of money from exerting an impact on either real
income or the level of prices.

In conjunction with his work at the NBER, Friedman
established a Workshop in Money and Banking at the
University of Chicago. The first product of this Workshop
was a book: Studies in the Quantity Theory of Money
(1956) which Friedman edited. In retrospect, this publica-
tion was the first major step in a counter-revolution that
succeeded in restoring the quantity theory to academic
respectability. There is no evidence that Friedman was
aware at that time of the dimensions of the impending
battle. His express intent in writing the introductory essay
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was simply to “set down a particular ‘model’ of a quantity
theory in an attempt to convey the flavor of the (Chicago)
oral tradition” (Friedman, 1956, 4). Of course, the impact
of his essay would be much more dramatic than he and his
colleagues at that time could possibly foresee.

Friedman’s introductory essay provided a subtle and
sophisticated restatement of the quantity theory of money as
a stable money-demand function (Breit and Ransom, 1998,
228). Unlike the classical economists, Friedman rejected
the notion that V, the income velocity of circulation of
money, was a constant. Instead, he modeled V" as a stable
function of several variables, since money was an asset, one
way of holding wealth. Within this framework, he posited
that /" would respond to nominal monetary expansion in
the short run by accentuating rather than by cushioning the
impact of such expansion on nominal income. This restate-
ment became recognized as the theoretical position of the
Chicago School on monetary economics.

The four empirical studies in the book — dealing with
inflationary and hyperinflationary experiences in Europe
and the United States — provided support for the quantity
theory in its restated form by demonstrating a striking
regularity in economic responses to monetary changes. The
most significant finding was that velocity was a stable
function of permanent income. Since money is a luxury
good, the demand for which rises as income increases,
velocity would tend to decline over time as income rose.
The monetary authority therefore must increase the stock
of money to offset this decline in velocity, if it wished to
maintain price stability (Breit and Ransom, 1998, 230).

These results met with skepticism from Keynesian
economists who counter-claimed that the supply of money
merely accommodated demand and did not impact inde-
pendently on the macro-economy. It would take Friedman
and his colleagues the better part of a decade of high-
quality theoretical and empirical analysis to mount a
persuasive case for the quantity theory.

One important component of this research program was
the comparative test (Friedman and Meiselman, 1963) in
which a simple version of the income—expenditure theory,
C=a+kA was compared with a simple version of the
quantity theory, C = b + vM. For the period 1897 to 1958,
using annual data, and for a shorter period using quarterly
data, the quantity theory performed better than the
income—expenditure theory, implying that v was more
stable than k, except for the period of the Great Depression.

More influential, ultimately, was the monumental book
co-authored with Anna Schwartz, 4 Monetary History of
the United States, 1867—1960 (Friedman and Schwartz,
1963). This monumental piece of empirical research
offered substantial support for the restated quantity theory

and sent shock waves through the economics profession by
explaining the Great Depression in terms of the failure of
the federal reserve to deploy effective open-market opera-
tions that would have prevented the banking crisis that
brought about a significant decline in the supply of money
(Breit and Ransom, 1998, 239).

Subsequent research by Friedman determined (1) that
the impact of a fiscal deficit on nominal income was short
lived whereas, after a lag, an increased rate of growth of the
nominal money supply permanently augmented the rate of
price inflation; (2) that the adjustment of nominal income
to an increased rate of monetary growth occurred with a
long and variable lag; (3) that in the long run additional
monetary growth affected only the rate of inflation and
exerted virtually no effect on the level or rate of growth of
real output (Walters, 1987, 425).

So successful was Friedman’s empirical work in
supporting the quantity theory that economists began to
clamor for an explicit theory of the role of money in
income determination, a theory capable of generating the
propositions supported by the empirical investigations. In
response Friedman published two strictly theoretical arti-
cles (Friedman, 1970, 1971) that sparked critical reviews
from leading Keynesian scholars. The debate between the
Keynesians and the quantity theorists would continue for
another decade before the worldwide stagflation of the
1970s brought a close to decisive victory for Friedman’s
position (Gorden 1978).

The restoration of the quantity theory undoubtedly
weakened the reliance by governments on fiscal policy as a
means of countering the business cycle. This alone was a
major contribution to classical liberalism, weakening as it
did the justification for government macro-economic inter-
vention through fiscal policy. However, Friedman would
fail to persuade the economics profession and the wider
public that monetary policy also should be eschewed in
favor of a non-discretionary rate of increase in the nominal
money supply at the underlying rate of growth of produc-
tivity. This was unfortunate because governments that
wished to use the inflation tax to evade the real debt impli-
cations of deficit-financing, now knew just how to go
about their business. Although Friedman was very slow to
recognize it, failure in this regard reflected more the pres-
sures of public choice than any weakness in Friedman’s
research on the long and variable lags in the relationship
between changes in the nominal supply of money and
changes in the behavior of nominal income (Rowley, 1999,
419). The Federal Reserve Board and its influential staff in
the United States and central bank systems elsewhere
would not easily be dislodged from playing an active role
in monetary policy.



MILTON FRIEDMAN, 1912 155

Failure was also, in part, the consequence of Friedman’s
success in promoting free markets. Deregulation of the
banking system made it difficult from the early 1980s
onwards to determine just which M should be subjected to
the non-discretionary rule. Perhaps most important, how-
ever, was Friedman’s neglect (typical of the Chicago
School) of any detailed institutional analysis of the banking
sector. In the absence of such an analytical framework, the
call for non-discretionary policy too easily could be cate-
gorized as dogma rather than as science.

Fundamentally, of course, the case in favor of the non-
discretionary rule collapsed during the 1980s once it
became apparent that the demand for money was unstable
in the wake of banking deregulations.

3.4. The Fallacy of the Phillips Curve

An important component of the Keynesian orthodoxy
during the 1960s was the notion that there existed a stable
negative relationship between the level of unemployment
and the rate of price inflation. This relationship was
characterized as the Phillips curve in recognition of the
celebrated 1958 paper by A.W. Phillips that plotted unem-
ployment rates against the rates of change of money wages
and found a significant statistical relationship between the
two variables.

Keynesian economists had focused on this apparent
relationship to persuade government that there existed a
permanent trade-off between price inflation and unemploy-
ment, allowing choices to be made between alternative
rates of unemployment and alternative rates of price
inflation. By accepting a modest increase in prices and
wages, politicians, if they so wished, could lower the rate of
unemployment in an economy.

Friedman had questioned the validity of the Phillips
curve in the early 1960s, but without any significant intel-
lectual impact. In his Presidential Address to the American
Economic Association in December 1967 (Friedman,
1968), Friedman was able to raise the tone of this ques-
tioning, arguing convincingly that the concept of the stable
Phillips curve was an illusion and that any trade-off that
existed between the rate of inflation and the rate of unem-
ployment was strictly temporary in nature. Once again,
Friedman placed himself directly against the thrust of
Keynesian doctrine deconstructing it from the perspective
of Marshallian economics (De Vroey, 2001).

Keynes had rendered money non-neutral and had made
fiscal policy potent in its effects on output by withdrawing
one equation (the labor supply schedule) and one variable
(money wages) from the classical model (Sargent, 1987, 6).
The Keynesian model was thus short one equation and

one variable by comparison with the classical model. To
close that gap, the Keynesians had incorporated the
Phillips curve as a structural relationship. In so doing, they
mis-interpreted the true nature of labor market equilibrium.

Friedman in his 1967 Address re-asserted the classical
assumption that markets clear and that agents’ decision
rules are homogeneous of degree zero in prices. When
agents confront inter-temporal choice problems, the rele-
vant price vector includes not only current prices but also
expectations about future prices. This the proponents of the
stable Phillips curve had failed to recognize.

The trade-off between inflation and unemployment cap-
tured in the Phillips curve regression equations represented
the outcomes of experiments that had induced forecast
errors in private agents’ views about prices. If the experi-
ment under review was a sustained and fully anticipated
inflation, Friedman asserted, then there would exist no
trade-off between inflation and unemployment. The
Phillips curve would be vertical and the classical
dichotomy would hold.

Friedman in his 1967 paper utilized a version of adap-
tive expectations to demonstrate that any trade-off between
inflation and unemployment would be strictly temporary
and would result solely from unanticipated changes in the
inflation rate. The natural rate of unemployment, defined
essentially in terms of the ‘normal equilibrium’ of Marshall
rather than in the Walrasian terms of the subsequent
rational expectations school (De Vroey, 2001, 130), was a
function of real forces. If monetary expansion fools the
workers temporarily so that they do not recognize that their
real wage has been lowered, it might stimulate a temporary
reduction in the level of unemployment below the ‘normal
equilibrium (or natural rate). As soon as the money illusion
dissipates, unemployment will drift back to the natural rate.
To keep unemployment below the natural rate requires an
ever-accelerating rate of inflation.

On the basis of this logic, Friedman predicted that the
apparent Phillips curve trade-off evident in the data from the
1950s and 1960s would disappear once governments sys-
tematically attempted to exploit it. In the 1970s, the Phillips
curve trade-off vanished from the data. Indeed, estimated
Phillips curves became positive as rising rates of inflation
began to coincide with rising rates of unemployment.

Once again Friedman’s positive economic analysis
paved the way for a reduction in the extent of government
economic intervention now through monetary policy.
Economic events would ultimately invalidate the Phillips
curve hypothesis. However, by directing the attention of
economists to model mis-specification, Friedman hastened
the process, further weakening the economic case for
government intervention in the macro-economy.
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3.5. The Reason of Rules

Friedman’s views on monetary policy were greatly influenced
by Henry Simons’ teachings on the superiority of rules over
discretionary policy (Breit and Ransom, 1998, 241). From
the outset of his career, but with increased vigor following his
empirical work on the quantity theory of money, not least his
analysis of the Great Contraction (Friedman and Schwartz,
1963), Friedman argued in favor of committing macro-eco-
nomic policy to a series of monetary and fiscal rules designed
to reduce the degree of discretionary power available to gov-
ernment agents. It should be noted, however, that this argu-
ment was not based on any knowledge of public chocie.
Rather, Friedman was concerned that central banks typically
failed to predict the pattern of the business cycle and the dis-
tributed lags of monetary intervention, thus destabilizing the
macro-economy.

Friedman’s advocacy of rules stemmed from recognition
that monetary policy could not peg interest rates, could not
generate full employment and could not stabilize cyclical
fluctuations in income (Butler, 1985, 177). Yet, monetary
policy had a considerable power for mischief, since it
affected every part of the economy. Therefore, it deserved
great respect. In particular, because changes in the supply
of money exerted an impact on the macro-economy only
with long and variable lags, the potential for destabilizing
policy intervention was high even at the hands of a
benevolent government.

At different times, Friedman advocated two comprehen-
sive and simple plans for coordinating monetary and fiscal
policies. In 1948, he advocated an automatic adjustment
mechanism that would overcome the problem of the lag
and that would be more likely to move the economy in the
right direction than would discretionary monetary policy.

Friedman advocated (1) the imposition of 100 percent
reserve requirements on the banks, making the supply of
money equal to the monetary base and (2) a prohibition on
government placing interest-bearing debt with the public.
The Federal Reserve would be required to monetize all
interest-bearing government debt, so government deficits
would lead to increases in the monetary base, and govern-
ment surpluses would lead to reductions in that base. Such
a mechanism would act as an automatic stabilizer and
would also assign a clear responsibility for growth in the
money supply (and in inflation) to its primary determinant,
the federal deficit (Sargent, 1987, 9).

If implemented, Friedman’s proposed rule would have
eliminated much of the discretionary power that enabled
governments to implement Keynesian macroeconomic
policy. For that reason alone, it was doomed during the era
of Keynesian hegemony. In addition, it implied the aboli-
tion of the central banking institutions that determine the

course of monetary policy. Such powerful pillars of the
economic establishment would not easily surrender their
power and wealth by stepping down in favor of an
automatic rules-based system.

By 1960, Friedman pragmatically recognized that central
banks, open market operations and fractional reserve bank-
ing were here to stay, at least for the foreseeable future. In
such circumstances, he advanced an alternative rules-based
mechanism that was in some respects quite contradictory to
his earlier, preferred ideal. Its essential element would be a
legislated monetary rule designed to ensure the smooth and
regular expansion of the quantity of money.

According to this mechanism, the Federal Reserve
would be required by statute to follow a rule of increasing
high-powered money by a constant k-percent per annum,
where k was a small number designed to accommodate
productivity growth in the economy. This rule would per-
manently limit the fiscal authorities’ access to the printing
press to the stipulated k-percent increase and would force
them to finance current deficits only by credibly promising
future surpluses (Sargent, 1987, 9).

Cyclical movements in real income would not be
avoided by this non-discretionary mechanism. However,
the non-discretionary nature of the rule would prevent
some of the wilder swings induced by inept and ill-timed
monetary measures (Butler, 1985, 185).

So far, this advocacy has failed, not least because of pub-
lic choice pressures combined with some skepticism as to
the importance of high-powered money as the key monetary
variable. Nevertheless, Friedman’s advocacy has not been in
vain. Monetary authorities in the United States and else-
where are now aware of the relationship between the quan-
tity of money and the price level. Throughout the world,
there is far more reliance on monetary restraint as the basis
for price stability than was the case during the Keynesian
era. Such monetary restraint has increased the political costs
of fiscal expansion. Once again, a largely positive program
of economic analysis has served well the cause of liberty.

4. On Liberty

Individuals are born with free wills, and, if they so choose,
they are able to forge judgments that are conditioned
neither by their particular circumstances nor by the
environment in which they find themselves. Nevertheless,
particular circumstances and environments influence
judgments even though, ultimately, they do not shape them.
Milton Friedman’s views on the nature and importance of
liberty surely were influenced by his particular circum-
stances and environment.

Friedman is a second-generation central European
immigrant and a Jew, characteristics that were not viewed
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favorably in the United States during the first half of the
twentieth century; characteristics, indeed, that attracted
hostile discrimination from public bodies and their agents,
themselves protected from the discipline of the competitive
market-place. Growing up in such circumstances demon-
strated to Friedman in a very personal way the powerful
and even-handed protection against prejudice provided by
the capitalist system.

Much of Friedman’s scholarly career has been played out
against the international backcloth of unequivocal political
evil, in the form of totalitarian fascist nightmares epito-
mized by Adolf Hitler’s Third Reich and in the form of total-
itarian socialist nightmares, epitomized by Josef Stalin’s
USSR. The “days of the devils’ (Johnson, 1983) may now be
largely over. However, their evil mark is printed indelibly on
everything that Friedman writes and says and does.

Domestically in the United States, Friedman’s career has
played out against a background of monotonic growth in
the size of government and in the reach of its intervention-
ist tentacles. Not for him has there been the privilege of
nineteenth century British classical liberals who lived out
their lives in environments that largely matched their
philosophical beliefs. Circumstances and environments
combine, in Friedman’s case, to demand an aggressive clas-
sical liberalism, designed to roll back tyranny as well as to
preserve and to protect established liberties. That demand
has called forth an unwavering supply.

Friedman outlines his special brand of classical liberal-
ism very clearly in the introductory paragraphs of
Capitalism and Freedom:

The free man will ask neither what his country can do
for him nor what he can do for his country. He will ask
rather “What can I and my compatriots do through
government” to help us discharge our individual
responsibilities, to achieve our several goals and pur-
poses, and above all, to protect our freedom? And he
will accompany this question with another: How can we
keep the government we create from becoming a
Frankenstein that will destroy the very freedom we
establish it to protect? Freedom is a rare and delicate
plant. Our minds tell us, and history confirms, that the
great threat to freedom is the concentration of power.
Government is necessary to preserve our freedom, it is
an instrument through which we can exercise our free-
dom; yet by concentrating power in political hands, it is
also a threat to freedom. (Friedman, 1962, 2)

In three important books — Capitalism and Freedom
(Friedman, 1962), Free to Choose (Friedman and Friedman,
1979) and Tyranny of the Status Quo (Friedman and
Friedman, 1983) — as well as in many other essays (see
Leube, 1987 for a representative selection) and in numerous
Newsweek columns — Friedman outlined a view of classical
liberalism closely related to the philosophy of the young
John Stuart Mill.

Friedman’s philosophy, like that of Mill, is one in which
freedom is viewed as indivisible, with economic freedoms
equally as important as political freedoms. Like Mill,
Friedman also holds that government should be as decen-
tralized as possible in order to allow alienated citizens to
vote with their feet. Like Mill Friedman also holds that “the
only purpose for which power can be rightfully exercised
over any member of a civilized community against his will,
is to prevent harm to others” (Mill, 1865, 6). It is a philos-
ophy like that of Mill in which “[O]ver himself, over his
own body and mind, the individual is sovereign” (Mill,
1865, 6).

This said, Friedman does not believe that most debates
over economic policy are debates over value judgments
(Friedman, 1967). Disagreements exist, for the most part
because economists accept differing tentative hypotheses
about the relationship between economic phenomena.
Friedman maintains an optimistic perspective that most of
these disagreements will disappear over time as competing
hypotheses are subjected to empirical testing. He has
qualified this optimism, however, with the passage of time
recognizing, in the wake of the public choice revolution,
that economists and policy-makers are not always driven by
considerations of high moral purpose (Friedman, 1986).

In Friedman’s normative ideal, government should be
strong and yet severely constrained. The major function of
government is to protect the freedom of the people from
outside and from inside intervention (i.e., to protect nega-
tive freedom in the sense most clearly defined by Isaiah
Berlin, 1969). To achieve this objective, government must
be empowered to provide an effective system of defense
and to provide internally for the protection of property
rights, the enforcement of private contracts and the mainte-
nance of competitive markets. These powers, however,
should not be unlimited. Government itself should remain
strictly subject to the rule of law.

Unlike modern anarcho-capitalists, Friedman does not
believe that private forces are capable of effectively
providing these indispensable prerequisites of the free
society. Nor is he comfortable with restricting government
to the functions of the minimal (or night-watchman) state.
Although he expresses a strong preference in favor of
voluntary co-operation and private enterprise, he also
recognizes that government upon occasion may enable indi-
viduals to accomplish jointly arrangements that would be
more difficult or more expensive for them to accomplish
severally (Friedman, 1962, 2). In particular, Friedman is
sensitive to the problem of poverty and argues in Capitalism
and Freedom (1962) in favor of a negative income tax to set
a limit below which no family income could fall.

In contemplating such arrangements, however, Friedman
unequivocally focuses on the harmful consequences of
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institutional arrangements that shield individuals from tak-
ing personal responsibility for their own decisions or that
reflect paternalistic value judgments imposed by philoso-
pher-kings on their fellow citizens. He is driven in this
presumption by a recognition that the great advances in
civilization have never come from centralized government,
that centralized government can never duplicate the variety
and diversity of individual action and that centralized gov-
ernment always substitutes uniform mediocrity for the vari-
ety that is essential for successful entrepreneurial
innovation (Friedman, 1962, 4).

A basic human value that underpins Friedman’s philo-
sophy is tolerance based on humility (Friedman, 1991). An
individual has no right to coerce someone else, not only
because of fundamental principles of classical liberalism,
but also because no individual can be sure that he is right
and the other person wrong. In this respect, Friedman sets
himself aside from Utopian classical liberals such as
Ludwig von Mises (Mises, 1963) who protect their argu-
ments from empirical criticism on a priori grounds.
Friedman rejects praxeology of the kind advanced by Mises
on the ground that it converts a body of substantive
conclusions into a religion.

Friedman argues that democracy is the appropriate form
of government to foster political freedom. However, the pre-
requisite to democracy is a capitalist economy that separates
economic from political power, allowing the one to offset
the other (Breit and Ransom, 1998, 257). In this regard,
Friedman fails to take full account of public choice argu-
ments that there is a predictable tension between democracy
and free markets in the absence of self-enforcing constitu-
tional constraints on government authority (Rowley,
1999).

Much of Friedman’s normative message is now com-
monplace in the debate over public policy. For example,
several experimentations in the use of school vouchers are
currently under way in the United States and many more
are under consideration. The 1960’ Great Society pro-
grams that attempted to provide a welfare state from cradle
to the grave are systematically, if slowly, being dismantled
in favor of market-based alternatives. Affirmative-action
policies that rely on bureaucratic controls rather than on
competitive capitalism are increasingly the subject of
criticism, even among those for whom those policies were
ostensibly designed. Conscription in the military has given
way to the market-based volunteer force. Fixed exchange
rate regimes systematically have given way to flexible
exchange rate regimes throughout the large majority of the
Free World. In all these areas, Friedman’s once controver-
sial ideas have begun to overwhelm the forces of mercan-
tilism, mirroring the success of Adam Smith two centuries
earlier.

It should not be forgotten, however, that Friedman’s
success was bitterly fought and courageously achieved
against powerful forces in a western world then dedicated
to the elimination of individual freedom in favor of demo-
cratic socialism. Ranged against Friedman in this regard
were eminent members of the economics profession
(including Paul Samuelson, Kenneth Arrow, John Kenneth
Galbraith, James Tobin, Robert Solow and Joan Robinson)
who consistently demonstrated anti-free market prejudices
combined with a high regard for big government and an
easy willingness to sacrifice economic freedoms on the
altar of Keynesian macroeconomic policies.

When intellectual battles are won and lost, the victor
rarely receives his justly earned accolades. Those whose
arguments have failed, and who seek continued academic
respect, shift their positions and rely on myopia to protect
them from the consequences of their earlier mistakes.

Rest assured, however, that those leopards who argued
so confidently in the middle years of the twentieth century
for the institutional arrangements of democratic socialism
would not have changed their spots to the extent that they
have in the absence of Friedman’s firm and convincing
voice in defense of economic freedom, a voice that pene-
trated the citadels of coercion in the West as well as in the
East, a voice that gave hope for a freer and more prosper-
ous future during a dangerous half century for those who
cherish freedom. Without that clear and convincing voice in
favor of capitalism it is doubtful whether the public choice
revolution would have made the inroads that it has into the
widely held postwar mis-conception that government is the
omniscient and impartial servant of the public good.
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ANNE RATHBONE

Acknowledgments

We wish to thank Amanda J. Owens for invaluable
collaboration in preparing biographical materials. We are
extremely grateful to Milton Friedman for ensuring that
the essay is factually correct. We wish to thank also
William Breit, James M. Buchanan, Tyler Cowen, David
Fand, J. Daniel Hammond, Robert Higgs, Henry G. Manne,
Fred McChesney and Andrew Sellgren for helpful sugges-
tions. The Locke Institute is indebted to the Earhart
Foundation for financial support.

SELECTED WORKS

(1945). Income from Independent Professional Practice. (With
Simon Kuznets). New York: National Bureau of Economic
Research.



MONETARY POLICY AND CENTRAL BANK BEHAVIOR 159

(1946). Roofs or Ceilings? The Current Housing Problem. (With
George J. Stigler). Irvington-on-the-Hudson, New York:
Foundation for Economic Education.

(1953). Essays in Positive Economics. Chicago: University of
Chicago Press.

(1956). Studies in the Quantity Theory of Money (ed.). Chicago:
University of Chicago Press.

(1957). A Theory of the Consumption Function. Princeton:
Princeton University Press.

(1962). Capitalism and Freedom. Chicago: University of Chicago Press.

Friedman, M. and Meiselman, D. (1963). “The Relative Stability
of Monetary Velocity and the Investment Multiplier in the
United States, 1897—-1958.” in Stabilization Policies. Prentice
Hall, pp. 165-268.

(1963). A Monetary History of the United States, 1867—1960. (With
Anna J. Schwartz). Princeton: Princeton University Press.

(1966). Price Theory: A Provisional Text. (With David 1. Fand and
Warren J. Gustus). Chicago: Aldine Press.

(1967). “Value judgments in economics,” in Sidney Hook (ed.)
Human Values and Economic Policy. New York: New York
University Press, pp. 4-8.

(1978). Milton Friedman's Monetary Framework: A Debate with
His Critics. (Edited by Robert J. Gordon). Chicago: University
of Chicago Press.

(1980). Free to Choose. (With Rose D. Friedman). New York:
Harcourt Brace Jovanovich.

(1984). Tyranny of the Status Quo. (With Rose D. Friedman).
San Diego, New York and London: Harcourt Brace Jovanovich.

(1986). “Economists and economic policy.” Economic Inquiry,
XXIV: 1-10.

(1987). The Essence of Friedman. (Edited by Kurt R. Leub, with
a Foreword by W. Glenn Campbell and an Introduction by
Anna J. Schwartz). Stanford: Hoover Institution Press.

(1991). “Say ‘no’ to intolerance.” Liberty, 4(6): 17-20.

(1998). Two Lucky People. (With Rose D. Friedman). Chicago:
University of Chicago Press.

BIBLIOGRAPHY

Blaug, M. (1985). Great Economists Since Keynes. Totowa, New
Jersey: Barnes and Noble Books.

Breit, W. and Spencer, R.-W. (1995). Lives of the Laureates: Thirteen
Nobel Economists, 3rd edn. Cambridge, MA: MIT Press.

Breit, W. and Ransom R.L. (1998). The Academic Scribblers.
Princeton: Princeton University Press.

Buchanan, J.M. and Wagner, R.E. (1977). Democracy in Deficit:
The Political Legacy of Lord Keynes. New York: Academic Press.

Butler, E. (1985). Milton Friedman: A Guide to His Economic
Thought. New York: Universe Books.

De Vroey, M. (2001). “Friedman and Lucas on the Phillips curve:
from a disequilibrium to an equilibrium approach”. Eastern
Economic Journal, 27(2): 127-148.

Dohert, B. (1995). “Best of both worlds.” Reason, June, 32-38.

Fisher, 1. (1930). The Theory of Interest. London and New York:
Macmillan.

Frazer, W. (1988). Power and Ildeas: Milton Friedman and the Big
U-Turn, vols 1 and II. Gainsville, Florida: Gulf/Atlantic
Publishing Company.

Friedman, M. and Meiselman, D. (1963). “The Relative Stability
of Monetary Velocity and the Investment Multiplier in the
United States, 1897-1958”, in Stabilization Policies. Prentice
Hall, 165-268.

Hirsch, A. and de Marchi, N. (1990). Milton Friedman:
Economics in Theory and Practice. Ann Arbor: University of
Michigan Press.

Johnson, P. (1983). Modern Times: The World from the Tiventies to
the Eighties. New York: Harper and Row.

Keynes, JM. (1936). “The General Theory of Employment,
Interest and Money”. New York and London: Harcourt, Brace
and Co.

Kuznets, S. (1952). “Proportion of Capital Formation to National
Product”. American Economic Review, 42: 507-526.

Mill, J.S. (1865). On Liberty. London: Longman, Green & Co.

Mises, Ludwig von (1963). Human Action. New Haven: Yale
University Press.

Robbins, L.C. (1932). An Essay on the Nature and Significance of
Economic Science. London: Macmillan.

Rowley, C.K. (1999). “Five market friendly nobelists.” The
Independent Review, 111(3): 413-431.

Rowley, C.K. (1999). “Review of ‘Milton and Rose Friedman,
Two Lucky People.” Public Choice, 99(3—4): 474-480.

Samuelson, PA. (1963). “Comment on Ernest Nagel’s ‘assump-
tions in economic theory.”” American Economic Review, May,
211-219.

Sargent, T.J. (1987). Some of Milton Friedman's Scientific
Contributions to Macroeconomics. Stanford: Hoover Institution.

Walters, A. (1987). “Milton Friedman: born 1912, in John
Eatwell, Murray Milgate, and Peter Newman (eds.) The New
Palgrave: A Dictionary of Economics, volume 2. London and
New York: Macmillan, pp. 422-427.

MONETARY POLICY AND CENTRAL
BANK BEHAVIOR

1. Introduction

There are few areas in which public choice has had as
much success in making inroads into mainstream econom-
ics and, in particular, in influencing real-life developments
as in the design of monetary institutions and the day-to-day
conduct of monetary policy. This survey tracks these develop-
ments, from the humble beginnings in the 1970s related
to Nordhaus’ (1975) account of the opportunistic political
business cycle to the widespread academic and political
discussion on monetary policy rules and targets of today.'
Section 2 contains a compact review of the two classical
ideas in political macroeconomics, the political business
cycle and the inflation bias. Section 3 moves on to more
modern, stochastic models, in which the desire for undis-
torted stabilization of supply shocks calls for refined
remedies to the time-inconsistency problem, such as per-
formance contracts and inflation targets for central banks.
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Section 4 moves on to a discussion of current develop-
ments which focus on instrument and targeting rules for
monetary policy. Finally, section 5 briefly assesses these
developments.

2. How it Started: Political Business Cycles and
all that

Today’s academic discussion and recent developments in
monetary policy and institutions rest on three main pillars:
The traditional theory of economic policy in the spirit of
Theil (1961) and Tinbergen (1952); the endogenisation of
economic policy, the groundwork for which was laid in
many classical writings in public choice, although the main
influence stems from the compact and compelling formal-
izations by Nordhaus (1975) and MacRae (1977); and, the
rules-versus-discretion debate that came in the wake of the
rational expectations revolution, with implications for
endogenous policy making that were initially formalized
by Kydland and Prescott (1977) but worked out and popu-
larized by Barro and Gordon (1983). We will focus here on
the public-choice-related roots of modern monetary policy
conduct and design.

The birth of New Political Macroeconomics, as it would
be called decades later, and, hence, also of positive analy-
ses of monetary policy, was Nordhaus’ concise formal
demonstration of what opportunistic governments might do
to an economy. In strong contrast to Theil-Tinbergen-type
benevolent policymakers, opportunism takes the form of
vote maximization at periodically held elections. Voters
derive instantaneous or period utility from the state of the
economy, as represented by inflation 7 and the logarithm
of income y (or, alternatively, unemployment):

u=—0.5m*+¢ (1)

Votes cast on election day then reflect total utility and,
hence, the course of the economy during the incumbent
governments recent term in office, with more distant
periods receiving less weight due to voter forgetfulness.

Operating within a natural-rate aggregate-supply frame-
work in which income (or, again, unemployment) depend
on inflation surprises,’

y=m—E_m @)

and inflation expectations are adaptive, governments maxi-
mize reelection prospects by resorting to expansionary
policies, fiscal or monetary, in the run-up to an election,
while deliberately driving the economy into a recession
once the election is over, thus creating election-related
swings in economic activity known as the political
business cycle.

From the perspective of mainstream macroeconomics,
the Nordhaus model (and its cousin, the partisan theory
proposed by Hibbs (1977), which suggested that election-
related swings were due to ideologically motivated differ-
ences between the preferences of party constituencies) was
almost dead on arrival. Despite the extraordinary interest it
drew from public choice scholars, its key building blocks
were at that time being discarded by macroeconomists: a
non-vertical long-run Phillips curve (which was not essen-
tial to the political business cycle, however), adaptive infla-
tion expectations, and backward-looking voters. A number
of authors® quickly pointed out that little in terms of added
rationality in inflation expectations formation was required
in order to eliminate the political business cycle.

While efforts by Alesina (1987), Persson and Tabellini
(1990) and others gave the study of election-related macro-
economic cycles a vigorous second life under the labels of
Rational partisan theory and Rational political business
cycles, political business cycles do not feature prominently
on today’s research agenda any longer.*

Instead, research interest has shifted towards the
rational-expectations equilibrium implications of endoge-
nous policy making, with a particular emphasis on mone-
tary policy. The starting point for this work, overlooked by
most early critics, is the insight that while rational inflation
expectations do indeed eliminate the political business
cycle, they do leave the economy and policy trapped in a
suboptimal, inefficient equilibrium. If monetary policy is
driven by preferences such as (1), either because it caters to
the electorate, or because this describes the government’s
or the central bank’s very own preferences, the model’s dis-
cretionary rational-expectations solution in the context of a
one-shot game between the government and the economy is

m=E& 3)

Thus, despite the desire for full price stability inherent
in (1), discretionary monetary policy cannot deliver.” The
reason is the time-inconsistency of price stability. Once it is
achieved with income being at its potential level, the cen-
tral bank can always raise its own utility, or public support,
by generating some inflation and a lot of income gains.
While this mechanism and insight had already been
described by Kydland and Prescott (1977), it attracted little
attention until it was restated and popularized by Barro and
Gordon (1983). The latter work triggered a still ongoing
discussion of what institutional arrangements would lead to
the best macroeconomic outcomes, in particular, a reduc-
tion of the inflation bias. Initially, Barro and Gordon
(1983) had suggested that reputational forces may take care
of the inflation bias. However because such forces are
strongly weakened when the government’s horizon does
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not extend to infinity, Rogoff’s (1985) suggestion to put
monetary policy into the hands of a conservative central
bank, characterized by total oblevity towards income devel-
opments, received the most attention. In the above context,
an arch conservative monetary policy guided by prefer-
ences £ = 0 delivers full price stability without any detri-
mental effects on income. To achieve such policy, the
governing body of the central bank must have preferences
£ =0, and the central bank needs to be made completely
independent of the government (which political competi-
tion forces to attend to the preferences of voters repre-
sented by &).° Condoned by the apparent empirical support
for this proposition in the form of significant negative
correlations between long-run inflation and measures of
central bank independence,’ the long ruling orthodoxy was
that central banks must be completely independent and as
conservative (meaning inflation averse) as possible.®

3. Enter the Stabilization Bias

Two innovations rekindled interest in the basic Nordhaus
scenario and kept the discussion alive and vigorous up to
the present.

The first was a modification of the utility function that
gave inflation and income symmetric treatment. Nordhaus
(1975), Kydland and Prescott (1977), Barro and Gordon
(1983), and virtually hundreds of papers since, had
employed an asymmetric functional form, assuming that
utility depended nonlinearly on inflation, but linearly on
income (or unemployment). This did help simplify the
math, yet still sufficed to derive the political business cycle
under adaptive inflation expectations and the inflation bias
when expectations were rational.

The second innovation was to conduct the analysis in a
more realistic stochastic context in which the economy was
subject to supply shocks, and the potential need for
stabilization entered the picture.

3.1. The Trade between Price Stability and Shock
Stabilization

In order to demonstrate the implications of these two
innovations, let us proceed from a hybrid utility function
that comprises both the original asymmetric treatment (for
a = 0) and the later symmetric treatment (for a = 1):

u=—057*—aé&(y—k*+ (1 —a)éy 3)

k>0 is society’s income target which is assumed to
exceed potential income (which has been normalized to
zero) because the latter is inefficiently low (also carrying

involuntary unemployment) due to distortive taxes, mono-
polistic trade unions, legal constraints, and other imperfec-
tions in goods and labour markets.

Aggregate supply is subject to surprise inflation plus
supply shocks & that are white noise with zero mean and
variance o2

y=m—E_m+e 4)

Maximizing equation (3) subject to (4) yields the follow-
ing rational-expectations solutions for inflation and income:

ag
ca

1+ aé (3)

7= —a)é+ atk—

Equations (5) and (6) convey three important insights:

1. The first two terms on the right-hand side of (5) con-
stitute the inflation bias that monetary policy cannot
get rid of, even in the absence of shocks. If utility is
linear in y (a = 0) this bias equals &. If utility is non-
linear in y, with decreasing marginal utility (o = 1), this
bias amounts to &k. It is positive if & exceeds potential
income. Then the marginal utility of income is positive
at the no-surprise equilibrium level, and inflation must
be positive in order to generate a marginal disutility of
inflation large enough to counterbalance the net temp-
tation to raise income. At full price this does not apply
because the marginal disutility of inflation is zero.

2. The coefficients in the stochastic terms of both (5) and
(6) indicate how supply shocks are split into inflation
and income responses. Note that the absolute values of
the two coefficients sum up to one.” So only 1/(1 + aé)
percent of any given adverse supply shock are actually
permitted to drive income down, while the remaining
aé/(1 + aé) percent materialize in increased inflation.

3. When utility is linear in y (a=0) the solutions
simplify to m=¢ and y = ¢. Inflation is always con-
stant at a level reflecting the conservativeness of mone-
tary policy. Supply shock are never permitted to affect
inflation, independently of the conservativeness of
monetary policy.

The third insight states the specific conditions under
which the famous monetary-policy conservativeness result
holds: In order to achieve second-best outcomes, that is,
full price stability and the exact extent of shock stabiliza-
tion society requests, monetary policy needs to be as con-
servative as possible in the sense that it should only look at
the goal of price stability while ignoring movements of
income altogether.'?



162 MONETARY POLICY AND CENTRAL BANK BEHAVIOR

If, however, more realistically, the utility function is
symmetric (« =1), a dilemma pops up. To see this, note
that the solutions for inflation and income now become

. &

T =&k 1+§8 (7
1
e ®

The key insight here is that in a stochastic context with
decreasing marginal utility from income gains, delegating
monetary discretion to an arch conservative central bank
(characterized by & = 0) constitutes a fourth-best solution
only. All it ensures is that we achieve price stability. The
price to be paid are distorted responses to supply shocks.
The variance of inflation is minimized at var (7) = 0 - 2 =0,
but this goes at the cost of maximum variance of income at
var () = 0. Society would prefer an intermediate solution,
namely var (7) = [£/(1 + &)]?02 and var (y) = [1/(1 + £)]P02
In the face of this trade-off between inflation bias and stabi-
lization bias, a superior outcome, a third-best result, is
achieved if society picks a more moderately conservative
central bank, one that is more conservative than society, but
not arch conservative (£ > & > 0) [Rogoff (1985)].

Figure 1 may help clarify the trade-offs involved and
serve as a background for issues addressed later on. The
convex line constitutes the trade-off between income vari-
ability and inflation variability implied by the model.
Society’s preferences, represented by concave indifference
curves, determine the desired split between income and
inflation variability. We can move down along this line from
the point on the ordinate (which obtains for £ = 0) towards
the point on the abscissa (which obtains for & — ). The

Infiation bias rises as we
move down right

Figure 1:

dilemma is that in order to remove the inflation bias we
need & = 0. This would put us into point A on the variance
trade-off line with the variance of income being at a maxi-
mum at o2 and the variance of inflation being at a minimum
at zero. Society would prefer B. As we move from A
towards B by raising £, we reduce the stabilization bias, but
pay by increasing the inflation bias. All we can achieve is a
third-best optimum in a point such as C, where society’s net
marginal benefit from increasing & is zero.

The 1990s brought an avalanche of research on how to
move beyond the third-best outcome generated by a mod-
erately conservative central bank. This quest for second-
best outcomes in a stochastic macroeconomic framework
focussed on two main suggestions: To equip central bank
chiefs with a performance contract, or to commit them to
an inflation target."!

3.2. Performance Contracts

Equipped with a linear performance contract of the form
s = —Aar, where s is a variable component of the central
bank’s governing body’s salary that depends on inflation,
the central bank’s derived utility function changes into

u=—0.51—05@ — kP — A 9)

Now optimal policy under discretion leads to the
following behaviour of inflation and income:

PR -

T=E&— A 1+§8 (10)
_ 1

y—l+gs (11)

These results show that a properly designed linear per-
formance contract can indeed lead to second best results.
The inflation bias, comprising the first two terms on the
right-hand side of (10), is removed if A = &rr. And shock
stabilization is prevented when the central bank’s prefer-
ences are representative of society’s (¢ = &). This actually is
ensured best if the central bank is not independent of the
government. Whatever tendencies towards a higher infla-
tion bias this may carry can easily be taken care of by
setting the punishment coefficient in the performance
contract appropriately.'?

3.3. Inflation Targets

Inflation targets have been very popular in academic
research as a probably more realistic and viable alternative
to performance contracts. Inflation targets also do provide
a natural link from the literature discussed here to the
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recent intensive discussion of general monetary policy
rules and targets at which we will look below. The general
idea is that society (via the government) can communicate
an inflation target 777 to the central bank. The questions to
be answered are, what this target should be, how target
misses are to be punished, and what preferences the central
bank should have.

After adding the inflation-target term to the central
bank’s utility function, the derived utility function reads

u=—0.57— 05— k)?— 0.5\ (7 — w")? (12)

Under discretion, the inflation rate follows

_ 1y A . E
A T T 1+A+E (13)
while income is determined by

1+A e (14)
1+A+¢

Again, a second-best optimum can be achieved. The
condition for the inflation bias to disappear is 7/ = —&k/A.
This is an awkward result, however. No only because the
central bank must be told to deflate, but even more so
because the central bank systematically misses the
assigned target. In the aspired zero-inflation equilibrium,
the deviation from the inflation target must be large enough
to offset any temptation to inflate that results from the
central bank’s own preferences.'3

The condition for avoiding a stabilization bias is that the
shock’s coefficient in, say, (14), which describes the central
bank’s response, must be the same as the shock’s coeffi-
cient in (8), which states society’s desired response. This is
accomplished if £ = (1 + A)&, meaning that now the gov-
ernment must pick a central banker who is less conserva-
tive, less inflation-averse than society.

Table 1 summarizes the consolidated knowledge about
central bank independence and conservativeness in this
section’s macroeconomic environment. The important
point it does highlight is that little scientific support

remains for the quest for the most independent, most con-
servative central bank that did and still does seem to shape
the design and development of institutions in many of the
world’s countries and regions. '

3.4. A Macroeconomic Framework with Income
Persistence

The above findings do not change dramatically if, more in
line with our empirical knowledge about the time series
properties of income and other macroeconomic variables,
we let shocks have lasting effects on income due to some
degree of persistence, as in equation (15).

y=By_+m—E_m+e (15)

Because inflation surprises and shocks now affect all
future incomes, policy choices are being made so as to
maximize the expected present value £,_; U, of current and
future period utilities:

E U= _ZOSIE — U+ (16)

Under discretion, there is still an inflation bias, which now
takes the form

&k

T 1=(a+b)s

cy_, —de (17)

b, ¢ and d are coefficients composed of the structural
equations parameters that we do not need to spell out
here.!> This bias features a constant part which is similar to
the bias in the natural rate framework discussed above. In
addition to the familiar dependence on preferences ¢ this
bias also depends on the degree of persistence 3. The
straightforward explanation is that the more persistent
income is, the longer income gains generated by current
inflation surprises last. But then the temptation to inflate is
larger, and because this is anticipated by the labour market,
we end up with a higher inflation bias.

Table 1: How conservative should the central bank be?

Macroeconomic and monetary policy framework

Optimal degree of central bank conservatism

e Deterministic macroeconomic framework
— Baseline model (perfect discretion)
e Stochastic macroeconomic framework
— Baseline model (perfect discretion), 3rd best
— Added performance contract; 2nd best
— Added inflation target; 2nd best

— arch conservative (£ = 0)

— moderately conservative (¢ > &> 0)
— as conservative as society (§ = &)
— less conservative than society (& > &)
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The second term defining the inflation bias is endoge-
nous, time-dependent. It states that this inflation bias is the
higher, the lower income was last period. The mechanism at
play here is that the marginal utility of income is higher
when an adverse supply shock hit income last period and
persistence will thus tend to keep income below potential
income this period also. The central bank will thus be pre-
pared to inject a larger inflation hike into the economy in the
hope of income gains. But since again the labour market
anticipates this, these income gains do not really accrue,
and all we are left with is an inflation bias above average.

3.4.1. State-dependent Performance Contracts

‘While the math to demonstrate this is labourious, it is intu-
itively clear that a linear inflation performance contract
cannot do a way with this type of variable inflation bias.
The required extension of the optimal contract is straight-
forward, though. Since the inflation bias is variable,
dependent on last period’s income, the performance
contract must also be state-dependent of the form

5= = = Ay (18)

This contract may specify A; so as to eliminate the
constant inflation bias, as in the natural-rate framework
discussed above. And it may specify A, such as to counter-
balance the added incentive to inflate after income fell,
thus removing the state-dependent inflation bias. Once the
performance contract is designed optimally, central bank
preferences should be identical to society’s in order not to
bias stabilization. This mimics the result obtained in the
natural-rate context.

3.4.2. State-dependent Inflation Target

In the presence of income persistence inflation targets must
be path dependent, comprising a constant term to take care
of the fixed inflation bias and a term that follows lagged
income to take care of the variable inflation bias:
!l =By + B,—1. As Svensson (1997a) shows, however,
even a state-dependent inflation target cannot get rid of
both types of inflation bias, and keep stabilization undis-
torted. It must be combined with the appropriate central
bank preferences that compensate for the stabilization bias
introduced by the inflation target.

4. Current Developments

Current research on monetary policy and central banks is
looking for answers to three important questions:

1. How can the stabilization options be improved? Rather
than discussing how different targets within a given

family can be optimized so as to achieve second-best
solution within a given trade-off, researchers turn to
completely different target variables and how they may
affect the trade-off options. We will exemplify this by
comparing inflation targets as discussed above to price
level targets.

2. Is the consolidated knowledge as surveyed in section 3
reasonably robust to changes in the macroeconomic
environment within which monetary policy operates?
A key role in this discussion is being played by the
so-called New Keynesian aggregate supply curve which,
in line with recent methodological changes in macroeco-
nomics, is being derived from solid microfoundations
and features forward-looking inflation expectations.

3. How can some of the more abstract theoretical insights
of political macroeconomics be brought to bear on the
actual conduct of monetary policy. This question is
being discussed in a separate strand of research
focussing on policy rules, which has close ties to the
topics discussed so far.

4.1. The Choice of Targets and their Effects on
Trade-offs

The question which macroeconomic variable monetary
policy should target is not a trivial one. To demonstrate how
that choice of target variables affects the variability of macro-
economic variables, as well as the implied trade offs between
these variabilities, let us compare inflation targets with price
level targets. In order to focus on the issue at hand, assume,
as much of the literature does, that society can assign a target
to the central bank in the strict sense that the target overrides
any pertinent preferences the central bank itself may have
(rather than adding it to the central bank’s preferences, as
assumed previously). Equipped with such an assigned
inflation target, the central bank utility function reads

u=—05(m—a)?— 0.5y — k) (19)

The discretionary optima for inflation and income that
follow are

7T=gk—'rrr—lige (20)
and
y=17+gg (21)

The volatility trade-off from which society may choose
by selecting & is characterized by var (7) = [&/(1 + &)]%0>
and var (y) = [1/(1 + &]%0%, and depicted as the lower
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convex line in Figure 2. The specific target value 77 neither
affects the trade-off, nor where we end up on it. Actually, the
depicted curve is an efficiency frontier. As long as monetary
policy is governed by preferences coming from this very
family of utility functions, comprising inflation and income
as arguments that enter in quadratic form, we end up some-
where on this line. All society can do is move up or down
this curve into its preferred point by picking &.

Now other families of utility functions exist, comprising
different variables or functional forms. An argument that is
often advanced against in inflation targets for monetary
policy is that it makes the variance of the price level go
towards infinity as we increase the time horizon, making it
difficult for individuals and firms to form expectations. In
an attempt to remedy this, the government may assign a
price level target to the central bank instead, even though
society’s preferences are still as given in equation (3) with
a =0. The central bank’s utility function then reads

u=—05p—p') =05y — & (22)

where p is the logarithm of the price level. Note that the
aggregate-supply function (4) may be rewritten as

y=p—E_pte (23)

since inflation is the first difference in the log of the price
level. Maximizing (22) subject to (23) mimics the maxi-
mization of (19) subject to (4), except that the price level p
has taken the place of inflation 77. Hence the solution for
the price level is equal to the solution we previously
derived for inflation,

~

§
i (24)

p=2&—p'-

whether we assign an inflation target or a price level target
has no effect on income which again follows

y (25)

= ~

1+&
Since m=p —p_;, the behaviour of inflation is directly
derived from (24):

3

™ = 5(8 £-1) (26)

This implies an  inflation  variance  of
var (7) = 2[&/(1 + £)P0?, which is twice as large as
when the central bank pursued an inflation target. As
Figure 2 illustrates, this dramatically worsens the options
for stabilization policy and is likely to affect society’s
pick of central bank conservativeness. In fact, a second-
best optimum cannot even be achieved because
[E/(1 + &) = 2[&/(1 + &) — which would provide the
right inflation variability — and 1/(1 + &) = [1/(1 + &)] —
which would provide the desired variability of income —
cannot be met at the same time. Independently of society’s
preferences, which we may not know, we can state that
assigning a price-level target is inefficient. Switching to an
inflation target permits lowering the variance of inflation
(income) without raising the variance of income
(inflation).'®

The example used here goes to show that the choice of
a target variable, or variables, is a delicate one with obvi-
ous welfare implications. The inefficiency of price level
targeting relative to inflation targeting is not robust, how-
ever, to changes in the macroeconomic framework. This is
not really surprising, since the trade off is generated by the
complete model, comprising both the macroeconomic
structure and the incentives governing monetary policy.
Svensson (1999b) demonstrates that, when faced with an
economy with a sufficient degree of income persistence,
society may be well advised to assign price-level targeting
even though it possesses preferences cast in terms of an
optimal inflation rate, because it results in lower inflation
variability. Dittmer and Gavin (2000) show that in a model
with a New Keynesian Phillips curve, as discussed in the
following section, price-level targeting always generates a
more favourable trade off between income and inflation
variability, even if income is not persistent.

4.2. The New Keynesian Aggregate-supply or
Phillips Curve

Roberts (1995) uses the Calvo (1983) model (in which
prices are sticky because during any given period a firm
has a fixed probability, strictly smaller than 1, that it may



166 MONETARY POLICY AND CENTRAL BANK BEHAVIOR

adjust prices) to show that a loglinear approximation about
the steady state of the aggregated pricing decisions of indi-
vidual firms reads

y=By_tm—Em. t+e (27)

While this aggregate supply curve looks very similar to the
neoclassical supply curve with persistence that we used
above, the inclusion of tomorrow’s expected rate of infla-
tion rather than today’s has important implications.!” One
is that any movement in inflation, and particularly when it
is rationally anticipated, affects income.'® Clarida et al.
(1999) look at how this bears on the issues discussed in the
preceding sections of this paper. Major findings are:

1. There is an inflation bias if the central bank has an
income target that exceeds potential income. This is
most easily rationalized if we think of monetary policy
as a series of one-shot games in which policymakers
take next period’s expected inflation as given. It also
holds in a more general setting, however, when the
central bank has a longer horizon.

2. The inflation bias is negatively correlated with central
bank conservativeness, that is, with the weight that the
income target has in its utility function. An inflation
nutter (¢ = 0), as an arch conservative central bank is
sometimes referred to, would entirely eliminate the
inflation bias.

3. As a final analogue to results obtained within the
Neoclassical framework, only a moderately conserva-
tive central bank would strike the right balance
between the desires to reduce the inflation bias and to
keep shock stabilization as undistorted as possible.

The framework used by Clarida et al. (1999), being
somewhat richer than the one reported here, with shocks on
the supply side and on the demand side, permits a host of
other insights not directly comparable to the consolidated
knowledge acquired within the neoclassical framework. A
key issue that has been raised within this context, however,
is whether preferences do indeed feature an income target
which exceeds potential income, thus generating a problem
of time inconsistency. This is an important question,
because if there was no inflation bias, or if it had different
causes than presumed since spelled out by Kydland and
Prescott (1977) and Barro and Gordon (1983), there might
not exist the dilemma of choosing between inflation-bias
reduction and less distortion of stabilization policy, making
things much simpler for monetary policy.

As Cukierman (2002) has demonstrated, though, an
income target exceeding normal or potential income is not
necessary for an inflation bias to occur. All that is needed

is an asymmetry in the central bank’s utility function.
Suppose preferences are such that the central bank wants
income to rise, but only until it reaches potential income. It
does not want to push it beyond that level, but, if it exceeds
potential income due to a favourable supply shock, it
refrains from trying to drive it down. As a consequence,
whenever a positive shock hits and income is above poten-
tial income, inflation remains at zero. Whenever a negative
shock drives income below normal levels, monetary policy
cushions that fall by creating inflation. As a result, average
and expected inflation are strictly greater than zero. We
have an inflation bias in equilibrium. In this context, much
of the same remedies and policy recommendations would
apply, with the math being a bit more cumbersome due to
the employed piecewise utility functions.

4.3. The Quest for Monetary Policy Rules

This is probably the most active topic on today’s research
agenda on monetary policy. The field is still in a flux, and
there are several perspectives from which to look at it. In
order to understand the current discussion, we need to
introduce some definitions."”

From a simplifying perspective there are two kinds of
monetary policy rules. The first category comprises instru-
ment rules. These specify how some instrument of mone-
tary policy, typically an interest rate or monetary
aggregate, responds to a set of macroeconomic variables. If
these variables are predetermined at the time the instru-
ment is being set, we speak of an explicit instrument rule.
An implicit instrument rule specifies the instrument as a
function of forward-looking variables that are not predeter-
mined, of course. Due to this simultaneity between instru-
ment and determining variables, this must be considered an
equilibrium condition rather than a rule.

The second group of monetary policy rules comprises
targeting rules. Characteristic for a targeting rule is the
“assignment” of a loss function to the central bank. If this
loss function features only one target variable, say infla-
tion, we have a strict targeting rule. If additional variables
are included, say income, we speak of a flexible targeting
rule. To the extent that the right or best target variables are
difficult to control or to observe, the use of loss functions
with intermediate targets is sometimes proposed. These
targets should be highly correlated with the true goal, but
easier to control and to observe.

Current research on monetary policy rules is related to
the work reported in section 3. But it also differs in a few
major aspects.

1. There is a deliberate shift from a predominantly
analytical towards a sophisticated yet practical monetary
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policy analysis, with strong doses of pragmatism and a
quest for quantitative results. As consequence research
interests of academics and central banks have begun to
meet in this area.?’

2. Employed models have been stripped of time incon-
sistency. So there is no more inflation bias and no more
potential for conflict between price stability and stabiliza-
tion policy. Stabilizing inflation and income around their
desired values remains the only challenge. The discarding
of the inflation bias appears to come as a response to criti-
cism by a group of central bank notables and academics
that the underlying story [Barro and Gordon (1983)] was
unconvincing and empirically inaccurate. As a result,
models are being employed in which a loss function or rule
is imposed on the central bank that features an income
target coinciding with potential income.?!

3. While the New Classical or Lucas aggregate supply
curve, more recently with added persistence, had com-
pletely dominated the literature discussed in section 3,
there is no such consensus in the rules discussion. By con-
trast, this discussion accepts that no consensus regarding
the right model of the macroeconomy has emerged yet, and
emphasizes that this calls for thorough checks as to
whether any derived rules are robust in the sense that they
still function reasonably well within alternative macroeco-
nomic models. These models cover a wide range of possi-
bilities. Some reduce to a single equation. Some comprise
up to a hundred equations. Some are derived from
intertemporal optimizing behaviour of representative
agents. Some are made up of equations purported to mimic
the dynamic relationships we see in empirical VARs.

4. A final innovation characteristic of the rules discus-
sion is the use of analytical and empirical methods that
have become standard in real business cycle and dynamic
general equilibrium analyses. This includes the calibration
of models, stochastic simulations, and judgement of the
empirical validity by means of comparing distributions of
and correlations between simulated time series to those
encountered in reality.

4.3.1. The Taylor Rule and Other Instrument Rules
Instrument rules for monetary and fiscal policy have a long
tradition in economics. In the past, the most famous such
rule was the Friedman rule, proposing that the money
supply should grow at a fairly constant rate equal to the
trend growth rate of income. Such a rule is an explicit, if
not an exogenous rule, since it hardly allows for any feed-
back from current economic variables into monetary policy,
certainly not in the short run.??

Among the recent crop of more sophisticated monetary
policy rules, which includes McCallum’s (1988) rule for

the monetary base, the Henderson and McKibbin (1993)
rule for the federal funds rate, and dozens of other rules,
the rule that has swept the field is the one proposed by
Taylor (1993). The Taylor rule states that the central bank
has a real interest rate target, from which it deviates if
inflation and/or income are off target. Solving this for the
nominal interest rate yields

i=rT+a+05(m—7")+0.5(y—y*) (28)

When following the Taylor rule the central bank sets its
instrument, the federal funds rate, at ” when inflation and
income are at their optimal levels. An increase in inflation
makes the central bank raise the nominal interest rate by a
factor of 1.5. This raises the real interest rate, dampening
effect aggregate demand. While it does not include any
forward-looking variables, the Taylor rule can nevertheless
call for preemptive strikes against future inflation. This is
the case if rising income, which also drives up the real
interest rate, drives up inflation with a lag.

Initially proposed as a descriptive and expository devise
that can be used to account for the general flavour of mone-
tary policy in the US and explain the Fed’s policy shift
during the Volcker era, the Taylor rule has become much more.
And the meanwhile quite voluminous amount of empirical
research suggests that Taylor’s rule is indeed a quite reason-
able description of policy behaviour of many central banks,
including the Bundesbank, which is usually considered the
most extreme, inflation nutter in recent history.>> The rule
also has come to fame in financial circles, where it is now a
common tool for forecasting changes in the interest rate.

4.3.2. Inflation Targeting and Other Targeting Rules

As mentioned, a targeting rule is characterized by the
assignment of a loss or utility function to the central bank,
In section 3 we showed this in a parsimonious framework
for inflation and income. Many possible targets are being
discussed in the literature, such as the price-level, inflation,
nominal GDP or nominal GDP growth, with inflation
targeting drawing the most academic interest and being the
most successful among central banks.?* The term inflation
targeting is a misnomer, however, because only strict infla-
tion targeting refers to a utility function of the form
u = —0.5(m — 77)?. If additional target variables enter the
utility function, this is being referred to as flexible inflation
targeting. An example is the familiar utility function

u=—0.5(m— ") —0.5&(y—y*)? (29)

which, for obvious reasons, might just as well be referred
to as flexible income targeting.

In an effort to facilitate practical implementation or
monitoring, a target rule is often expressed as a set of
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equations the target variables must fulfill. In the case of
equation (29), if there is perfect control over the target vari-
ables and there is no trade-off, we obtain these equations
from the first-order conditions for the unrestricted maxi-
mum of the utility function as 7 = 7" and y = y*. If control
is imperfect, the expected values must equal the targets.
Things do become much more complicated, however,
when, as is always the case, we have trade-offs between
macroeconomic variables, be it within periods or intertem-
porarily. While first-order conditions usually still exist,
they may be too complicated for practical purposes. It may
then be advisable to switch to intermediate target variables
which, ideally, should be “highly correlated with the goal,
easier to control than the goal, easier to observe than the
goal, and transparent” [Svensson (1999a), p. 619]. In terms
of how to pursue the target, Svensson (1999a) further
reports that the target variable included in the loss function
is usually not the best indicator for the instrument to
respond to.

4.3.3. Comparing Instrument and Targeting Rules

From a purely technical viewpoint, instrument and target-
ing rules are simply two sides of the same coin.
Maximization of any utility function or target subject to a
macroeconomic model leads to an optimal instrument rule.
For example, maximization of (29) with respect to the
instrument 7, subject to (4), gives the instrument rule 7=
ml — e&/(1 + ). This may be rewritten. After solving (4) for
€ and substituting the result, we obtain

m=al—EE_m—a') =&y —y¥) (30)

The result is a Taylor-like instrument rule in which the
instrument 7 depends on the income gap and on the
expected deviation of inflation from the inflation target. We
may note here that (28) is not an explicit instrument rule.
The endogeneity of income on the right-hand side makes
this rule implicit, an equilibrium condition.?

Just as the optimization of a given utility or loss func-
tion generates an explicit or implicit instrument rule, any
given instrument rule can be traced back to a utility function
that is being optimized. This mapping from preferences to
instrument rule or back does, of course, crucially depend
on the macroeconomic model to which it is attached, and it
may not be unique.

The competition between instrument and target rules
thus boils down to the question of which one is more prac-
tical. A starting point for this discussion must be that real-
istic models of the macroeconomy are much more complex
than the models we looked at. While this need not affect the
utility function to be assigned to the central bank, it leads
to immensely complicated optimal instrument rules, which

will also be very difficult to monitor. On the other hand, it
will also bear heavily on how a central bank pursues its
assigned targets. It is flexible in doing so, however, and free
to incorporate any progress the science of economics may
make. As our view of how the economy functions change,
the target(s) need not be adjusted. An instrument rule, by
contrast, would have to be adjusted continuously, which
may lead into credibility problems. But this is where the
conceded uncertainty about the proper macroeconomic
model comes into play. Robustness studies of instrument
rules produced two interesting results.?

First, complex, optimal instrument rules derived from
one specific model perform poorly when plugged into a
different model. So using such a rule would be very risky
if we have serious doubts about the true nature of macro-
economic transmission channels and interaction.

Second, simple instrument rules, taken from the same
family as the Taylor rule, do not perform much worse than
the complex optimal rule.

Third, and this is actually implied in the second result,
the near-optimal performance of simple rules is rather
robust across a wide spectrum of models.

Ball (1999) addresses the issue of preference uncer-
tainty, referring to ¢, the relative weight of income stabi-
lization in society’s utility function. In terms of Figure 2
he proceeds from the assumption that we do not know
society’s indifference curves. Then the best we can do is focus
on efficiency and identify those rules or targeting variables
that generate lower trade-off lines, so that society can be
made better off, now matter what the weight parameter is
in its utility function. Employing a calibrated version of the
macroeconomic model shown in note 25, Ball compared
inflation targeting, nominal GDP growth targeting, and the
Taylor rule. In this framework inflation targeting is effi-
cient and nominal GDP growth targeting is inefficient. The
verdict for the Taylor rule is mixed. In its original form
reported as equation (28), i.e., endowed with the coeffi-
cients of 0.5 advocated by Taylor, the rule is inefficient. In
order to make a rule with the same structure as the Taylor
rule efficient, the interest rate response to output gaps
would have to be about twice as high. This rule can be
derived from the efficient inflation target.

5. Assessment

Monetary policy is an exciting field to work in these days,
both for its intellectual and methodological challenges and
for its close interaction with policy makers and institutions.
From a public choice perspective, nevertheless, and despite
the enormous progress that is being achieved, recent
developments may cause mixed feelings. In a way one may



MONETARY POLICY AND CENTRAL BANK BEHAVIOR 169

adds | Soels i | grents
pleks Outcomes
ovalustod

Performance Central bank' Degree
EEr A = e
prafarences

Y
Monetary policy ol o

oufcames.

= gvarage inflation
# inflation variability
= income vanability

Figure 3:

wonder whether, on an undisputedly higher level of
theoretical and methodological sophistication, we are not
coming back full circle to fostering and refining the seem-
ingly extinct art of optimal economic policy making as
envisaged by Tinbergen and Theil. The resurgence of a
more technocratic approach becomes obvious when we
interpret recent developments against the political macro-
economics approach that was dominating the discussion
until a few years ago and that we traced in the first half of
this survey. Its main structure is sketched in Figure 3.

The political-macroeconomics approach has three
building blocks: the preferences of society (or voters), the
preferences of the policymaker (here the central bank), and
a macroeconomic model (usually degenerated into an
aggregate supply equation). Monetary policy conducted
within the stochastic macroeconomic model generates
economic outcomes which are then evaluated by society on
the basis of its preferences. The key result is that monetary
policy governed by society’s preferences produces an inef-
ficient outcome featuring an undesired, high level of price
instability. Society can improve on this suboptimal out-
come in a number of ways. One way to achieve price
stability without distorting the stabilization of shocks is to set
new incentives for the central bank by picking a progres-
sive central bank which cares a lot about income, making it
independent of the government, and adding an inflation
target to its environment.

The current applied discussion of rules and targets ques-
tions all three building blocks that characterize the public
choice approach:

1. Society has no more desire for income to exceed
potential income. So preferences are compatible with
what can be achieved in the long run, both regarding
price stability and the level of income. This eliminates
the inflation bias, and, hence, the dilemma of a poten-
tial trade-off between an inflation and a stabilization
bias. In fact, monetary policy governed by society’s

preferences generates an optimal long-run equilibrium
and stabilization as desired.

2. The central bank has no preferences of its own. It can
“either be assigned” a loss function (as for instance in
the inflation targeting approach), or a reaction function.

3. Finally, and this is one of the strong points, current
research about rules and targets accepts as a fact that
economists do not agree on a correct macroeconomic
model.

On the issue of whether there is a basis for time incon-
sistency and excessive inflation, it is hard to see why soci-
ety should settle for potential income as its optimal choice.
If potential income is indeed the result of a series of distor-
tions, as is argued for most industrial countries, and comes
along with such burdens as involuntary unemployment,
shouldn’t we want higher income. Do Europeans really not
want their 10 percent a-priori risk of being unemployed to
fall? This is, in effect what we are claiming when we argue
that the desire for income not to exceed potential income is
in our preferences. It is something entirely different if we
decide that we do not want to draw one monetary policy to
raise income. This would be the result of a cost-benefit
calculation on the basis of the macroeconomic options,
from which we might conclude that a short-lived income
hike was not worth the price of a lasting increase in infla-
tion. Our preferences are an element in this calculation, but
must not be confused with the calculation itself.?’

Discarding the central bank’s generic preferences and
assuming it can simply be assigned any utility function or
instrument rule is similarly worrisome. This might be a
plausible approximation when fines for deviations from the
assigned instrument or targeting rules are so large that per-
sonal preferences are dwarfed. But this does not really
seem to and cannot really be the idea in a world of change
in which rules are at best a frame of reference for policy
decisions. None of these rules tells us how to adjust target
levels in an evolving macroeconomic environment, how to
implement a rule or switch from one to another, how to
respond to financial bubbles or other phenomena outside
our standard models.

So, measured against what political macroeconomics
achieved and contributed to monetary policy making and
designed, current developments may be seen as a setback.
Devising optimal rules and targets is certainly useful, but
so are plans of how to eat right. The problem is that even
its proponents see and sell monetary policy rules as a gen-
eral framework with plenty of discretion. But then, what
are optimality and robustness studies that are based on the
strict application of a particular rule worth, if we do not
know under what circumstances, how often, and in what
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direction central banks will deviate from or even change

the

rule? Such questions obviously cannot be addressed

without returning the preferences of society and the central
bank back into the equation and, hence, reactivating the
public-choice element in monetary policy research.

3

10.

11.

12.

13.

MANFRED GARTNER

NOTES

. This survey puts particular emphasis on recent, policy-related

developments. Older developments are selectively discussed
in order to bring out the public-choice roots of many current
developments and provide a theoretical background for
current discussions. For more detail on these earlier develop-
ments, readers may consult two previous surveys of mine
which focus on political business cycles and the first-
generation discussion of time-inconsistency (Gértner, 1994)
and the second-generation discussion of tune-inconsistency
including a refined macroeconomic framework with persist-
ence and the interaction with fiscal policy (Gértner, 2000).

. We do not make a distinction between a Phillips curve and an

aggregate supply curve. So simplify notation, we usually
normalize the log of potential income, y*, to zero and give
the aggregate supply curve unity slope.

. See, for example, Frey and Ramser (1976) and McCallum

(1977).

. This, by any means, should not be read to mean that political

business cycles are dead. See, for example, the contribution
by Drazen (2000b).

. The inferiority of this result obtained under discretion is usu-

ally demonstrated by comparing it with the optimal inflation
rate 77 = 0 that obtains when the central bank has to commit
to an inflation rate before expectations are being formed.

. See Eijffinger and Hoeberichts (1998).
. See Alesina and Summers (1993).
. See, however, Forder’s (1998a,b) illuminating and sobering

account of the validity of empirical evidence on central bank
independence and inflation.

. This is because the aggregate supply curve has been given a

slope of one. In the general case, the slope coefficient would
also feature in the stabilization terms.

For a result to be classified as first best, income also would
have to be as required. Since this is considered to be beyond
the reach of monetary policy, optimal monetary policy is only
judged by whether it achieves second-best results.

The discussion on performance contracts was initiated by
Persson and Tabellini (1993), Waller (1995) and Walsh
(1995). Major contributors to the early academic discussion
of inflation targets in the current context were Herrendorf and
Lockwood (1997), Muscatelli (1995) and Svensson (1997a).
See also Bemanke and Mishkin (1997), and Walsh (1998),
chapter 8.

A linear contract focussing on the performance of aggregate
income could be tailored to achieve the same second-
best result, of course. The literature emphasizes inflation
performance contracts, however.

Svensson (1997) proposes that the central bank can simply be
assigned a utility function which completely overrides any

14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

generic preferences which the central bank actually has. This
formally solves the problem of a negative inflation target
which is never met, but is arbitrary and unconvincing, not
only from a public choice perspective.

The most prominent example is probably the European
Central Bank, the blueprint for which does not seem to take
account of the trade-offs and refined results emerging in a
stochastic macroeconomic context.

For details, see Sevensson (1997).

Note that a price-level target here is only inefficient from the
partial perspective of shock stabilization. Things are more
complex when we bring the inflation bias into the picture,
because, as we move down from the no-bias point on the ordi-
nate, the bias increases as we move along the inflation-target
trade-off, but not as we move along the price-level-target
trade-off.

For a detailed discussion of this and related New Keynesian
aggregate supply curves and their implications for monetary
policy see Clarida et al. (1999).

Incidentally, a vote-maximizing government facing a back-
ward-looking electorate and a New Keynesian aggregate
supply curve with 8 =0 would create a political business
cycle with some of the same features as the Nordhaus cycle.
In fact, in a two period setting it would be the very same cycle
that a government creates when aggregate supply is neoclas-
sical and inflation expectations are of the simplest adaptive
mould (E_jm=m_,).

We follow Svensson (1999), who is one of the most active
contributors to this discussion.

There has been a host of conferences with “monetary policy
rules” in the title, sponsored or hosted by central banks. A
first example is the conference jointly sponsored by the
Sveriges Riksbank and the Institute for International
Economic Studies at Stockholm University, held June 12—13,
1998, in Stockholm.

Among those who have criticized the premise of central
banks pursuing income targets which exceed potential
income from the background of their hands-on experience
with monetary policy making is Blinder (1995). Academic
criticism of this idea has come, among others, from
McCallum (1997) and Taylor (1983).

For an account of how the Friedman rule fared in practice, see
Hafer and Wheelock (2001).

See, for example, Clarida et al. (1998), who estimate policy
reaction functions for the G3 (Germany, Japan, and the US)
and the E3 (UK, France, and Italy) countries, and Peersman
and Smets (1998), who explore the Taylor rule as a bench-
mark for analysing monetary policy in the euro area.

It is generally believed that quite a number of central banks,
including those of Australia, Canada, New Zealand, Sweden
and the U.K. have adopted some form of inflation targeting
during the last ten to fifteen years.

The Taylor rule maximizes a utility function such as (29) only
then as a strict instrument rule, if sufficient lags make infla-
tion and income predetermined when the interest rate is being
set. A pragmatic macroeconomic structure, purported to par-
simoniously represent results from typical VARs that interest
rates affect income after one year and inflation after two
years, that serves this purpose comprises a dynamic /S curve,

y==—Proty-te
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and an accelerationist aggregate supply curve (without
expectations),

T=1m_;+dy_1+n

where all variables are measured as deviations from their
targets. Minimization of the loss function var(w) + {var(y),

which directly relates to (29), yields an explicit interest rate
rule:

r= &77'4- ﬁy

where the coefficients depend on the model’s structural coef-
ficients. See Ball (1999).

26. See the conference volume edited by Taylor (1999), which
focusses on the issue of how robust various policy rules
perform in a variety of different macroeconomic frameworks.

27. For further arguments on the pros and cons of an income
target in excess of potential income, see Walsh (1998), p. 370f.
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THE POLITICAL ECONOMY OF
TAXATION: POSITIVE AND
NORMATIVE ANALYSIS WHEN
COLLECTIVE CHOICE MATTERS

1. Introduction

There are many reasons for studying taxation. As the
ancient Roman writer Cicero pointed out so succinctly,
when he called it the sinews of the state, taxation is central
to the existence and functioning of a nation, as well as to
the functioning of its lower levels of government. Taxing
citizens is a vital method of financing the most essential
public sector activities, such as the courts, the legal system,
national defense and police protection. In addition, it
provides the means for producing social programs, such as
public health services, education and welfare. Finally,
taxation is one of the most important ways in which a
community’s distributional goals may be attained.

The study of collective choice is an essential part of any
comprehensive analysis of taxation. The activities of
communities differ in nature from activities carried out by
the private sector. Provision of most publicly provided
goods or services cannot be accomplished and organized
through markets. Instead, collective choice procedures are
needed to allocate required resources and to decide the
level and extent of public provision. In democratic coun-
tries, governmental expenditures, and the ways of raising
the necessary revenues, are usually determined by some
type of majority rule, although such rule may be limited or
attenuated by constitutional provisions and constrained by
the operation of a competitive system of political parties.
Taxation thus represents an essential tool for decision
makers who want to command scarce resources for use in
the public sector as part of the democratic process.

In this paper we review both positive and normative
aspects of taxation. We examine how to study why taxes
and revenue structures have taken their present form and
why they are used in a particular way as part of the demo-
cratic process. In addition, we also consider the classic nor-
mative questions, namely what makes a good tax system
and how to assess the efficiency of taxation. In dealing
with both aspects of the tax literature, we attempt to set out
a plan for a more complete and comprehensive analysis of

taxation in the face of collective choice than is attempted in
most of the available literature on fiscal issues.

Since our emphasis is on the positive and normative
study of tax structure and tax systems, we pay only limited
attention to the political economy of redistribution. Some
branches of the fiscal literature make the link between pro-
gressive taxation and redistribution their main focus, while
trying to analyze how income tax rates are determined as
part of the political struggle over a society’s income shares.
While we shall consider studies of this nature, we conceive
fiscal analysis as an enterprise of broader scope than is
implied by the approach adopted in this work. In our view,
questions of efficiency as well as of redistribution are
involved in studying political equilibria, and fiscal policy
encompasses the use of many different kinds of taxation as
well as of other policy instruments such as regulation that
affect the drawing of resources into the public sector.

Although most dictatorial regimes also make use of
taxation, we deal primarily with fiscal choices in demo-
cratic states in this essay. The reader with a special interest
in the analysis of authoritarian regimes may want to consult
the recent work by Wintrobe (1996), where a theory of such
states is developed. Comparative international analysis
relevant to this topic can be found in Musgrave (1969) and
Kenny and Winer (2001), where tax systems in a large
sample of countries are examined in an econometric
framework.

In view of space constraints, references to the literature
will be illustrative rather than exhaustive. The essay
emphasizes theoretical ideas and empirical issues relevant
to the study of tax systems and tax structure. Further bibli-
ographic material can be found in Hettich and Winer
(1999); in Boadway and Keen (2000) concerning the polit-
ical economy of redistribution; in Gould and Baker (2002)
and Kirchgaessner (2002) with respect to taxation and
political institutions; and in Webber and Wildavsky (1986)
concerning fiscal history. '

2. Basic Issues
2.1. Two Major Approaches

There are two broad approaches to the study of taxation,
both with an extensive and well-developed literature. The
first one is associated with the work of Wicksell (1896) and
Lindahl (1919), two of its most important early proponents,
as well as with work of Buchanan (e.g., 1968, 1976). Here,
taxation is seen as part of an exchange — albeit an imper-
fect one — between citizens and their government. Tax
payments are made to obtain public goods and services, and
to some extent, to participate in collectively determined
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redistribution. The emphasis is on taxation as a price for
public output consumed by voters, and on institutions or
methods designed to link the fiscal and the expenditure
sides of the budget.

A second approach sees taxation as a set of policies that
are linked only indirectly to the expenditure side via the
government budget restraint. Taxation is analyzed as the
coercive taking of resources to finance largely unspecified
government activities. The emphasis is on ways to mini-
mize the efficiency costs of taxation through the policy
choices of a social planner. Such a planner may also take
account of distributional aims in achieving his or her objec-
tives, by including distributional weights in the design of
fiscal policy. Such weights will be derived from an exoge-
nously given welfare function, rather than being the out-
come of a political process. The second approach has its
origins in the work of Edgeworth (1925), Ramsay (1927),
and Pigou (1952) and has been developed with great
analytical sophistication by Mirrlees (1971) and others in
the recent literature on optimal taxation.?

Although the two approaches to taxation are quite
distinct in emphasis and in the results that they reach, both
must contend with the same central problem, namely the
separation of taxing and spending. Governments provide
goods and services that are different in nature from those
provided through private markets. So-called public goods,
such as defense, are consumed equally by all members of
the collectivity, and it is not possible to ration such goods
according to price, as is done in markets for private goods.
The same is true for goods that are mixed in nature, having
both public and private characteristics. The difficulty of
excluding those who do not pay voluntarily from enjoying
the benefits of public output gives rise to the problems of
preference revelation and free-riding. In response, most
collectivities use coercive taxation to finance public out-
put, creating tax systems where there is only a diffuse and
distant link between additional consumption of publicly
provided goods and increases in tax liability.

The separation of taxing and spending gives rise to
welfare losses over and above the losses due to the tax
payment itself, a primary focus of the tax literature.’
Individual taxpayers will respond to tax rates by adjusting
their activities so as to reduce their tax liability, with such
adjustments being quite unrelated to the consumption of
publicly provided goods. If an income tax is levied, for
example, taxpayers may reduce work effort and consume
more leisure, in order to maximize utility in the face of
such taxation. This results in a reduction of economic
welfare in comparison to a situation where payment for the
same public output elicits no such trade-off or evasive
adjustment. The size of this loss — the excess burden or

deadweight cost of taxation — is used in the literature as a
measure of the inefficiency created by a particular tax. The
same type of analysis can also be used to compare the
efficiency (or inefficiency) of different available tax
instruments.

Separation of taxing and spending also has implications
for redistribution. Since markets cannot be used to allocate
public goods and their costs among users, and to determine
what level of such goods should be produced, other
mechanisms must be employed to reach such decisions.*
All available collective decision processes create their own
incentives for redistribution between those in the majority
and those in the minority with regard to a particular fiscal
issue. In addition, the separation of the two sides of the
budget makes it more difficult to understand the distribu-
tional implications of various ways of providing and
financing of public programs. This opaqueness may be
exploited by those who are in a position to use public
resources for their own purposes.’

Although both basic approaches to taxation must
confront the separation of taxing and spending, they deal
with its implications in quite different ways. The first
approach focuses on collective decision processes and
fiscal structures designed to create a closer link between
taxing and spending, or on institutional and fiscal con-
straints that would have the effect of limiting coercion.
Wicksell was the first to suggest ways to reduce coercion,
and thus separation, by proposing unanimity, or qualified
unanimity, as a budgetary decision criterion. Increases in
budgets, as well as the ways of financing them, could only
be adopted if they passed according to this criterion.
Lindahl further formalized the analysis by providing a the-
oretical process where tax shares and the output of public
goods were jointly decided in bargaining among the
affected decision makers.°

The second basic approach adopts a rather different
perspective. Decision processes are taken as exogenous,
and their effects are not examined as part of the analysis.
This is exemplified by the assumption of a social planner
who makes decisions on behalf of the collectivity accord-
ing to an exogenously given welfare function. In this liter-
ature, the emphasis is shifted to the identification and
measurement of welfare losses, and to the design of tax
systems that maximize social welfare, given the assumed
analytical framework.

2.2. A Comprehensive Approach with
Collective Choice

In describing the two approaches, we have emphasized
what may be called normative questions. Tax analysis
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has an additional dimension, however. Although it is
interesting to ask how efficiency in taxation should be
defined, and how it can be measured, it is of equal
importance to examine the nature of existing fiscal sys-
tems. In this context, we ask why tax systems have the
characteristics that we observe and what may explain the
variations in revenue systems among different jurisdic-
tions. This type of examination is usually called positive
analysis.

The study of actual revenue systems reveals that there is
a similar underlying structure despite of the many
variations that are observed (Hettich and Winer, 1999).
Taxes are imposed on several major bases, such as personal
income, corporate profits or property. Each tax has a rate
structure, which may be simple or more complex. In addi-
tion, there are special provisions that affect the definition
of the base and that may specify separate rates for particu-
lar components of the base, such as capital gains. In prac-
tice, tax policy is a manipulation of some aspect, or a
combination of characteristics, of this tax skeleton. If we
follow the methodological approach that underlies all eco-
nomic theory, we can interpret observed tax systems as
equilibrium outcomes of economic and political processes
and forces.

A comprehensive or complete approach to taxation will
include both positive and normative analysis. It will allow
us to analyze observed tax systems, as well as guide us in
asking questions about possible improvements in the
many existing features of such systems. To achieve this, we
need models that encompass theoretical analysis of both
positive and normative questions and that allow statistical
testing of hypotheses derived from them (Hettich and
Winer, 2002).

If we briefly return to consider the two approaches
to taxation reviewed earlier, we see that only the first
one provides a suitable starting point for the development
of a comprehensive analysis. Observed tax systems
arise from decisions made through collective choice
processes. To explain them, we must start by modeling
such processes and by linking actual revenue systems to the
predictions of our models. The assumption of a social
planner does not provide a starting point for meaningful
theoretical or empirical research of this nature. Although
we can derive a sophisticated normative analysis with the
planner framework, we cannot fully link it to the results
of positive analysis as required by a comprehensive
approach.’

Creation of an inclusive fiscal policy analysis is not an
easy task. Although the literature contains many of the nec-
essary elements, they have not been assembled as yet into
a fully integrated theoretical system. Figure 1 gives a

schematic presentation of the different elements in a
complete analysis and shows their interrelation. As in tra-
ditional microeconomics, we start with the behavioral
assumptions of essential decision makers. In democratic
countries, decision makers include voters, who have addi-
tional roles as taxpayers and consumers of public goods,
and who also participate in the private economy. In most
models, they are assumed to maximize their utility. We also
have politicians who propose policies or platforms and
whose goal is to be elected. The interactions of voters and
politicians takes place in a given constitutional framework
(written or unwritten), a postulate that parallels the
assumption of a set of existing property rights in the study
of private markets.

To be useful, any proposed model must yield stable
equilibria and must be accompanied by proofs of their exis-
tence. Otherwise, it is not possible to carry out comparative
static analysis of the kind common in economics. The
model should yield predictions or hypotheses useful for
positive analysis, whether based on partial equilibrium
analysis or on a more general framework, so that they can
be tested with accepted statistical techniques. A compre-
hensive approach can also be used for computational gen-
eral equilibrium analysis that includes an explicit voting
mechanism in the modeling of the public sector. This will
allow investigation of how exogenous shocks or changes in
policy affect the economic welfare of different voting
groups, and how these changes in welfare feed back to
determine the choice of tax and other policy instruments
via the collective choice mechanism represented in the
model.

It is desirable that the same framework can also be used
for normative analysis. This requires that, under specified
conditions, political equilibria satisfy certain characteris-
tics, such as Pareto Optimality. If this demonstration can be
accomplished, the framework can also be used for work
described in the boxes on the right-hand side in Figure 1.
One should note the similarity between the proposed
scheme and the approach common in economics applied to
the private sector, where positive and normative analysis
are both based on the same model of competitive
markets, where the First Theorem of Welfare Economics
(the “invisible hand” theorem) links positive and normative
analysis, and where the study of market failure is used
as an aid to restore the operation of decentralized
market forces. However, any examination of optimality
must now refer to political markets, not to their private
counterpart. The same is true when we turn to the study of
deviations from optimality. We now deal with political
market failure, rather than with the malfunction of private
markets.
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mechanism. (Example: changes in tax
incidence among voting groups and
implications for prices, quantities and
policy choices).

Figure 1: A comprehensive analysis of taxation when collective choice matters.

3. Political Equilibria and the Partial and
General Equilibrium Study
of Tax Systems

A comprehensive approach to the political economy of
taxation begins with positive theory, represented schemati-
cally by the left side of Figure 1. In proceeding down the
left side of the figure, we confine the discussion by and
large to two frameworks that have been most widely
used for positive theoretical and empirical work. These are
the median voter and probabilistic voting models.
Subsequently, we will turn to the use of these models in
normative theorizing. While it will become apparent that
neither of them is entirely satisfactory from the perspective

presented here, there is much that has been learned about
the political economy of taxation from exploration of these
approaches.

We begin the discussion of each model with a brief
description of its constitutional structure and key behav-
ioral assumptions, and then turn to the question of the exis-
tence of equilibrium. We shall see that the manner in which
this question is dealt with has a determining influence on
the development of the theory.

3.1. The Median Voter Model and its Extensions

One of the first models of the public sector to explicitly
incorporate a collective choice mechanism was based on
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the median voter theorem of Duncan Black (1958). This is
a model of direct democracy where alternatives to the
status quo may be proposed without cost, and in which the
institutions of representative democracy do not play an
explicit role. Behavioural assumptions for individuals are
straightforward: citizens vote sincerely for the policy
platform that maximizes their welfare, given the structure
of the private economy, and there is no uncertainty about
how any voter will behave at the polls.

The model focuses on the problem of coercion made
possible by the use of majority rule and aggravated by the
separation of spending and taxing.® It is successful in
explaining coercive redistribution, despite the tendency for
redistributive voting games to lack equilibria (see
McKelvey, 1976; Schofield, 1978), because the analysis is
carried out in a carefully limited framework. With some
exceptions, mentioned below, application of the median
voter theorem to describe a political equilibrium requires
that the fiscal system be reducible to one independent
parameter over which (indirect) preferences are single-
peaked. Even if preferences are well-behaved in more than
one dimension, endless cycling over alternative proposals
rather than an equilibrium tends to occur, and the model is
then of little help in understanding observed tax policy,
which exhibits considerable stability over time and place.

A standard model involves a single rate of tax (usually
in a linear progressive system) that is chosen by majority
rule, and a uniform subsidy or one pure public good on
which all revenue is expended. Voting over the average tax
rate, or equivalently over the size of the subsidy provided,
continues until one rate emerges — the Condorcet winner —
that cannot be defeated by any other proposal in a pair-wise
majority vote. This tax rate and the implied subsidy level
maximize the welfare of the median voter — the voter
whose preferred tax rate is at the median of those most
desired by each voter (see, for example, Romer, 1975;
Meltzer and Richard, 1981). If the median voter’s income is
below the average, the median voter demands and receives
a positive tax rate and corresponding subsidy.

The extent of redistribution toward the median voter and
the corresponding size of government are limited by behav-
ioral responses to taxation. In the linear income tax case,
the equilibrium tax rate, and thus the degree of average tax
progressivity, depends on the elasticity of labour supply. As
this elasticity increases, more substitution from work to
leisure occurs at any rate of tax. This in turn causes a reduc-
tion in the aggregate size of the tax base and in the fiscal
surplus (the difference between benefits received and the
full cost including excess burden of the taxes paid) that can
be enjoyed by the median voter. In equilibrium, the tax rate
demanded by the decisive voter therefore declines.’

Extension of the median voter model to a non-linear
income tax system is possible, such as when a second
parameter that controls the degree of marginal rate pro-
gressivity is added to the average rate of tax. In this case,
establishing existence of an equilibrium requires either that
further restrictions be placed on the nature of voter prefer-
ences (see, Roberts, 1977; Meltzer and Richard, 1981; Gans
and Smart, 1996), or it must be assumed that each fiscal
parameter is decided by majority rule in a separate “com-
mittee” of a legislature or in a separate election in which
the median voter is decisive (as in Meltzer and Richard,
1985).1%!1 Then, in addition to the skewness of income as
indicated by mean relative to median income, the variance
of income also affects the equilibrium size of government.
With a higher variance, incomes at the high end of the
income scale are even bigger, and this can lead to even
more redistribution being demanded by the median voter
whose income is below the average (Cukierman and
Meltzer, 1991).

A further application of the median voter model allows
for private supplementation of publicly provided private
goods, such as with healthcare (Gouvia, 1997; Epple and
Romano, 1996a,b). When equilibria in the model extended
in this way can be established — a difficult issue in this
more complex policy setting — an intriguing “ends against
the middle” result can be established. It may be that middle
income earners who favor a large public sector are opposed
by the poor who want lower taxes because they do not value
the publicly supplied good highly relative to private
consumption, and by the rich who want lower taxes so they
can finance even higher levels of the publically supplied
private good than will ever be forthcoming from the public
sector. In the equilibrium, the middle income group may
win out at the expense of both the poor and the rich.'?

Before turning to the probabilistic voting framework,
one may note that the splitting of dimensions that has
sometimes been used to justify extension of the median
voter model to multi-dimensional fiscal systems is an alter-
native way of establishing a political equilibrium (Shepsle,
1979; Shepsle and Weingast, 1981). Those who adopt this
approach relate particular legislative rules and procedures,
or norms of behaviour, (called the “structure”) to the nature
and stability of policy outcomes in institutional settings
where a vote cycle would otherwise occur.

The approach usually takes one beyond the median
voter framework, where a single decisive voter gets what he
or she wants. A norm of behavior among politicians on a
specific committee of a legislature, for example, may sur-
vive because members receive a return to co-operating,
inducing them not to vote according to their narrow self-
interest. They will do this because they recognize that
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voting according to broader criteria will eliminate
the uncertainty that would result from cycling over
alternatives.

A major challenge in using the structure-induced frame-
work lies in identifying the specific institutional arrange-
ments that result in a particular feature of the observed tax
skeleton. This difficulty limits the application of the
approach to taxation, including applications to non-linear
tax systems. An exception is the work of Inman and Fitts
(1990), who use the approach to focus on universalism and
reciprocity (“you scratch my back and I will scratch
yours”) as a norm of behavior that emerges to overcome
political instability in legislatures, with each legislator
agreeing to support the allocations most preferred by every
other member. As long as the benefits of public spending
are concentrated within particular electoral constituencies,
while the costs are spread by the tax system over the coun-
try as a whole, the norm leads legislators to agree to larger
budgets and greater use of special tax provisions than
would occur if benefits and costs were matched more
closely within each district.!

3.2. Probabilistic Voting

The application of the median voter model points to the role
of the skewness of income in determining the extent of
coercive redistribution through the fiscal system, as well as
to behavioral responses to taxation and the resulting welfare
losses as factors limiting the overall size of government.
Because of the manner in which equilibrium is established,
the model has little to say about the tax skeleton or tax
structure as a whole.

The probabilistic voting model provides a basis for
analyzing the tax skeleton as a whole, and it does so by
using an approach to the problem of establishing equilib-
rium that does not require the number of tax instruments to
be severely restricted. This is a model of representative
democracy in which political parties are forced to compete
for votes in order to win the struggle for power. Just as in
the median voter framework, the specific institutions that
maintain and shape electoral competition are not formally
represented in the model.

In addition to differences in constitutional setting, the
probabilistic voting model also adopts an alternative
approach to political behavior. While economic behavior
and the structure of private markets are essentially the same
in both frameworks, individual voting, while still sincere, is
no longer deterministic, a fact suggested by the model’s
name. In a probabilistic setting, political parties do not
know with certainty how any voter will behave at the polls.
This is the key assumption allowing for the possibility

that an equilibrium may exist, even if the tax system is
multidimensional (Hinich, 1977; Coughlin and Nitzan,
1981; McKelvey and Patty, 2001).

When voting is strictly deterministic, as in the median
voter model, each voter will abruptly switch support from
the incumbent to the opposition (or vice versa) if promised
a sufficiently favorable policy outcome. The points at
which voters switch their support from one party to another
become the objects of a bidding war between the parties,
leading almost inevitably to vote-cycling over alternative
platforms. However, if voting behavior is probabilistic, a
small change in a policy platform directed at any voter will
lead at most to a small change in the probability of support
from that voter, not to a total loss of his or her support.
If, in addition to the probabilistic nature of voting, the
objective functions of the parties — total expected votes or
expected plurality — are also concave in policy choices for
each platform of the opposition, a Nash equilibrium in the
electoral game may exist despite the complexity of the
fiscal system being decided upon.'* In this setting, each
party is forced by competition to maximise its total
expected vote defined across all citizens, and the equilib-
rium in the model represents a balancing of the heteroge-
neous and conflicting economic interests of all citizens.
Here every voter, and not just the median voter, has
some direct political influence on the equilibrium fiscal
system.

It should be noted that if the policies of opposing parties
become very polarized, the probability that some radical
voters will support the party at the other end of the spec-
trum may fall to zero. If this happens, the expected vote
functions of both parties may not be sufficiently concave
over the entire policy space, and a vote-cycle may reemerge
(Usher, 1994). Thus the instability of majority rule contin-
ues to cast a shadow, even in this framework. For this
reason, use of the probabilistic voting model implies the
important assumption that issues that would lead to
extreme polarization of the electorate are kept out of the
political arena, thereby limiting the domain over which
policy instruments can be defined.

Since it is reasonable to assume that expected support
for any party will rise with an increase in expected welfare
for any voter, every party has an incentive to adjust the tax
mix so as to make the aggregate excess burden of taxation
as small as possible, although increases in the welfare cost
of taxation will be tolerated if this allows for greater satis-
faction of particular, politically sensitive or influential
groups. For this reason, the probabilistic voting model is
well suited to the study of how the full costs of taxation,
including excess burden, are taken into account in
determining the nature of the tax skeleton.
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Each tax instrument, such as a particular tax base or
special provision, will have a different loss of expected
votes or political cost associated with it, reflecting factors
such as the costs of organizing political opposition and the
welfare losses resulting from the economic adjustments to
the use of the instrument. Governments that are forced by
competition to maximize expected support will thus aim
for a tax skeleton that equalizes the marginal political costs
of raising another dollar of revenues across tax sources.
This logic will be familiar to those who adopt the optimal
tax approach to fiscal design, although such logic must be
substantially adapted in the present context. First we must
allow for the difference between social welfare and
expected political support, and second, we must acknowl-
edge that the task is to characterize a political equilibrium
that may or may not be efficient. (We consider the
efficiency of political equilibria in the models we are
discussing in section 6 below.)

In the probabilistic voting framework it is possible to
understand how tax policy instruments may arise endoge-
nously, if we acknowledge that systems which are costly to
administer reduce the level of services and subsidies and
hence the level of political support that can be obtained
with a given total revenue (Hettich and Winer, 1988, 1999;
Warskett et al., 1998). Tax bases, rate structures and special
provisions can be explained in this manner. To economize
on the administrative costs of actually operating a tax
system, governments must group related activities into
composite tax bases to lower transaction costs for them-
selves — the costs of becoming informed about taxpayers,
of designing tax structures, and of enforcing tax laws. In a
similar manner, they combine taxpayers into rate bands,
rather than taxing each individual at a unique rate.
However, such grouping creates a loss in expected support,
since differentiated treatment of heterogeneous taxpayers
would maximize expected political support in a frictionless
world. Governments must balance this loss against the gain
in support from spending fewer resources for administra-
tive activities and more resources for the provision of
public goods.

By extension, similar arguments can also be used to
explain the existence of special provisions. If there is a
group which offers effective opposition to the inclusion of
a specific economic activity in a particular base, it may be
cheaper to placate it with a special provision, rather than
with the creation of a separate base for the disputed item.
Thus, capital gains may become part of a fairly broadly
defined income tax, while being taxed at a rate that differs
from the rate applied to other types of income. It should be
noted that in this framework, special provisions are a
rational response by governments who expect to compete

with opposition parties in future elections. They cannot be
interpreted as deviations from some ideal tax base
designed to satisfy particular normative criteria, which in
actuality may have limited support among voters. Nor are
they introduced primarily as a hidden substitute for direct
subsidies, as is so often argued in the tax expenditure liter-
ature.' Special tax provisions would exist even in a world
where no attempt is made to give direct subsidies to
encourage particular activities.

Moreover, since revenue structures are equilibrium
outcomes, they should be expected to adjust whenever a
significant exogenous shock occurs, such as when some
exogenous factor alters the size of a potential tax base and
thus changes the economic and political consequences of
relying on that tax source.'® We should therefore expect tax
systems to change frequently, although this will not be a
sign of political instability or of “tax reform.”

The focus on the equilibrium mix of policies also has
other important implications for positive tax analysis. For
example, it casts doubt on the separate treatment of partic-
ular sources of revenue, such as tariffs, debt or seignorage,
which have often been studied without reference to the rest
of the fiscal system. Tariffs are an instrument of protection,
but they were also a major source of revenue of the
advanced democracies in the 19th century and are still
important revenue producers in many less developed
countries today. In the probabilistic voting framework, the
setting of tariffs will involve tradeoffs between protection
and revenue, as well as tradeoffs between tariffs and other
sources of revenue (Winer and Hettich, 1991). Similar
arguments will also apply to the study of debt or to seignor-
age, or for that matter, to the study of other single revenue
sources.

At a more abstract level, the issue raised here concerns
the difference between partial and general equilibrium
analysis of tax instruments, a distinction made on the left
side of Figure 1. Analysis of a part of the whole tax system
is often a productive way to proceed, just as limiting the
analysis to one private market allows for greater focus and
detail. But at the same time, such an analysis must be
carried out while remaining cognizant of the broader
equilibrium setting.

A further illustration of general equilibrium analysis
applied to the tax skeleton that is made possible by proba-
bilistic voting concerns the so-called “flat” tax, which we
will interpret for argument’s sake as a uniform proportional
tax on a single base with only limited exemptions. If
special provisions are indeed a means of making the fiscal
system politically more efficient, helping to adapt taxation
to the characteristics of voters in an administratively effec-
tive manner, as was suggested above, it will be unlikely that
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a policy can succeed that removes this type of policy
instrument completely. We may therefore expect demo-
cratic tax systems to be complex. While “reforms” can
occur that simplify tax laws to some extent, if this becomes
a politically popular aim, the result will probably be a fiscal
system that retains considerable complexity.

Finally, one should note the implications of taxation for
the use of other policy instruments. Any constraint on the
use of a particular fiscal instrument, such as imposition of
a “flat” tax on income, may lead to the introduction of
more special provisions in other tax bases, or to the
increased use of policy instruments such as regulation,
which can have similar economic effects on voters. Forced
simplicity in taxation may thus lead to additional, and per-
haps more obscured, complexity in other places.

In summary, the probabilistic framework predicts stable
equilibrium outcomes for choices in multiple dimensions.
It emphasizes the incentives that governments have to deal
with the full costs of taxation, while taking the relative
political influence of various groups of taxpayers into
account and making it possible to show how the tax skele-
ton arises endogenously. On the other hand, the model has
not been used extensively to study coercive redistribution,
and it lacks specific institutional features and detailed
references to actual governing arrangements, a limitation
that also affects the median voter model.

4. Statistical Research

A complete program of work on the political economy of
taxation will include statistical modeling and testing of
hypotheses in addition to theoretical work. It may also
involve the construction and use of computable general
equilibrium models. In this and the next section, we com-
plete the coverage of the elements of a comprehensive
approach depicted on the left side of Figure 1 by consider-
ing how the two approaches have been used to inform
empirical research.

Statistical analysis using the median voter and proba-
bilistic voting models can be compared by imposing
restrictions on the following system of semi-reduced form
equations:

Sk = Sk (Sls 825eees Sg—1sevesSk+15++55K> G) x);

5, =0, k=1,2,K,K (1a)
G=G (51,52,---,5k,X); G>0. (1b)
Here time subscripts and error terms are omitted, revenue
structure s = {s1, 5, ..., Sg} includes all tax bases, rate struc-

tures and special provisions that define the tax skeleton,
G equals the level of public expenditure, and x is a vector of

conditioning variables including, in principle, all exogenous
or predetermined factors relevant to decisions by economic
and political agents.

These equations are consistent with a wide variety of
models of political equilibrium. They acknowledge that in
an equilibrium, the use of any policy instrument depends in
general on the setting of all other instruments. For example,
tax structure depends on how much revenue in total is to be
raised, and the reliance on any particular type of tax
depends on how much revenue is raised in other ways.

While the equations are quite general, they still omit
many aspects of fiscal structure. In particular, the forma-
tion of the tax instruments themselves is suppressed as is
the structure of public expenditures. Relationships between
fiscal instruments and other policies such as regulations
and laws are ignored. Moreover, fiscal institutions are not
explicitly represented, although their effects will be
embedded in the coefficients of the estimating equations
and might be included to some extent in the vector of
exogenous factors.

To our knowledge, no one has yet estimated such a
system to explain a complete tax structure consisting of
bases, rates and special provisions. The problems of doing
empirical research with such general systems resemble the
difficulties associated with empirical work in any general
equilibrium context. In fact, the problems are more acute
here than is the case in the study of the private economy
since the equilibrium framework must take account of the
interaction between the private economy and the political
system. In such a setting, it is often useful to proceed by
simplifying further, while justifying why some particular
part of the larger fiscal system is deserving of special
attention.

Researchers who base their work on the median voter
model have focused on the implications of coercive redis-
tribution for the overall level of taxation. In this case, the
number of fiscal instruments is usually reduced to two
(i.e., usually K= 1), such as a single proportional tax rate in
addition to the overall level of public expenditure. Specific
estimating equations are derived by maximization of the
median voter’s utility subject to the relevant constraints. The
vector x of exogenous variables reflects the median voter’s
characteristics, such as his or her income, and the factors
that determine behavioral responses to taxation.

When K is equal to one, the government budget restraint
will determine one of the two policy variables, and estima-
tion of only one equation has to be carried out (see, for
example, Meltzer and Richard, 1983). It should be noted
that modeling the average tax rate on a particular base,
such as income, rather than modeling an overall average
rate, is not a proper empirical application of the median
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voter model. This must be so unless one believes that
coercive redistribution is only exercised via income
taxation.

Implementation of the estimating equation requires that
the researcher first figure out who the median voter is, and
this usually involves additional assumptions so that the
median voter can be identified as the person with median
income. The ratio of mean to median income is a critical
explanatory variable resulting from application of the
model, with skewed distributions hypothesized to lead to
larger public sectors, and with more elastic behavioral
responses expected to offset this tendency.

Another approach to applying the median voter model
starts with an assumption that a complex tax structure is
fixed independently of public spending. The median voter
model is then solved for the level of public expenditure
most desired by the median voter as a function of exoge-
nously given tax shares and other factors (Borcherding and
Deacon 1972; Bergstrom and Goodman, 1973).

There is an extensive body of empirical work, which we
cannot review here, in which the median voter model is
used to explain the overall size of government for different
political jurisdictions. It is fair to say that over the last three
decades, this approach has dominated empirical public
choice.

More recently, the probabilistic voting model has been
applied to model tax systems where K in (1a) and (1b) is
equal to two or more. In these applications, the instrument
set s is usually interpreted as the shares of total revenue
coming from several sources such as profits, personal
income, consumption, trade, property, seignorage and pub-
lic debt. Instead of including characteristics of the median
voter, the vector x now consists of exogenous factors that
determine the marginal political costs associated with rely-
ing on each revenue source. These include the factors
determining the full economic costs of each tax source,
such as the size of potential tax bases, and the factors deter-
mining how the full costs of raising revenue in each way
are translated into political opposition.'’

Empirical work of this nature has been conducted by
Pommerehne and Schneider (1983) who model the revenue
structure of Australian national governments, by Winer and
Hettich (1991) for the government of Canada in the
19th century and by Kenny and Winer (2001) for a sample of
100 countries. Some research in this vein considers just one
or two parts of the larger equilibrium system. Moomau and
Morton (1992), for example, limit themselves to the prop-
erty tax, Winer and Hettich (2002) look at the relationship
between state income taxation and special provisions for
the property tax, while Kenny and Toma (1997) examine
the choice between income taxation and the inflation tax

in the U.S. Chernick and Reschovsky (1996) use a partial
approach to study determinants of tax progressivity among
U.S. states.

4.1. Some Evidence Concerning the Role of Institutions

The role of political institutions is only implicit in the
empirical work described above, as it is in the theoretical
models that underlie these applications. By estimating
reduced form equations across electoral systems, or by
doing analogous case studies, interesting stylized facts
about the role of institutions can be generated.

There is a growing body of work of this kind, much of it
dealing with the consequences of alternative electoral sys-
tems for the overall level and composition of spending (see,
Kirchgaessner, 2002 and Gould and Baker, 2002 for
reviews; Persson and Tabellini, 2001 and Milesi-Ferretti
et al., 2002 for recent contributions). As yet, few studies
relate electoral systems or other aspects of governance to
specific features of the tax system except at an aggregate
level. However, existing research points to future directions
for work applied more directly to taxation.

Of particular interest is a branch of the literature that
investigates the relationship between electoral systems or
structural characteristics of government and overall fiscal
discipline. Persson and Tabellini (2001), for example, find
that aggregate spending and deficit financing is less respon-
sive to the economic shocks in presidential regimes and
under majoritarian elections (where a first-past-the-post
rule is coupled with single member constituencies) than in
parliamentary regimes using proportional representation.

Using data on OECD countries, Ashworth and Heyndels
(2002) investigate how volatility in tax systems is affected
by the degree to which government is fragmented, while
Volkerink and de Haan (2000) ask similar questions with
regard to reliance on deficit financing. Fragmentation is
measured by the number of decision makers involved in
fiscal decisions or by the number of parties in a governing
coalition. Their studies show that fragmented governments
tend to have tax systems that exhibit more persistence in
the face of exogenous shocks, and larger deficits.

The effects of legislative rules and laws for insuring that
at an aggregate level at least, spending is kept in line with
revenues have also been investigated. Many of these stud-
ies, reviewed in Kirchgaessner (2002) and Poterba (1997),
use data from U.S. states. It appears that balanced-budget
rules and other types of limitations have to some extent
been successful in linking spending to available revenues
and in inducing somewhat more rapid fiscal adjustments.

There is also some statistical evidence concerning the
role of specific policy processes in linking spending and
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taxing. In an analysis of European Union countries, von
Hagen (1992) finds that overall fiscal discipline is stronger
where there is a top-down budgetary process run by a
strong Prime Minister, and where parliament has limited
powers of amendment.'®

Finally, there is some exploratory work on institutions
that bears on the nature of the tax skeleton. Hettich and
Winer (1999, chapter 11) use descriptive statistics to show
that the Canadian tax system is less complicated and
involves more frequent major reforms than that of the U.S.,
a result they explain with the greater transactions costs fac-
ing politicians in the congressional system, characterized
by checks and balances, than in the Canadian parliamen-
tary setting. And Steinmo (1993) uses the case study
method in an interesting attempt to relate stylized differ-
ences in tax structures among Sweden, the UK. and the
U.S. to differences in their political systems.

This is a rapidly evolving literature. It would be of much
interest if research of this nature could be grounded in the
application of formal structural models in which the tax
skeleton is represented. To accomplish this is particularly
difficult for electoral systems based on proportional repre-
sentation because of the well recognized problem of mod-
eling the post-election bargaining among prospective
coalition members that affects final equilibrium policy
outcomes. !’

5. Computable Equilibrium Modeling and the
Representation Theorem

Another way to further our understanding of taxation is by
constructing an applied or computable equilibrium model
that can be used for simulation. Rather than being
estimated econometrically, these models are calibrated
either to synthetic or real data sets for specific jurisdictions
at a point in time.

In applying the median voter framework, one must spec-
ify how the private economy depends on the tax instrument
or size of government that is determined in political equi-
librium. (The structure must be such as to insure that voters’
preferences are single peaked over the relevant policy
instrument.) Public policy is chosen so that, given the rela-
tionship between the median voter’s well-being and the pri-
vate economy, the median voter’s welfare is maximized.
When a computable model of a federal system is con-
structed and the median voter model is applied at each level,
it is necessary to assume that voters make their decisions
about whom to support in each election without considering
the consequences for policy at other levels of government.

Nechyba (1997, 1999) explores various issues, includ-
ing the setting of property tax rates and the effects of

school vouchers, in a large scale median voter model of the
relationship between state and local governments. The
model allows for tax competition between cities and inter-
jurisdictional migration and is calibrated to data for
New Jersey. Voting decisions at each level of government
are assumed to be independent in the minds of the voters,
and at each level the median voter is decisive. Holtz-Eakin
(1992) has constructed a synthetic political economy in
order to compare the results of various experiments based
on the median voter theorem to results when a probabilis-
tic voting approach is used with the same data.

In a computable version of a probabilistic voting model,
what is optimized by the choice of (several) policy instru-
ments is a political support function defined across all
voters, rather than the median voter’s utility. This technique
is illustrated at some length below. Work of this sort
includes Rutherford and Winer (1999, 2002) and Hotte and
Winer (2001), who use the model to work out the effective
political influence that must be imputed to each of several
groups of voters so that the model replicates a benchmark
fiscal system (the U.S. rate of tax on labor, capital and the
size of government in 1973 and 1983). These weights are
then used to construct counterfactuals that allow changes in
the benchmark system over time to be decomposed into a
part due to changing economic structure and a part due to
changes in relative political influence. Since it will be use-
ful in the next section where normative issues are consid-
ered, we illustrate the derivation of the optimization
problem referred to above that can be used to compute an
equilibrium in a probabilistic model. This derivation is
based on the work of Coughlin and Nitzan (1981).

To simplify, we limit the discussion to a situation with
two political parties, two tax bases, two tax rates and one
public good. To acknowledge tax administration and infor-
mation costs implicitly, we assume that the number of tax
rates is less than the number of voters and that taxation is
proportional rather than lump sum. Indirect utility for voter
h is vy(t1,t,,G) and, after substitution of the general equilib-
rium structure of the private economy, the government
budget restraint can be written as G = R (¢,,t,,G) +
Ry(1,t,G).

Each party chooses tax rates and the size of public
expenditure to maximize its total expected vote. The prob-
ability that voter 4 supports the incumbent as perceived by
the party, f;;, depends on the difference in the voter’s
evaluation of his or her welfare under the incumbent’s
policies (i) and those of the opposition (0): f1,; = f1,(Vii — Vio)-
The expected vote for the incumbent government then is
EV;=3,f4(vsi— vp,), and the vote for the opposition is
defined analogously. In addition, we assume that knowl-
edge of the probability density functions describing voting



THE POLITICAL ECONOMY OF TAXATION 183

behavior and of the structure of the private economy is
common to the competing parties.

Given the platform of the opposition, first order condi-
tions for the choice of tax rates that maximize EV; subject
to the budget restraint are of the form

DIV vty D0y dv,lat,
IR, + R, IR, + Ry)Idt,

2)

From (2) it can be seen that the platform chosen by the
incumbent equalizes the marginal effect of tax policies on
expected votes per dollar of revenue across tax sources.
The condition illustrates the equalization of “marginal
political costs” across tax instruments referred to earlier.
A Nash equilibrium, if it exists, is a simultaneous solution
to such first order conditions for both incumbent and
opposition parties.?’

After substitution of equilibrium values of the partial
derivatives in (1), the resulting condition can also be used to
characterize the tax system that emerges in a Nash
equilibrium. Let 6, = Mf;,/Mv, be the particular values at a
Nash equilibrium of the sensitivities of voting to a change
in welfare, and let the other partial derivatives also be eval-
uated at the equilibrium. Then the first order conditions
characterizing optimal equilibrium strategies take the form:

20,9/t D0, dv,/it,
R, + R)Idt, IR, + R/t

(€)

Now it can be seen that this equilibrium condition may
be replicated by solving a particular optimization problem.
It is straightforward to show that maximization of the
following “political support function” (S) by choice of the
same policy instruments, subject to the same government

budget constraint, leads to the identical condition:?!

S= 3h0hvh. (4)

The use of this optimization problem to compute a polit-
ical equilibrium constitutes what we shall call the
Representation Theorem.?? Note that since S is maximized
in a political equilibrium, it makes sense to think of the
weights 6, in the support function as measures of the effec-
tive influence exerted by different voters on equilibrium
policy outcomes.

As well as permitting the probabilistic voting model to
be operationalized, the Representation Theorem has impor-
tant implications for the normative evaluation of tax
systems.

6. Normative Analysis

In our initial discussion of the elements depicted in Figure 1,
we pointed out that a fully general approach would have a

normative as well as a positive dimension. Although there
is an extensive literature using collective choice models as
a basis for positive theoretical and empirical research, there
is only a limited body of work on how to explicitly link
them to normative questions. Filling in the boxes on the
right side of Figure 1 remains a challenging task. In this
section we consider some of the issues involved in using
the median voter and probabilistic voting models to do so.
We also briefly consider some other contributions to the
normative literature in the light of the comprehensive
approach to political economy.

In normative analysis, we evaluate imperfect situations
by comparing them to a state that has defined optimal
properties. Three steps are needed in this kind of work. To
start with, one must define a counterfactual or standard of
reference representing an optimal allocation of resources.
The underlying theoretical analysis must prove that this
allocation exists and that it is a stable equilibrium outcome
of a relevant or acceptable collective choice process. (It
should be recalled that public goods and the corresponding
taxes cannot be allocated or distributed without recourse to
a collective choice process.)

Once this has been accomplished, a second step
becomes possible. Imperfect situations can be contrasted
with the socially optimal, democratically arrived at alloca-
tion. Finally, the loss in welfare resulting from the imper-
fect operation of the decision process is measured in
monetary terms.

The three steps are well-known from neoclassical
welfare economics relating to competitive markets, where
the First Theorem serves to define the ideal counterfactual
or standard of reference, and where the second step is rep-
resented by the analysis of market failure. In a final step,
the implications of imperfect markets are then measured by
quantifying the resulting welfare losses.

Although the same sequence of steps must be followed
in a normative analysis of taxation that includes collective
choice as a significant component, there are important
differences of interpretation. Since the relevant equilibria
must now refer to a political process, the counterfactual, as
well as the analysis of imperfections, must refer to the
working of political mechanisms rather than to the opera-
tion of private markets. Thus, we are interested in the
identification and measurement of the consequences of
political market failure. This involves identifying the
sources of such failures, and then relating such failures to
specific identifiable parts of tax structure that are undesir-
able as a result. Such a political market failure analysis of
tax policy remains to be accomplished.?

The importance of establishing a normative analysis that
includes collective choice in such a systematic manner can
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be better understood if we use it to evaluate a well-known
result derived from the social planner model where politics
play no role. The latter approach has been widely used to
argue for tax policies that minimize excess burdens meas-
ured in relation to lump sum taxation. To achieve such
minimization, it is necessary to adjust the tax system so as
to equalize the marginal excess burden created by raising
an additional dollar of revenue across all different tax
sources.

The limitations of this sort of policy recommendation
can be seen clearly if we ask the same questions in a frame-
work based on a collective choice model such as proba-
bilistic voting. In a probabilistic voting model, political
competition tends to force parties to adopt Pareto efficient
policies. Otherwise the possibility remains that the opposi-
tion can propose a Pareto improving policy platform and
thereby increase its expected electoral support. This ten-
dency is readily apparent from the Representation Theorem
stated in the previous section, which shows that under
certain conditions, the equilibrium can be replicated by
maximizing a particular weighted sum of utilities subject to
the general equilibrium structure of the economy.?*

This does not imply, however, that marginal excess
burdens per dollar, or marginal efficiency costs, will be
equalized across tax sources, thereby minimizing total
excess burden. The reason is that voters differ in their
effective political influence even when the franchise is uni-
versal. Hence in directing resources towards voters who the
governing party thinks are especially influential, the
incumbent party will accept an increase in the marginal
efficiency cost of a particular tax source above that of other
taxes if it thinks this will improve the chances for reelec-
tion. We can clarify this point by continuing with the devel-
opment of the model introduced in section 5. Using
condition (3) in the special case where the equilibrium
political influence weights (the 60,’s) for all voters are
equal, we can substitute the change in aggregate welfare
defined by W, = 3,Mv,/Mt, into (3), subtract 1 from each
side, and simplify to get

Wl - 5(R1 + Rz)/(;tl o W2 - 07(R1 + Rz)/&tz
IR, + R, IR, + Ry,

)

Here the numerator on each side of the equation is the
marginal excess burden of the corresponding tax change —
the change in welfare over and above the change in rev-
enue — while the quotient on each side of (5) represents
the marginal efficiency cost of each tax source.

Thus if the 6’s are all equal, the tax system equalizes the
marginal costs per dollar across tax sources and hence min-
imizes the total excess burden of taxation. On the other
hand, if political influence is distributed unequally as in (3)

and (4), unweighted marginal welfare losses for different
tax sources may vary significantly as parties trade off the
welfare of and support from different voters, even though
Pareto efficiency is being achieved.

In other words, by weighting welfare changes for differ-
ent people equally, traditional normative analysis imputes
all observed inequality of marginal efficiency costs to the
inefficiency of tax policy. This is an extreme view, given
the existence of vigorous political competition for the
support of rational economic agents.?® Even if we allow for
the existence of political market failures, which we have
not done here, at least some part of the inequality of mar-
ginal efficiency costs in equilibrium will still be due to the
pursuit of support from voters who differ in their effective
political influence. (What part of the inequality is actually
due to political market failure is unknown, and little stud-
ied.) Moreover, proceeding as if the marginal efficiency
costs should be equalized when political influence actually
differs across groups of voters may lead to reforms that
only serve to move society along or possibly even inside of
the Pareto efficiency frontier.?®

Cost-benefit analysts have long recognized the problem
of determining the proper direction of reform when the
weights attached to various groups of people are not
equal.?’ They have tried to infer such distributional weights
(as they are called in this literature) from existing data and
to use them in aggregating losses and gains for different
groups.’® Whether weights derived from existing political
equilibria, which may be imperfect, are appropriate for
normative analysis is unclear.

There is as yet no consensus on what institutional
characteristics of the voting process would be required to
yield an ideal outcome, or on what weights would be
embedded in the equilibria arising in such a system. As a
result, definition of a counterfactual ideal and measure-
ment of losses as a consequence of political market imper-
fections remain unsolved analytical problems in the
approach based on probabilistic voting, and in related or
similar approaches.

What is the nature of normative analysis in work based
on the median voter framework? While the probabilistic
voting model emphasizes the problems of reconciling con-
flicting and heterogeneous interests, the median voter
model draws our attention primarily to the consequences of
coercion under majority rule.

There is an analogue to the role of the Representation
Theorem in normative work based on the median voter
model. It involves the demonstration that total revenue, or
the aggregate tax rate, are efficient in equilibrium under
certain special circumstances. The question of what the
required conditions are has been extensively explored, with
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rather discouraging results. Efficiency of the public sector
in this world will only occur in the special and rather
unlikely case where preferences are symmetrically distrib-
uted around those of the median voter, so that the conse-
quences of coercion for the welfare of voters on either side
of the median just balance out.

Individual preferences are usually taken as given and
inviolable. So it would be understandable if a policy analyst
in search of efficiency, who based his analysis on the
median voter model, were led to propose changes in the
basic voting rule, rather than in particular policies, as a way
of improving the allocation of resources.

6.1. Limiting Majority Rule

Proposals for reform of the basic voting rule have a long
history in the literature on taxation. There have also been
several proposals to constrain the use of policy instruments
as a way of indirectly limiting the exercise of coercion.
Such proposals are not usually associated with either of the
two formal models we have been analyzing. Nonetheless,
to complete the discussion of normative tax analysis, it is
of interest to briefly consider some of this work. The
discussion will also point to the difficulties of normative
theorizing without the use of a comprehensive framework.

As we noted earlier, Wicksell (1896) advocated the
adoption of a qualified or approximate unanimity rule to
limit coercive redistribution through the public sector.
Of course he did not use the median voter model as a
basis for his proposal. But he clearly understood the
essential link between collective choice and the
allocation of resources, and realized the dangers that are
inherent in majority rule. He proposed an institutional
solution in his perceptive analysis of what would be
required to generate a more efficient political equilibrium
in a democratic society.

Wicksell’s analysis is an example of a “process-oriented”
approach to reform. His analysis does not include a
blueprint for tax structure, and is confined to reform of the
policy process. A concern with the coercive power of
government also lies behind more recent process-oriented
proposals. These involve detailed tax blueprints, the pur-
pose of which is to make it difficult for democratic govern-
ments to engage in coercive actions while still permitting
them to finance needed public services.

Simons (1938) was a successful advocate of an process-
oriented approach to restricting the power of government to
coerce private citizens. He was not primarily concerned
with coercive redistribution between rich and poor, and was
content to leave the determination of vertical equity to the
political process. He argued instead for a tax levied on

comprehensively defined income as a way of limiting the
ability of governments to interfere in private markets (or, as
he put it, to “dip deeply into great incomes with a sieve”).
Buchanan and Congleton (1998) have recently proposed a
flat tax without exemptions, based on concerns similar to
those expressed by Wicksell and Simons.

Normative tax theory after 1945 was dominated by
discussion of the comprehensive income tax system advo-
cated by Simons, until Optimal Taxation replaced his
approach in the early 1970s. Simons’ work also stimulated
several important tax commissions during the period. This
occurred even though the political foundations of Simons’
argument for the comprehensive income tax were not
generally appreciated.?’

While not clearly connected to a formal model of
political equilibrium, the arguments of Simons and
Buchanan and Congleton carry with them a statement of
what the ideal tax system should look like. As a result, they
allow identification of the parts of existing tax systems that
are undesirable, and measurement of departures from the
ideal then becomes possible. These are key steps in a
comprehensive normative analysis of taxation.

However, there is a serious flaw in the design of the tax
blueprints advocated by those concerned with the coercive
power of government. These proposals are at odds with the
understanding of political equilibrium developed using the
probabilistic voting approach. In this framework, political
competition creates pressures for any government to imple-
ment a tax system that is, to some extent, adapted to deal
with excess burdens. As we have already seen, competition
in such a political system pushes the government to imple-
ment a complicated tax skeleton which is unlikely to
resemble the fiscal structures advocated by Simons or by
Buchanan and Congleton.

7. Conclusion

There has been much work in the past two decades that
approaches public sector problems from a political econ-
omy perspective. This is true for issues relating to taxation
as well as for topics touching on other aspects of the pub-
lic economy. Most of this research has not been part of a
broad, comprehensive framework of the sort outlined in
Figure 1 however. Authors have mostly focused on one
specific aspect or problem, and have used a particular
collective choice model to deal with a question or topic of
limited scope.

We show in this chapter that public sector analysis can
be carried out as part of a comprehensive theoretical
framework. Although the discussion is concerned primarily
with taxation, it has implications for all research on the
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public economy that acknowledges the necessity for
collective choice. A truly general framework will allow for
analysis of positive as well as of normative questions and
will link the two areas of inquiry in a meaningful fashion.
While most individual studies will continue to focus on
some particular aspect of the government sector, their
implications for related questions can be better understood
when they are evaluated against the background of an
inclusive approach.

Taxation is a crucial topic in public finance. It touches
directly on the need for a collective choice mechanism, and
it involves analysis of coercive redistribution arising from
the use of majority rule. In addition, it requires an under-
standing of how tax systems are structured to deal with the
welfare losses stemming from the separation of spending
and taxing, a separation that arises from the very nature of
public goods.

When using collective choice models to examine these
issues, we must confront the theoretical problems related to
existence and stability of equilibrium. Otherwise, predicted
policy outcomes may be only transitory phenomena,
unsuitable for comparative static analysis, the method of
research that has provided the logical underpinning of most
work in economics. Moreover, equilibrium must now
include political as well as economic forces.

In this chapter, we focus on the two main collective
choice models that have been used to examine taxation,
namely the median voter model and probabilistic voting. In
each case, we examine the nature of equilibrium analysis,
along with the contributions of the model to the under-
standing of major fiscal issues. Although both approaches
have given rise to extensive literatures from which many
useful insights can be derived, our review shows that prob-
abilistic voting is able to encompass a wider range of ques-
tions. In particular, this model allows for the examination
of both positive and normative questions, while the median
voter model has little to say on the efficiency of taxation.
Regarding theoretical and empirical research, median voter
analysis has provided a strong focus for the examination of
coercive redistribution, but it has not proved suitable for
the study of tax structure and tax design due to its limited
success in dealing with multi-dimensional issues.
Probabilistic voting provides an appropriate basis for
studying the nature of observed tax systems, and it can, at
least in principle, also be used to shed light on coercive
redistribution.

Both models still fall short of integrating into the analy-
sis the wealth of existing fiscal institutions within which
the exchange between citizens and governments occurs.
While there is work on fiscal institutions, it is largely
limited to linking them to the aggregate level of spending

or to attempts to control budget deficits. Research in this
area only rarely deals with specific features of observed tax
systems or fiscal structure. A framework that encompasses
taxation as an instrument of coercive redistribution, that
can explain the tax skeleton and its relationship to excess
burden, that accounts for the role of administration costs,
and that assigns an explicit role to fiscal institutions
remains to be constructed.

Whatever approach is chosen in future work, the nature
of equilibrium remains crucial. If it is ignored, analytical
results may be doomed to irrelevance or disregard in the
political arena, a fate that has befallen a large number of
proposals for a comprehensive income or consumption tax
or a generalized flat tax. Advocates of such taxes have
never demonstrated that they represent equilibrium out-
comes of an acceptable and democratic collective choice
process. Research based on probabilistic voting strongly
suggests that democratic regimes will inevitably create
complex tax systems with multiple bases, varied rate
structures and a myriad of special provisions.

Although a comprehensive approach remains to be fully
developed, consideration of existing work against the back-
ground of a generalized framework helps in seeing the
strengths and weaknesses of available models and is useful
in guiding the researcher in future work. It also makes clear
that much has already been accomplished, and that the col-
lective choice literature devoted to taxation is a rich and
valuable source of analytical and policy-relevant insights.

STANLEY L. WINER
WALTER HETTICH

NOTES

1. There are also several excellent studies of the political and
economic aspects of specific taxes or episodes in tax history
of particular countries. This literature notably includes Witte
(1985) on the income tax system of the United States and
Gillespie (1991) on the tax structure of Canada.

2. For a review of Optimal Taxation, see, for example, Stiglitz
(1987).

3. See Creedy (1998) for extended discussion of the meaning
and measurement of excess burden.

4. This problem has given rise to several normative approaches
to the distribution of the tax burden as alternatives to taxation
according to benefits received, including most notably the
principle of taxation according to ability to pay. See, for
example, Musgrave (1959, chapter 5).

5. Wagner (1976), Buchanan and Wagner (1977), West and
Winer (1980) and others have considered the role of fiscal
illusion in the political manipulation of taxation and public
debt.

6. On the concept of a Lindahl equilibrium, see also, Foley
(1977), Johansen (1965) and Head (1974).
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10.

11.

12.

13.
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In addition to bypassing the essential role of collective
choice, a social planning approach imputes motives to public
decision makers that differ from those of their self-interested
private counterparts included in the same framework.
Brennan and Buchanan (1980), Kau and Rubin (1981), Levi
(1988), Wilson (1989), Edwards and Keen (1996) and others
have drawn attention to the importance of motivation by pub-
lic officials in the analysis of taxation.

. Even if there are no public goods, the use of majority rule

allows coercion to exist. Separation of spending and taxing,
which is necessarily present when public goods are provided,
opens up additional routes by which coercion may be
exercised.

. One longstanding and as yet unanswered question that may

be raised at this point is why the extension of the franchise in
the 19th century to those with lower incomes did not lead
to the expropriation of capital through the fiscal system.
A possible answer provided by the median voter, as well as by
the alternative framework considered later, lies in the nega-
tive implications for wealth and income of high taxes on the
rich, although this remains a conjecture. On this point, see for
example Winer and Rutherford (1992), who explore the argu-
ment in a computable equilibrium model calibrated to the
U.K. economy in the 19th century.

Roemer (2001) constructs an interesting model where equi-
librium is established because of the need by every political
party to construct a coalition of members with various inter-
ests, all of whom prefer its policies to that of the opposition.
The difficulty of maintaining this coalition severely con-
strains the ability of political entrepreneurs to engineer a win-
ning coalition, regardless of what the opposition proposes.
This may be considered as an alternative general way of mod-
eling political equilibrium. In such a framework, redistribu-
tion can be limited by a party’s need to appeal to particular
groups of voters — such as the poor and also religious voters,
some of whom may be rich.

The restriction on preferences is related to the Mirrlees-
Spence single crossing property, so that incomes and abilities
of all voters are monotonically related. The application of this
kind of restriction to allow another dimension of policy in the
median voter model are reviewed in Boadway and Keen
(2000). It appears that such restrictions cannot be used to
allow a median or decisive voter model to extend to the
analysis of the tax skeleton as a whole.

It should be noted that when we assume that decisions on
different tax parameters are made sequentially in different
election or committees, each policy parameter must have an
independent relationship to welfare in the minds of those
involved. Such a procedure requires indirect preferences to
be Euclidean (represented by concentric circles), so that an
optimal choice for any voter in a given dimension is inde-
pendent of the choice of policies in other dimensions
(Ordeshook, 1992, 283-285).

The triumph of the middle class in such a context is often
referred to as Director’s Law (Stigler, 1970).

There are also a few explorations of U.S. tax reform in the
structure-induced equilibrium tradition, including Stewart
(1991) and McCubbins (1991), who concentrate on the
implications of a divided Congress for the politically feasible
set of tax proposals.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.
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See Enelow and Hinich (1989) for a discussion of the
conditions underlying the concavity of expected vote
functions.

The tax-expenditure literature is derived from the work of
Henry Simons (1938) who argued for a tax on comprehen-
sively defined income as the mainstay of the tax system. A
tax-expenditure is a deviation of actual tax payments from tax
liabilities that would apply if taxation was levied on this ideal
base. We consider Simons’ approach to taxation further in
section 6.

If the size of a potential tax base expands, we may expect the
marginal excess burden of relying more heavily on that
source to fall relative to the excess burden from using other
bases. Opposition to increasing reliance on the growing base
may also decline because the fixed costs of organizing oppo-
sition are spread across more taxpayers.

See Hettich and Winer (1999, chapter 8) and Kenny and
Winer (2001) for further details.

But see also Bohn and Inman (1996). Breton (1996) models
the power of a Prime Minister in a parliamentary system to
control spending and compares this power to that of the
President in a U.S. congressional system of checks and bal-
ances. He suggests that a strong Prime Minister backing a
strong Minister of Finance coupled with traditions of budget-
ary secrecy and cabinet solidarity combine to offer distinct
advantages for maintaining the overall balance of spending
and taxing.

Austen-Smith (2000) builds on the median voter model, and
on models of agenda control by Romer and Rosenthal (1978)
to formally compare the average rate of tax in an electoral
system with a FPTP to one in a three-party system with PR.
Austen-Smith’s study is motivated by the desire to model the
observation that average income tax rates appear to be higher
and post tax distributions of income flatter in countries with
proportional representation, than in countries with a first-
past-the-post electoral system. The key to his explanation
appears to lie in differences between electoral systems
regarding the pivotal or decisive voter and the incentives cre-
ated for taxpayers to choose among available occupations.
Neither the existence of an equilibrium (nor the convergence
of platforms that occurs in this version of the model) is guar-
anteed under all conditions.

Second order conditions sufficient to insure the existence of
a constrained maximum must also be satisfied. For further
details see Coughlin (1992) and Hettich and Winer (1999).
Note also that the support function S is not a social welfare
function. The weights in S are determined within the model
by voting behavior, and different types of behavior will give
rise to different support functions (see Coughlin, 1992).
Political failures may occur as a result of lobbying and the use
of advertising to sway voters, or in a dynamic context where
the problem is to insure the consistency of policies over time.
Contributions on the first aspect of political economy are
reviewed in Grossman and Helpman (2001) and on the second
in Drazen (2000, chapters 4-6). The link to specific features
of tax systems in this literature remains to be more fully devel-
oped. In this regard, see also footnote 25 below. Political mar-
ket failure may also result from unregulated tax competition
between jurisdictions: the relevant literature is reviewed by
Wilson (1999).
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24. We have implicitly assumed that political competition is per-
fect, in the sense that parties must continually maximize
expected votes, and that no one can systematically influence
voters with advertising misrepresenting how policies will
affect individual welfare. If these conditions are not met, the
equilibrium will not be efficient, and the optimization prob-
lem that is used to replicate the equilibrium will be different
from what has been stated above. See Hettich and Winer
(1999, chapter 6). Other situations may also lead to political
market failure.

25. An important general lesson here is that normative analysis
that is not informed by a model of political equilibrium is
likely to be misleading. Another interesting example of this is
provided by the literature on the time-consistency of public
policy. A policy is not time consistent if it requires a course of
action today (about today and tomorrow) that will subse-
quently become undesirable. It is often argued that the inabil-
ity of governments to commit to consistent policy over time
will result in a loss of social welfare compared to a situation
where governments are prevented from adopting discretionary
policies based on period by period political optimization (see,
for example, Fischer, 1980). The problem with this and simi-
lar arguments is that it does not allow for the constraints on
misuses of discretionary power that exist in a democracy
(Hettich and Winer, 1985; Marceau and Smart, 2002). People
in democratic societies are not powerless in opposing
unwanted government actions using normal political chan-
nels. Moreover, we may also find the legal system being
altered to make it difficult for governments to unilaterally
expropriate private property. As a result, it is not obvious that
further restrictions on the ability of governments to respond to
changing events, which must have social costs as well as ben-
efits, are warranted to counteract possible time inconsistency.

26. For related but different arguments concerning the problems
of doing welfare analysis without taking political equilibrium
into account, see Coate (2000) and Besley and Coate (2002).

27. See, for example, the text by Boardman et al. (1996, chapter 2).

28. Rutherford and Winer approached this issue by calibrating
the weights so that maximization of the support function
replicated the benchmark equilibrium.

29. See Hettich and Winer (1985, 1999) for review of the relevant
literature on this point. It is of interest to note that measure-
ment of deviations from the broadly based personal income
tax, following Surrey (1973) and others, is the basis of tax-
expenditure budgets, which have even been enshrined into
law in some countries.
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